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Preface

The first edition of this hook was published in lW;o under the title Automation, Produc-
tion Systems, andComputer-A.ided Manufacturing. A revision was published in 1981 with
about 200 more pages and a slightly different title:AutomarioR, Production Systems, and
Computer Integrated Manufacturing. The additional pages expanded the coverage of top-
res like industrial robotics, programmable logic controllers, material handling and storage,
and quality control. nut much of the hook was very similar to the 191';0lex I. By the time I
started work on the current volume (technically the second edition of the 1'187 title, but in
fact the third generation nfthc 19XOpublication). it was clear that the book was in need of
a thorough rewriting, New technologies had heen developed and existing technologies had
advanced. new theories and rnethodoirrgies had emerged in the re"'~lrch ]iterature.and my
own understanding of automation and production systems had grown and matured (at
least [ think so). Readers of the two previous books will find this new volume to be quite
different (rom its predecessors. Its organization IS significantly changed, new topics have
been added. and some topics from the previous editions have been discarded or reduced
in coverage, I! is not an exaggeration to say that the entire text has been rewritten (read-
ers will find very few instances where 1 have used the same wording as in the previous edi-
tions). Nearly all of the figures are new. II is essentially a new book.

There is a risk in changing the book so much. Both ofthe previous edition, have been
very successful for Prentice Hall and me. Many instructors have adopted the book and have
become accustomed to its organization and coverage. Many courses have been developed
based on the hook. What will these instructors think of the new edition. with all of its new
and different lean.res? My hope is that they will tryout the new book and find it to be a
significant improvement over the 1987 edition, as wc·Uas any othertextbook on the subject

Specifically. what are the changes in this new edition?To hegin with, the organization
has been substamiallv revised. Following two introductory chapters, the hook is organized
into rive main parts:

I Automation and control technologies: Six chapters on automation, industrial com-
puter control. control system components.numerical control, industrial robotics. and
programmable logic controllers

II. Material handling technologies: Four chapters covering conventional and automat-
ed material handling systems (e.g.. conveyor systems and automated guided vehicle
systems). conventional and automated storage systems, and automatic identification
and data capture

Ill. MaQufacturing systems: Seven chapters on a manufacturing systems taxonomy, sin-
gle station ce.Is. group tcchriologv, flexible manufacturing svsterns, manual assembly
tines. transfer tines. and automated assembly.
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IV. Quality control systems: Four chapters covering quality assurance, statistical process
control. inspection principles, and inspection technologies [e.g .. coordinate measur-
ing machines and machine vision)

V. Manufacturing support systems: Four chapters on product design and CAD/CA~,
process planning, production planning and control, and lean production and agile
manufacturing.

Other changes in organization and coverage in the current edition, compared with the
lYl;7 book.Include:

• Expanded coverage of automation fundamentals, numerical control programming,
group technology, flexible manufacturing systems, material handling and storage,
quality control and inspection. inspection technologies, programmable logic
controllers.

• New chapters or sections on manufacturing systems, single station manufacturing
systems, mixed-model assembly line analysis, quality assurance and statistical process
control, Taguchi methods, inspection principles and technologies, concurrent engi
neering, automatic identification and data collection, lean and agile manufacturing.

• Consolidatinn of numerical control into one chapter (the old edition had three
chapters).

• Consolidation of industrial robotics into one chapter (the old edition had three
Chapters).

• The chapters on control systems have been completely revised to reflect current in.
dustry practice and technology.

• More quantitative problems on more topics: nearly 4(X) problems in the new edition,
which is almost a 50% increase over the 1987 edition.

• Historical notes describing the development and historical background of many of the
automation technologies.

With all of these changes and new features, the principle objective of the book remains
the same. It is a textbook designed primarily for engineering students at the advanced un.
dergraduatc or beginning graduate levels. It has the characteristics of an eugineertng text-
book: equations, example problems, diagrams, and end-of-chapter exercises. A Solutions
Manual is available from Prentice Hall for instructors who adopt the book.

The book should also be useful for practicing engineers and managers who wish to
learn about automation and production systems technologies in modern manufacturing. III

several chapters, application guidelines are presented to help readers decide whether the
particular technology may be appropriate for their operations.
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chapter 1

Introduction

CHAPTER CONTENTS

1,1 Production System Facilities
1.1.1 LowQuantity Production
1.1.2 Medium Quantity Production
1.1.3 High Production

1.2 Manufaeturing Support Syslems
1.3 Automation in Production Systems

1.3.1 Automated Manutacturtnq Svstems
1.3.2 Computerized Manufacturing Support Systems
1.3.3 Reasons for Automating

1.4 Manllal Labor in Production Systems
1.4.1 Manual Labor in Factory Operations

1.4,2 Labor in Manufacturing Support Systems
1.5 Automation Principles and Strategies

1.5.1 USA Principle
1.5.2 Ten Strategies of Automation and Production Systems
1.5.3 Automation Migration Strategy

1.6 Organization of the Book

This book is about production systems that are used to manufacture products and the parts
assembled into those products. The production system is the collection of people, equipment,
and procedures organized to accomplish the manufacturing operations of a company [ur
other organization). Production systems can be divided into two categories or levels as in-
dicated in FIgure 1.1:
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FiJ{Ure 1.1 The production system
(;O!l~is[~of facilities and manufacturing
support systems

l . Facilities. The facilities of the production system consist of the factory, the equipment
in the factory, and the way the equipment is organized.

2. Manufacturing support ~ystem'J·.lhis is the set of procedures used by the company to
manage production and to solve the tecnrucat and logistics problems encountered in
ordering materials, moving work through the factory. and ensuring that products meet
quality standards. Product design and certain business functions are included among
the manufacturing support systems.

In modern manufacturing operations, portions of the production system are auto-
m:lterl and/or computerized. However, production systems include people. People make
these systems work. In general, direct labor people (blue collar workers) are responsible for
operating the facilities, and professional staff people (white coilar workers) are responsi-
ble for the manufacturing support systems.

In this introductory chapter, we consider these two aspects of production systems
and how they are sometimes automated and/or computerized in modern industrial prac-
tice. In Chapter 2, we examine the manufacturing operations that the production systems
are intended to accomplish.

1.1 PRODUCTION SYSTEM FACILITIES'

The facilities in the production system are the factory, production machines and tooling, ma-
terial handling equipment, inspection equipment, and the computer systems that control
the manufacturing operations. Facilities also include the plant layout, which is the way the
equipment is physically arranged in the factory. The equipment is usually organized into
logical groupings, and we refer to these equipment arrangements and the workers who op-
erate them as the manufacturing systems in the factory. Manufacturing systems can be in-
dividual work cells, consisting of a single production machine and worker assigned to that
machine. We more commonly think of manufacturing systems as groups of machines and
workers, for example, a production line. The manufacturing systems come in direct physi-
cal contact with the parts and/or assemblies being made. They "touch" the product.

A manufacturing company attempts to organize its facilities in the most efficient way
to serve the particular mission of that plant. Over the years, certain types of production fa-
cilities have come to be recognized as the most appropriate way to organize for a given type
of manufacturing. Of course, one of the most important factors that determine the type of
manufacturing is the type of products that are made. Our book is concerned primarily with

ManufaclU"ng
supp~r1,ystem'

Production
,,"stem
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the product-on of discrete parts and products.compared with products that arc in liquid or
bulk form, such as chemicals (we examine the distinction in Section 2.1).

If we limit our discussion to discrete products. the quantity produced by a factory has
a very significant influence on its facilities and the way manufacturing is organized. Pro-
dnction quauuty refers tu the number of units of a given part or product produced annu-
ally by the plant. The annual part or product quantities produced in a given factory can be
classified into Ihrccranges

I. Low production; Quantities in the range of 1 to lrXl units per year
2 Medium production: Quantities in the range of 100 to 10,000 units annually.
3 High production; Production quantities are 10,000 to millions of units

The boundaries between the three ranges are somewhat arbitrary (author's judgment).
Depending on the types of products we are dealing with. these boundaries rna} shift by an
order of magnitude or so

Some plants produce a variety of different product types, each type being made in low
or medium quantities. Other plants specialize in high production of only one product type.
It is instructive to identify product variety as a parameter distinct from production quan-
tity. Product variety refers to the different product designs or types that are produced in a
['I"nt. Different products have different shapes and sizes and styles: they perform different
functions: they are sometimes intended for different markets; some have more compo-
nents than others; and so forth. The numbcr of different product types made each year can
be counted. When the number of product types made in a factory is high. this indicates
high product variety.

There is an inverse correlation between product variety and production quantity in
terms of factory operations. When product variety is high, production quantity tends to be
low; and vice versa. This relationship is depicted in Figure 1.2. Manufacturing plants tend
to specialize in a combination of production quantity and product variety that lies some-
where inside the diagonal band in Figure 1.2. In general. a given factory tends to be limit-
ed to the product variety value that is correlated with that production quantity

~I"<,..L"WM M'~~

.. ~H""
1 100 1O.0tXJ !.OIJ(J.lKXI

Producti""'1"antity

Figure 1.2 Relationship between product variety and production
quantity in discrete product manufacturing.
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Although we have identified product variety as a quantitative parameter (the nurn-
bcr of different product types made hy the plant or company), this parameter is much less
exact than production quantity is, because details on how much the designs differ are not
captured simply by the number of different designs, The differences between an aurorno.
bile and an air conditioner arc far greater than between an air conditioner and a heat pump.
Products can be different, but the extent of the differences may be small or great. The au-
tomotive industry provides some examples to illustrate this point. Each of the U.S. auto
motive companies produces cars with two or three different nameplates in the same
assembly plant, although the body styles and other design features are nearly the same. In
different plants. the same auto company builds heavy trucks. Let us use the terms "hard"
and "soft" to describe these differences in product variety. Hurd product variety is when the
products differ substantially. In an assembled product, hard variety is characterized by a low
proportion of common parts among the products; in many cases, there are no common
parts. The difference between a car and a truck is hard. Soft product variety is when there
are only small differences between products. such as the differences between car models
made on the same production line. There is a high proportion of common parts among as-
sembled products whose variety is soft. The variety between different product categories
tends lo be hard: the variety between different models within the same product category
tends tobe soft

We can usc the three production quantity ranges to identify three basic categories of
production plants-Although there are variations in the work organization within each cat
egory, usually depending on the amount of product variety, this is nevertheless a reason
able way to classify factories for the purpose of our discussion.

1.1.1 low Quantity Production

The lype of production facility usually associated with the quantity range of 1 to 100
units/year is the job shop, which makes low quantities of specialized and customized prod-
ucts. The product, arc typically complex, such as space capsules, aircraft, and special ma-
chinery. Job shop production can also include fabricating the component parts for the
products. Customer orders for these kinds of items are often special, and repeat orders
may never occur. Equipment in a job shop is general purpose and the labor force is high-
Iyskilled

A job shop must be designed for maximum flexibility to deal with the wide part and
product variations encountered (hard product variety). If the product is large and heavy,
and therefore difficult to move in the factory, it typically remains in a single location, at least
during its final assembly. Workers and processing equipment are brought to the product,
rather than moving the product to the equipment. This type of layout is referred to as a
fixed-position layout, shown in figure 1.3(a). In the pure situation, the product remains in
a single ~ocation during its entire fabrication. Examples of such products include Ships, air-
craft, railway locomotives, and heavy machinery. In actual practice, these items are usual-
ly built in large modules at single locations. and then the completed modules are brought
together for final assembly using large-capacity cranes.

The individual parts that comprise these large products are often made in factories
that have a process layout, in which the equipment is arranged according to function or
type. The lathes .are in one department, the milling machines are in another department,
and so on, as In Figure l.3(b). Different parts, each requiring a different operation sequence,
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Figure 1.3 Various types of plant layout: (a) fixed-position layout,
(b) process layout (c) cellular layout, and (d) product layout.

are routed through the departments in the particular order needed for their processing, usu-
ally in batches. The process layout is noted for its flexibility; it can accommodate a great
variety of alternative operation sequences for different part configurations. Its disadvan-
tage is thai the machinery and methods to produce a part are not designed for high effi-
ciency. Much material handling is required to move parts between departments, so
in-process inventory can be high,
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1.1.2 Medium Quantity Production

In the medium quantity range (lOU-to.U()O units annually), we distinguish between two
different types of facility, depending on product variety. When product variety is hard, the
traditional approach IS batch. prod'KIIOI/. ill which a balch of one product is made, after
which the facility i~ changed over to produce a batch of the next product, and s.o on. O~-
ders for each product are frequently repeated. The production rate of the equipment IS

greater than the demand rate for any single product tvpe.and so the same equipment can
be shared among multiple products. The changeover between production runs takes time.
Called the setup lime or c!WII/icover lime. it is the time to change tooling and to set up and
reprogram the machinery. This is lost production time. which IS a disadvantage of batch
manufacturing. Batch production i, commonly used in make-to-stock situations, in which
items are manufactured 10 replenish inventory that ha~ been gradually depleted by de-
mand. The equipment is usually arranged in a process layout, Hgure 1,3(h).

An alternative approach to medium range production is possible if product variety
is soft. In this case..extensive changeovers between one product style and the next may not
be required. It is often possible to configure the equipment so that groups of similar parts
or products can be made on the same equipment without significant lost time for
changeovers. The processing or assembly of different parts or products is accomplished in
cells ~'Onsistingof several workstMion~ or machines.The term cd/ula.- manufacturing is
often associated with this type of production. Each cell is designed to produce a limited va-
riety of part configurations: that is. the cell specializes in the production of a given set of
similar parts or products, according to the principles of group technalagy (Chapter 15).
The layout is called a cellular /ayrmr, depicted in Figure 1.3(c)

1.1.3 High Production

The high quantity range (10,000 to millions of units per year) IS often referred to as moss
production. The situation is characterized hy a high demand rate for the product,and the
production facility is dedicated to the manufacture of that product.Two categories of mass
production can be distinguished·,(l) quantity production and (2) flow line production.
QI/antily production involves the mass production of single parts on single pieces of equip-
ment. The method of production typically involves standard machines (l>uclJill>stamping
presses) equipped with special tooling (e.g .. dies and material handling devices), in effect
dedicating the equipment 10 the production of one part type. The typical layout used in
quantity production is the process layout. Figure l.3(b)

Flow line production involves multiple workstations arranged in sequence, and the
parts or assemblies are physically moved through the sequence to complete the product.
The workstations consist of production machines and/or workers equipped with special-
ized tools. The collection of stations is designed specifically for the product to maximize ef-
ficiency. The layout is called 11product layout, and the workstations are arranged inlo one
long line, as in Figure l.3(d), or into a series of connected line segments. The work is usu-
ally moved between stations by powered conveyor. At each station. a small amount of the
total work is completed on each unit of product.

The most familiar example of flow line production is the assembly line, associated with
products such as cars and household appliances. The pure case of flow line production is
where there is no variation in the products made on the line. Every product is identical,and
the line is referred 10 as a single model production line. However, to successfully market a
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Figure L4 Type, of facilities and layouts used for different levels uf
production quantity and product variety,

given product. it is often necessary to introduce model variations so that individual cus-
tomers can choose the exact style and options that appeal to them, From a production
viewpoint, the model differences represent a case of soft product variety, The term
mixed-rnodet production tine applies to those situations where there is soft variety in the
products made on the line. Modern automobile assembly is an example. Cars coming off
the assembly line have variations in options and trim representing different models (and.
in many cases, different nameplates) of the same basic car design,

Much of our discussion of the types uf production facilities is summarized in Figure
1.4, which adds detail to Figure 1.2 by identifying the types of production facilities and plant
layouts used. As the figure shows, some overlap exists among the different facility types.

1,2 MANUFACTURING SUPPORT SYSTEMS

1'0 operate the production facilities efficiently, a company must organize itself to design the
processes and equipment. plan and control the production orders, and satisfy product qual-
ity requirement!'>. These functions are accomplished by manufacturing support systems -
people and procedures by which a company manages its production operations. Most of
these support systems do not directly contact the product, but they plan and control its
progress through the factory,

Manufacturing support involves a cycle of information-processing activities, as illus-
trated in figure 1.5. The production system facilities described in Section 1.1 are pictured
in the center of the figure. The information-processing cycle, represented by the outer ring,
can be described as consisting of four functions: (1) business functions, (2) product design,
(3) manufacturing planning. and (4) manufacturing control.

Business Functions. The business functions are the principal means of commu-
nicating with the customer.They arc. therefore, the beginning and the end of the informa-
tion-processing cycle. Included in this category are sales and marketing, sales forecasting.
order entry, cost accounting, and customer billing.
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Figure 1.5 The information-processing cycle in a typical manufac-
lUring firm.

The order to produce a product typically originates from the customer and proceeds
into the company through the sales and marketing department of the firm. The production
order will be in one of the following forms: (l) an order to manufacture an item to the cus-
tomer's specifications, (2) a customer order to buy one or more of the manufacturer's pro-
prietary products, or (3) an internal company order based on a forecast of future demand
fora proprietary product.

Product Design. If the product is 10 be manufactured to customer design, the de-
sign will have been provided by thc customer. The manufacturer's product design depart-
ment will not bc involved.lf the product is to be produced to customer specifications, the
manufacturer's product de~ign department maybe contracted todo the design work for the
product as well as to manufacture it.

If the product is proprietary. the manufacturing firm is responsible for its development
and design. The cycle of events that initiates a new product design often originates in the
sales and marketing department: the information flow is indicated in Figure 1.5. The de-
partments of the finn that are organized to accomplish product design might include re-
search and development, design engineering, drafting, and perhaps a prototype shop.

Manufacturing Planning. The information and documentation that constitute the
product design flows into the manufacturing planning function. The information-process-
ing activities in manufacturing planning include process planning. master scheduling, re-
quirements planning, and capacity planning. Process planning consists of determining the
sequence of individual processing and assembly operations needed to produce the part. The
manufacturing engineering and industrial engineering departments are responsible for
planning the processes and related technical derails,

Manufacturing planning includes logistics issues, commonly known as production
planning. The authorization to produce the product must be translated into the master
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production schedule. The master production schedule is a listing of the products to be made,
when to be delivered. and in what quantities. Months arc traditionally used to

in the master schedule. Based on this schedule, the individual compo-
nents and vubaoembhes that make up each product must be planned. Raw materials must
be purchased or requisitioned from storage. purchased parts must be ordered from sup-
pliers, and all 01 these items must be planned so that they are available when needed. This
enure tavk is called matonat requirements planning. In addition, the master schedule must
not list more quantities of products than the factory is capable of producing each month
with number of machines and manpower.A function called copucicy planning is

planning the manpower and machine resources of the firm.

Manufacturing Control. Manufacturing control is concerned with managing and
controlling the physical opcrations in the factory to implement the manufacturing plans
The flow of information is from planning to conrrot as indicated in Figure 1.5. Information
also !lows back and forth between manufacturing control and the factory operations. In-
cluded in the manufacturing control function are shopfloor control,inventory control,and
quality control,

Shop floor control deals with the problem of monitoring the progress of the product
a~ it is being processed, assembled, moved.and inspected in the factory. Shop floor control
is concerned with inventory in the sense that the materials being processed in the factory
are work-in-process inventory. Thus. shop floor control and inventory control overlap to
some extent.lnvcn/ory control attempts to strike a proper balance between the danger of
too lillie inventory (with possible stock-outs of materials) and the carrying cost of too
much inventory. It deals with such issues as deciding the right quantities of materials to
order and "vhen to reorder a given item when stock is low.

The mission of quality control is to ensure that the quality of the product and its com-
ponents meet the standards specified by the product designer. To accomplish its mission,
quality control depends on inspection activities performed in the factory at various times
during the manufacture of the product.Also, raw materials and component parts from out-
side sources arc sometimes inspected when they arc received. and final inspection and test-
ing of the finished product i<;performed to ensure functional quality and appearance,

1.3 AUTOMATION IN PRODUCTION SYSTEMS

Some elements of the firm's production system are likely to be automated, whereas oth-
ers will be operated manually or clerically. f-or our purposes here, automation can be de-
fined as a technology concerned with the application of mechanical, electronic, and
computer-based systems 10 operate and control production.

The automated elements of the production system can be separated into two cate-
gories: (1) automation of the manufacturing systems in the factory and (2) computerization
of the manufacturing support systems. In modern production systems, the two categories
overlap to some extent. because the automated manufacturing systems operating on the fac-
lory floor are themselves often implemented by computer systems and connected to the
computerized manufacturing support systems and management information system oper-
ating at th ••plant and enterprise levels. The term computer-integrated rnanufacturing j~

used to indicate this extensive use of computers in production systems. The two categories
01 aurornauon are shown in Figure 1.6 as an overlay on Figure 1.1.
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Figure 1.6 Opportunities of automation and computerization in a
production system.

1.3.1 Autamated Manufacturing Systems

Automated manufacturing systems operate in the factory on the physical product. They per-
form operations such as processing, assembly, inspection, or material handling, in some
cases accomplishing more than one of these operations in the same system. They are called
automated because they perform their operations with a reduced level of human partici-
pation compared with the corresponding manual process. In some highly automated sys-
tems, there is virtually no human participation. Examples of automated manufacturing
systems include:

• automated machine tools that process parts
• transfer lines that perform a series of machining operations
• automated assembly systems
• manufacturing systems that use industrial robots to perform processing or assern-

blyoperations
• automatic material handling and storage systems to integrate manufacturing operations
• automatic inspection systems for quality control

Automated manufacturing systems can be classified into three basic types (for our pur-
poses in this introduction; we explore the topic of automation in greater depth in Chapter 3):
(1) fixed automation. (2) programmable automation, and (3) flexible automation.

Fixed Automation. Fixed automation is a system in which the sequence of pro-
cessing (or assembly) operations is fixed by the equipment configuration. Each of the op-
erations in the sequence is usually simple, involving perhaps a plain linear or rotational
motion or an uncomplicated combination of the two; for example, the feeding of a rotat-
ing spindle. It is the integration and coordination of many such operations into one piece
of equipment that makes the system complex. Typical features of fixed automation are:

• high initial investment for custom-engineered equipment
• high production rates
• relatively inflexible in accommodating product variety

The economic justification for fixed automation is found in products that are produced in
very large quantities and at high production rates. The high initial cost of the equipment
can be spread over a very large number of units, thus making the unit cost attractive com-
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Fixed Automation. Fixed automation is a system in which the sequence of processing (or assembly) operations is fixed by the equipment configuration. Each of the operations in the sequence is usually simple, involving perhaps a plain linear or rotational
motion or an uncomplicated combination of the two; for example, the feeding of a rotating spindle. It is the integration and coordination of many such operations into one piece
of equipment that makes the system complex. 
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pared with alternative methods of production. Examples of fixed automation include ma-
chining transfer lines and automated assembly machines,

Programmable Automation. In programmable automation. the production equip-
ment i~ designed with the capability to change the sequence of operations to accommodate
different product configurati'>n'. The operation sequence is controlled by a program, which
i., a .,et of instructions coded so that they can be read and interpreted by the system. New
programs can be: prepared and entered into the equipment to produce new products. Some
or the tcature-, thai characterize programmable automation include'

• hi~h investment in general purpose equipment
• lower production rates than fixed automation
• f'lexihiliry to deal with vartariuns and changes in product configuration
• rnostsuitahlefor balch production

Programmable automated production systems arc used in low- and medium-volume pro-
ductron. The parts or products are typically made in batches. To produce each new batch
of a different product. the system must be reprogrammed with the sel of machine instruc-
tions that correspond to the new product. The physical setup of the machine must also he
changed.Tools must be loaded. fixtures must be attached to the machine table.and the re-
quired machine scuings must be entered. This changeover procedure takes time. Conse-
quently, the typical cycle for a given product includes a period during which the setup and
reprogramming takes place. followcd by a period in which the hatch is produced. Exam-
ples of programmable automation include numerically controlled (NC) machine tools, in-
dustrial robots, and programmable logic controllers.

Flexible Automation. Flexible' automoaon is an extension of programmable au-
tomation. A flexible automated system is capable of producing a variety of parts (or prod-
UL:h) with virtually no time lost for changeovers from one part style to the next. There is
no lost production time while reprogramming the system and altering the physical setup
(tooting, fixtures, machine settings). Consequently, the system can produce various combi-
nations and schedules of parts or products instead of requiring that they be made in batch-
es. What makes flexible automation possible is that the differences between parts processed
by the system arc not significant. It is a case of soft variety.so that the amount of changeover
required between styles is minimal. The features of flexible automation can be summa-
riled as follows'

• high investment for a custom-engineered system
• continuous production of variable mixtures of products
• medium production rate,
• flexibility to deal with product design variations

Examples of flexible automation [Ire the flexible manufacturing systems for performing
machining operations that date back to the late 1960s.

The relative povitinns of the three types of automation for different production vol-
umes ano product varieties are depicted in Figure 1.7. For low production quantities and
new product in1.roductions, manual produ~1ion is competitive with programmable au-
rornnuon.us we indicate in the figure and discuss in Section 1.4.1.
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Figure L 7 Three types of automation relative to production quan-
tity and product variety.

1.3.2 Computerized Manufacturing Support Systems

Automation of the manufacturing support systems is aimed al reducing the amount of
manual and clerical effort in product design, manufacturing planning and control, find the
business functions of Ine firm. Nearly all modem manufacturing support systems are im-
plemented using computer systems. Indeed, computer technology is used to implement
automation of the manufacturing systems in the factory as well. The term computer-
integrated manufacturing (elM) denotes the pervasive use of computer systems to design
the products, plan the production, control the operations, and perform the various busi-
ness-related functions needed in a manufacturing firm. True CIM involves integrating
all of these functions in one system that operates throughout the enterprise. Other terms
are used to identify specific elements of the CIM system. For example, computer-aided
design (CAD) denotes the use of computer systems to support the product design func-
tion. Computer-aided manufacturing (CAM) denotes the use of computer systems to per-
form functions related to manufacturing engineering, such as process planning and
numerical control part programming. Some computer systems perform both CAD and
CAM, and so the term CAD/CAM is used to indicate the integration of the two into one
system. Computer-integrated manufacturing includes CAD!£AM, but it also includes
the firm's business functions that are related to manufacturing.

Let us attempt to define the relationship between automation and CIM by develop-
ing a conceptual model of manufacturing. In a manufacturing firm, the physical production
activities that take place in the factory can be distinguished from the information-pro-
cessing activities, such as product design and production planning, that usually occur in an
office environment. The physical activities include all of the processing, assembly, materi-
al handling, and inspection operations that are performed on the product in the factorv.
These operations come in direct contact with the product during manufacture. The rela-
tionship between the physical activities and the information-processing activities in our
model is depicted in Figure 1.8. Raw materials flow into one end of the factory and finished
products flow out the other end. The physical activities take place inside the factory. III

our m~del, the information-processing activities form a ring that surrounds the factory,
providmg the data and knowledge required to successfully produce the product. These in-
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Figure 1.8 Model of rnanutacruring showing factory operations and
the information-processing activities for manufacturing support.

formation-processing activities arc accomplished to implement the four basic rnanutactur-
mg support functions identified earlier: (I) business functions. (2) product design, (3) man-
ufacturing planning. and (4) manufacturing control. These four functions form a cycle of
events that must accompany the physical production activities but do not directly touch the
product

1.3.3 Reasons for Automating

Companies undertake projects m rnanutacturing automation and computer-integrated
rnanulacturing for a variety of good reasons. Some of the reasons used to justify automa-
non arc the following'

1 To increase tat-or productivity, Automating a manufacturing operation usually in-
labor productivity This means greater output per hour

To reduct' tabor cost, Ever-increasing tabor cost has been and continues to be the
trend in the world's industrialized societies. Consequently, higher investment in au-
tomation has become economically justifiable to replace manual operations. Ma-
chines are increasingly being substituted for human lahar to reduce unit product cost.

:l. "-0 mingatr (he effects oj lahor shortages. There is a general shortage of labor in many
advanced nations. and this has stimulated the development of automated operations
a~ a substitute tor labor

4. Til reduce or eliminate routine manual and clerical/asks. An argument can be put
forth that there IS social value in automating operations that are routine. boring, fa-
tiguing. and possihlv irksome. Automating such tasks serves a purpose of improving
the generallevel of working cOl\dltion~

:" To improve worker safety. By automating a given operation and transferring the work-
er from active participation in the process to a supervisory role, the work is made
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safer. The safety and physical well-being of the worker has become a national ob-
jective with the' enactment of the Occupational Safety and Health Act (OSHA) in
1970.This has provided an impetus for automation.

6. To improve product quality. Automation not only results in higher production rates
than ~anual operations; it also ~erfonnslhemanUfacturing process with greater un!-
Forrnrtv and conformIty to quality speciflcatlons. Reduction attraction defect rate IS

one of the chief benefits of automation
7. To reduce manufacturing lead lime. Automation helps to reduce the elapsed time be-

tween customer order and product delivery, providing a competitive advantage 10
the manufacturer for future orders. By reducing manufacturing lead time, the man-
ufacturer also reduces work-in-process inventory

8. To accomplish. processes thai cllnnOl be done manuatl y; Certain operations cannot be
accomplished without the aid of a machine, These processes have requirements for
precision, miniaturization. or complexity of geometry, that cannot be achieved man-
ually. Examples include certain integrated circuit fabrication operations, rapid pro-
toryping processes based on computer graphics (CAD) models, and the machining of
complex, mathematically defined surfaces using computer numerical control. These
processes can only be realized by computer controlled systems.

9, Tu avoid the high cast of not IJutomating. There i.~a significant competitive advan-
tage gained in automating a manufacturing plant. The advantage cannot easily be
demonstrated on a company's project authorization form.The benefits of automation
often show up in unexpected and intangible ways, such as in improved quality, high-
er sales, better labor relations, and better company image. Companies that do not au-
toma:e are likely to find themselves at a competitive disadvantage with their
customers, their employees, and the general public.

1.4 MANUAL LABOR IN PRODUCTION SYSTEMS

Is there a place for manual labor in the modern production system? The answer is cer-
tainly yes. Even in a highly automated production system, humans are still a necessary
component of the manufacturing enterprise. For the foreseeable future, people will be re-
quired to manage and maintain the plant, even in those cases where they do not participate
directly in its manufacturing operations. Let us separate our discussion of the lahor issue
into two parts.corresponding to our previous distinction between facilities and manufac-
turing support: (1) manual labor in factory operations and (2) labor in the manufacturing
support systems.

1.4.1 Manual Labor in Factory Operations

There is no denying that the long-term trend in manufacturing is toward greater use of
automated machines to substitute for manual lahor. This has been true throughout humen
history, and there is every reason to believe the trend will continue. It has been made pos-
sible by applying advances in technology to factory operations. In parallel, and sometimes
in conflict. with this technologically driven trend are issues of economics that continue to
find reasons for employing manual labor in manufacturing operations,

Certainly one of the current economic realities in the world is that there are countries
whose average houdywage rates are sufficiently low that most automation projects are im-



Sec. 1.4 / Manual labor in Production Systems '5
possible to justify strictly on the basis of cost reduction.At time of writing, these countries
include Mexico, China, and most of the countries of Southeast Asia. With the recent pas-
sage of the North American Free Trade Agreement (NAFTA), the North American con-
tfnent has become one large labor pool. Within this pool, Mexico's labor rate is an order
of magnitude less than that in the United States. For U.S. corporate executives making de-
cisions on a factory location or the outsourcing of work, this is an economic reality that must
be reckoned with.

In addition to the labor rate issue. there are other reasons, ultimately based on eco-
nomics, that make the me of manual labor a feasible alternative to automation. Humans
possess certain attributes that give them an advantage over machines in certain situations
and certain kinds or tasks. Table 1.1 lists the relative strengths and attributes of humans and
machines. A number of situations can be listed in which manual labor is usually preferred
over automation:

• Task is too technologically difficult to automate. Certain tasks Me very difficult (either
technologically or economically) to automate. Reasons for the difficulty include: (1)
problems with physical access to the work location, (2) adjustments required in the
task.(3) manual dexterity requirements, and (4) demands on hand-eye coordination.
Manual labor is used to perform the [ash in these cases. FXRmples include p.\ltomo-
bile final assembly lines where many final trim operations are accomplished by human
workers.

• Short prodUd life cycle. lf the product must be designed and introduced in a short
period of time to meet a near-term window of opportunity in the marketplace, or if
the product is anticipated to be on the market for a relatively short period, then a
manufacturing method designed around manual labor allows for a much faster prod-
uct Iaunch than does an automated method. Tooling for manual production can be fab-
ricated in much less time and at much lower cost than comparable automation tooling.

• Cussomaed product. If the customer requires a one-of-a-kind item with unique fea-
ture'>, manual labor may have the advantage as the appropriate production resource
because of its versatility and adaptability. Humans are more flexible than any auto-
mated machine

• To ('ope wilh ups and dvwn.,- in demand. Changes in demand for a product necessitate
changes in production output levels. Such changes are more easily made when man-
uallabor is used as the means of production. An automated manufacturing system has
a fixed cost associated with its investment. If output is reduced, that fixed cost must
be spread over fewer units, driving up the unit cost of the product. On the other hand.

TABLE 1.1 Relative Strengths and Attributes of Humans and Machines

Relative Strengths of Humans Reletive Strengths of Machines

Sense unexpected stimuli
Develop new solutions to problems
Cope with abstract problems
Adapt to change
Generelize trorn observations
learn from experience
Make difficult decisions based on incomplete data

Perform repetitive teeke consistently
Store large amounts of data
Retrieve data from memory relteblv
Perform multiple tasks at same time
Apply high forces and power
Perform simple computations quickly
Meke routine decisions quickly
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an automated system has an ultimate upper limit on its output capacity. It cannot
produce more than Its rated capacity. By contra~t. manual labor can be add~d u~ re-
duced as needed to rued demand, and tile associated cost of the resource lS In direct
proportion to it~ usage, Manual labor can be used to augment the output of an existing
automated system during those periods when demand exceeds the capacity of the
autor-tatcd vystem.

• To reduce r.sk; of pm duet failure.A company introducing a new product to the mar-
ket never knows for sure what the ultimate success of that product will be. Some
products will have long life cycles, while others will be on the market for relatively
short lives. The usc of manuallahor as the productive resource at the beginning of the
product's life reduces the company's fisk of losing a significant investment in au-
tarnation if the product fails, to achieve a long market life, In Section 1.5.3, we discuss
an automation migration strategy that is suitable for introducing a new product.

1.4.2 labor in Manufacturing Support Systems

In manufacturing support Functions. many of the routine manual and clerical tasks can be
automated using computer systems, Certain production planning activities are better ac-
complished hy computer than hy clerks. Material requirements l'lallllillg (MRP, Section
26.2) is an example: In material requirements planning, order releases are generated for
component parts and raw materials based on the master production schedule for final
products. This requires a massive amount of data processing Ihat is best suited to comput-
er automation. Many commercial software packages are available to perform MRP. With
few exceptions, companies that need to accomplish MRP rely on the computer. Humans
are still required to interpret and implement the output of these MRP computations and
to otherwise manage the production planning function

In modern production systems. the computer is used as an aid in performing virtual-
ly all manufacturing support activities, Computer-aided design systems are used in prod-
uct design. The human designer is still required todo the creative work. The CAD system
is a too! that assists and amplifies the designer's creative talents. Computer-aided process
planning systems arc used by manufacturing engineers to plan the production methods
and routings. In these examples, humans are integral components in the operatioll of the
manufacturing support functions, and the computer-aided systems are 1001s to increase
productivity and improve quality. CAD and CAM systems rarely operate completely in
automatic mode.

It is very unlikely that humans wiJJ never be needed in manufacturing support systems,
no matter how automated the systems are. People will be needed to do the decision mak-
ing, learning. engineering.evaluating. managing, and other functions [or which humans are
much better suited than are machines, according to Table 1.l.

Even if allof the manufacturing systems in the factory arc automated, there will still
be a need for the following kinds of work to be performed:

• Equipment maintenance, Skilled technicians will be required to maintain and repair the
automated systems in the factory when these systems break down.To improve the rc.
liability of the automated systems, preventive maintenance ~lJ bave to be carried out

• Programming and computer operation. There will be a continual demand to upgrade
software, install new versions of software packages, and execute the programs. It is an
ucipated that much of the routine process planning, numerical control part pro
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gramming, and robot programming may be highly automated using artificial intelli.
gence in the future .

• Engineering project work. The computer-automated and integrated factory is likely
never to be finished. There will be a continual need to upgrade production machines
design tooling, and undertake continuous improvement projects. These activities reo
quire the skills of engineers working in the factory .

• Plant management. Someone must he responsible for running the factory. There will
be a limited staff of professional managers and engineers who are responsible for
plant operations. There is likely to be an increased emphasis on managers' technica
skills rather than in traditional factory management positions, where the emphasis is
on personnel skills.

1.5 AUTOMATION PRINCIPLES AND STRATEGIES

The preceding discussion leads us to conclude that automation is not always the right an-
swer for a given production situation. A certain caution and respect must be observed in
applying automation technologies. In this section, we offer three approaches for dealing with
automation projects:' (I) the USA Principle, (2) the Ten Strategies for Automation and
Production Systems, and (3) an Automation Migration Strategy.

1.5.1 USA Principle

The USA Principle is a common sense approach to automation projects. Similar proce-
dures have been suggested in the manufacturing and automation trade literature, but none
has a more captivating title than this one. USA stands for'

1. Understand the existing process
2. Simplift' the process
3. Automate the process.

A statement of the USA principle appeared in an APleS" article [41.The article was can-
cerned with implementation of enterprise resource planning (ERP, Section 26.6), but the
USA approach is '0 general that it is applicable to nearly any automation project. Going
through each step of the procedure for an automation project may in fact reveal that sim-
plifying the process is sufficient and automation is not necessary.

Understand the Existing Process. The obvious purpose of the first step in the
USA approach is to comprehend the current process in all of its details. What arc the in-
puts? What are the outputs? What exactly happens to the work unit between input and
output? What is the function of the process? How does it add value to the product? What
are the upstream and downstream operations in the production sequence, and can they be
combined with the process under consideration?

'APICS = Amencan ProduC!lUn and Inventory Control Society_



18 Chap. 1 {Introduction

Some of the basic charting tools used in methods analysis are useful in this regard, such
as the operation process chart and the flow process chart [Sj.Application of these tools to
the existing process provides a model of the process that can be analyzed and searched for
weaknesses (and strengths). The number of steps in the process, the number and place-
ment of inspections, the number of moves and delays experienced by the work unit, and the
time spent in storage can he ascertained by these charting techniques

Mathematical models of the process may also be useful to indicate relationships be-
tween input parameters and output variables. What are the important output variables?
How are these output variables affected by inputs to the process, such as raw material
properties, process settings, operating parameters, and environmental conditions? This in-
formation may bc valuable in identifying what output variables need to be measured for
feedback purposes and in formulating algorithms for automatic process control.

Simplify the Process. Once the existing process is understood, then the search
can begin for ways to simplify. This often involves a checklist of Questions about the exist-
ing process. What is the purpose of this step or this transport? Is this step necessary? Can
this step be eliminated? Is the most appropriate technology being used in this step? How
can this step be simplified? Are there. unnecessary steps in the process that might be elim-
inated without detracting from function?

Some of the ten strategies at automation and production systems (Section 1.5.2) are
applicable to try to simplify the process. Can steps be combined? Can steps be performed
simultaneously? Can steps be integrated into a manually operated production line?

Automate the Process. Once the process has been reduced to its simplest form,
then automation can be considered. The possible forms of automation include those list-
ed in Ihe ten strategies discussed in the following section. An automation migration strat-
egy (Section 1.5.3) might be implemented for a new product that has not yet proven itself.

1.5.2 Ten Strategies for Automation
and Production Svstems

FoJlowing the USA Principle is a good first step in any automation project. As suggested
previously, it may turn out that automation of the process is unnecessary or cannor be cost
justified after it has been simplified.

If automation seems a feasible solution to improving productivity, quality, or other
measure of performance, then the folIowing ten strategies provide a road map to search for
these improvements. These ten strategies were first published in my first book..4They seem
as relevant and appropriate today as they did in 1980. We refer to them as strategies for au-
tomation and production systems because some of them are applicable whether the process
is a candidate for automation or just for simplification.

1. Speciattzauon of operations, The first strategy involves the use of special-purpose
equipment designed to perform one operation with the greatest possible efficiency.
This is analogous to the concept of labor specialization, which is employed to im-
prove labor productivity

'M. P. Groover. AUlama/ion. Produt:ti,'" S_fS"mJJ, (md Comp ••t~r-Aided Manu/tu:turl"l. I'Tenlice Hall
EngleWood Chfls. New Jersey, 1980.
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2. Combined operations. Production occurs as a seq~ence of operations. Complex ~arts
rna) require dozens, or even hundreds, of processing steps. The strategy of combined
operations involves .reducing the number of distinct ?roduction machines or wo.rk-
stations through which the part must be routed. This ISaccomplished by performing
more than one operation at a given machine, thereby reducing the number of sepa-
rate machines needed. Since each machine Iypically involves a setup, setup time can
usually be saved as a consequence of this strategy. Material handling effort and nOD-
operation time are also reduced. Manufacturing lead time is reduced for better cus-
tomcr scrvice.

3. Simultaneous operations. A logical extension of the combined operations strategy is
to simultaneously perform the operations that are combined at one workstation. In
effect, two or more processing (or assembly) operations are being performed simul-
taneously on the same workpart. thus reducing total processing time.

4. Integration of operations. Another strategy is to link several workstations together into
a single integrated mechanism, using automated work handling devices to transfer
parts between stations. In effect, this reduces the number of separate machines
through which the product must be scheduled. with more than one workstation. sev-
eral parts can be processed simultaneously, thereby increasing the overall output of
the system.

5. Increased flexibility. This strategy attempts to achieve maximum utilization of equip-
ment for job shop and medium-volume situations by using the same equipment for
a variety of parts or products, It involves the use of the flexible automation concepts
(Section 1.3.1). Prime objectives are to reduce setup time and programming time for
the production machine. This normally translates into lower manufacturing lead time
and less work-in-process.

6. Improved material handling and storage. A great opportunity for reducing nonpro-
ductive lime exists in the use of automated material handling and storage systems. Typ-
ical benefits include reduced work-in-process and shorter manufacturing lead times.

7. On-line inspection, Inspection for quality of work is traditionally performed after the
process is completed. This means that any poor-quality product has already been pro-
duced by the time it is inspected. Incorporating inspection into the manufacturing
process permits corrections to the process as the product is being made. This reduces
scrap and hrings the overall quality of the product closer to the nominal specifications
intended hy the designer.

8, Process control and optimization. This includes a wide range of control schemes in-
tended to operate the individual processes and associated equipment more effi-
ciently. By this strategy, the individual process times can be reduced and product
quality improved.

9. Plant operations control. Whereas the previous strategy was concerned with the con-
trol of the individual manufacturing process, this strategy is concerned with control
at the plant level. It attempts to manage and coordinate the aggregate operations in
the plant more efficiently. Its implementation usually involves a high level of computer
networking within the factory.

10. Computer-integrated manufacturing (CIM). Taking the previous strategy one level
higher. we have the intf'grMlon of fact~ry operations with engineering design ~nd
the business functions of the firm, Cl M involves extensive use of computer applica.
nons, computer data bases, and computer networking throughout the enterprise
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1.5.3 nutomenon Migration Strategy

Owing to competitive pressures in the marketplace, a company often needs to introduce a
new product in the shortest possible time. As mentioned previously, the easiest and least
expensive way to accomplish this objective is to design a manual production method, using
a sequence of workstations operating independently. The tooling for a manual method can
be fabricated quickly and allow cost. If more than a single set of workstations is required
to make the product in sufficient the case. then the manual cell is
replicated as many times meet demand. If the product turns out to be sue-
cessrut.and high future demand is anncipated, then it makes sense for the company to au-

tomate production. The improvements are oftcn carried out in phases. Many companies
have an automation migration strategy: that is, a formalized plan for evolving the manu-
facturing system, used to produce new prodncts as demand grows. A typical automation
rrrigrarion strategy is the following

Phase 1: Manual production using single-station manned cells operating indepen-
dently. This is used for introduction of the new product for reasons already
mentioned: quick and low-cost tooling to get started

Phase 2· Automated production using single-station automated cells operating in-
dependently. As demand for the product grows, and it becomes clear that
automation can be justified, then the single stations are automated to re-
duce labor and increase production rate. Work units arc still moved be-
tween workstations manually.

Phase 3: Automated integrated production using a multistation automated system
with serial operations and automated transfer of work units between sta-
tions. When the company is certain that the product will be produced in
mass quantities ;l11d for several years, then integration of the single-station
automated cells is warranted to further reduce labor and increase pro-
duction rate.

This strategy is illustrated 10 Figure 1.9. Details of the automation migration strategy vary
from company to company, depending on the types of products they make and the manu-
facturing processes they perform. But well-managed manufacturing companies have pof
des like the automation migration strategy. Advantages of such a strategy include:

• It allows introduction of the new product in the shortest possible time, since pro-
duction cells based on manual workstations are the easiest to design and implement

• It allows automation to be introduced gradually (in planned phases), as demand for
the product grows, engineering changes in the product are made, and time is allowed
to do a thorough design job on the automated manufacturing system.

• It avoids the commitment \0 a high level of automation from the start. since there is
always a risk that demand for the product will not justify it

20
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Figure 1.9 A typical automation migration strategy. Phase 1: man-
ual production with single independent workstations. Phase 2: au-
tomated production stations with manual handling between stations.
Phase Stautomated integrated production with automated handling
between stations. Key: Aut = automated workstation.

1.6 ORGANIZATION OF THE BOOK

This chapter has provided an overview of production systems and how automation is some-
times used in these systems. We see that people arc needed in manufacturing, even when
the production systems are highly automated. Chapter 2 takes a look at manufacturingop-
era lions: the manufacturing processes and other activities that take place in the fact my
We also develop several mathematical models that arc intended to increase the reader's un-
derstanding of the issues and parameters in manufacturing operations and to underscore
their quantitative nature

The remaining 2') chapters are organized into five parts. Let us describe the five parts
with reference to Figure 1.10, which shows how the topics fit together. Part I includes six
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Figure 1.10 Overview and relationships among the five parts of the
book.

chapters that are concerned with automation technologies. Whereas Chapter 1 discusses au-
tomation in general terms, Part I describes the technical details. Automation relies heavily
on control systems, so Part I is called Automation and Control Technologies. These tech-
nologies include numerical control, industrial robotics, and programmable logic controllers.

Part II is composed of four chapters on material handling technologies that are used
primarily in factories and warehouses. This includes equipment for transporting materials,
storing them, and automatically identifying them for material control purposes.

Part III is concerned with the integration of automation technologies and material
handling technologies into manufacturing systems-those that operate in the factory and
touch the product. Some of these manufacturing systems are highly automated, while oth-
ers rely largely on manual labor. Part III contains seven chapters, covering such topics as
production lines. assembly systems, group technology, and flexible manufacturing systems.

The importance of quality control must not be overlooked in modem production
systems. Part IV covers this topic, dealing with statistical process control and inspection is-
sues. We describe some of the significant inspection technologies here, such as machine vi-
sion and coordinate measuring machines.As suggested in Figure 1.10, quality control (QC)
systems include clements of both facilities and manufacturing support systems. QC is an en-
terprise-level function, but it has equipment and procedures that operate in the factory,

Finally. Part V addresses the remaining manufacturing support functions in the pro-
duction system. We include a chapter on product design and how it is supported by com-
puter-aided design systems, The second chapter in Part V is concerned with process planning
and how it is automated by computer-aided process planning. Here we also discuss con-
current engineering and design for manufacturing. Chapter 26 covers production planning
and control, including topics such as material requirements planning (mentioned in Chap-
ter 1), manufacturing resource planning, and just-in-time production systems. Our book
concludes with a chapter on lean production and agile manufacturing, two production sys-
tem paradigms that define the ways that modem manufacturing companies are attempt-
ing to run their businesses
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Manufacturing Operoflons'

CHAPTER CONTENTS
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2.2 Manufacturing Operations
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2.4.4 ManufacturingLeadTime
2.4.5 Work-In-Process

2.5 Costs of Manufacturing Operations
2.5.1 Fixed and Variable Costs
2.5.2 Direct Labor, Material, and Overhead
2,5.3 Cost of Equipment Usage

Manufacturing can be defined as tbe application of physical and chemical processes to
alter me geometry, properties, and/or appearance of a given starting materia] to make parts

'The chapter introduction and Sections 2.1 and 2.2 are based on M. P. Groover, Fundamentals of Modem
ManufaC1uring: Materials, Proce"~,, and Systems, Chapter 1

2.



Introduction 25

Starring Materia! Completed
nllltcrial rnprOCeS1illlj\ parl"rprooucl

,,( '"l
Figure 2.1 Alternative definitions of manufacturing: (a) as a tech-
nological process and (b) as an economic process.

or products; manufacturing also includes the joining of multiple parts to make assembled
products. The processes that accomplish manufacturing involve a combination of machin-
ery, tools, power, and manual labor, as depicted in Figure 2.1(a). Manufacturing is almost
always carried out as a sequence of operations. Each successive operation brings the ma-
terial closer to the desired final state.

From an economic viewpoint, manufacturing is the transformation of materials into
items of greater value by means of one or more processing and/or assembly operations, as
depicted in Figure 2.1(b). The key point is that manufacturing adds value to the material
by changing its shape or properties or by combining it with other materials that have been
similarly altered. The material has been made more valuable through the manufacturing
operations performed on it. When iron ore is converted into steel, value is added. When sand
is transformed into glass, value is added. When petroleum is refined into plastic, value is
added. And when plastic is molded into the complex. geometry of a patio chair, it is made
even more valuable.

In this chapter, we provide a survey of manufacturing operations. We begin by ex-
amining the industries that are engaged in manufacturing and the types of products they
produce. We then discuss fabrication and assembly processes used in manufacturing as well
as the activities that support the processes, such as material handling and inspection. The
chapter concludes with descriptions of several mathematical models of manufacturing op-
erations. These models help to define certain issues and parameters that are important in
manufacturing and to provide a quantitative perspective on manufacturing operations.

We might observe here that the manufacturing operations., the processes in particu-
lar, emphasize the preceding technological definition of manufacturing, while the produc-
tion systems discussed in Chapter 1 stress the economic definition. Our emphasis in this
book is on the systems. The history of manufacturing includes both the development of
manufacturing processes, some of which date back thousands of years, and the evolution of
the production systems required to apply and exploit these processes (Historical Note 2.1).

Historical Note 2.1 History of manufacturing

The history of manufacturing includes two related topics: (1) man's discovery and invention
of materials and processes to make things and (2) the development of systems of production.
The materials and processes predate the systems by several millennia. Systems of production
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refer to the ways of organizing people and equipment so that production can be performed
more efficiently. Some 01 the basic processes date as far back as the Neolithic period (circa
8000-3000 B.c.). when operations such as the following were developed: woodworking.form-
ing, and firing of clay pottery. grinding and polishing of stone, spinnmg and weaving of tex-
tiles, and dyeing of cloth. Metallurgy and metalworking also began during the Neolithic, in
Mesopotamia and other areas around the Mediterranean, It either spread to, or developed in-
dependently in, regions of Europe and Asia. Gold was found by early man in relatively pure
form in nature;it could be hammered into shape. Copper was probably the first metal to be ex-
tracted from ores, thus requiring smelting as a processing technique, Copper could not be read-
ily hammered because it main-hardened; instead, it was shaped by casting. Other metals used
during this period were silver and tin. It was discovered that copper alloyed with tin produced
a more workable metal than copper alone (casting and hammering could both be used). This
heralded the important period known as the Bronze Age (circa 3500-1500 B.c.),

Iron was also first smelted during the BWn7e Age. Meteorites may have been one SOUTce
of the metal, but iron ore was also mined. The temperatures required to reduce iron ore to
metal are significantly higher than for copper, which made furnace operations more difficult
Other processing methods were also more difficult for the same reason. Early blacksmiths
learned that when certain irons (those containing small amounts of carbon) were sufficiently
heated and then quenched, they became very hard. This permitted the grinding of very sharp
cutting edges on knives and weapons, but it also made themetal brittle. Toughness could be in-
creased by reheating at a lower temperature, aprocess known as tempering. What we have de-
scribed is,of course, the heat treatment of steel. The superior properties of steel caused it to
succeed bronze in many applications (weaponry, agriculture, and mechanical devices). The pe-
rtod or its use has subsequently been named the Iron Age (starting around 1000 B.C.).lt was
not until much later, well into the nineteenth century, that the demand for steel grew signifi-
cantly and more modem steelmaking techniques were developed.

The early fabrication of implements and weapons was accomplished more as crafts and
trades than by manufacturing as we know it today. The ancient Romans had what might be
called factories to produce weapons.scrolls, pottery, glassware, and other products of the time,
but the procedures were largely based on handicraft. It was not until the tndustriai Revolution
(circa 1760-1830) that major changes began to affect the systems for making things. This pe-
riod marked the beginning of the change from an economy based on agriculture and handicraft
to one based on industry and manufacturing. The change began in England, where a series of
important machines were invented, and steam power began to replace water, wind, and animal
power. Initially, these advances gave British industry significant advantages over other nations,
but eventually the revolution spread to other Eurupean countries and to the United States The
Industrial Revolution contrihuted to the development of manufacturing in the following ways:
(1) Watlssteam engine, a new power-generating technology; (2) development of machine tools,
starting with John Wilkinson's boring machine around 1775, which was used to bore the cylin-
der on Watt's steam engine; (3) invention of the spinning jenny, power loom, and other ma-
chinery for the textile industry, which permitted significant increases in productivity; and (4)
the factory system; a new way of organizing large numbers of production workers based on the
division of labor.

Wilkinson's boring machine is generally recognized as the beginning of machine tool
technology. It was powered by water wheel. During the period 1775-1850, other machine tools
wer~ deve~oped for most of the c~nventional machining processes, such as bori~g, turning,
drillmg, milling. shaping, and planing, As steam power became more prevalent, It gradually
became the preferred power source for most of these maehine tools, It is of interest to note
th~t many of the individual processes predate the machine tools by centuries; for example,
dnlling and sawing (of wood) date from ancient times and turning (of wood) from around the
time uf Christ.
, Assembly m.ethods we~e used in ancient cultures to make ships, weapons, tools, farm
implements, machinery, chariots and carts, furniture, and garments. The processes included
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The mid- and late-IROOswitnessed the expansion of railroads, steam-powered ships.and
other machines that created a growing need for iron and steel. New methods for producing steel
were developed to meet this demand Also during this period, several consumer products were
developed, lncludmg the sewing machine, bicycle, and automobile, To meet the mass demand
for these products. more efficient production methods were required, Some historians identi-
fy developments during this period as the Second Industrial Revolution, characterized in terms
of its cffeeh on production systems hy the following: (1) mass production. (2) assembly lines,
(3) sciennfic rnanagernent movernenr.and (4) electrification of factories.

Mass production was primarily an American phenomenon. Its motivation was the mass
marker that existed in the United States. Population in the United States in 1900 was 76 mil-
lion and growing. By 1920it exceeded 106million.Such a large population, larger than any west-
"rn Europe<on COllntrv,crcllIcd a demand for largc numbers uf products. Mass production
provided those products. Certainly one of the important technologies of mass production was
the assembly tine, introduced hy Henry Ford (1863-1947) ill 1913 at his Highland Park plant
(Historical Note 17.1).The assembly line made mass production of complex consumer prod-
ucts possible. Use of assembly line methods permitted Ford to sell a Model T automobile for
le,sthan$500in 1~16,lhuslllakingowllershipofcarsfeasiblcforalargesegmentofthe Amer-
ican population

The scientific management movement started in the late J800s in the United States in re-
sponse to the need to plan and controlthe activities of growing numbers of production work-
ers, Thc movement was Jed hy Frcderick W,Tayl", (1856--1915),Frank Gilbreath (l868-1924)
and his WifeLilian (1878-1972), and others, Scientific management included: (1) motion study,
aimed 11.1fHilling the best method 10 perform a given task: (2) rime study; to establish work
standards for a job: (3) extensive use of standards in industry; (4) the piece rate system and sim-
ilarlaborincentinplam;and(5)useufdataculkction,recordkeeping, and cosr accounting
in factory operations

In II:II:II.eicuriftcmionbegan with the first electric power generating station being huilt
In New York City.and soon clectrk motors were being used as the power source to operate fac-
tory machinery. This was a far more convenient power delivery system than the steam engine,
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bined. Manv of these developments have resulted in the automation of manufacturing.
Historical notes Oll some of these advances in automation are covered in this book

2.1 MANUFACTURING INDUSTRIES AND PRODUCTS

Manufacturing IS an important commercial activity, carried out by companies that seH prod-
ucts to customers, The type of manufacturing performed by a company depends on the
kinds of products it makes. Let us first take a look at the scope of the manufacturing in-
dustries and then consider their products.

Manufacturing Industries. Industry consists of enterprises and organizations that
produce and/or supply goods and/or services. Industries can be classified as primary, sec-
ondary, and ter-tiary. Primary industries are those that cultivate and exploit natural re-
sources, such as agriculture and mining. Secondary industries convert the outputs of the
primary industries into products. Manufacturing is the principal activity in this category, but
the secondary industries also include construction and power utilities. Tertiary industries
constitute t:1C service sector of the economy, A list of specific industries in these categories
is presented in Table 2.1.

Primary

TABLE 2.1 Specific Industries in the Primary, Secondary, and Tertiary Categories,
Based Roughly on the International Standard Industrial Classification (ISIC)
Used by the United Nations

Agriculture
Forestry
Fishing
Livestock
Quarries
Mining
Petroleum

Secondary

Aerospace
Apparel
Automotive
Basic metals
Beverages
Building materials
Chemicals
Computers
Construction
Consumer appliances
Electronics
Equipment
Fabricated metals
Food processing
Gtassceramtcs
Heavy machinery
Paper
Petroleum refining
Pharmaceuticals
Plastics (shapingi
Power utilities
Publishing
Textiles
Tire and rubber
Wood and furniture

Tertiary (SelVice)

Banking
Communications
Education
Entertainment
Financial services
Government
Health and medical
Hotel
Information
Insurance
Legal
Real estate
Repair and maintenance
Restaurant
Retail trade
Tourism
Transportation
Wholesale trade
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hoverages.nnd electric power generatiun
",ul,ib, alrc-an, appliances.computers, that these
products ,HeI"""' blcd fron The Int crnational Standard

is listed in Table 2.2. In gener-
al. the within ISle codes 31-37, and the discrete product

are included in ISIC codes 31\ and 39. However, it must be ac-
products made by the process industries are finally sold to

the consumer in discrete units. For example. beverages are sold in bottle~ and cans, Phar-
maceaucals <ireoilton purchased as pIlls and capsules

Production operations in the process industr-ies and the discrete product industries
can he divided into continuous production and hatch production. The differences are shown
in Figure 2.2, Continuous production occurs when the production equipment is used ex-
clusively for the given product, and the output of the product is uninterrupted. In the
process industries. continuous production means that the process is carried out on a con-
tinuous stream of material. with no interruptions in the output flow. as suggested hy Fig-
ure 2.2(a) Once operating in steady state. the process does not depend on the length of time
it is operating. The material being processed is likely to he in the form of a liquid, gas, pow-
der. or SImilar physical state. In the discrete manufacturing industries, continuous produc-
tion means liJWY"dedication of the production equipment to the part or product, with no
hreaks for product changeovers. The individual units of production are identifiable, as in
Figure2.2{b).

Balch production occurs when the materials are processed in finite amounts or quan-
tities. The finite amount or quantity of material is called a batch in both the process and
discrete manufacturing industries, Batch production is discontinuous because there arc in-
tc r-ruptionv in production between batches. The reason for using batch production is

TABLE 2,2 International Standard Industrial Classification (lSIC! Codes for Various
Industries inthe Manutactunnq Sector

Basic
Code Proaucts Msnutectured

31

32
33
34

35

Food, beverages (alcoholic and nonstcohoticl.fobacco
Textiles, wearing apparel, leather goods, fur products
Wood and wood products (e.q., furniture). cork products
Paper, paper products, printing, publishing, bookbinding
Chemicals, coal, petroleum, plastic, rubber, products made from these

materials,pharmaceuticals
Ceramics (Including qlass), nonmetallic mineral products (e.p.. cement)
Basic metals {e.g., steel,aluminum, etc.}
Fabricated metal products. machinery, equipment (e,g., aircraft. carneres.

computers and other office equipment, machinery, motor vehicles, tools,
televrstons)

Other manufactured goods (e.q, jewelry, musical instruments, sporting
goods,toys)

39

36

37

38
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Figure 2.2 Continuous and batch production in the process and dis-
crete manufacturing industries: (a) continuous production in the
process industries, (b) continuous production in the discrete manu-
facturing industries, (e) batch production in the process industries,
and (d) batch production in the discrete manufacturing industries.

because the nature of the process requires that only a finite amount of material can be ac-
commodated at one time [e.g., the amount of material might be limited by the size of the
container used in processing) or because there are differences between the parts or prod-
ucts made in different batches [e.g., a batch of 20 units of part A followed by a batch of
50 units of part B in a machining operation, where a setup changeover is required be-
tween batches because of differences in tooling and fixturing required). The differences
in batch production between the process and discrete manufacturing industries are por-
trayed in Figure 2.2(c) and (d). Batch production in the process industries generally means
that the starting materials are in liquid or bulk form, and they are processed altogether
as a unit. By contrast, in the discrete manufacturing industries, a batch is a certain quan-
tity of work units, and the work units are usually processed one at a time rather than al-
together at once. The number of parts in a batch can range from as few as one to as many
as thousands of units,

Manufactured Products. As indicated in Table 2.2, the secondary industries in-
clude food, beverages, textiles, wood, paper, publishing, chemicals, and basic metals (ISIC
codes 31-37). The scope of our book is primarily directed at the industries that produce dis-
crete products (ISIC codes 38 and 39). The two groups interact with each other, and many
of the concepts and systems discussed in the book are applicable to the process industries,
but our attention is mainly on the production of discrete hardware, which ranges from nuts
and bolts to cars, airplanes, and digital computers. Table 2.3 lists the manufacturing indus-
tries and corresponding products for which the production systems in this book are most
applicable.
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Industry

TABLE 2.3 Manufacturing Industries Whose Products Are likely to Be
Produced by the Productio Systems Discussed in This Book

Typical Products

Aerospace
Autornouve
Computers
Consumer appliances
Electronics
Equipment
Fabricated metals
Gresacerarntcs
Heavy machinery
Piasticslsuapinq)
Tire and rubber

Commercial and military aircraft
cers. trucks, buses, motorcycles
Mainframe and personal computers
Large and small household appliances
TVs, VCRs, audio equipment
Industrial macn'nerv, railroad equipment
Machined parts, metal starnplnqs, tools
Glass products, ceramic tools. pottery
Machine tools, construction equipment
Plastic moldings, extrusions
Tires, shoe soles, tennis balls

Final products made by the industries listed in Table 2.3 can be divided into two major
classes: consumer goods and capital goods. Consumer goods are products purchased di-
rectly by consumers, such as cars, persona! computers, TVs, tires, toys, and tennis rackets.
Capital goods are products purchased by other companies to produce goods and supply ser-
vices. Examples of capital goods include commercial aircraft, mainframe computers, ma-
chine tools, railroad equipment, and construction machinery.

In addition to final products, which are usually assembled, there are companies in in-
dustry whose business is primarily to produce materials, components, and supplies for the
companies that make the final products. Examples of these items include sheet steel, bar
stock, metal stampings, machined parts, plastic moldings and extrusions, cutting tools, dies,
molds, and lubricants. Thus, the manufacturing industries consist of a complex infrastruc-
ture with various categories and layers of intermediate suppliers that the final consumer
never deals with.

2.2 MANUFACTURING OPERATIONS

There are certain basic activities that must be carried out in a factory to convert raw ma-
terials into finished products. Limiting our scope to a plant engaged in making discrete
products, the factory activities are: (1) processing and assembly operations, (2) material
handling, (3) inspection and test, and (4) coordination lind control.

The first three activities are the physical activities that "touch" the product as it is
being made. Processing and assembly operations alter the geometry. properties, and/or ap-
pearance of the work unit. They add value to the product. The product must be moved
from one operation to the next in the manufacturing sequence, and it must be inspected
~nd/or tested t.o i~sure high quality. It is sometimes argued that these material handling and
Inspection activities do not add value to the product. However, our viewpoint is that value
is added through the totality (If manufacturing operations performed on the product. Un-
necessary oper.alions, whether they arc processing, assembly, material handling, or inspec-
tion. must be eliminated from the sequence of steps performed to complete a given product.
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2.2.1 PrClcessing and Assembly Operations

Manufacturing processes can be divided into two basic types: (1) processing operations
and (2) assembly operations. A processing operation transforms a work material from one
state of completion to a more advanced state that is closer to the final desired part or prod-
uct.It adds value by changing the geometry. properties, or appearance of the starting ma-
terial. In general, processing operations arc performed on discrete workparts, but some
processing operations are also applicable to assembled items, for example. painting a weld-
ed sheet metal car body. An assembly operation joins two or more components to create a
new entity. which is called an assembly. subassembly, or some other term that refers to the
specific joining process.

Processing Operations. A processing operation uses energy to alter a workpart's
shape, physical properties, or appearance to add value to the material. The forms of ener-
gy include mechanical, thermal. electrical, and chemical. The energy is applied in a con-
trolled way by means of machinery and tooling. Human energy may also be required, but
human workers are generally employed to control the machines. to oversee the operations,
and to load aud unload parts before and after each cycle of operation. A general model of
a processing operation is illustrated in Figure 2.1(a). Material is fed into the process.ener-
gy is applied by the machinery and tooling to transform the material, and the completed
workpart exits the process. As shown in our model. most production operations produce
waste or scrap, either as a natural byproduct at the process (e.g., removing material as in
machining) or in the form of occasional defective pieces. An important objective in man-
ufacturing is to reduce waste in either of these forms.

More than one processing operation is usually required to transform the starting ma-
terial into final form. The operations are performed in the particular sequence to achie ••e
the geometry and/or condition defined by the design specification.

Three categories of processing operations are distinguished: (1) shaping operations,
(2) property-enhancing operations. and (3) surface processing operations. Shaping opera-
tions apply mechanical force or heat or other forms and combinations of energy to effect
a change in geometry of the work material. There are various ways to classify these process-
es. The classification used here is based on the state of the starting material, by which we
have Iour categories:

1. Sulidification processes. The important processes in this category arc casting (for
metals) and moiding (for plastics and glasses), in which the starting material is a
heated liquid or semifluid, in which state it can be poured or otherwise forced to
flow into a mold cavity where it cools and solidifies, taking a solid shape that is the
same as the cavity.

2. Particulate processing. The starting material is a powder. The common technique in-
volves pressing the powders in a die cavity under high pressure to cause the powders
to take the shape of the cavity. However, the compacted workpart lacks sufficient
strength for any useful application. To increase strength, the part is then sintered-
heated to a temperature below the melting point, which causes the individual parti-
cles to bond together. Both metals (powder metallurgy) and ceramics can be formed
by particulate processing

3. Defomwtion processes. In most cases, the starting material is a ductile metal that is
shaped by applying stresses that exceed the metal's yield strength. To increase duc-
tility, the metal is often heated prior to forming. Deformation processes include forg~
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ing. extrusion, and rolling, Also included in this category are sheet metal processes such
as drawingforming; and bent/mg.

4. Mmerial removal processes. The starting material is solid (commonly a metal. ductile
or brittle), from which excess material is removed from the starting workpiece so that
the resulting part has the desired geometry. Most important in this category arc ma-
chining operations such as ("mini<" drillini<"and milling, accomplished using cutting
tools that arc harder and stronger than the work metal. Grinding is another common
process in this category, in which an abrasive grinding wheel is used to remove mate-
rial. Other material removal processes are known as nontraditional processes because
they do nOI use traditional cutting and grinding tools. Instead, they arc based on lasers,
etectror. beams, chemical erosion, electric discharge, or electrochemical energy,

Property-enhancing operations are designed to improve mechanical or physical prop-
erties of the work material. The most important property-enhancing operations involve
heal treatments, which include various temperature-induced strengthening and/or tough-
ening processes for metals and glasses. Sintering of powdered metals and ceramics. men-
tioned previously, IS also a heat treatment, which strengthens a pressed powder workpart.
Property-enhancing operations do nol alter part shape, except unintentionally in some
cases, for example, warping of a metal part during heat treatment or shrinkage of a ceramic
part during ~intering.

Suriace processing operations include: (I) cleaning, (2) surface treatments, and (3)
coating and thin film deposition processes. Cleaning includes both chemical and mechan-
ical processes to remove dirt, oil, and other contaminants from the surface. Surface treat-
ments include mechanical working, such as shot peening and sand blasting, and physical
processes, like diffusion and ion implantation. Coming and thin film deposition processes
apply a coating of material to the exterior surface of the work part. Common coating
processes include etectroplauneanadnmg of aluminum, and organic coating (call itpaim-
ing), Thin film deposition processes include physical vapor deposition and chemical vapor
deposition toform extremely thin coatings of various substances, Several surface process-
ing operations have been adapted to fabricate semiconductor materials (most commonly
silicon) into integrated circuits for microelectronics. These processes include chemical
vapor deposition, physical vapor deposition. and oxidation. They are applied to very lo-
calized areas un the surface of a thin wafe, of silicon (or other semiconductor material) to
create the microscopic circuit

Assembly Ooemtions, The second basic type of manufacturing operation is as-
sembly, in which two or more separate parts are joined to form a new entity. Components
of the new entity are connected together either permanently or serniperrnanently, Perma-
nent joining processes include welding.broring.sotde-ing; and adhesive bonding, They com-
bine parts by forming a joint that cannot be easily disconnected. Mechanical assembtv
methods are available to fasten two (or more) parts together in ajoint that can be conve.
nicntly disassembled. The use of threaded [asteners (e.g.. screws, bolts, nuts) arc important
traditional methods in this category. Other mechanical assembly techniques that form a
permanent connection include rivets, press [anng, and expansion firs. Special assemblv
methods are used in electronic, Some of the methods are identical to or adaptations ofth~
above techniques. For example, soldering is widely used in electronics assembly. Electron-
ic~,assembly ~sconcerned primarily with the a~sclllbly ofcomponcnls ~e.g., inl~grated cir-
curt packagesl to printed cIrCUIt boards to produce the complex circuits used til so many
of today's products.
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2.2.2 Other Factory Operations

Other activities that must be performed in the factory include material handling and stor-
age, inspection and testing, and coordination and control.

Material Handling and Storage. A means of moving and storing materials be-
tween processing and/or assembly operations is usually required. In most manufacturing
plants, materials spend more time being moved and stored than being processed. In some
cases, the majority of the labor cost in the factory is consumed in handling, moving, and stor-
ing materials. It is important that this function be carried out as efficiently as possible. In
Part II of our book, we consider the material handling and storage technologies that fire
used in factory operations.

Eugene Merchant, an advocate and spokesman for the machine tool industry for
many years, observed that materials in a typical metal machining batch factory or job shop
spend more time waiting or being moved than in processing [3]. His observation is illustrated
in Figure 23.About 95% of a part's time is spent either moving or waiting (temporary stor-
age). Only 5% of its time is spent on the machine tool. Of this 5%, less than 30% of the
time on the machine (1.5% of the total time of the part) is time during which actual cut-
ting is taking place. The remaining 70% (3.5% of the total) is required for loading and un-
loading, part handling and positioning, tool poshiouing, gaging, and other elements of
nonprocesslng time. These time proportions provide evidence of the significance of mate-
rial handling and storage in a typical factory.

Inspection and Test. Inspection and test are quality control activities. The pur,
pose of inspection is to determine whether the manufactured product meets the estab-
lished design standards and specifications. For example, inspection examines whether the
actual dimensions of a mechanical part are within the tolerances indicated on the engi-
neering drawing for the part. Testing is generally concerned with the functional specifica-
tions of the final product rather than with the Individual parts that go into the product.
For example, final testing of the product ensures that it functions and operates in the man-
ner specified by the product designer. In Part IV of this text, we examine the inspection and
testing function.

Time onT,m'''f~,,,"m·I~:wwti.,
I~% ~

TIrneonlllllclline_ I
Cutting I...oadin8,

I'osmooing,
gagmg."lc

Figure 2.3 How time is spent by a typical part in a batch produc-
tion machine shop [3J.
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Coordination and Control. Coordination and control in manufacturing includes
hoth the regulation of individual processing and assembly operations as well as the man-
agement of plan! level activities. Control at the process level involves the achievement of
certain performance objectives by properly manipulating the inputs and other parameters
of the process. Control at the process kvells discussed in Part I of the book.

Control at the plant level includes effective use of labor, maintenance of the equip"
rncnt. moving materials in the factory. controlling inventory, shipping products of good
quality en schedule, and keeping plant operating costs at a minimum possible level. The
manufacturing control function at the plant level represents the major point of intersection
between the physical operations in the factory lind the information processing activities that
occur in production. We discuss many of these plant and enterprise level control functions
in Parts IV and V.

2.3 PRODUCT/PRODUCTION RELATIONSHIPS

Companies organize their manufacturing operations and production systems as a function
of the particular products they make. It is instructive to recognize that there are certain
product par arneters that are influential in determining how the products arc manufactured
Let us consider four key parameters: (I) production quantity, (2) product variety, (3) com-
plexity of assembled products, and (4) complexity of individual parts.

2.3.1 Production Quantity and Product Variety

We previously discussed production quantity and product variety in Chapter 1 (Section
1.1). Let us develop a set of symbols to represent these important parameters. First, let
Q = production quantity and P = product variety. Thus we can discuss product variety
and production quantity relationships as PQ relationships.

Q refers to the number of units of a given part or product that are produced annual-
ly by a plant. Our interest includes both the quantities of each individual part or product
style and the total quantity of all styles. Let us identify each part or product style by using
the subscript j. so that Q} = annual quantity of style j. Then let Qr = total quantity of all
parts or products made in the factory. QJ and Qr are related as follows:

(2.1)

where P = total number of different part or product sty!cs,andj is a subscript to identify
products,j = 1,2, ,P.

P refers to the different product designs or types that are produced in a plant. It is a
parameter that can be counted. and yet we recognize that the difference between products
can be great or small. In Chapter L we distinguished between hard product variety and
soft produc~ va.riety. Hard product variety is when the products differ substantially. Soft
product vonety IS when there are only small differences between products. let us divide the
parameter P into two levels, <IS in a tree structure. Call them PI and Pl. PI refers to the num-
ber of distinct product lines produced by the factory, and P2 refers to the number of mod-
els in a product line. PI represents hard product variety, and P2 is for soft variety.
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EXAMPLE 2.1 Product Lines pj and Product Models P2

Chap, 2 I Manufacturing Operations

A ill consumer photographic products. 11produces only

":'~;:'~':~'::i;::j;,~.~';~.,:T,hUSPI = 2. In its camera line it offers 15different
rn- = 15.
and models offered is given I".

2.3.2 Product and Part Complexity

p = ~ P2J = ±P2/ = 15 -t- 5 = 20 (2.2)
r 1 I_I

How complex is each product made in the plant? Product complexity is a complicated
issue. It has both qualitative and quantitative aspects. Let us deal with it using quantitative
measures. For an assembled product. one possible indicator of product complexity is its
number o! coruponcnts-c-the more parts, the more complex the product is. This is easily
demonstrated by comparing the numbers of components in various assembled products, as
in Table 2.4. Our list demonstrates that the more components a product has. the more com-
plexit tends to he.

For a Fabricated component, a possible measure of part complexity ;:;the number of
processing steps required to produce it. An integrated circuit, which is technically a mono-
lithic silicon chip with localized alterations in its surface chemistry, requires hundreds of pro-
cessing steps in its fabrication. Although it may measure only 9 mm (3/8 inch) on a side and
is 0.5 mm (0.020 inch) thick. its complexity is orders of magnitude greater than a round
washer of 9 mrn (3/8 inch) outside diameter, stamped out of D.RO-mm (l/32-inch) thick
stainless steel in one step. In Table 2.5, we have compiled a list of manufactured parts with
the typical number of processing operations that would be required for each.

So, we have complexity of an assembled product defined as the number of distinct
components; let np = the number of parts per product. And we have processing com-
plexity of each part as the number of operations required to make it; let no = the number
of operations or processing steps to make a part. We can draw some distinctions among pro-
duction plants on the basis of np and n". As defined in Table 2.6, three different types of plant
can be identified: parts producers, pure assembly plants. and vertically integrated plants.

TABLE 2.4 Typical Number of Separate Components in Various
Assembled Products (Compiled from [2], [41. and Other Sources)

Product (Approx. Date or Circa)
Approx. Numoer
of Componf}nts

Mechanical pencil (modern)
Ball bearing (modern)
Rifle(18001
Sewing machine (1875)
Bicycle chain
Bicycle (modern)
Earlyautomoblle (19101
Automobile {modern)
Commercial airplane (1930)
Corn-nercia! airplane (modern)
Space shuttle (modern)

10
20
50

150
300
750

2000
20,000

100.000
1,000,000

10,000,000
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Approx. Number of
Part Processing Operations

TABLE 2.5 Typical Number of Processing Operations Required To Fabricate Various Parts

Typical Processing
Operations Used

Plastic molded part 1
Washer (stainless steen 1
Washer (plated steel) 2
Forged part 3
Pump shaft 10
Coated carbide cutting tool 15

Pump hot.sinq, machined 20
V-6engine block 50
lnteqrated clrcuitchip 75

Injection molding
Stamping
Stamping,electroplating
Heating, forging, trimming
Machining (from har stock}
Pressing, sintering, coating,

grinding
Casting,machining
Casting, machining
Photolithography, various

thermal and chemical processes

Type of P'ent
np - no

Parameter Values

TABLE 2.6 Production Plants Distinguished by no and no Values

Description

Parts producer

Assembly plant

Vertically integrated plant

This type of plant produces individual
components, and each component
requires multiple processing steps.

A pure assembly plant produces no
parts. Instead, it purchases all parts
from suppliers. In this pure case, we
assume that one operation is
required to assemble each part to the
product (thus, no = 'll.

The pure plant of this type makes all its
parts and assembles them into its
final products. This plant type also
includes intermediate suppliers that
make assembled items such as haf
bearings, car seats, and so on tor
final product assembly piants.

Let USdevelop some simple relationships among the parameters P. Q, np,and II" that
indicate the level of activity in a manufacturing plant. We will ignore the differences between
Pl and P2 here. The total number of products made annually in a plant is the sum of the
quantities of the individual product designs, as expressed in previous Eq. (2.1). Assuming
that the products are all assembled and Ihat all component parts used in these products are
made in the plant (no purchased components). then the total number of parts manufactured
by the plant per year L~given by:

(2.3)

where "1'! = total number of parts made in the factory (pc/yr), Qj = annual quantity of
product style j (produets/yr), and n"j = number of parts in productj (pc/product).
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Finally, if all parts are manufactured in the plant, then the total number of process-
ing operations performed by the plant is given by:

(2.4)

where no! = total number of operation cycles performed in the factory (ops/yr), and
nojk = number of processing operations for each part k. summed over the number of parts
in product j, npJ" Parameter n"t provides a numerical value for the total activity level in
the factory.

We might try 10 simplify Ihis to better conceptualize the situation by assuming that the
number of product designs P are produced in equal quantities Q,all products have the same
number of components np, and all components require an equal number of processing steps
no. In this case, the total number of product units produced by the factory is given by:

(2.5)

The total number of parts produced by the factory is given by:

(2.6)

And the total number of manufacturing operation cycles performed by the factory
is given by:

(2.7)

Using these simplified equations, consider the following example.

EXAMPLE 2.2 A Manufacturing Operations (and Production Systems) Problem

Suppose a company has designed a new product line and is planning to build a
new plant to manufacture this product line. The new line consists of 100 differ-
ent product types, and for each product type the company wants to produce
10,000 units annually. The products average 1000 components each, and the av-
erage number of processing steps required for each component is 10. All parts
will be made in the factory. Each processing step takes an average of 1 min. De-
termine: (a) how many products. (b) how many parts, and (c) how many pro-
duction operations will be required each year, and (d) how many workers will
be needed for the plant, if it operates one shift for 250 day/yr?

Solution: (a) The total number of units to be produced by the factory is given by Eq (2.5):

Q = PQ = lOG X 10,000 = 1,000,000 products annually.

(b) The total number of parts produced is:

npl' = PQnp = l,OO()Jl00 x 1000 = 1,000,000,000 parts annually.

(c) The number of distinct production operations is:

nor = PQnpno = 1,000,CKXl,OOOx 10 = 10,OOO,000,OOOoperations.
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(d) Let us try to estimate the number of workers required. First consider the
total time to perform these operations. If each operation takes 1 min (1/60 hr),

Total time = 10,000,000.000 X 1/60 = 166,666,667 hr

If each worker works 2000 hr/yr (40 hr/wk x 50 wk/yr), then the total nurn-
ber of workers required is:

w = 166~~O~667 -= 83,333 workers.

The factory in our example is a fully integrated factory. It would he a big factory. The
number of workers we have calculated only includes direct labor.Add indirect labor,staff,
and management, and the number increases to well over 100,000 employees. Imagine the
parking lot. And inside the factory, the logistics problems of dealing with all of the prod-
ucts, parts, and operations would be overwhelming. No organization in its right mind would
consider building or operatmg such a plant today-not even the federal government.

2.3.3 Limitations and Capabilities of l!I Manufacturing Plant

Companies do not attempt the kind of factory in our example. Im;tcad, today's factory is
designed with a much more specific mission. Referred 10 as a focused factory [6], it is a
plant which concentrates "on a limited, concise, manageable set of products, technologies,
volumes.and markets." It is a recognition that a manufacturing plant cannot do everything.
It must limit its mission only to a certain scope of products and activities in which it can best
compete. Its size is typically limited to about 500 workers, although that number may vary
widely far different types of products and manufacturing operations.

lei us consider how a plant. or its parent company, limits the scope of its manufac-
turing operations and production systems. In limiting its scope, the plant in effect makes a
set of deliberate decisions about what it will not try to do. Certainly one way to limit a
plant's scope is by avoiding being a fully integrated factory, at least to the extent of our Ex-
ample 2.2. Instead, it specializes in being either a parts producer or an assembly plant. Just
as it decides what it will not do, the plant must also decide on the specific technologies,
products. and volumes in which it will specialize. These decisions define the plant's in-
tended manufacturing capability. Manufacturing capability refers 10 the technical and phys-
icallimitations of a manufacturing firm and each of its plants. We can identify several
dimensions of this capability: (1) technological processing capability, (2) physical size and
weight of product. and (3) production capacity.

Technological Processing Capability. The technological processing capability of
a plant (or company) is its available set of manufacturing processes. Certain plants per-
fonn machining operations, others roll steel billets into sheet stock, and others build au-
tomcbilcs. A machine shop cannot roll steel, and a rolling mill cannot build cars. The
underlying feature that distinguishes these plants is the set of processes they can perform.
Technological processing capability is closely related to the material being processed. Cer-
tain manufacturing processes are suited 10 certain materials, while other processes are suit-
ed to other materials By specializing in a certain process or group of processes, the plant
is simultaneously specializing in a certain material type or range ot materials,

Technological processing capability includes not only the physical processes, but also
the expertise possessed by plant personnel in these processing technologies. Companies are
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limited by their available processes. They must focus all designing and manufacturing prod-
ucts for which their technological processing capability provide; a competitive advantage.

Physical Product Limitations. A second aspect of manufacturing capability is im-
posed by the physical product. Given a plant with a certain SCI of processes. there are size
and weight limitations on the products that can be accommodated in the plant. Big, heavy
products are difficult to move. To move products about, the plant must be equipped with
cranes of large load capacity. Smaller parts and products made in large quantities can be
moved by conveyor or fork lift truck. The limitation on product size and weight extends to
the physical capacity of the manufacturing equipment as well. Production machines come
in different sizes. Larger machines can be used to process larger parts. Smaller machines
limit the size of the work that can be processed. The set of production equipment, mater-
ial handling, storage capability, and plant size must be planned for products thai lie with-
in a certain size and weight range.

Production Capacity. A third limitation on a plant's manufacturing capability is the
production quantity that can be produced in a given time period (e.g., month or year). This
quantity limitation is commonly called plant capacily,ur production capacity, which is de-
fined as the maximum rate of production per period that a plant can achieve under as-
sumed operating conditions. Thc operating conditions refer to number of shifts per week,
hours per shift, direct labor manning levels in the plant, and similar conditions under which
the plant has been designed 10 operate. These factors represent inputs to the manufactur-
ing planl. Given these inputs, how much output can the factory produce?

Plant capacity is often measured in terms of output units, such as annual tons of steel
produced by a steel mill, or number of cars produced by a final assembly plant. In these
cases, the outputs are homogeneous, more or less. In cases where the output units are not
homogeneous, other factors may be more appropriate measures, such as available labor
hours of productive capacity in a machine shop that produces a variety of parts.

2.4 PRODUCTION CONCEPTS AND MATHEMAnCAL MODELS

A numher of production concepts are quantitative, or they require a quantitative approach
to measure them. The purpose of this section is to define some of these concepts. In sub-
sequent chapters, we refer back to these production concepts in our discussion of specific
topics in automation and production systems. The models developed in this section are
ideal, in the sense that they neglect some of the realities and complications that are present
in the factory. For example, our models do not include the effect of scrap rates. In some man-
ufacturing operations, the percentage of scrap produced is high enough to adversely affect
production rate, plant capacity, and product costs. Most of these issues are considered in later
chapters as we focus on specific types of production systems.

2.4.1 Production Rate

The production rate for an individual processing or assembly operation is usually expressed
as an hourly rate, that is, parts or products per hour. Let us consider how this rate is de-
termined for the three types of production: job shop production, batch production, and
mass production
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For any production operation. the operation cycle time T, is defined as the time that
one work unit spends being processed or assembled. It is the time between when one work
unit begins processing (or assembly) and when the next unit begins. T, is the time an indi-
vidual part spends at the machine, but not all of this time is productive (recall the Merchant
study, Section 2.2.2). In a typical processing operation. such as machining, T,consists of: (1)
actual machining operation time. (2) work part handling tune.and (3) luul handling time per
workpiece. As an equation, this can be expressed

(2.81

where T, = operation cycle time (min/pc). T" = time of the actual processing or assem-
bly operation (min/pc). II< = handling time (min/pc). and T,n = tool handling time
(min/pc), The tool handling time consists of lime spent changing tools ""hen they wear
out. time changing from onc 1001 to the next, tool indexing time for indexable inserts or for
tools on a turret lathe or turret drill. tool repositioning for a next pass, and so on. Some of
these tool handling activities do not occur every cycle; therefore, they must be spread over
the number of parts between their occurrences to obtain an average time per workpiece.

Each of the terms, To, Th• and "1;1<, has its counterpart in other types of discrete-item
production. There is a portion of the cycle when the part is actually being processed (T,,);
there is a purlioll of the cycle when the part is being handled Ph); and there is, on aver-
age, a portio •.•when the tooling is being adjusted or changed (T'h)' Accordingly, we can
generalize Eq. (2.&) to cover most processing operations in manufacturing.

Let us first consider the batch production case and then consider the job shop and
mass production. In batch production. the time to process one batch consisting of Q work
units is the sum of the setup time and processing time; that is.

(2.9)

where To = balch processing time (min), T,,, = setup time to prepare for the batch (min),
Q = hatch quantity (pc), and T, = operation cycle time per work unit (min/cycle). We as-
sume that one work unit is completed each cycle and so T, also has units of min/pc. If more
than one pan is produced each cycle, then Eq. (2.9) must be adjusted accordingly. Divid-
ing batch time hy hatch quantity, we have the average production time per work unit Tp for
Ihe given machine

To
Tp=Q' (2.10)

The average production rate for the machine is simply the reciprocal of production time.
It is usually expressed as an hourly rate:

(2.11)

where Rp _. hourly production rate tpc/hr), Tp = average production time per minute
(min/pc). and the constant 60 converts minutes to hours.

For job "hop production when quantity Q = I, the production time per work unit is
the sum of setup and operation cycle times:

(2.12)1~=Ts"+Tc



42 Chap, 2 I Manufacturing Operations

For job shop production when the quantity is greater than one, then this reverts to the
balch production case discussed above.

For quantity type mass production, we can say that the production rare equals the
cycle rate of the machine (reciprocal of operation cycle time) after production is underway
and the effects of setup time become insignificant. That is, as Q becomes very large,
(T,"/Q) ---;.()and

(2.13)

where R, =- operation cycle rate of the machine (pc/hr), and T, = operation cycle
time (min/pc).

For flow line mass production, the production rate approximates the cycle rate of the
production line, again neglecting setup lime. However, the operation of production lines is
complicated by the interdependence of the workstations on the line. One complication is
that it is usually impossible to divide the total work equally among all of the workstations
on the line; therefore, one station ends up with the longest operation time, and this station
sets the pace for the entire line. The term bottleneck station is sometimes used to refer to
this station. Also included in the cycle time is the time to move parts from one station to
the next at the end of each operation. In many production lines, all work units on the line
are moved simultaneously, each to its respective next station. Taking these factors into ac-
count, the cycle time of a production line is the sum of the longest processing (or assem-
bly) time plus the time to transfer work units between stations. This can be expressed:

(2.14)

where Tc = cycle time of the production line (min/cycle), T, = time to transfer work units
between stations each cycle (min/pc), and Max To = operation time at the bottleneck sta-
tion (the maximum of the operation times for all stations on the line, min/cycle). Theo-
retically, the production rate can be determined by taking the reciprocal of T, as follows:

R, = ~ (2.15)

where Rc '" theoretical or ideal production rate, but let us call it the cycle rate to be more
precise (cycles/hr), and T, = ideal cycle time from Eq. (2.14) (min/cycle).

Production lines are of two basic types: (1) manual and (2) automated. In the oper-
ation of automated production lines, another complicating factor is reliability. Poor relia-
bility reduces the available production time on the line. This results from the
interdependence of workstations in an automated line, in which the entire line is forced to
stop when ()~e station break~ down. The actual average production rate Rp is reduced ,to
a value that IS often substantially below the ideal Re given by Eq. (2.15). We discuss relia-
bility and some of its terminology ill Section 2.4.3. The effect of reliability on automated
production lines is examined in Chapters 18 and 19.

ft is important to design the manufacturing method to be consistent with the pace at
which the customer is demanding the part or product, sometimes referred to as the tata
time (a German word for cadence or pace). The takt time is the reciprocal of demand rate,
but adjusted for the available shift time in the factory. For example, if 100 product units
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were demanded from a customer each day. and the factory operated one ~hift/day. with
400 min of timc available Pvr shift, then the takt time would be 400 min/1OO untts > 4.0
min/work unit.

2.4.2 Production Capacity

We rnent.oned production capacity in our discussion of manufacturing capabilities (Section
2.3.3). Produd/on capacity is defined as the maximum rate of output that a production fa-
cility (or production line, work center, or group of work centers) is able to produce under
a given set 01 assumed operating conditions. The production facility usually refers to a
plant or factory, and so the term plum capacity is often used for this measure. As mentioned
before, the assumed operating conditions refer to the number of shifts per day (one, two.
Of three). number of days in the week (or month) that the plant operates, employment lev-
els, and so forth.

lhe number of hours of plant operation pet week is a critical issue in defining plant
capacity. For continuous chemical production in which the reactions occur at elevated tem-
peratures, the planllS usually operated 24 hr/day, 7 day/wk. For an automobile assembly
plant, capacity is typically defined as one or two shifts, In the manufacture of discrete parts
and prodW.:ts,ll growing trend is to define plant capacity {or the full 7-day week, 24 hr/day.
This is the maximum time available (168 hr/wk), and if the plant operates fewer hours
than the maximum. then its maximum possible capacity is not being fuffy utilized.

Quantitative measures of plant capacity can be developed based on the production
rate models derived earlier. Let PC == the production capacity of a given facility under
consideration. Let the measure of capacity = the number of units produced per week. Let
n = the number of machines or work centers in the facility. A work center is a manufac-
turing system in the plant typically consisting of one worker and one machine. It might
also be one automated machine with no worker, or multiple workers working togethet on
a production line. It is capable of producing at a rate Rp unit/hr,as defined in Section 24.1.
Each work center operates for H hr/shift. Provision for setup time is iucluded in Rp, ac-
cording to Eq, (2.11). Let S denote the number of shifts per week. These parameters can
be cornbincd :o calculate the production capacity of the facility:

PC = nSHRp (2.16)

where PC = production capacity of the facility (output units/wk), n = number of work
centers producing in the facilit}.S = number of shifts per period (shift/wk),H = hr/5hift
(hr), and R1, == hourly production rate of each work center (output units/hr).Although
we have used a week as the time period of interest,Eq. (2.Hi) can easily be revised to adopt
other periods (months, years, etc.]. As in previous equations, our assumption is that the
units processed through the group of work centers are homogeneous, and therefore the
value of Rp is the same for all units produced.

EXAMPLE 2.3 Production Capacity

The turret lathe section has six machines. all devoted to the production of the
same part. The section orerale~ 10 shift/wk. The number of hours per shift av-
erages 8.0. Average production rate of each machine is 17 unit/hr. Determine
the weekly production capacity of the turret lathe section.
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Solution: From Eq. (2.16),

PC '" 6(10)(8.0)(17) = 8160 output unit/wk

If we include the possibility that each work unit is routed through n"operations, with
each operation requiring a new setup on either the same or a different machine, then tbc
plant capacity equation must be amended as follows:

(2.17)

where no = number of distinct operations through which work units are routed, and the
other terms have the same meaning as before.

Equation (2.17) indicates the operating parameters that affect plant capacity. Changes
that can be made to increase or decrease plant capacity over the short term are:

I. Change the number of shifts per week (5). For example, Saturday shifts might be all-
thorizcd to temporarily increase capacity.

2. Change the number of honrs worked per shift (H). For example, overtime on each
regul~r ~hift might be authorized to increase capacity.

Over the intermediate or longer term. the following changes can be made to increase plant
capacity;

3. Increase the number of work centers, n, in the shop. This might be done by using
equipment that was formerly not in use and hiring new workers. Over the long term,
new machines might be acquired. Decreasing capacity is easier, except for the social
and economic impact: Workers must be laid off and machmes decommissioned.

4. Increase the production rate, Rp by making improvements in methods or process
technology.

5. Reduce the number of operations no required per work unit by using combined op-
erations. simultaneous operations, or integration of operations (Section 1.5.2; strate-
gies 2. 3, and 4).

This capacity model assumes that all n machines are producing 100% of the time,
and there are no bottleneck operations due to variations in process routings to inhibit
smooth flow of work through the plant. In real batch production machine shops where
each product has a different operation sequence, it is unlikely that the work distribution
among the productive resources (machines) can be perfectly balanced. Consequently, there
are some operations that are fully utilized while other operations occasionally stand idle
waiting for work. Let us examine the effect of utilization.

2.4.3 Utilization and Availability

Ulilizali~m ref.ers to the amount of output of a production facility relative to its capacity.
Expressing this as an equation,

u ~JL
PC

(2.18)
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where U == utilization of the facility,Q == actual quantity produced by the facility during a
given time period(i.c.,pc/wk),and PC - production capacity for the same period (IX/wk.).

Utilization can be assessed for an entire plant, a single machine in the plant, or any
other productive resource (i.e., labor). For convenience, it is often defined as the propor-
tion of time that the facility is operating relative to the time available under the definition
of capacity, Utilization is usually expressed as a percentage.

EXAMPLE 2.4 Utilization

A production machine operates 80 hr /wk (two shifts, 5 days) at full capacity. Its
production rate is 20 unit/hr. During a certain week, the machine produced
1000 parts and was idle the remaining time. (a) Determine the production ca-
pacity of the machine. (b) What was the utilization of the machine during the
week under consideration?

Solution: (a) The capacity of the machine can be determined using the assumed 80-hr
week as follows:

PC = 80(20) = 1600 unit/wk

(b) Utilization can be determined as the ratio of the number of parts made by
the machine relative to its capacity.

U = 1000/1600 = 0.625 (62.5%)

The alternative way of assessing utilization is by the time during the week that
the machine was actually used. To produce 10lXl units, the machine was operated

11 = 1000 pc = 50hr
20pc/hr

Utilization is defined relative to the 80 hr available.

U == 50/80 = 0.625 (62.5%)

AVllilahtlity is a common measure of reliability for equipment. It is especially appro-
priate for automated production equipment. Availability is defined using two other relia-
bility terms, mean time between failure (MTBF) and mean time /0 repair (MTIR). The
MTBF indicates the average length of time the piece of equipment runs between break-
downs. The MTIR indicates the average time required to service the equipment and put
it back into operation when a breakdown occurs. Availability is defined as follows:

A = MTBF - MTIR
MTBF

(2.19)

where A = availability. MTBF = mean time between failures (hr). and MTTR = mean
time to rcp~ir (hr), Availability is typically expressed as a percentage. When a piece of
eq~ipment IS brand new (and being debugged). and later when it begins to age, its avail-
ability tends to be lower.
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EXAMPLE 2.5 Effect of Utilization and Availability on Plant Capacity

Consider previous Example 2.3. Suppose the same data from that example were
applicable, but that the availability of the machines A = 90%, and the utiliza-
tion of the machines U '" 1\0%. Given this additional data, compute the ex-
pected plant output.

Solution: Previous Eq, (2.16) can be altered to include availability and utilization as follows:

Q = AU(nSHRp) (2.20)

where A = availability and U = utilization. Combining the previous and new
data, we have

Q = 0,90(0.80)(6)(10)(1(0)(17) = 5875 output unil/wk

2.4.4 Manufacturing Lead Time

In the competitive environment of modern business, the ability of a manufacturing firm to
deliver a product to the customer in the shortest possible time often wins the order. This
time is referred to as the manufacturing lead time. Specifically, we define manufacturing!etu!
time (MU') as the total time required to process a given part or product through the plant.
Let us examine the components of MLT.

Production usually consists of a series of individual processing and assembly opera-
tions. Between the operations are material handling, storage, inspections, and other non-
productive activities. Let us therefore divide the activities of production into two main
categories, operations and nonoperation elements An operation is performed on a work
unit when it is in the production machine. The nonoperation elements include handling, rem-
porary storage, inspections, and other sources of delay when the work unit is not in the
machine. Let T, = the operation cycle time at a given machine or workstation, and
T.o = the nonoperation time associated with the same machine. Further, let us suppose
that the number of separate operations (machines) through which the work unit must be
routed to be completely processed = no.lfwe assume batch production, then there are Q
work units in the batch. A setup is generally required to prepare each production machine
for the particular product, which requires a time = T,u' Given these terms, we can define
manufacturing lead time as:

(2.21)

where MLT1 = manufacturing lead time for part or pro~uct j (min), T sul1 = setup time for
operation I (min), Q} = quantity of part or product j III the batch being processed (pc),
Tc,. = operation cycle time fo~ operation i (min/pc), Toe;; = no~operation time associat-
ed with operation i (min), and I indicates the operation sequence ill the processing; i = 1,2,
... , no;' The MLT equation does not include the time the raw workpart spends in storage be-
fore its tum in the production schedule begins.

To simplify and generalize our model, let us assume that all setup times, operation
cycle times, and nonoperatron times are equal for the no; machines. Further, let us suppose
that the batch quantities of all parts or products processed through the plant are equal and
that they are, all processed through the same number of machines, so thai n ' = n .with
these simplifications, Eq. (2.21) becomes: 0/ 0
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(2.22)

where MLT "" average manufacturing lead time for a part or product (min).
In an actual batch production factory, which this equation is intended to represent,

the terms n".Q, T,,,. T"and Tn" would varyhy product and by operation. These variations
can be accounted for by using properly weighted average values of the various terms. The
averaging procedure is explained in the Appendix at the end of this chapter.

EXAMPLE 2.6 Manufacluring Lead lime

A certain part is produced in a batch size of 100 units. The batch must be rout-
ed through five operations to complete the processing of the parts. Average
setup time is 3 hr/operation, and average operation time is 6 min (0.1 hr).Av-
crage nonoperation time due to handling, delays, inspections, etc., is 7 hours for
each operation. Determine how many days it will take to complete the batch.
assuming the plant runs one 8-hr shift/day.

Solution: The manufacturing lead time is computed from Eq. (2.22)

MLT == 5(3 + 100 X 0.1 + 7) = 100 hours

AlB hr/day, this amounts to 100/8 = 12.5 days.

Equation (2.22) can be adapted for job shop production and mass production by
making adjustments in the parameter values. For a job shop in which the batch size is one
(Q = 1).Eq.(2.22) become,

(2.23)

For mass production, the Q term in Eq. (2.22) is very large and dominates tbe otber
terms, In the case of quantity type mas, production in which a large number of units are
made on a single machine (no = I), the MLT simply becomes the operation cycle time for
the machine after the setup has been completed and production begins.

For flow line mass production, the entire production line is set up in advance. Also,
the nonoperation time between processing steps is simply the transfer time T, to move the
part or product from one workstation to the next. If the workstations are integrated so
that all stations are processing their own respective work units, then the time to accomplish
all of the operations is the time it takes each work unit to progress through all of the sta-
tions on the line. The station with the longest operation time sets tbe pace for all stations.

(2.24)

where MLT = time between start and completion of a given work unit on the line (min),
n" = numher of operations on the line: T, = transfer time (mmj.Max T, = operation time
at the bottleneck station (min) and T.. == cycle time of the production line (min/pc).
7~ = T, + Max T"from Eq.(2.14).Since the number of stations is equal to the numherof
operations (n = no), Eq. (2.24) can also be stated as follows:

MLT = n(T, + Max T~) = nT< (2.25)
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where the symbols have the same meaning as above, and we have substituted n (number
of workstations or machines) for number of operations n".

2.4.5 Work-in-Process

Work_in_process (WIP) is the quantity of parts or products currently located in the facto-
ry that are either being processed or are between processing operations. WIP is inventory
that is in the state of being transformed from raw material to finished product. An ap"
proximate measure of work-in-process can be obtained from the following, using terms
previously defined:

AU(PC)(MLT)
WIP=-'~ (2.26)

where WIP = work-in-process in the facility (pc), A = availability, U = utilization,
PC = production capacity of the facility (pcfwk),MLT = manufacturing lead time, (wk),
S = number of shifts per week (shiftjwk), and H = hours per shift (hr/shift). Equation
(2.26) states that the level of wtp equals the rate at which parts flow through the factory
multiplied by the length of time the parts spend in the factory. The units for (PC)/SH
(e.g., pc/wk) must be consistent with the units for MLT (e.g., weeks).

Work-in-process represents an investment by the finn, but one that cannot be turned
into revenue until all processing has been completed. Many manufacturing companies sus-
tain major costs because work remains in-process in the factory too long.

2.5 COSTS OF MANUFACTURING OPERATIONS

Decisions on automation and production systems are usually based on the relative costs of
alternatives. In this section we examine how these costs and cost factors are determined.

2.2.1 Fixed and Variable Costs

Manufacturing costs can be classified into two major categories: (1) fixed costs and (2)
variable costs. A fixed cost is one that remains constant for any level of production output.
Examples include the cost of the factory building and production equipment, insurance, and
property taxes. All of the fixed costs can be expressed as annual amounts. Expenses such
as insurance and property taxes occur naturally as annual costs. Capital investments such
as building and equipment can be converted to their equivalent uniform annual costs using
interest rate factors.

A variable cost is one that varies in proportion to the level of production output. As
output increases, variable cost increases. Examples include direct labor, raw materials, and
electric power to operate the production equipment. The ideal concept of variable cost is
that it is directly proportional to output level. When fixed cost and variable cost are added,
we have the following total cost equation:

TC == FC + VC(Q) (2.27)

where TC = total annual cost ($jyr), FC = fixed annual cost ($/yr), VC = variable cost
($/pc), and Q = annual quantity produced (pc/yr)
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Mdhod2
automated

Productionquality.Q

Figure 2.4 Fixed and variable costs as a function of production out-
put fOTmanual and automated production methods.

When comparing automated and manual production methods (Section 1.4), it is typ-
ical that the fixed cost of the automated method is high relative to the manual method, and
the variable cost of automation is low relative to the manual method, as pictured in Figure
2.4. Consequently, the manual method has a cost advantage in the low quantity range, while
automation has an advantage for high quantities. This reinforces the arguments presented
in Section 1.4.1 on the appropriateness of manual labor for certain production situations.

2.5.2 Direct labor, Material, and Overhead

Fixed versus variable are not the only possible classifications of costs in manufacturing.
An alternative classification separates costs into: (I) direct labor, (2) material, and (3) over-
head. This is often a more convenient way to analyze costs in production. The direct labor
cast is the sum of the wages and benefits paid to the workers who operate the production
equipment and perform the processing and assembly tasks. The material cost is the cost of
all raw materials used to make the product. In the case of a stamping plant, the raw mate-
rial consists of the steel sheet stock used to make stampings. For the rolling mill that made
the sheet stock, the raw material is the iron ore or scrap iron out of which the sheet is
rolled. In the case of an assembled product, materials include component parts manufac-
tured by supplier firms.Thus. the definition of "raw material" depends on the company. The
final product of one company can be the raw material for another company. In terms of fixed
and variable costs, direct labor and material must be considered as variable costs.

Overhead costs are all of the other expenses associated with running the manufac-
turing firm. Overhead divides into two categories: (I) factory overhead and (2) corporate
overhead. Factory overhead consists of the costs of operating the factory other than direct
labor and materials. The types of expenses included in this category are listed in Table 2.7.
Factory overhead is treated as fixed cost, although some of the items in our list could be
correlated with the output level of the plant. Corporate overhead is the cost of running the
company other than its manufacturing activities. A list of typical corporate overhead ex-
penses is presented in Table 2,8. Many companies operate more than one factory, and this
is one of the reasons for dividing overhead into factory and corporate categories. Differ-
ent factories may have significantly different factory overhead expenses.

Bre"~even
pomr

Methodl
manual •••
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TABLE 2.7 Typical Factory Overhead Expenses
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Plant supervision
Line foreman
Maintenance crew
Custodial services
Security personnel
Toolcrib attendant
Material handling
Shipping and receiving

Applicable taxes
Insurance
Haaland air conditioning
Light
Powerformachinerv
Faclorydepreciation
Equipment depreciation
Fringeoenefits

TABlE 2.8 Typical Corporate Overhead Expenses

Corporate executives
Sales and marketing
Accounting department
Finance department
Legal counsel
Enqineerlnq
Research and development
Other support personnel

Applicable taxes
Cost of office space
Sewrjty personnel
Heat and air conditioning
Light
Insurance
Fringe benefits
Other office costs

1.T. Black [2] provides some typical percentages for the different types of manufac-
turing and corporate expenses. These are presented in Figure 2.5. We might make several
observations about these data. First, total manufacturing cost represents only about 40%
of the product's selling price. Corporate overhead expenses and total manufacturing cost
arc about equal. Second,materials (and parts) make up the largest percentage of total man-
ufacturing cost, at around 5O%.And third, direct labor is a relatively small proportion oftota1
manufacturing cost: 12% of manufacturing cost and only about 5% of final selling price.

Overhead costs can be allocated according to a number of different bases, including
direct boor cost, material cost, direct labor hours, and space. Most common in industry is

Selling price [
Manufacturing cost Profit

26% 12% 50%

Figure 2,5 Breakdown of costs for a manufactured product (6).

Part&andmaterials
ManufacturinBcx><t
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direct labor-cost, which we will use here to illustrate how overheads are allocated and sub-
sequcntly used to compute factors such as selling price of the product

The allocation procedure (simplified} is as follows. For the most recent year (or
most recent several years), all costs are compiled and classified into four categories: (1)
direct labor, (2) material, (3) factory overhead. and (4) corporate overhead. The objective
is to determine an overhead rate (also called burden rate) that could he used in the fol-
lowing year to allocate overhead costs to a process or product as a function of the direct
labor costs associated with that process or product. In our treatment, separate overhead
rates will he developed for factory and corporate overheads. The factory overhead rate is
calculated as the ratio of factory overhead expenses (category 3) to direct labor expens-
es tcategoryt n thar is,

FQHCFOHR = -----
OLe

(2.28)

where FOHR = factory overhead rate. FOHe = annual factory overhead costs ($/yr);
and DLe = annual direct labor costs ($/yr).

The corporate overhead rate is the ratio of corporate overhead expenses (category 4)
to direct labor expenses:

COHR = CQHC
DLe

(2.29)

where COHR == corporate overhead rate. COHC = annual corporate overhead costs
($/yr), and OLC = annual direct labor costs ($/yr). Both rates are often expressed as per
centages. If material cost were used as the allocation basis, then material cost would be
used as the denominator in both ratios. Let us present two examples to illustrate (1) how
overhead rates are determined and (2) how they are used to estimate manufacturing cost
and establish selhng price.

EXAMPLE 2.7 Determining Overhead Rates

Suppose that all costs have been compiled for a certain manufacturing firm for
last year. The summary is shown in the table below. The company operates two
different manufacturing plants plus a corporate headquarters. Determine: (a) the
factory overhead rate for each plant and (b) the corporate overhead rate. These
Tates will be used by the firm in the following year.

Expense Corporate
Category Plant 1 ($) Plant 2 ($) Headquarters (#) Torals(S)

Direct labor 800,000 400,000 1,200,000
Materials 2,500,000 1,500,000 4,000,000
Facloryexpense 2.000,000 1,100,000 3,100,000
Corpo-ate expense 7,200,000 7,200,000
Totals 5,300,000 3,000,000 3,000,000 15,500,000
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Solution: (a) A separate factory overhead rate must be determined for each plant. For
plant l.we have:

'" 2.5 = 250%

For plant 2,

FOHR2 '" $~~~~O = 2.75 = 275%.

(b) The corporate overhead rate is based on the total labor cost at both plants

COHR = ~~:~~:: = 6.0 = 600%

EXAMPLE 2.8 Estimating Manufacturing Costs and Rstablismng Selling Price

A customer order of 50 parts is to be processed through plant 1 of the previous
example. Raw materials and tooling are supplied by the customer. The total
time for processing the parts (including setup and other direct labor) is 100 hr.
Direct labor cost is $lO.OO/hr.The factOTy overhead rate is 250% and the cor-
porate overhead rate is 600%. Compute the cost of the job.

Solution: (a) The direct labor cost for the job is (100 hr)($lO.OO/hr) = $1000.
(b) The allocated factory overhead charge, at 250% of direct labor, is
($1000)(2.50) = $2500.
(c) The allocated corporate overhead charge, at 600% of direct labor, is
($1000)(6.00) = $6000.

Interpretation: (a) The direct labor cost of the job, representing actual cash spent on the
customer's order = $1000.(b) The total factory cost of the job, including allo-
cated factory overhead = $1000 + $2500 = $3500. (c) The total cost of the
job including corporate overhead = $3500 + $6000 = $9500. To price the job
for the customer and to earn a profit over the long run on jobs like this, the price
would have to be greater than $9500. For example, if the company uses a 10%
mark-up, the price quoted to the customer would be (1.10)($9500) = $10,450.

2.5.3 Cost of Equipment Usage

The trouble with overhead rates as we have developed them here is that they are based on
labor cost alone. A machine operator who runs an old, small engine lathe whose book value
is zero will be casted at the same overhead rate as an operator running a new CNC turn-
ing center just purchased for $500,000. Obviously, the time on the machining center is more
productive and should be valued at a higher rate. If differences in rates of different pro-
duction machines are not recognized. manufacturing costs will not be accurately measured
by the overhead rate structure.

To deal with this difficulty, it is appropriate to divide the cost of a worker running a
machine into two components: (1) direct labor and (2) machine. Associated with each is an
applicable overhead rate. These costs apply not to the entire factory operations, but to in-
dividual work centers. A work center is a production cell consisting of (1) one worker and

FOHRI

$2,000,000
$800,000
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one machine. (2) one worker and several machines. (3) several workers operating one ma-
chine, or (4) several workers and machines. In any of these cases, it IS advantageous to sep-
arate the labor expense from the machine expense in estimating total production costs.

The direct labor cost consists of the wages and benefits paid to operate the work cen-
ter. Applicable factory overhead expenses allocated to direct labor cost might include state
taxes, certain fringe benefits, and line supervision. The machine annual cost is the initial cost
of the machine apportioned over the life of the asset at the appropriate rate of return used
by the firm. This is done using the capital recovery factor, as follows'

UAC = IC(A/P,i,n) (2,30)

where UAC = equivalent uniform annual cost ($/yr); l C = initial cost of the machine ($);
and (A/ P.i.n) = capital recovery factor that converts initial cost at year 0 into a series of
equivalent uniform annual year-end values, where! = annual interest rate and n "" num-
ber of years in the service life of the equipment. For given values of i and n, (A/ P.i,n) can
be computed as follows:

i(l+W
(A/P,i,n) = (1 + it - I (2.31)

Values of (AlP, i, n) can also be found in interest tables that are widely available.
The uniform annual cost can be expressed as an hourly rate by dividing the annual

cost by the number of annualhours of equipment use, The machine overhead rate is based
on those factory expenses that are directly assignable to the machine. These include power
to drive the machine, floor space, maintenance and repair expenses. and so on. In separat-
ing the factory overhead items in Table 2,7 between labor and machine, judgment must be
used; admittedly, the judgment is sometimes arbitrary. Total cost rate for the work center
is the sum of labor and machine costs. This can be summarized as follows:

(232)

where Co '" hourly rate to operate the work center ($/hr), CL "" direct labor wage rate
($/hr), FOHR~ = factory overhead rate for labor, COl = machine hourly rate ($/hr),and
FOHRm = factory overhead rate applicable to machines.

It is the author's opinion that corporate overhead expenses should not be included
in the analysis when comparing production methods. Including them serves no purpose
other than to dramatically increase the costs of the alternatives. The fact is that these cor-
porate overhead expenses are present whether or not either or none of the alternatives is
selected. On the other hand, when estimating costs for pricing decisions, corporate over-
head should be included because over the long run, these costs must be recovered through
revenues generated from selling products.

EXAMPLE 2.9 Hourly Cost of II Work Center

The following data are given: direct labor rate e $10.00jhr; applicable factory
overhead rate on labor = 60%; capital investment in machine "" $100,000; ser-
vice life of the machine = 8 yr; rate of return = 20%; salvage value in 8 yr = 0;
and applicable factory overhead rate on machine = 50%. The work center will
be operated one B-hr shift, 250 day/yr. Determine the appropriate hourly rate
for the work center.
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Solution: Labor cost per hour = eL{l + FOHRL) = $10.00(1 + 0.60) = $16.00/hr
The investment cost of the machine must be annualized, using an 8-yr service
life and a rate of return = 20%. First we compute the capital recovery factor:

0.20(1 + 0.20)8 0.20(4.2998)
(AjP,20%,8) == -(1 + Q,20)K -1 = 4.2998 ~ 1 = 0.2606

Now the uniform annual cost for the $100,000 initial cost can be determined:

UAC = $100,OOO(AI P, 20%,8)=100,OOO(O.2606)-$26,060.00jyr

The number of hours per year = (8 hrjday)(250 day/yr) = 2000 hr/yr. Divid-
ing this into UAC gives 26,060/2000 = SU.03/hr. Then applying the factory
overhead rate, we have

C",(l + FOHRm) = $13.03(1 + 0.50) = $19.55/hr

Total cost rate is

Co = 16.00 + 19.55 = $35.5Sjhr.
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APPENDIX AVERAGING PROCEDURES
FOR PRODUCTION MODELS

As indicated in our presentation of the production models in Section 2.4, special averag-
ing procedures are required to reduce the inherent variations in actual factory data to ,in-
gle parameter values used in our equations, This appendix explains the averaging
procedures,

A straight arithmetic average is used to compute the value of batch quantity Q and
the number of operations (machines) in the process routing no' Let nQ '" number of batch-
es of the various part or product styles to be considered. This might be the number of
hatches processed through the plant during a certain time period (i.e, week, month, year),
or it might be a sample of size nQ taken from this time period for analysis purposes. The
average balch quantity is given by
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~Q,
Q=~

"Q
(A2.1)

where Q = average batch quantity, pc; Qj = batch quantity for part or product style j of
thc total nQ batches or styles being considered, pc, where j = 1,2, ... , nQ' The average
number of operations in the process routing is a similar computation:

n = ~n"l

" "Q
(A2.2)

where no = average number of operations in all process routings under consideration;
nO] = number of operations in the process routing of part or product style j;and "0 = num-
ber of batches under consideration.

When factory data are used to assess the tenus T"" Tc,and Tno, weighted averages
must be used. To calculate the grand average setup time for nQ different part or product
styles, we first compute the average setup time for each style; that is,

(A2.3)

where T,uj = average setup time for part or product style j, min; T "'ik = setup time for op-
eration k in the processing sequence for part or product style j, min; where k = 1,2, ... ,noj;

and nO] == number of operations in the processing sequence for part or product style j.
Using the nQ values of Tsui calculated from the above equation, we can now compute the
grand average setup time for all styles, given by:

""
Ln"JTrui

T,,, = j~~nol

/_1

(A2A)

where Ts• = setup time grand average for all nQ part or product styles included in the
group of interest, min; and the other terms are defined above.

A similar procedure is used to obtain grand averages for operation cycle time T, and
nonoperation time T"o' Considering cycle time first,

(A2.5)

where Tel.= av~rage operation cycle time for part or product style t,min; Teil< = cycle time
for operation k m the proceSSlllg sequence for part or product style j, where k = 1,2, ... ,noj'

mm; and noi .= number of operat.ions in the processing sequence for style j. The grand av-
erage cycle time for all no styles IS given by:
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Co

~nQiTiJ

1~=-'-,,-x- (A2.6)

where T, - operation cycle time grand average for all nQ part or product styles being con-
sidered, min; and the other terms are defined above. The same forms of equation apply for
nonoperation time T"",

(A2.i)

where T""J = average nonoperation time for part or product style j, min; T IWlk = nonop-
eration time for operation k in the processing sequence for part or product style j, min. The
grand average for all styles (batches) is:

'02:nofTnol

T",,=~ s-,
I~l

(A2.S)

where rno = nonoperation time grand average for all parts or products considered, min;
and other terms are defined above.

Product/Produttion Relationships

2.1 The ABC Company is planning a new product line and will build a new plant to manufac-
ture the parts for a new product line. The product line will include 50 different models. An-
nual production of each model is expected to be 1000units, Each product will be assembled
of 400 componerus.Alt processing of parts w1llbe accomplished in one factory.There are an
average of 6 processing steps required to produce each component, and each processing
step takes 1.0 min (includes an allowance for setup time and part handling).AlI processing
operations are performed at workstations, each of which includes a production machine and
a human worker. If each workstation requires a floor space of 250 ft2,and the factory oper-
ates one shift (2000 hr/yr), determine (a) how many production operations, (b) how much
Iloorspace, and (c) how many workers will be required in the plant

2.2 The XYZ Company is planning to introduce a new product line and will build a new facto-
ry to produce the parts and assemble the final products for the product line.The new prod-
uct line will include 100 different models. Annual production of each model is expected to
be 1000units. Each product will be assembled of600components.All processing of parts and
assembly of products will be accomplished in one factory. There are an average of 10 pro-
cessing steps required to produce each component, and each processing step takes 30 sec (in-
dude>;lin allowance for setup time and panhandling), each final unit of product takes 3.0 hr
to assemble. All processing operations are performed at work cells that each includes a pro-
duction machine and a human worker. Products are assembled on single workstations con-
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sisting af two workers each. If each work cell and each workstation require 200 n1
, and the

factory operates one shift (2000 hT/yr), determine: (a) how many production operations, (b)
how much Iloorspace, and (c) how many workers will be required in the plant.

2.3 If the company in Problem 2.2 were 10 operate three shifts (6000 hrjyr) instead of one shift,
determinetheanswer~to(a),(b),and(c)

Production Concepts and Mathematical Models

2.4 Consider the batch production rate equations in Sect 2.4.1.Eqs. (2.9). (2.10), and (2.11).Sup-
pose each cycle produced nrc parts. Revise the equations accordingly to compute Tb, and Rp

2,5 A certain part is routed through six machines in a batch production plant. The setup and op-
eration time' for each machine are given in the table below.The batch size is 100 and the av-
erage noncperation time per machine is 12 hr. Determine: (a) manufacturing lead time and
(b! production rate for operation 3.

Machine
Setup Time

(hrJ
Operation Time

(min)

5.0
3.'to.o1.,
4.'
'.5

2.6 Suppose the part in previous Problem 2.5 is made in very large quantities on a production
line in which an automated work handling system is used to transfer parts between ma-
chmes.Transfer time between stations = 15s.The total time requited to set up the entire line
is 150hr. Assume that the operation times at the individual machines remain the same. De-
termine: (a) manufacturing lead time for a pari coming off the line, (b) production rate for
operation 3, (c) theoretical production rate for the entire production line?

2,7 The average part produced in a certain batch manufacturing plant must be processed through
an average SlX machines. Twenty (20) new batches of paris are launched each week. Aver-
age operation time = 6 min, average setup time = 5 hr, average batch size = 25 parts. and
average nonoperation time per batch = 10 hr/machine. There are 18 machines in the plant.
The plant operates an average of 70 production hours per week. Scrap rate isnegligible. De-
termine: (a) manufacturing lead time for an average part, (b) plant capacity. (c) plant uti-
lization. (d) How would you expect the nonoperation time to be affected by the plant
utilization?

2.8 Based on the data in previous Problem 2.7 and your answers to that problem, determine
the average level of work-in-process (number of parts-in-process) in the plant.

2.9 An average of 20 new orders arc started through a certain factory each month. On average,
an order consists of 50 parts to be processed through 10 machines in the factory.The oper-
ation time per machine for each part = 15 min. The nonoperation time per order at each
machine averages 8 hr, and the required setup time per order = 4 hr.There are 25 machines
in the factory, 80% of which are operational at any time (the other 20% are in repair or main-
tenance). The plant operates 160 hr/mon. However, the plant manager complains that a
total ofl00 overtime machine-hours must be authorized each month to keep up with the pro-
duction schedule. (a) What is the manufacturing lead time for an average order? (b) What
is the plant capacity (Ull 1I lTlonlhly basis) and why must the overtime be authorized? (c)
What i~the utilization of the plant according to the definition given in the text? (d) Deter-
mine the average level of work-in-process (number of parts- in-process) in the plant
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2.10 The mean time between failure for a certain production machine is 250 hr.and the mean lime
to repair is 6 hr. Determine the availability of the machine.

2.11 One million units of a certain product are to be manufactured annually on dedicated pro-
duction machines that run 24 hI/day. 5 dayjwk:,50 wk/yr. (a) If the cycle time of a machine
to produce one part is 1.0 min. how many ollbe dedicated machines will be required 10 keep
up with demand? ~sume that availability,utilization. and wor~er ~f~ciency '" 100'i{.,and
that no setup time will be lost. (b) Solve part \1I) except that avallab,hty ••0.90

2.12 The mean time between failures and mean time to repair in a certain department allhe fac-

tory are 400 hI and 8 hr. respectively_ The department operates 25 machines during one 8 hr
shift/day. 5 day /wk, 52 wkjyr. Each time a machine breaks down. it costs the company
$200/hr (per machine) in lost revenue. A proposal has been submitted to install a preven-
tive maintenance program in this department. In this program, preventive mauaeuasce

would be perfonned on the machines during .he evening so that there will be no interrup-
tionsto production during the regularshift.The effect of this prog ram is expected to be that
the average MTBF will double, and half of the emergency repair time normally accom-
plished during the day shift will be performed during the evening shift. The cost of the main-
tenance crew win be $1500/wk. However, a reduction of maintenance personnel on the day
shift will result in a savings during the regular shift of $700jwk. (a) Compute the availabil-
ity of machines in the department both before and after the preventive maintenance program
is installed. (b) Determine how many total hours per year the 25 machines in the department
are under repair both before and after the preventive mnintenancc program is installed. In

this part and in part (c), ignore effects of queueing of the machines that might have to wait
for a maintenance crew. (c) Willihe preventive maintenance program pay for itself in terms
of savings in the cost of lost revenues?

2.13 There are nine machines in the automatic lathe section of a certain machine shop. The setup
lime on an automatic lathe averages 6 hr. The average batch size for parts processed through
the section is 9O.The average operation time > 8.0 min. Under shop rules. an operator is per-
mitted to be assigned to run up 10 three machines.Accordingly, there arc three operators in

the section for the nine lathes. In addition to the lathe operators, there are two setup work-

ers who perform machine setups exclusively. These setup workers are kept busy the full
shift. The section runs one 8 hr shiftjday,6 day/wk.However, an average of 15% ofthe pro-
duction time is lost due to machine breakdowns, Scrap losses are negligible. The production
control manager claims that the capacity of the section should be 1836 piece/wk. However,

the actual output averages only 144Q unit/wk. What is the problem? Recommend a solution

2.14 A certain job shop specializes in one-of-a-kind orders defiling with parts of medium_Io_high
complexity. A typical part is processed through ten machines in batch sizes of one. The shop
contains eight conventional machine toolsand operates35 hrj\1lk ot production time Average

time values on the part are: machining time per machine > 0.5 hr, work handling time per

machine = 0.3 hr, tool change time per machine = 0.2 hr, setup time per machine = 6 hr,
and nonoperatlon time per machine = 12 hr.A new programmable machine has been pur-

chased by the shop which is capable of performing all ten operations in a single setup. The
programming of the machine for this part will require 20 hr; however, the programming can
be done off-line, without tying up the machine. The setup time will be 10 hr.The total ma-
chining time will be reduced to 80% of its previous value due to advanced tool control al-
gorithms: the work handling time will be the same as for one machine: and the total tool
change time will be reduced by 50% because it will be accomplished automatically under pro-
gram control. Fur the one machine, nonoperation time is expected to be 12 hr. (a) Determine

the manufacturing lead time for the traditional method and for the new method. (b) Com-
pute the plant capacity for the following alternatives: (i) e job shop containing the eight tra-
ditional machines, and (ii) a jnb shop containing IWI) uf the new programmable machines.

Assume the typical jobs are represented by the data given above. (c) Determine the aver-
age level of work-in-process for the two alternatives in part (b). if the alternative shops op-
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erete at full capacity. (d) Idenhfy which ofthe ten automation strategies (Sect 1.5,2) arc rep-
resented {or probably represented] by the new machine.

2.15 Afacroryproducescardooardboxcs.Theproductionsequenceconsists of three operations:
(1) cutting, (2) indentingand (3j printing. There are three mach ines in the factory. one for
each operation. tno machlfies art 100% reliable and operate as follows when operating at
IOO'1Lutilization: (1) In cu/tjng. large rolls of cardboard are fed into the cutting machine and
cut into blanks, Each large roll contains enough material for 4,000 blanks. Production cycle
time = 0.0) min/blank during a production run, but it takes Sf min to change rolls between
runs. (2) ln indenting, indentation lints are pressed into the blanks to allowtbe blanks to later
be bent into boxes.Tho blanks from the previous cutting operation are divided and consol-
idatcd into batches whose starting quantity = 2,000 blanks. Indenting Is performed at
4.5 mill/IOO blanks. Time to change dies on the indentation machine = 30 min,(3) Ioprint-
ing. the indented blanks are printed with labels [or a particular customer.T'he blanks from
the previous indenting operation are divided and consolidated into batches whose starting
quantity = 1.000blanks. Printing cycle rate = 30 blanks/min. Between batches.changeover
of the printing plates is required. which takes 20 min, In-process inventory is allowed to
build up between machines I and 2.and between machines 2 and 3,so that the machines can
operate independently 11&ruuch as possible. Based on this data and information, determine
the maximum possible output of lhi~ factory during a 40 hr week, in completed blanks/wk
(completed blanks have been cutindented.and printed)? Assume stearly state operation,
not startup

Costs of Manufacturing Operations

2.16 Theoretically, any given production plant has an optimum output level. Suppose a certain
production plant has annual fixed costs Fe = $2,OOO,()(XlVariahle cost VC is functionally
related to annual output Q in a manner that can be described by the function
VC = S12 + $O,rx15Q.Total annual cost is given by TC = FC + VC x Q,Tbe unit sales
price for one production umt P = $250. (a) Determine the value of Q that minimizes unit
cost UC, where UC = TC/Q: and compute the annual profit earned by the plant at this
quantuv. (b) Determine the value of Q that maxim,zes the annual profit earned by the plant;
ana compute nrc annual profit earncd by the plant at this quantity.
Cost, h'lVebeen compiled for a certain manufacturing company forthe most recent year.The
summary is shown in the table below.The company operates two different manufacturing
plantsplus a corporate headquarters. Determine: (a) the factory overhead ralc for each
plant. and (h'l tht eorporat~ ovcrhead rdte. These 'dtc, will be used by the firm in the fol-
lowmg vcar

Expense Category Plant 2 ($)
Corporate

Headquarters ($)Plant 1 ($)

Direct labor
Materials
Factory expense
Corporate expense

1.000,000
3,500,000
1,300,000

1,750,000
4,000,000
2,300,000

5,000,000

2.18
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2.19 In previous Problem 2.18, if the work load for the cell can only justify a one-shift operation.
determine the appropriate hourly rate for the work center.

2.20 In the operation of a certain production machine, one worker is required at a direct labor
rate = $10!hr. Applicable labor factory overhead rate == 50%. Capital investment in the
system = $250,000, expected service life '" 10years, no salvage value at the end of that pe-
riod, and the applicable machine factory overhead rate = 30%. The work cell will oper-
ate 2000hr/yr. Use a rate of return uf25% to determine the appropriate hourly rate for
this work cell.
Same as previous Problem 2.20. except that the machine will be operated three shifts, OT
6OOOhr/yr.Note the effect of increased machine utilization on the hourly rate compared to
the rate determined in Problem 2.20.

2.22 The break-even point is to be determined for two production methods, one a manual method
and the other automated. The manual method requires two workers at $9.00/hr each. To-
gether, they produce at a rate of 36 units/hr. The automated method has an initial cost of
$125.000.a a-year service life,no salvage value, and annual maintenance costs = $3000.No
labor (except for maintenance) is required to operate the machine, but the power required
to run the machine is 50 kW (when running). Cost of electric power is $0.05jk\\'h. If the
production rate for the automated machine is 100 units/hr, determine the break-even point
for the two methods, using a rate of return = 25%.

221



PART I
Automotion and Control Technologies

chapter 3

Introduction to Automation

CHAPTER CONTENTS

3.1 Basic Elements of an Automated System
3.1.1 Power to Accomplish the Automated Process
3.1.2 Program of Instructions
3.1.3 Control System

3.2 Advanced Automation Functions
3.2.1 Safety Monitoring
3.2.2 Maintenan"e"nn RapairDiagnostics
3.2.3 Error Detection and Recovery

3.3 Levels of Automation

Automation is the technology by which a process or procedure is accomplished without
human assistance. It is implemented using a program of instructions combined with a con-
trot system that executes the instructions, To automate a process.power is required, both to
drive the process itself and to operate the program and control system. Although automa-
tion can be applied in a wide variety of areas, it is most closely associated with the manu-
facturing industries. It was in the context of manufacturing that the term was originally
coined hy an engineering manager at Ford Motor Company in 1946 to describe the vari-
cty of automatic transfer devices and feed mechanisms that had been installed in Ford's pro-
duction plants (Historical Note 3.1), It is ironic that nearly all modern applications of
automation are controlled by computer technologies that were not available in 1946.

In this pat of the book, we examine technologies that have been developed to uu-
tamale manufacturing operations. The position of automation and control technologies in
the larger production system is shown in Figure 3.1. In the present chapter, we provide an

61
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MJl.lIutllclllfing
support systems

Figure 3.1 Automation and control technologies in the production system.

overview of automation: What are the elements of an automated system? What are some
of the advanced features beyond the basic elements? And what are the levels in an enter-
prise where automation can be applied? In the following two chapters, we discuss indus-
trial control systems and the hardware components of these systems. These two chapters
serve as a foundation for the remaining chapters in our coverage of automation and con-
trol technologies. These technologies are: (1) numerical control (Chapter 6), (2) industri-
al robotics (Chapter 7), and (3) programmable logic controllers (Chapter 8).

Historical Note 3.1 History of automation 1

The history of automation can be traced to the development of basic mechanical devlcea such
as the wheel (circa 3200 B.C.), lever, winch (circa 600 B.C.), cam (circa A.D. 1000), screw
(A.D. 1405). and gear in ancient and medieval times. These basic devices were refined and
used to construct the mechanisms in waterwheels, windmills (circa A.D. 650), and steam engines
(A.D. 1765).These machines generated the power to operate other machinery of various kinds,
such as flour mills (circa 85 B.c.), weaving machines (flying shuttle, 1733),machine tools (bor-
ing mill, 1775),steamboats (1787),and railroad locomotives (1803). Power, and the capacity to
generate it and transmit it to operate a process, is one of the three basic elements of an auto-
mated system.

After his first steam engine in 1765,James Watt and his partner, Matthew Boulton,made
several improvements in the design. One of the improvements was the flying-bali governor
(around 1785),which provided feedback to control the throttle of the engine. The govemorcon-
sisted of a ball on the end of a hinged lever attached to the rotating shaft. The lever was con-
nectedtothethrottievalve.Astbespeedoftherotatingshaftincreased,the ball was forced
to move outward by centrifugal force; this in tum caused the lever to reduce the valve open-
ing and slow the motor speed. As rotational speed decreased, the ball and lever relaxed, thus
allowing the valve to open. The flying-ball governor was one of the first examples in engl-
neering of feedback control, an important type of contro/system-the second basic element of
an automated system.

The third basic element of an automated system is for the actions of the system 01 ma-
chine to be directed by a program of instructions, One of the first examples of machine pro-

LSources of "1o,t of the date' in this Historical Note: (1) R. PLo.tt,Smlllu_14 ••vm..1 Tlmdl_<l/r"vm-
lions (London:DorlingKinderslcyLtd.,1994);and (2) "The Powerof Invention,"NnfllllOWkSptdllll_t, Wm-
tcr 1997-98 (pp.6-79)
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3.' BASIC ELEMENTS OF AN AUTOMATED SYSTEM

An automated system consists of three basic elements: (1) power to accomplish the process
and operate the system. (2) a program of instructions to direct the process, and (3) a con-
tM! 5."st<,m to actuate the instructions. The relationship amongst these elements is illus-
trated in Figure 3.2. All systems that qualify as being automated include these three basic
elements in one form or another.
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(1)

liigure 3.2 Elements of an automated system: (1) power, (2) pro-
gram of instructions, and (3) control systems.

3.1.1 Power to Accomplish the Automated Process

An automated system is used to operate some process, and power is required to drive
the pcon:!.'; as well as the controls. The principal source of power in automated systems
is electricity. Electric power has many advantages in automated as well as nonautomar-
cd processes

• Electrical power is widely "vaitahle at moderate cost. It is an important part of our
industrial infrastructure

• Electrical power can be readily converted 10 alternative energy forms: mechanical,
thermal, light, acoustic, hydraulic, and pneumatic.

• Electrical power at low levels can be used to accomplish functions such as sigl1al
transmission, information processing, and data storage and communication.

• Electrical energy can be stored in long-life batteries for use in locations where an ex-
ternal source of electrical power is not conveniently available.

Alternative power sources include fossil fuels, solar energy, water, and wind. However,
their exclusive use is rare in automated systems. In many cases when alternative power
sources are used to drive the process itself, electrical power is used for the controls that au-
tomate the operation. For example, in casting or heat treatment, the furnace may be heat-
",d by fossil fuels. but the control system to regulate temperature and time cycle is electrical.
In other cases, the energy from these alternative sources is converted to electric power to
operate both the process and its automation. When solar energy is used as a power source
for an automated system. it is generally converted in this way.

Power for the Process. In production, the term process refers to the manufactur-
ing operation that is performed on a work unit. In Table 3.1, a list of common manufacturing
processes is compiled along with the form of power required and the resulting action on
the work unit. Most of the power in manufacturing plants is consumed by these kinds of
operations, The "power form" indicated in the middle column of the table refers to the en-
ergy that is applied directly to the process. As indicated above, the power source for each
operation is usually converted from electricity.

In addition to driving the manufacturing process itself, power is also required for the
following material handling functions'

• Loading and unloading rhe work unit. All of the processes listed in Table 3.1 are ac-
complished on discrete parts. These parts must be moved into the proper position

Program of Control Process

Power
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Process Power Form

TAl!LE 3.1 Common Manufactudng Processes and Their Power Requirements

Action Accomplished

Melting the metal before pouring into a mold cavity
where solidification occurs.

Metal removall~ eccompliehed by a seriB~ of di~crete
electrical discharges between electrode (tocll and
workpiece. The electric discharges cause very high
localized temperatures that melt the metal.

Metal workpert is deformed by opposing dies. Workparts
are often heated in advance ot oatorrnetton.tnus
thermal power is also required.

Metallic work unit is heated to temperature below melting
polnt to ettect rnicrostructurel changes.

Heat is used to raise temperature of polymer to highly
plastlc conslstencv, and mechanical force is used to
inject the polymer melt into a mold cavity.

A highly coherent light beam is used to cut material by
vaporization and melting.

Cutting of metal is accomplished by relative motion
between tool and workpiece.

Mechanical power is used to shear metal sheets and
plates

Most welding processes use heat to cause fusion and
coalescence of two (or more) metal parts at their
contacting surfaces. Some welding processes also
apply mechanical pressure to the surfaces.-----------------

Casting Thermal

Electric discharge Electrical
machining (EDM)

Forging Mechanical

Heat treating Thermal

Injection molding Thermal and
mecharlical

Laser beam cutting Light and thermal

Machining Mechanical

Sheet metal punching Mechanical
and blanktnq

Welding Thermal (maybe
mechanical)

and orientation for the process 10 be performed.and power i~ required for this trans-
port and placement function. At the conclusion of the process, the work unit must sim-
ilarly be removed. If the process is completely automated, then some form of
mechanized power is used. If the process is manually operated or serniautornated,
then human power may be used to position and locate the work unit

• Materia! transport be/ween operations. In addition 10 loading and unloading at a given
operation. the work units must be moved between operations. We consider the rna-
tcrial handling technologies associated with this transport function in Chapter 10.

Power for Automation. Above and beyond the basic power requirements for the
manufacturing operation, additional power is required for automation. The additional
power is used for the following functions:

• COn/miter unit. Modern industrial controllers are based on digital computers, which
require electrical power to read the program of instructions, make the control calcu-
lations, and execute the instructions by transmitting the proper commands to the ac-
tuating devices.

• PnweT to nell/are the control signals. The commands sent by the controller unit are car-
ried OUtby means of electromechanical devices, such as switches and motors, called
actuators (Section 5.2). The commands are generally transmitted by means of low-volt-
age control signals. To accomplish the commands, the actuators require more power,
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and so the control signals must he amplified to provide the proper power level for the
actuating device

• Data acquisition and information processing. In most control systems, data must be
collected from the process and used as input to the control algorithms. In addition, a
requirement of the process may include keeping records of process performance or
product quality. These data acquisition and record keeping functions require power,
although in modest amounts.

3.1.2 Program of Instructions

The actions performed b) an automated process arc defined by a program of instructions
Whether the manufacturing operation involves low, medium, or high production (Section
1.1), each part or product style made in the operation requires one or more processing
steps that are unique to that style, These processing steps are performed during a work
cycle. A new part is completed during each work cycle (in some manufacturing operations,
more than one part is produced during the work cycle; e.g., a plastic injection molding op-
eration may produce multiple parts each cyde using a multiple cavity mold). The particu-
lar processing steps for the work cycle are specified in a work cycle program. Work cycle
programs are called part programs in numerical control (Chapter 6). Other process control
applications use different names for this type of program.

Work Cycle Programs. In the simplest automated processes, the work cycle consists
of essentially one step, which is to maintain a single process parameter at a defined level, for
example, maintain the temperature of a furnace at a designated value for the duration of a
heat treatment cycle. (We assume that loading and unloading of the work units into and
from the furnace is performed manually and is therefore not part of the automatic cycle.)
In this case, programming simply involves sening the temperature dial on the furnace, 'Io
change the program, the operator simply changes the temperature setting. An extension of
this simple case is when the single-step proce ss is defined by more than one process para-
meter, for example, a furnace in which both temperature and atmosphere are controlled

In more complicated systems, the process involves a work cycle consisting of multi-
ple steps that are repeated with no deviation from one cycle to the next. Most discrete part
manufacturing operations are in this category A typical sequence of steps (simplified) is:
(1) load the part into the production machine, (2) perform the process, and (3) unload the
part. During each step, there are one or more activities that involve changes in one or more
process parameters. Process parameters are mputs to the process. such as temperature set-
ting of a furnace, coordinate axis value in a positioning system, valve opened or closed in
a fluid flow system, and motor on or off. Process parameters are distinguished from process
variables, which are outputs from the process; for example, the actual temperature of the
furnace, the actual position of the axis, the actual flow rate of the fluid in the pipe, and the
rotational speed of the motor. As our list of examples suggests, the changes in process pa-
rameter values may be continuous (gradual changes during the processing step; for exam-
ple, gradually increasing temperature during a heat treatment cycle) or discrete (stepwise
changes; for example, on/off). Different process parameters filly be involved in each step.

EXAMPLE 3.1 An Automated Turning Operation

Consider an automated turning operation in which a cone-shaped geometry is
generated. Assume the system is automated and that a robot is used to load
and unload the work unit. The work cycle consists of the following steps: (1) load
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Identify the activityfies) and process parameter(s) in each step of the operation.

Solution' In step (1). the activities consist of the robot manipulator reaching for the raw
workparr.Iifting and positioning the part into the chuck jaws of the lathe, then
removing the manipulator to a safe position to await unloading. The process
parameters for these activities are the axis values of the robot manipulator
(which change continuously). the gripper value (open or closed).and the chuck
jaw value (open or closed)

Ir. step (2). the activity involves the movement of the cutting tool to a
"ready' position, The process parameters associated with this activity are the
r-and z-axis position of the tool

Step (3) is the turning operation. It requires the simultaneous control of
three process parameters: rotational speed of the workpiece (rev/min), feed
(rnrn/rev), and radial distance of the cutting tool from the axis of rotation. To
cut the conical shape, radial distance must be changed continuously at a constant
rate for each revolution of the workpiece For a consistent finish on the surface,
the rotational speed must be continuously adjusted to maintain a constant sur-
face speed (m/min); and [or equal feed marks on the surface, the feed mll~tbe
set at a constant value. Depending on the angle of the cone, multiple turning
passes may be required to gradually generate the desired contour. Each pass rep-
resents an additional step in the sequence.

Steps (4) and (5) involve the reverse activities as steps (2) and (1), re-
spectively, and the process parameters are the same.

Many production operations consist of multiple steps, sometimes more complicated
than our turning example. Examples of these operations include automatic screw machine
cycles, sheet metal stamping operations, plastic injection molding, and die casting. Each of
these manufacturing processes has been used for many decades. In earlier versions of these
operations. the work cycles were controlled by hardware components, such as limit switch-
es. timers, cams, and electromechanical reteys In effect, the hardware components and their
arrangements served (IS the program of instructions that directed the sequence of steps in
the processing cycle. Although these devices were quite adequate in performing their se-
quencing function. they suffered from the following disadvantages: (I) They often required
considerable time to design and fabricate, thus forcing the production equipment to be
used for batch production only; (2) making even minor changes in the program was diffi-
cult and time consuming; and (3) the program was in a physical form that is not readily com-
patible with computer data processing and communication.

Modern controllers used in automated systems are based on digital computers.In-
stead of cams, timers, rclays, and other hardware devices, the programs for computer-con-
trolled equipment are contained in magnetic tape, diskettes, compact disks (CD-ROMs),
computer memory, and other modern storage technologies. Virtnally all new equipment
that perform the above mass production operations are designed with some type of com-
puter controller to execute their respective processing cycles. The use of digital comput-
crs <IS the process controller allows improvements and upgrades to be made In the control
pro?rams, such as the .addition of control functions not foreseen during initial equipment
design. T~cse kinds ot control changes are often difficult to make with the previous hard-
ware devices
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The work cycle may include manual steps, where the operator performs certain ac-
tivities during the work cycle. and the autorn ated system performs the rest. A common ex-
ample is the loading and unloading of parts by the operator uno and from a numerical
control machine between machining cycles. where the machine performs the cutting op-
eration underpart program control. Initiation of the cutting operation of each cycle is trig-
gered hy rbe nperator activating a "start" button after the part has been loaded.

Decision-Making in the Programmed Work Cycle. In our previous discussion of
automated work cycles. the only two features of the work cycle are (I) the number and S~-
queucc of processing steps and (2) the process parameter changes in each step. Each work
cycle consists of the same steps and associated process parameter changes with no varia-
tion from one cycle to the next. The program of 'nstructions is repealed each work cycle
without deviation. In fact, many automated manufacturing operations require decisions to
be made during the programmed work cycle to cope with variations in the cycle. 10 many
cases, the variations are routine elements of the cycle, and the corresponding instructions
for dealing with them are incorporated into the regular part program. 'I'besc cases include:

• Operator interaction. Although the program of instructions is intended to be carried
out without human interaction, the controller unit may require input data from a
human opt'r:ltClr in order to £tmction. For example, in an automated engraving oper
anon, the operator may have 10 enter the alphanumeric characters that are to be en-
graved on the work unit (e.g .. plaque, trophy, belt buckle). Having entered the
characters, the engraving operation is accomplished automatically by the system. (An
everyday example of operator interaction with an automated system is a bank CU>-

tomer using an automated teller machine. The customer must enter the codes mdi-
eating what transaction is to be accomplished by the teller rnachine.)

• DIfferent part or product stvlrs processed by the Iystem. In this instance, the auto-
mated system is programmed to perform different work cycles on different part or
product styles. An example is an industrial robot that performs a series of spot weld-
ing operations on car bodies in a final assembly plant. These plants are often de-
signed to build different hody styles on the same automated assembly line, such as
two-door and four-door sedans. As each car body enters a given welding station on
the line, sensors identify which style it is, and the robot performs the correct series of
welds for that style.

• Variations in the staning work units. In many manufacturing operations the starting
work units are not consistent. A good example is a sand casting as the starting work
unit in a machining operation. The dimensional variations in the raw castings some-
times necessitate an extra machining pass to bring the machined dimension to the
specified value. The part program must be coded to allow for the additional pass
when necessary.

In all of these examples, the routine variations can be accommodated in the regular work

cycle program. The program can be designed to respond to sensor or operator inputs by
executing the appropriate subroutine corresponding to the input. In other cases, the vari-
ations in the work cycle are not routine at all. They are infrequent and unexpected, such
as the failure of an equipment component. Itt these instances, the program must include con-
tingency procedures or modifications in the sequence to copc with conditions that lie out-
side the normal routine. We discuss these measures later in the chapter in the context of
advanced automation functions (Section 3.2).
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Examples or Alternatives

6.
TABLEJ.' F_"_,"_"_"_' W_O_fk_C_y'_"_P_w_,,_,m_'_U_"_d_i"_A_ct_om_'_"_d_SY_"_'m_' _

Steps in work cycle

Process parameters linputs)
in each step

Manual steps in work cycle

Operator interaction

Different part Or I-'rouuc!styles

Variations in starting work units

Example
• Typical sequence of steps: (1) load, (2), process. (3) unload

Alternatives:
• One parameter versus multiple parameters that must be changed

during the step
• Cnntinuous parameters versus discrete parameters
• Parameters that change during the step; for example, a positioning

system whose axes values change during-the processing step

Alternatives:
• Manual steps versus no manual steps (completely automated work

cyclel

Example
• Operator loading and unloading parts to and from machine

Alternatives:
• Operator interaction versus completely automated work cycle

Example:
• Operator entering processing information for current workpart

Atternattves:
• Identical part or product style each cycle (mass or batch

production) versus different part or product styles each cycle
{flexible automation)

Example
• Variations in starting dimenSions or part features

3.1.3 Control System

A variety of production situations and work cycle programs has been discussed here
The features of work cycle programs (part programs) used to direct the operations of an
automated system are summarized as in Table 3.2.

The control element of the automated system executes the program of instructions. The
control system causes the process to accomplish its defined function. which for our purpose
is to carry out some manufacturing operation. Let us provide a brief introduction to con.
tro! systems here. The following chapter describes this important industrial technology in
marc detail.

The controls III an automated system can be either closed loop or open loop. A closed
loup control system, also known as a feedback control system. is one in which the output vari-
able is compared with an input parameter, and any difference between the two is used to
drive the output into agreement with the input.As shown in Figure 3.3. a closed loop con-
trol system consists of six basic elements: (I) input parameter, (2) process, (3) output van.
able, (4) feedback sensor. (5) controller. and (0) actuator. The input parameter. often referred
to as the set point, represents the desired value of the output. In a home temperature can.
trot system, the set point is the desired thermostat setting. The process is the operation or
function being controlled. In particular, it is the output variable that is being controlled in
the Ioop.Jn the present discussion, the process of interest is usually a manufacturing op-
eration, and the output variable is some process variable, perhaps a critical performance
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(3)

Output
varia~le

Figure 3.3 A feedback control system

measure in the process, such as temperature or force or flow rate. A sensor is used to mea-
sure the output variable and close the loop between input and output. Sensors perform
the feedback function in a closed loop control system. The controllercornpares the output
with the input and makes the required adjustment in the process to reduce the difference
between them. The adjustment is accomplished using one or more actuators, which are the
hardware devices that physically carry out the control actions, such as an electric motor or
a flow valve. It should be mentioned that OUT model in Figure 3.3 shows only one loop.
Most industrial processes require multiple loops, one for each process variable that must
be controlled

In contrast to the closed loop control system, an open loop control system operates
without the feedback loop, as in Figure 3.4. In this case, the controls operate without mea-
suring the output variable.so no comparison is made between the actual value of the out-
put and the desired input parameter. The controller relies on an accurate model of the
effect of its actuator 011 the process variable. With an open loop system, there is always the
risk that the actuator will not have the intended effect on the process, and that is the dis
advantage of an open loop system.lt~ advantage is that it is generally simpler and less ex-
pensive than a closed loop system. Open loop systems are usually appropriate when the
following conditions apply: (1) The actions performed by the control system are simple,
(2) the actuating function is very reliable, and (3) any reaction forces opposing the actua-
tion are small enough to have no effect on the actuation. If these characteristics are not ap-
plicable, then a closed loop control system may be more appropriate.

Consider the difference between a closed loop and open loop system for the case of
a positioning system. Positioning systems are common in manufacturing to locate a work-
part relative to a tool or workhead. Figure 3.5 illustrates the case of a closed loop posi-

Figure 3.4 An open loop control system.

"
x-value Controller input Motor ~:: Optical

Leadscrcw encoder

~
Figure 3.5 A (one-axis) positioning system consisting of a leadscrew
driven by a dc servomotor.
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tiorung system. In operation, the system is directed to move the worktable to a specified
location as defined bv a coordinate value in a Cartesian (or other) coordinate system.Most
positioning systems have at least two axes (e.g., an .r - y positioning table) with a control
system for each axis, but our diagram only illustrates one of these axes. A de servomotor
connected to a Icadscrew is a common actuator for each axis. A signal indicating the coor-
dinate value (e.g .. x-value) is sent from the controller to the motor that drives the leadscrew,
whose rotation is converted into linear motion of the positioning table. As the table moves
closer to the desired x-coordinate value. the difference between the actual a-position and
the input .r-valuc is reduced. The actual .r-positlon is measured by a feedback sensor (e.g.,
an optical encoder). The controller continues to drive the motor until the actual table pc-
sitiun corresponds to the input position value.

For the open loop case, the diagram for the positioning system would be similar to the
preceding. except that no feedback loop is present and a stepper motor is used in place of
the de servomotor. A stepper motor is designed to rotate a precise fraction of a tum for each
pulse received from the controller. Since the motor shaft is connected to the leadscrew,
and the leadscrew drives the worktable. each pulse converts into a small constant linear
movement of the table. To move the table a desired distance. the number of pulses corre-
sponding to thai distance is seut to the motor. Given the proper application, whose char-
actcrisrtcs match the preceding list of operating conditions, an open loop positioning system
works with high reliability.

We consider the engineering analysis of closed loop and open loop positioning sys-
terns in the context of numerical control in a subsequent chapter (Section 6.6).

3.2 ADVANCED AUTOMATION FUNCTIONS

In addition to executing work cycle programs, an automated system may be capable of ex-
ecuting advanced functions that are nOI specific to a particular work unit. In general, the
functions are concerned with enhancing the performance and safety of the equipment. Ad-
vanced automation functions include the following: (1) safety monitoring, (2) maintenance
and repair diagnostics, and (3) error detection and recovery.

Advanced automation function> are made possible by special subroutines included
in the program of tnsttuctluns. In some cases, the runcnons provide information only and
do not involve any physical actions by the control system, An example of this case includes
reporting a list of preventive maintenance tasks that should be accomplished. Any actions
taken on the basis of this report are decided by the human operators and managers of the
system and not by the system itself 11\ other cases, the program of instructions must be
physically executed by means of the control system using available actuators. A simple ex-
ample of this case is a safety monitoring system that sounds an alarm when a human work-
er gets dangerously close to the automated system.

3.2.1 Safety Monitoring

One ot the significant reasons for automating a manufacturing operation is to remove
workcr{s) from a hazardous working environment. An automated system is often installed
to perform a potentially dangerous operation that would otherwise be accomplished man-
ually by human workers '.However, even in automated systems. wo~kers arestill needed to
service the system. at periodic time intervals If not full-time. Accordingly. it is important that
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the automated system be designed to operate safely when workers arc in attendance. In ad-
dition.rt is essential that the automated system carry QUills proCI;:SS in a way that is not self-
destructive. Thus. there are two reasons for providing an automated system with a safety
monitoring capability: (1) to protect human workers in the vicinity of the system ami (2) to
protect the equipment associated with the system.

Safety monitoring means more than the conve.ntionalsafety measures til ken in a ill:a-l·
ufacturing operation, such as protective shields around the operation or the kinds of man-
ual devices that might be utilized by human workers. such as emergency stop buttons. Safety
moniroringin an automated system involves the use or sensors to track the system's oper-
ation and identify conditions and events that are unsafe or potentially unsafe. The safety
monitoring system is programmed to respond to unsafe conditions in some appropriate
way. Possible responses to various hazards might include one or more of the following:

• complete stoppage of the automated system
• sounding an alarm
• reducing the operating speed of the process
• taking corrective actions to recover from the safety violation

This last response is the most sophisticated and is suggestive of an intelligent machine per-
forming some advanced strategy, This kind of response is applicable to a variety of possi-
ble mishaps, not necessarily confined to safety issues, and is called error detection and
recovery (Section 3.2.3).

Sensors for safety monitoring range from very simple devices to highly sophisticat-
ed systems. The topic of sensor technology is discussed in Chapter 5 (Section 5.1). The fol-
lowing list suggests some of the possible sensors and their applications for safety monitoring:

• Limit switches to detect proper positioning of a part in a workholding device so that
the processing cycle can begin.

• Photoelectric sensors triggered by the interruption of a light beam; this could be used
to indicate that a part is in the proper position or to detect the presence of a human
intruder into the work cell.

• Temperature sensors to indicate that a metal workpart is hot enough to proceed with
a hot forging operation. If the workpart is not sufficiently heated, then the metal's due-
tutty may be too low, and the forging dies might be damaged during the operation.

• Heat or smoke detectors to sense fire hazards.
• Pressure-sensitive floor pads to detect human intruders into the work celL
• Machine vision systems to supervise the automated system and its surroundings.

It should be mentioned that a given safety monitoring system is limited in its ability
to respond to hazardous conditions by the possible irregularities that have been foreseen
by the system designer. If the designer h as not anticipated a particular hazard, and conse-
quently has not provided the system with the sensing capability to detect that hazard, then
the safety monitoring system cannot recognize the event if and when it occurs.

3.2.2 Maintenance and Repair Diagnostics

Modem automated production systems are becoming increasingly complex and sophisti-
cated, thus complicating the problem of maintaining and repairing them. Maintenance and
repair diagnostics refers to the capabilities of an automated system to assist in the identi-
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fication of the source of potential or actual malfunctions and failures of the system. Three.
modes of operation are typical of a modern maintenance and repair diagnostics subsystem

I. SWills monitoring, In the statu, monitoring mode, the diagnostic subsystem moni-
ton and records the status of key sensors and parameters of the system during nor-
ma. operation. On request, the diagnostics subsystem can display any of these values
and provide an interpretation of current system status, perhaps warning of an immi-
nert failure

2. Failure diagnostics. The failure diagnostics mode is invoked when a malfunction or
failure oCCUTS. Its purpose is to interpret the current values of the monitored van.
ables and to analyze the recorded values preceding the failure so that the cause of the
failure can be identified

3 Recommendation of repair proceaure.uv the third mode of operation. the subsystem
provides a recommended procedure to the repair crew as to the steps that should be
taken to effect repairs. Methods for developing the recommendations are sometimes
based on the use of expert systems in which the collective judgments of many repair
experts arc pooled and incorporated into a computer program that uses artificial in-
telligence techniques.

Status monitoring serves two important functions if"!machine diagnostics: (I) pro-
viding information for diagnosing a current failure and (2) providing data to predict a fu-
ture malfunction or failure. first, when a failure of the equipment has occurred, it is usually
difficult for the repair crew to determine the reason for the failure and what steps should
be taken 10 make repairs. It is often helpful to reconstruct the events leading up to the fail-
ure. The computer is programmed to monitor and record the variables and to draw logi-
cal inferences from their values about the reason for the malfunction, This diagnosis helps
the repair personnel make the necessary repairs and replace the appropriate components.
This is especially helpful in electronic repairs where it is often difficult to determine on the
basis of visual inspection which components have failed

The second function of status monitoring is to identify signs of an impending failure,
so that the affected components can be replaced before failure actually causes the system
to go down. These part replacements can be made during the night shift or other time
when the process is not operating. with the result that the system experiences [10loss of reg-
ularoperation

3.2.3 Error Detection and aeeoverv

In the operation of any automated system, there are hardware malfunctions and unex-
pected events that occur during operation. These events can result in costly delays and loss
of production until the problem has been corrected and regular operation is restored. Tra-
ditionally. equipment malfunctions are corrected by human workers, perhaps with the aid
of a maintenance and repair diagnostics suhroutine. With the increased use of computer con-
trol for manufacturing processes, there is a trend toward using the control computer not only
to diagnose the malfunctions but also to automatically take the necessary corrective action
to restore the system to normal operation. The term error detection and recovery is used
when the computer performs these functions,
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Error Detection. A, indicated by the term. error detection lind recovery consists of
two steps: (1) error detection and (2) error recovery. The error defection step uses the au-
tomated svstem's available sensor systems to determine when a deviation or malfunction
has occurred, correctly interpret the sensor signal(s), and classify-the error. Design of the
error detection subsystem must begin with 11 classification of the possible errors that can
occur during system operation. The errors in a manufacturing process tend to be vcry ap-
plication specific. They must be anticipated in advance in order to select sensors that will
enable their detection

In analyzing a given production operation, the possible errors can be classified into
one of three general categories: (1) random errors, 1'2)systematic errors. and (3) aberrations,
Random errors occur as a result of the normal stochastic nature of the process. These er-
rors occur when the process is in statistical control (Section 21.1). Large variations in part
dimensions, even when the production process is in statistical control, can cause problems
in downstream operations. By detecting these deviations on a part-by-part basis, corrective
action can be taken in subsequent operations, Systematic errors are those that result from
some assignable cause such as a change in raw material properties or a drift in an equip-
ment setting. These errors usually cause the product to deviate from specifications so as to
be unacceptable in quality terms. Finally. the third type of error. aberrations, results from
either an equipment failure or a human mistake. Examples of equipment failures include
fracture of a mechanical shear pin, bursts in a hydraulic line, rupture of a pressure vessel,
and sudden failure of a cutting tool. Examples of human mistakes include errors in the
control program, improper fixture setups, and substitution of the wrong raw materials,

The two main design problems in error detection are: (1) to anticipate all of the pos-
sible errors that can occur in a given process and (2) to specify the appropriate sensor sys-
tems and associated interpretive software so that the system is capable of recognizing each
error. Solving the first problem requires a systematic evaluation of the possibilities under
each of the three error classifications. If the error has not been anticipated, then the error
detection subsystem cannot correctly detect and identify it.

EXAMPLE 3.2 Error Detection in an Automated Machining Cell

Consider an automated cell consisting of a CNC machine tool, a parts storage
unit, and a robot for loading and unloading the parts between the machine and
the storage unit. Possible errors that might affect this system can be divided
into the following categories: (1) machine and process, (2) cutting tools, (3) work-
holding fixture, (4) parI storage unit, and (5) load/unload robot. Develop a list
of possible errors (deviations and malfunctions) that might be included in each
ofthcse five categories.

Solution: A list of possible errors in the machining cell is presented in Table 3.3.

Error Recovery. Error reCIJVPfY is concerned with applying the necessary correc-
tive action to overcome the error and bring the system back to normal operation. The
problem of designing an error recovery system focuses on devising appropriate strategies
and procedures that will either correct or compensate for the variety of errors that can
occur in the process. Generally, a specific recovery strategy and procedure must be de-
signed for each different error, The types of strategies can he classified as follows:

l , Make adjustments at the end of the current work cycle. When the current work cycle
is completed. the part program branches to a corrective action subroutine specifically
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Error Categories

TABLE 3.3 Error Detection Step In an Automated Machining Cell: Error Categories and
Possible Malfunctions Within Each Category

Possible Malfuflctiofls

1. Machine and process

2. Cutnnq tcots

3. Workholdingfixture

4 Pari storaqe unit

5 Load/unload robot

Loss of power. power overload, thermal deflection,
cutting temperature too high. vihration, no coolant,
chip fouling. wrong part program, defective part

Tool breakage. too' wear-out. vibration, tool not present,
wrong tool

Part nat in fixture, clamps not actuated. partdisJodged
during

machining,partdeflection during machining, part
breakage,chips ~ausing location problems

Workpart not present, wrong workpert. oversized or
underaized workpart

Improper grasping of workpart, robot drops worepert.
no part present at pickup

designed for the error detected, executes the subroutine, and then returns to the work
cycle program. this action reflects a low level of urgency and is most commonly as-
sociated with random errors in the process.
Make udjusnnents during IIII' curreW cycle. I his general1y indicates a higher level of
urgency than the preceding lype. In this case, the action to correct or compensate for
the detected error is initiated a~ soon as the error is detected. However, it must be
possible to accomplish the designated corrective action while the work cycle is still
being executed

3. Stop the prnc<'ss {O invoke corrective action. In this case, the deviation or malfunction
requires that the execution of the work cycle be suspended during corrective action.
It i~assumed that the system is capable of automatically recovering from the error
without human assistance. Atthe end of the corrective action, the regular work cycle
Is continued.

4. Stop (III:process and call for help. In this case, the error requiring stoppage of the process
cannot he resolved through automated recovery procedures. This situation arises be-
cause: (I) the automated cell is not enabled to correct the problem or (2) the error can-
not be classified into the predefined list of errors. In either case, human assistance is
required to correct the problem and restore the system to fully automated operation.

Error detection and recovery requires an interrupt system (Section 4.3.2). When an
error in the process is sensed and identified, an interrupt in the current program execution
is invoked to branch to the appropriate recovery subroutine, This is done either at the end
of the current cycle (type 1 above) or immediately (types 2, 3,and 4).At the completion of
the recovery procedure, program execution reverts back to normal operation.

EXAMPLE 3.3 Error Recovery in 811Autom8ted Machining CeU

l-or the automated cell uf Example 3.2. develop a list of possible corrective ac-
tions that might be taken by the system to address certain of the errors.

Stl/ution: A list of possible corrective actions is presented in Table 3.4.
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Errors Detected

TABLE 3.4 Error Recovery in an Automated Machining Cell: Possible Corrective Actions That

Might Be Taken in Response to Errors Detected During the Operation

Possible Corrective Actions to Recover

Part dimensions deviating dueto
thermal deflection of m;,r.hine tool

Part dropped by robot during pickup

Part is dimensionally oversized

Chatter (tool vibration!

Cutting temperature too high

Failure of cutting 1001

No more parts in parts storage unit

Chips fouling machining operation

Adjust coordinates in part program to compensate
(category 1 corrective action)

Reach for another part (category 2 corrective action)

Adjust part program to take a preliminary machining
pass across the work surface (category 2 corrective
action)

Increase or decrease cuttlnq speed to change harmonic
frequency Icategory2 corrective action)

Reducecutlingspeed (category 2 corrective action)
Replace cutling tool with another sharp tool (category

3 corrective action).
Call operator to resupply starting workparts tcateqorv a

corrective action)
Call operalorto clear chips from work area {category 4

corrective action)

3.3 LEVELS OF AUTOMATION

The concept of automated systems can be applied to various levels of factory operations.
One normally associates automation with the individual production machines. However,
the production machine itself 1~made up of subsystems that may themselves be automat-
ed. For example. one of tile important automation technologies we discuss in this pari of
the book isnumcrical control (Chapter6).A modern numerical control (NC) machine tool
is an automated system. However, the NC machine itself is composed of multiple control
systems. Any NC machine has at least two axes of motion, and some machines have up to
five axes. Each of these axes operates as a positioning system, as described in Section 3.1.3,
and is, in effect, itself an automated system. Similarly, a NC machine is often part of a larg-
er manufacturing system, and the larger system may itself be automated. For example, two
or three machine tools may be connected by an automated pact handling system operat-
ing under computer control. The machine tools also receive instructions (e.g., part pro-
grams) from the computer. Thus we have three levels of automation and control included
here (the positioning system level, the machine toollevel, and the manufacturing system
level). For our purposes in this text, we can identify five possible levels of automation in a
production plant. They are defined next, and their hierarchy is depicted in Figure 3.6.

1. Device level. This is the lowest level in our automation hierarchy. It includes the ac-
tuators, sensors, and other hardware components that comprise the machine level.
The devices are combined into the individual control loops of the machine; for ex·
ample, the feedback control loop for one axis of a CNC machine or one joint of an
industrial robot.

2. Machine [ewl. Hardware at the device level is assembled into individual machines. Ex-
amples include CNC machine tools and similar production equipment, industrial roo
bOIS, powered conveyors, and automated guided vehicles. Control functions at this
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Figure 3.6 Five levels of automation and control in manufacturing.
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level include performing the sequence of steps in the program of instructions in the
correct order and making sure that each step is properly executed.

3. Cell or system level. This is the manufacturing cell or system level, which operates
under instructions from the plant level. A manufacturing cell or system is a group of
machines or workstations connected and supported by a material handling system,
computer. and other equipment appropriate to the manufacturing process. Produc-
tion lines arc included in this level. functions include part dispatching and machine
loading. coordination among machines and material handling system, and collecting
and cvaluatinginspection data.

4. Plum level. This is the factory or production systems level. It receives instructions
from (he corporate iuforrnation system and translates them into operational plans
for production. Likely functions include: order processing, process planning, inven.
tory control, purchasing, material requirements planning, shop floor control, and qual-
iry control.

S. Enterprise level. This is the highest level.consisting of the corporate information sys-
tern.It is concerned with all of the functions necessary to manage the company: mar-
keting and sales, accounting, design, research, aggregate planning, and master
production scheduling.

Most of the technologies discussed in this part of the book are at level 2 (the ma-
chine level), although we discuss level! automation technologies (the devices that make
up a control system) in Chapter 5. The level 2 technologies include the individual con-
trollers (e.g .. programmable logic controllers and digital computer controllersj.numerical
controt machines. and industrial robots. The material handling equipment discussed in Part
11 abo represent technologies at level 2. although some of the handling equipment are
themselves sophisticated automated systems. The automation and control issues at Jevel2
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aTCconcerned with the basic operation of the equipment and the physical processes they
perform

Controllers. machines, and material handling equipment are combined into manu-
facturing cells. or production lines. or similar systems, which make up level 3, considered
in Part III. A manufacturing system is defined in this book as a collection of integrated
equipment designed for some special mission, such as machining a defined part family or
assembly of a certain product. Manufacturing systems also include people. Certain highly
automated manufacturing systems can operate for extended periods of time without hu-
mans present to attend to their needs. But most manufacturing systems include workers as
important elements of the system: for example, assembly workers on a eooveyorized pro-
duction line or part loaders/unloadcrs in a machining cell. Thus, manufacturing systems
are designed with varying degrees of automation; some are highly automated, others are
completely manual, and there is a wide range between.

The manufacturing systems in a factory arc components of a larger system, which we
refer to as a production system. We define a production system as the people, equipment,
and procedures that are organiz.ed for the combination of materials and processes that
comprise a company's manufacturing operations. Production systems are at level 4, the
plant level, while manufacturing systems are at level 3 in our automation hierarchy. Pro-
duction systems include not only the groups of machines and workstations in the factory
but also the support procedures that make them work. These procedures include produc-
tion control, inventory control, material requirements planning. shop floor control. and
quality control. These systems are discussed in Parts IV and V. They are often implement-
ed not only at the plant level but also ar the corporate level (level S).

[I) BOUCHER. T. 0., Computer Automation in Manufacturing, Chapman & Hall, London, 1996
[2] GROOVER. M P., "Automation," Encyclopaedia Britannica, Macropaedia, 15'" Edition,Chica-

go,1992.Vol.14,pp.548-557
[3) GROOVER. M. P.,"Automation," Handbook of Design, Manufacturing, and Automation, R. C.

Dorf and A. Kusiak, Editors, John Wiley & Sons, Inc., New York, 1994.pp. 3-21.
[4) GI<OOVER. M. P.. "Indu';triat Control Systcms," Maynard,!! fndrmnal Li,gineeri"15 Hurulbuuk.Fiflh

Edition, Kjell Zandin.Editor, McGraw-Hill Book Company, New York, (forthcoming. 2001).
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The control system is one of the three basic components of an automation system (Sec-
tion 3.1). In this chapter, we examine industrial control systems, in particular how digital
computers are used to implement the control function in production. Industrial control is
defined here automatic regulation of unit operations and their associated equip-
ment as well integration and coordination of the unit operations into the larger
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production system. In the context of our book, the term unit operations usually refers to
manufacturing operations; however, the term also applies to the operation of material han-
dling and other industrial equipment. Let us begin our chapter by comparing industrial
control as it is applied in the processing industries and how 11is applied in the discrete
manufacturing industries.

4.1 PROCESS INDUSTRIES VERSUS DISCRETE
MANUFACTURING INDUSTRIES

In OUI previous discussion of industry types in Chapter 2, we divided industries and their
production operations into two basic categories: (1) process industries and (2) discrete
manufacturing industries (Section 2.1). Process industries perform their production oper-
ations on amounts of materials, because the materials tend to be liquids, gases, powders, and
similar materials, whereas discrete manufacturing industries perform their operations on
quannties of materials, because the materials tend to be discrete parts and products. The
kinds of unit operations performed on the materials are different in the two industry cat-
egories. Some of the typical unit operations in each category are listed in Table 4.1.

4.1.1 Levelsof Automation in the Two Industries

The levels of automation (Section 3.3) in the two industries are compared in Table 4.2.
The significant differences are seen in the low and intermediate levels. At the device level,
there are differences in the types of actuators and sensors used in the two industry cate-
gories. simply because the processes and equipment are different. In the process indus-
tries, the devices are used mostly for the control loops in chemical, thermal, or similar
processing operations, whereas in discrete manufacturing, the devices control the me-
chanical actions of machines. At the ncxt level above, the difference is that unit operations
art: controlled in the process industries, and machines are controiled in the discrete man-
ufacturing operations. At the third level, the difference is between control of intercon-
nected unit processing operations and interconnected machines.At the upper levels (plant
and enterprise), the control issues are similar, allowing for the fact that the products and
processes are different.

Typical Unit Operations
in the Process Industries

TABLE 4.1 Typical Unit Operations in the Process Industries and Discrete
Manufacturing Industries

Typical Unit Operations in the
Discrete Manufacturing Industries

Chemical reactions
Comminution
Deposition (e.g .•chemical vapor

deposition)
Distillation
Heating
Mixing and blending of ingredients
Separation of ingredients

Casting
Forging
Extrusion
Machining
Mcehanlceteesemblv
Plastic molding
Sheet rnetalstempinq
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Level
Level of Automation

;n the Process Industries

TABLE 4.2 levels of Automalion in the Process Industries and Discrete Manufacturing Industries

Corporate level-management
information system, stmtegic pl"nning,
high-level management of enterprise

Plant level-scheduling, tracking
materials, equipment monitoring

Supervisory controlleveJ.---control and
coordination of several interconnected unit
operations that make up the total process

Regulatory controllevaJ.---control of unit
operations

Device levei-sensors and actuators comprising
the basic control loops for unit operations

Level of Automation in the Discrete
Manufacturing industries

Corporate level-management
information system, strategic planning,
high-level management of enterprise

Plantar factory levei-scheduling,
treckinq work-tn-process, routing parts
through machines, machine utilization

Manufacturing celi or system leve/-
control and coordination of groups of
machines and supporting equipment working
incoordination, including material handling
equipment

Machine level-production machines and
workstations for discrete part and product
manufacture

Device level-sensors and actuators to
accomplish control of machine actions

4.1.2 Variables and Parameters in the Two Industries

The distinction between process industries and discrete manufacturing industries extends
to the variables and parameters that characterize the respective production operations. The
reader will recall from the previous chapter [Section 3.1.2) that we defined variables as out-
puts of the process and parameters as inputs to the process. In the process industries. the vari-
ables and parameters of interest tend to be continuous, whereas in discrete manufacturing,
they tend to be discrete. Let us explain the differences with reference to Figure 4.1.

Figure 4.1 Continuous and discrete variables and parameters in
manufacturing operations.

Continuous
analog variable

I
Discretevariahle
other than bmary

Pulse data
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A continuous variable (or parameter) is one that is uninterrupted as time proceeds.
at least during the manufacturing operation. A continuous variable is generally consid-
ered to be analog, which means it can take on any value within a certain range. The vari-
able is not restricted to a discrete set of values. Production operations in both the process
industries and discrete parts manufacturing are characterized by continuous variables. Ex-
amples include force:, temperature, flow rate, pressure, and velocity. All of these variables
(whichever ones apply to a given production process) arc continuous over time during the
process, and they can take on any of an infinite number of possible values within a certain
practical range,

A discrete variable (or parameter) is one that can take on only certain values within
a given range. The most common type of discrete variable is binary, meaning it can take on
either of two possible values, ON or OFF, open or closed, and so on. Examples of discrete
binary variables and parameters in manufacturing include: limit switch open or closed,
motor on or off, and workpart present or not present in a fixture. Not all discrete variables
(and parameters) are binary. Other possibilities are variables that can take on more than
two possible values but less than an infinite number, that is, discrete variobles other than bi-
nary. Examples include daily piece counts in a production operation and the display of a
digital tachometer. A special form of discrete variable (and parameter) is pulse data, which
consist of a train of pulses as shown in Figure 4.1.As a discrete variable, a pulse train might
be used to indicate piece counts; for example, parts passing on a conveyor activate a pho-
tocell to produce a pulse for each part detected. As a process parameter, a pulse train might
be used to drive a stepper motor.

4,2 CONTINUOUS VERSUS DISCRETE CONTROL

Industrial control systems used in the process industries have tended to emphasize the
control of continuous variables and parameters. By contrast, the manufacturing industries
produce discrete parts and products, and the controllers used here have tended to empha-
size discrete variables and parameters. Just as we have two basic types of variables and pa-
rameters that characterize production operations, we also have two basic types of control:
(1) continuous control, in which the variables and parameters are continuous and analog;
and (2) discrete control, in which the variables and parameters are discrete, mostly binary
discrete. Some of the differences between continuous control and discrete control are sum-
marized in Table 4.3.

In reality, most operations in the process and discrete manufacturing industries tend
to include both continuous as well as discrete variables and parameters. Consequently,
many industrial controllers are designed with the capability to receive, operate on, and
transmit both types of signals and data. In Chapter 5, we discuss the various types of sig-
nals and data in industrial control systems and how the data are converted for use by dig"
ital computer controllers.

To complicate mailers, with the substitution of the digital computer to replace ana-
log controllers in continuous process control applications starting around 1960 (Historical
Note 4.1), continuous process variables are no longer measured continuously. Instead, they
are sampled periodically, in effect creating a discrete sampled-data system that approximates
the actual coruinuous system. Similarly, the control signals sent to the process are typical-
ly stepwise functions that approximate the previous continuous control signals transmitted
by analog controllers. Hence, in digital computer process control, even continuous van-
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Comparison Factor

TABLE 4.3 Comparison Between Continuous Control and Discrete Control

Discrete Control in Discrete
Manufacturing mdustries

Typical measures of product
output
Typical quality measures

Typical variables and
parameters
Typical sensors

Typical actuators
Typical process time
constants

Continuous Control
in Process Industries

Weight measures, liquid volume
measures, solid volume measures
Consistency, concentration of
solution,absenceofcontaminants,
conformance to specification
Temperature, volume flow rate,
pressure
Flowmeters,thermocouples,
pressure sensors

Valves,heaters, pumps
Seconds, minutes, hours

Number of parts, number of
products
Dimensions, surface finish,
appearance, absence of defects,
product reliability
Position.vetocttv, acceleration,
force
Limitswitches,photoelectric
sensors, strain gages,
plezoetectnc sensors
SWitches, motors, pistons
Less than a second

abies and parameters possess characteristics of discrete data, and these characteristics must
be considered in the design of the computer-process interface and the control algorithms
used by the controller

4.2.1 Continuous Control Systems

In continuous control, the usual objective is to maintain the value of an output variable et
a desired level, similar to the operation of a feedback control system as defined in the pre-
vious chapter (Section 3.1.3). However, most continuous processes in the practical world
consist of many separate feedback loops, all of which have to be controlled and coordi-
nated to maintain the output variable at the desired value. Examples of continuous process-
es are the following:

• Control of the uuiput of a chemical reaction that depends on temperature, pressure,
lind input flow rates of several reactants. All of these variables and/or parameters are
continuous .

• Control of the position of a workpart relative to a cutting tool in a contour milling op-
eration in which complex curved surfaces are generated. The position of the part is
defined by X-, j'-. and a-coordinate values. As the part moves, the x, y, and z values
can he considered as continuous variables and/or parameters that change over lime
to machine the part.

There are several approaches by which the control objective is achieved in a contin-
uous process control system. In the following paragraphs, we survey the most prominent
categories,

Regulatory Control. In regulatory control, the objective is to maintain process per-
formance at a certain level or within a given tolerance band of that level. This is appropriate,
for example, when the performance attribute is some measure of product quality, and it is
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Figure 4.2 Regulatory control.

important to keep the quality at the specified level Of within a specified range. In many ap-
plications, the performance measure of the process, sometimes called the index of perf or-
mance. must be calculated based on several output variables of the process. Except for this
feature. regulatory control is to the overall process what feedback control is 10 an individ-
ual control loop in the process, as suggested hy Figure 4.2

The trouble with regulatory control (the same problem exists with a simple feedback
control loop) is that compensating action is taken only after a disturbance has affected the
process output. An error must be present for any control action to be taken. The presence
of an error means that the output of the process is different from the desired value. The fol-
lowing control mode, fcedforwanl control, addresses this issue.

Feedforward Control. The strategy in feedforward control is to anticipate the ef-
feet of disturbances that will upset the process by sensing them and compensating for them
before they can affect the process. As shown in Figure 4.3, the Ieedforward control ele-
ments sense the presence of a disturbance and take corrective action by adjusting a process
parameter that compensates for any effect the disturbance will have on the process. In the
ideal case, the compensation is completely effective. However, complete compensation is
unlikely because of imperfections in the feedback measurements, actuator operations, and
control algorithms, so feedforward control is usually combined with feedback control, as
shown in our figure. Regulatory and feedforward control are more closely associated with
the process industries than with discrete product manufacturing

Figure 4.3 Feeoforward control, combined with feedback control.
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Steady-State Optimization. This term refers to a class of optimization techniques
in which the process exhibits the followingchaHleteristics: (1) there is a well-defined index
of performance, such as product cost, production rate, or process yield; (2) the relationship
between the process variables and the index of performance is known; and (3) the values
of the system parameters that optimize the index of performance can be determined math-
ematically. When these characteristics apply, the control algorithm is designed to make ad-
justments in the process parameters to drive the process toward the optimal state. The
control system is open-loop, as seen in Figure 4.4, Several mathematical techniques are
available for solving steady-state optimal control problems, including differential calculus,
calculus of variations, and a variety of mathematical programming methods.

Adaptive Control. Steady-state optimal control operates as an open-loop system
It works successfullv when there are no disturbances that invalidate the known relation-
ship between process parameters and process performance. When such disturbances are pre-
sent in the application, a self-correcting form of optimal control can be used, called adaptive
control. Adaptive control combines feedback control and optimal control by measuring
the relevant process variables during operation (as in feedback control) and using a con-
trol algorithm that attempts to optimize some index of performance (as in optimal control).

Adaptive control is distinguished from feedback control and steady-state optimal
cuntrol by its unique capability to cope with a time-varying environment. It is not unusu-
al for a system to operate in an environment thai changes over time and for the changes
to have a potential effect on system performance. If the internal parameters or mecha-
nisms of the system are fixed, as in feedback control or optimal control, the system may per-
form quite differently in one type of environment than in another. An adaptive control
system is designed to compensate for its changing environment by monitoring its own per-
formance and altering some aspect of its control mechanism to achieve optimal or near-op-
timal performance. In a production process, the "time-varying environment" consists of
the day-to-day variations in raw materials, tooling, atmospheric conditions, and the like,
any of which may affect performance

The general configuration of an adaptive control system is illustrated in Figure 4.5-
To evaluate its performance and respond accordingly, an adaptive control system performs
three functions, as shown in the figure:

1. Identification function. In this function, the current value of the index of performance
of the system is determined, based on measurements collected from tbe process. Since

) .::;;;:

FIgure 4,4 Steady-state (open-loop) optimal control.

I
Controller

Process
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86 Chap, 4 I Industrial Control Systems

Hgure 4.5 Configuration of an adaptive control system.

the environment changes over time, system performance also changes. Accordingly,
the identification function must be accomplished more or less continuously over time
during system operation

2. Decision function. Once system performance has been determined, the next function
is to decide what changes should be made to improve performance. The decision
function is implemented by means of the adaptive system's programmed algorithm.
Depending on this algorithm. the decision may be to change one or more input pa-
rameters to the process, to alter some of the internal parameters of the controller, or
other changes

3, Modification function, The third function of adaptive control is to implement the de-
cision. Whereas decision is a logic function, modification is concerned with physical
changes in thc system. It involves hardware rather than software. In modification,
the system parameters or process inputs are altered using available actuators to drive
the system toward a more optimal state,

Adaptive control is most applicable at levels Land 3 in our automation hierarchy
(Table 4.2).Adaptive control has been the subject of research and development for sever-
al decades, originally motivated by problems of high-speed flight control in the age of jet
aircraft. The principles have been applied in other areas as well,inc1udingmanufacturing.
One notable effort is adaptive control machining.

On-Line Search Strategies. On-line search strategies can be used to address a
special class of adaptive control problem in which the decision function cannot be suffi-
ciently defined: that is, the relationship between the input parameters and the index of per-
formance is not known, or nor known well enough to use adaptive control as previously
described. Therefore, it is not possible to decide on the changes in the internal parameters
of the system to produce the desired performance improvement. Instead, experiments must
be performed all the process. Small systematic changes are made in the input parameters
of the process to observe what effect these changes will have on the output variables. Based
on the results of these experiments, larger changes are made in the input parameters to drive
the process toward improved performance.

Adaptive
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On-line search strategies include a variety of schemes to explore the effects of changes

in process parameters, ranging from trial-and-error techniques to gradient methods. All of
the schemes attempt to determine which input parameters cause the greatest positive ef-
fect on the index of performance and then move tile process in that direction. There is lit-
tle evidence that on-line search techniques are used much in discrete parts manufacturing.
Their applications are more common in the continuous process industries.

Other Specialized Techniques. Other specialized techniques include strategies
that are currently evolving in control theory and computer science. Examples include learn-
ing systems, expert systems, neural networks, and other artificial intelligence methods for
process control

4.2.2 Discrete Control Systems

In discrete control, the parameters and variables of the system are changed at discrete mo-
ments in time. The changes involve variables and parameters that are also discrete, typically
binary (ON/OFF). The changes are defined in advance by means of a program of instruc-
tions, for example, a work cycle program (Section 3.1.2). The changes are executed either
because the state of the system has changed or because a certain amount of time has
elapsed. These two cases can be distinguished as (1) event-driven changes or (2) time-
driven changes [3J

An event-driven change is executed by the controller in response to some event that
has caused the state of the system to he altered. The change can be to initiate an operation
or terminate an operation, start a motor or stop it, open a valve or close it, and so forth. Ex-
amples of event-driven changes are'

• A robot loads a workparl into the fixture, and the part is sensed by a limit switch. Sens-
ing the part's presence is the event that alters the system state. The event-driven
change is that the automatic machining cycle can now commence.

• The diminishing level of plastic molding compound in the hopper of an injection
molding machine triggers a low-level switch, which in tum triggers a valve to open that
starts the flow of new plastic into the hopper. When the level of plastic reaches the
high-level switch, this triggers the valve to close, thus stopping the flow of pellets into
the hopper

• Counting parts moving along a conveyor past an optical sensor is an event-driven
system. Each part moving past the sensor is an event that drives the counter.

A time-driven change is executed by the control system either at a specific point in
time or after a certain time lapse has occurred. As before, the change usually consists of
starting something or stopping something, and the time when the change occurs is impor-
tant. Examples of time-driven changes are:

• In factories with specific starting times and ending times for the shift and uniform
break periods for all workers, the "shop clock" is set to sound a bell at specific mo-
ments during the day to indicate these start and stop times.

• Heat treating operations must be carried out for a certain length of time. An auto-
mated heat treating cycle consists of automatic loading of parts into the furnace (per-
haps by a robot) and then unloading after the parts have been heated for the specified
length of time.
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• In the operation of a washing machine, once the laundry tub has been filled to the
preset level, the agitation cycle continues for a length of time set on the controls.
When this tune is up, the timer stops the agitation and initiates draining of the tub.
(By comparison with the agitation cycle. filling the laundry tub with water is event-
driven. Filling continues until the proper level has been sensed, which causes the inlet
valve to close.)

The two types of change correspond to two different types of discrete control, called
combinational logic control and sequertual control. Combinational logic control is used to
control the execution of event-driven changes, and sequential control is used to manage
time-driven changes. These types of control are discussed in our expanded coverage of dis-
crete control in ChapterS

Discrete control is widely used in discrete manufacturing as well as the process in
dustries. In discrete manufacturing, it is used to control the operation of conveyors and
other material transport systems (Chapter 10), automated storage systems (Chapter 11)
stand-alone production machines (Chapter 14), flexible manufacturing systems (Chapter
16),automated transfer lines (Chapter lS),and automated assembly systems (Chapter 19).
All of these systems operate by following a well-defined sequence of start-and-stop ac-
tions, such as powered feed motions, parts transfers between workstations, and on-line au-
tomated inspections, which are well-suited to discrete control.

In the process industries, discrete control is associated more with batch processing than
with continuous processes. In a typical batch processing operation, each batch of starting
ingredients is subjected to a cycle of processing steps that involves changes in process pa-
rameters (e.g., temperature and pressure changes),possible flow from one container to an-
other during the cycle, and finally packaging. The packaging step differs depending on the
product. For foods, packaging may involve canning or boxing. For chemicals, it means fill-
ing containers with the liquid product. And for pharmaceuticals, it may involve filling bot-
tles with medicine tablets. In batch process control, the objective is to manage the sequence
and timing of processing steps as well as to regulate the process parameters in each step.
Accordingly, batch process control typically includes both continuous control as well as
discrete control.

4.3 COMPUTER PROCESS CONTROL

The use of digital computers to control industrial processes had its origins in the continu-
ous process industries in the late 1950s (Historical Note 4.1). Prior to then, analog con-
trollers were used to implement continuous control, and relay systems were used to
implement discrete control. At that time, computer technology was in its infancy, and the
only computers available for process control were large, expensive mainframes. Compared
with today's technology, the digital computers of the 195Ch;were slow, unreliable, and not
well suited to process control applications. The computers that were installed sometimes
cost more than the processes they controlled. Around 1960, digital computers started re-
placing analog controllers in continuous process control applications; and around 1970,
programmable logic controllers started replacing relay hanks in discrete control applica-
tions. Advances III computer technology Since the 1960s and 1970.~have resulted in the de-
:elopm~nl of the microprocessor. Today, virtually all industrial processes, certainly new
installations, are controlled by digital computers based on microprocessor technology. Mi-
croprocessor-based controllers are discussed in Section 4.4.6.
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I, Historical ~ote 4.1 Computer process control In [12].

thelatc

tion "I the

~no,," attempt to usc a digital computer for process control was at a Texaco
refinery in Port Arthur, Texas in the late 1950&Texaco had been contacted in 1956by computer
mnnulacturcrT'homson Ramo Woodridge (TRW). and a feasibility study was conducted on a
polymerization urut at the refiner}. The computer control system went on-line in March 1959
The control apphcation involved 26 flows.72 temperatures, 3 pressures.and 3 compositions,This
proneenng work did not escape the notice of other companies in the process industries as well
as other computer Companies,The process industries saw computer process control as a means
of ""toma;;otl. and the ~OmpU1CJ ~"'''I-'HJlie~~aW a poreunatrnarket [or thetr products,

The available computers In the late I950s were not reliable, and most of the subsequent
process control installations operated by euher printing out instructions for the operator or by
making adi\lstments in the set points (If analog controllers, thereby reducing the risk of process
downtime due to compute: problems. The latter mode of operation was called set point con-

lrol. By March 1%1, a total of 37 computer process control systems had been installed. Much
experience was gamed from these early installations. The interrupt feature (Section 4.3.2). by
which the computer suspends current program execution to quickly respond to a process need.
was developed during this period.

The first direct digitai control (DOC) system (Section 4.4.2), in which certain analog de"
vices are replaced by the computer, was installed by Imperial Chemical Industries in England
in 1%2. In this onplementauon.zza process variables were measured, and 129actuators (valves)
wcr~ controlledImprovements in DOC technology were made, and additional systems were
installed during thc 1%0s. Advantages 01 DOC noted during this time included: (1) cost sav-
ings from elimination of an~l"g instrumentationfor large systems. (2) simplified operator dis_
play pencts, and ,:3) flexibility through reprogramming capability.

Computer technology was advancing. leading to the development of the minicomputer
in thelate 1960s.Process cnntrol applications were easier to justify using theses maller, less-
expensive computers. Development of the microcomputer in the early 1970s continued this
trend. Lower cost process conlrol hardware and Interface equipment (such as analog-to-dlgl-
tal converters) were becoming available due to the larger markets made possible by low-cost
computer controllers.

Most of the developments in computer process control up to this time were biased toward
theprocessinduslriesrath",rthandiscretc part and product manufacturing. Just as analog de-
vices had been used to automate process industry operations, relay banks were widely used to
satisfy the ciscrcte process control (ON/OFF) requirements in manufacturing automation.The
programmable logic con/roller (PLC), a control wlllput",r designed for discrete process con-
trol, was developed in the early 1970s (Historical Note 8.I),Also,numerical control (NC) ma-
chine tnois (Historical Note 6.I) and industrial robols (Historical Note 7.1), technologies that
preceded cnmpurer conlrol,<tarted to be designed with digital cOJl1j.Jutn~as their controllers

The availabiluy of low-cost microcomputers and programmable logic controllers re-
sulted in a growing number of lnstallauons in which a process was controlled by multiple com.
putcrs networked together. The term distributed control was used for this kind of system, the
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firs! of which was a produc.t offered by Honeywell in 1975.,In the early 19905. per~'unal com-
puters (PCS) began being ulllized on the factory floor.aometimcs to pHWldc scheduling and en
gincerlng data to shop floor personnel. in other cases as the operator interface \0 processes
controlled by PLCs. Today, a growing number of pes are being used to directly control mao-
ufacturing operations,

let us consider the requirements placed on the computer in industrial control ap-
plications. We then examine the capabilities that have been incorporated into the control
computer to address these requirements. and finally we observe the hierarchical structure
of the functions performed by the control computer.

4.3.1 Control Requirements

Whether the application involves continuous control, discrete control. or both, there are cer-
tain basic requirements that tend to he common to nearly all process control applications.
By and large, they are concerned with the need to communicate and interact with the
process on areal-time basis.A real-lime controller is able to respond to the process within
a short enough time period that process performance is not degraded. Factors that deter-
mine whether a computer controller can operate in real-time include: (1) the speed of the
controller's central processing unit (CPU) and its interfaces, (2) the controller's operating
system, (3) the design of the application software, and (4) the number of different input/out.
put events to which the controlier is designed to respond. Real-time control usually re-
quires the controller to be capable of multitasking, which means coping with multiple tasks
concurrently without the tasks interfering with one another.

There are two basic requirements that must be managed by the controller to achieve
real-timeeontrol:

1. Process-initiated interrupts. The controller must be able to respond to incoming sig-
nals from the process. Depending on the relative importance of the signals, the com-
puter may need to interrupt execution of a current program to service a higher priority
need of the process. A process-initiated interrupt is often triggered by abnormal op-
erating conditions, indicating that some corrective action must be taken promptly.

2. Timer-initialed actions. The controller must be capable of executing certain actions at
specified points in time. Timer-initiated actions can be generated at regular time in-
tervals,ranging from very low values (e.g., 100 j.ts) to several minutes. or they can be
generated at distinct points in time. Typical timer-initiated actions in process control
include: (1) scanning sensor values from the process at regular sampling intervals,
(2) turning on and off switches, motors, and other binary devices associated with the
process at discrete points in time during the work cycle, (3) displaying performance
data on the operator's console at regular times during a production run, and (4) re-
computing optimal process parameter values at specified times.

These two requirements correspond to the two types of changes mentioned previously in
the context of discrete control systems: (l) event-driven changes and (2) time-driven changes.

In addition to these basic requirements. the control computer must also deal with
other types of interruptions and events. These include:

3. Computer commands to process. In addition to incoming signals from the process,
the control computer must be able to send control signals to the process to accom-



mstructions fnr thc next request for process data; and
(5)emtrgency stop

91

or readjust a 5ct point in
4. 5iyrtem- and program-mitiated IT('nts. These are events related to the computer sys-

terri itself 'lhcv arc similar to the kinds of corr.puter operations associated with busi-
ness and eng:ineering applications of computers. A system-initiated event involves
communications among ~ompl!ten and peripher<ll devices linked together in a net-
work. In these multiple computer networks, feedback signals, control commands, and
other data must be transferred back and forth among the computers in the overall con-
trol of the process. A program-initiated {'vent is when some non-process-related ac-
tion is called for in the program.such as the pr.ntiug or display of reports on a printer
or monitor. In process coutrut, vvstern- and program-initiated events generally occu-
pya low level of priority compared with process interrupts, commands to the process.
and timer-initiated events

Sec. 4.3 " Computer Process Control

4.3.2 Capabilities of Computer Control

The above requirements can he satisfied by providing the controller with certain capabtt-
itics that allow it 10 interact on a real-time basis with the process and the operator, The ca-
pabilities are: (1) polling, (2) interlocks. (3) interrupt system, and (4) exception handling.

Polling (Data Sampling). In computer process control,polllNg refers 10 the peri-
odic ~ampling of data that indicates the status of the process. When the data consist of a con-
tinuous analog ~ignal. sampling means that the continuous slgnalrs substituted with a series
of numerical values that represent the continuous signal at discrete moments in time. The
same kind of substitution holds for discrete data. except that the number of possible nu-
merical values the data can take on i~more limited-c-certainly the case with binary data
We discuss the techniques by which continuous and discrete datil are entered into and
transmitted from the computer in Chapter 5. Other names used for polling include sampling
and scanning

In some polling procedure simply requests whether any changes have
the last polling cycle and then collects only the new data from
shorten the cycle time required for polling. Issues related to

is the reciprocal of the time interval between when data

2. Po/ling order. The poiling order is the sequence in which the different data collection
points of the process are sampled.

3. Polling formal. This refers to the manner in which the sampling procedure is de-
signed. The alternatives include: (a) entering all new data from all sensors and other
devices ~very polling cycle; (b) updating the control system only with data that have
changed since the last polling cycle; or (c) using high-level and tow-levdscanntng.ot
conditional scanning, in which only certain key data are normally collected each
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polling cycle (high-level scanning), but if the data indicates some irregularity in the
process. a low-level scan i~undertaken to collect more-complete data to ascertain
the source of the irregularity.

These issues become increasingly critical with very dynamic processes in which changes in
process S(;JIII, occur rapidly

Interlocks. An inrerlock is a safeguard mechanism for coordinating the activities of
two or more devices and preventing vue device from interfering with the otherts). In process
control. interlocks provide a means by which the controller is able to sequence the activi-
ties in a work cell, ensuring that the actions of one piece of equipment arc completed be-
fore the next piece of equipment begins its activity. Interlocks work by regulating the flow
of control signals back and forth between the controller and the external devices.

There are two types of interlocks, input interlocks and output interlocks, where input
and output are defined relative to the controller. An input interlock is a signal that origi-
nates from an external device (e.g., a limit switch, sensor, or production machine) and is sent
to the controller. Input interlocks can be used for either of the following functions:

1. To proceed with the execution of the work cycle program. For example, the production
machine communicates a signal to the controller that it has completed its processing
of the part. This signal constitutes an input interlock indicating that the controller can
now proceed to the next step in the work cycle, which is to unload the part.

2. To interrupt the execution of the work cycle program. For example, while unloading
the part from the machine, the robot accidentally drops the part. The sensor in its
gripper transmits an interlock signal to the controller indicating that the regular work
cycle sequence should be interrupted until corrective action is taken.

An output interlock is a signal sent from the controller to some external device. It is
used to control the activities of each external device and to coordinate its operation with
that of the other equipment in the cell. For example, an output interlock can be used to send
a control signal to a production machine to begin its automatic cycle after the workpart has
been loaded into it.

lnterrupt System. Closely related to interlocks is the interrupt system. As sug-
gested by our discussion of input interlocks, there are occasions when it becomes necessary
for the process or operator to interrupt the regular controller operation to deal with more-
pressing matters. All computer systems are capable of being interrupted; if nothing else, by
turning off the power. A more-sophisticated interrupt system is required for process con-
trol applications. An interrupt system is a computer control feature that permits the exe-
cution of the current program to be suspended to execute another program or subroutine
in response to an incoming signal indicating a higher priority event. Upon receipt of an in-
terrupt signal, the computer system transfers to a predetermined subroutine designed to
deal with the specific interrupt. The status of the current program is remembered so that
its execution can be resumed when servicing of the interrupt has been completed.

Interrupt conditions can be classified as internal or externaL Internal interrupts are
generated hy the computer system itself. These include timer-initiated events, such as polling
of data from sensors connected to the process, or sending commands to the process at spe-
cific points 10 clock time. System- and program-initiated interrupts are also classified as
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TABLE 4.4 Possible Priority Levels in an Interrupt System

Priority Level computer Function

Most operator inputs
System and program interrupts
T;mer'nterrupts
Commands to process
Process interrupts
Emergency stop (operator input)

important programs higher priority) be executed before Jess-important pro-
grams (ones with lower prioruiesj.Thc system designer must decide what level of priority
should be attached to each control function. A higher priority function can interrupt a
lower primity function. A function at a given priority level cannot interrupt a function at
the same priority level. The number of priority levels and the relative importance of the
functiom depend on the l<:'-[uir<:I1n;nl>of the individual process control situation. For ex-
ample, emergency shutdown of a process because of safety hazards would occupy a very
high priority level, even though it may be an operator. initiated interrupt. Most operator in"
puts would have low priorities

One possible organization of priority rankings for process control functions is shown
IIITable 4.4. Of course, the priority system may have more or less than the number of lev-
cis shown here. depending on the control situation. For example, some process interrupts
may be more important than others. and some system interrupts may take precedence over
certain process interrupts, thus requiring more than the six levels indicated in our table

To respond 10 the various levels of priority defined for a given control application,
an interrupt system can have one or more interrupt levels. A single-level interrupt system
has only two modes of operation: normal mode and interrupt mode. The normal mode can
be interrupted, but the interrupt mode cannot. This means that overlapping interrupts arc
serviced on a first-come. first-served basis, which cOllld have potentially hazardous conse-
quences it an important process interrupt was forced to wait its tum while a series of less-
important operator and system interrupts were serviced. A multilevel interrupt system has
a normal operating mode plus more than one interrupt level. The normal mode can be in-
terrupted hy any interrupt level. hut the interrupt levels have relative priorities that de-
termine which functions can interrupt others. EXample 4.1 illustrates the difference between
the single-level and multilevel interrupt systems.

EXAMPLE 4.1 Single-Level Versus Multilevel Interrupt Systems

Three Interrupts representing tasks of three different priority levels arrive for ser-
vice in the reverse order of (heir respective priorities. Task 1with the lowest pri-
ority, arrives first. Shortly later.higher priority Task 2 arrives. And shortly later,
highest pnority Task 3 arrives. How would the computer control system respond
under (a) a suvglc-le ce! interrupt system and (b) a rnurt'ilevcl interrupt system?

Solution; rhe rc~p0nse of the system for the two interrupt system&is shown in Figure 4.6.



94 Chap.4 / Industrial Control Systems

'"i
«'igure 4.6 Response of the computer control system in Example
4.1 to three different priority interrupts for (a) a single-level inter-
rupt system and (b) a multilevel interrupt system. Task 3 has the
highest level priority. Task 1 has the lowest level. Tasks arrive for
servicing in the order 1, then 2, then 3. In (a), Task 3 must wait until
Tasks 1 and 2 have been completed. In (b), Task 3 interrupts execu-
tion or rase 2, whose priority level allowed it (0 interrupt Task 1.

Exception Handling. In process control, an exception is an even! that is outside
the norma! or desired operation of the process or control system. Dealing with the excep-
tion is an essential function in industrial process control and generally occupies a major por-
tion of the control algorithm. The need for exception handling may be indicated through
the normal polling procedure or by the interrupt system. Examples of events that may in-
voke exception handling routines include:

• product quality problem
• process variables operating outside their normal ranges
• shortage of raw materials or supplies necessary to sustain the process
• hazardous conditions such as a fire
• controller malfunction

In effect, exception handling is a form of error detection and recovery, discussed in the
context of advanced automation capabilities (Section 3.2.3).

4.3.3 Levels of Industrial Process Control

In general. industrial control systems possess a hierarchical structure consisting of multi-
ple levels of functions, similar to our levels of automation described in the previous chap.
ter [Table 4.2). ANSIIISA-S88.01-1995J [1] divides process control functions into three

'"Ihisslandard llJ was prepared for ha!ch process conrrol bUl l1Iost of the oon ceptsandtermlnologyarc
appJicabl.. !o di>.crete parts manufacturing and continuous process control.
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Figure 4.7 Mapping of ANS/IISA SR8.0I ·1995[1] control levels into
the levels of automation in a factory.

levels: (1) basic control, (2) procedural control, and (3) coordination contro1.These control
levels map into our automation hierarchy as shown in Figure 4.7, We now describe the
three control levels, perhaps adapting the standard to fit our own models of continuous
and discrete control (the reader is referred to the original standard [1], available from the
Instrument Society of America)

Basic Control. This is the lowest level of control defined in the standard, corre-
sponding to the device level in our automation hierarchy. In the process industries, this
level is concerned with feedback control in the basic control loops. In the discrete manu-
facturing industries, basic control is concerned with directing the servomotors and other ac-
tuators of the production machines. Basic control includes functions such as feedback
control. polling, interlocking, interrupts. and certain exception handling actions. Basic con-
trol functions may be activated.deactivated, or modified by either of the higher control lev-
cis (procedural or coordination control) or by operator commands.

Procedural Control. This intermediate level of control maps into regulatory con-
trol of unit operations in the process industries and into the machine level in discrete man-
ufacturing automation (Table 4.2). In continuous control, procedural control functions
include using data collected during polling to compute some process parameter value,
changing serpoints and other process parameters in basic control, and changing controller
gain constants, In discrete control, the functions are concerned with executing the work
cycle program, that is.directing the machine to perform actions in an ordered sequence to
accomplish sornc productive task. PI ocedural control may also involve executing error de-
tection and recovery procedures and making decisions regarding safety hazards that occur
during the process,
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Coordination Control. This is the highest level in the control hierarchy in the
A'JSI/ISA standard. It corresponds to the supervisor} level in the process industries and
the cell or system level in discrete manufacturing. It is also likely to involve the plant and
possibly the enterprise levels of automation. Coordination control initiates, directs, or al-
ters the execution of programs at the procedural control level. Its actions and outcomes
change over rime. as in procedural control. but its control algorithms are not stnleturoo

for a specific process-oriented task. It IS more reactive and adaptive. Functions of coordi-
nation control at the celllevel include.coordinating the actions of groups of equipment or
machines.coordinating material handling activities between machines in a cell or system,
allocating production orders to machines in the cell, and selecting among alternative work
cycle programs.

At the plant and enterprise levels. coordination control is concerned with manufac-
turing support functions, including production planning and scheduling; coordinating com-
mon resources. such as equipment used in more than one production cell; and supervising
availability, utilization. and capacity of equipment. These control functions are accom-
plished through the company's integrated computer and information system.

4.4 FORMS OF COMPUTER PROCESS CONTROL

There are various ways in which computers can be used to control a process. First, we can
distinguish between process monitoring and process control as illustrated in Figure 4.8. In
process monitoring. the computer is used to SImply collect data from the process, while in
process control, the computer regulates the process, In some process control implementa-
tions, certain actions are implemented by the control computer that require no feedback
data to be collected from the process. This is open-loop control However, in most cases,
some form of feedback or interlocking is required to ensure that the control instructions
have been properly carried out. This more common situation is closed-loop control.

~
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(b)
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Figure 4.8 (a) Process monitoring, (b) open-loop process control,
and (c) closed-loop process control.
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In this section. we survey the various forms of computer process monitoring and con-
trol, all hut one of which <Hecommonly used in industry today, The survey covers the fol-
lowing categories. (1) computer process monitoring. (2) direct digital control. (3) numerical
control and robotics. (4) programmable logic controllers.Iy) supervisory control, and (6) dis-
tributed control systems and personal computers. The second category, direct digital con-
trol, represents a transitory phase in the evolution of computer control technology, In its
pure [OM, it is no longer used today. However. we briefly describe DDC to expose the op-
portunitiex it contributed. The sixth category. distributed control systems and personal
computers. represents the most rCCCIl!means of implementing computer process control.

4.4.1 Computer Process Monitoring

Computer process monitoring is one of the ways in which the computer can be interfaced
wnh a process. Computer process monitoring involves the use of the computer to observe
the process and associated equipment and to collect and record data from the operation
The computer is not used to directly control the process. Control remains in the hands of
humans who use the data to guide them in managing and operating the process

The data collected by the computer in computer process monitoring can generally be
classifi<.;l! into three categories:

1. Process datil. These are measured values of input parameters and output variable, that
indicate process performance, When the values are found to indicate a problem, the
human operator takes corrective action.

2. Equipment data. These data indicate the status of the equipment in the work cell.
Functions served by the data include monitoring machine utilization, scheduling tool
changes, avoiding machine breakdowns. diagnosing equipment malfunctions, and
planning preventive maintenance

3. Product data. Government regulations require certain manufacturing industries to
collect and preserve production oeta on their products, The pharmaceutical and med-
ical supply industries are prime examples. Computer monitoring is the most conve-
Olen, means of satisfying these regulations. A firm may also want 10 collect product
data for its own use

Collecung data from factory operations can be accomplished by any of several means
Shop data can be entered by workers through manual terminals located throughout the
plant or can be collected automatically by means of limit switches, sensor systems, bar code
readers, or other devices. Sensors arc described in Chapter 5 (Section 5.1). Bar codes and
similar automatic identification technologies are discussed in Chapter 12. The collection
and use of production data in factory operations fer scheduling and tracking purposes is
called shop floor control. explained in Chapter 26

4.4.2 Direct Digital Control

Direct digital control was certainly one uf the important steps in the development of com-
puter proc~s.s cont.ro\. Let us briefly examine this computer control mode and its limitations,
which motivated rrnprovernents leading to modern computer control technology. DIrect
dlgrwl cmllror (DDC) IS a computer process control system in which certain components
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in a conventional analog control system are replaced by the digital computer. The regula-
tion of the process is accomplished by the digital computer on a time-shared, sampled-data
basis rather than by the many individual analog components working in a dedicated con-
tinuous manner. With DDe, the computer calculates the desired values of the input para-
meters and set points, and these values are applied through a direct link to the process;
hence the name "direct digital" control

The difference between direct digital control and analog control can be seen by com-
paring Figures 4.9 and 4.10. The first figure shows the instrumentation for a typical analog
control loop. The entire process would have many individual control loops, but only one is
shown here. Typical hardware components of the analog control loop include the sensor and
transducer, an instrument for displaying the output variable (such an instrument is not al-
ways included in the loop), some means for establishing the set point of the loop (shown
us a dial in the figure, suggesting that the setting is determined by a human operator). a com-
parator (to compare set point with measured output variable), the analog controller. am-
plifier, and actuator that determines the input parameter to the process.

In the DDC system (Figure 4.10), some of the control loop components remain un-
changed, including (probably) the sensor and transducer as well as the amplifier and ac-
tuator. Components likely to be replaced in DDC include the analog controller, recording

Input parameters Output variables

FiKUre 4.9 A typical analog control loop.

Figure 4.10 Components of a ODC system.
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as a more-efficient means of performing the same
kinds of control analog components it replaced. However, the practice of
simply using the digital computer to imitate the operauou of analog controllers seems to
have been a transitional phase in computer process control. Additional opportunities for
the control computer were soon recogru/ed, including:

• More control options than traditional analog. With digital computer control. it is pas-
vible to perform more-complex control algorithms than with the conventional
proportional-integral-derivative control modes used by analog controllers; for ex-
ample.on/off control or nonllnearities in the control functions can he implemented.

• lntegrution and optimization of multiple loops, This is the ability to integrate feedback
measurements from multiple loops and to implement optimizing strategies to im-
prove overall process performance.

• Edumg the control prowams. Using a digital computer makes it relatively easy to
change the control algorithm if that becomes necessary by simply reprogramming
the computer. Reprogramming the analog control loop is likely to require hardware
changes that are more costly and less convenient.

These enhancements have rendered the original concept of direct digital control more or
less obsolete. In addition, computer technology itself has progressed dramatically so that
much smaller and less-expensive yet more-powerful computers are available for process
control than the large mainframes available in the early 1960& This has allowed computer
process control to be economically justified for much smaller scale processes and equip-
ment. It has also motivated the use of distributed control systems, in which a network of rni-
crocomputers is utilized to control a complex process consisting of multiple unit operations
and/or machines.

4.4.3 Numerical Control and Robotics

Numerical C(>n1!01(NC) is another form or industrial computer control. I! involves the use
of the computer (again, a microcomputer) to direct a machine tool through a sequence of
processing slep~ defined by a program of instructions that specifies the details of each step
and their sequence. The distinctive feature of NC is control of the relative position of a
tool with respect to the object (workpart) being processed. Computations must be made
to determine the trajectory that must be followed by the cutting tool to shape the part
geometry. Hence. N(' requires the controller 10 execute not only seLJuence control but geo-
metric calculations as well. Because of its importance in manufacturing automation and in-
dustrial control, we devote Chapter 6 to the topic of NC

Closely related to NC is industrial robotics, in which the joints of the manipulator
(robot arm) are controlled to move the end-of-arm through a sequence of positions dur-
ing the work cycle. As in NC the controller must perform calculations during the work
cycle to implement motion interpolation. feedback control, and other functions-In addition,
a robotic work cell usually iuciudc.s. other equipment besides the robot, and the activities
of the other equipment in the work cell must be coordinated with those of the robotThis
coordination is achieved using interlocks. We discuss industrial robotics in Chapter 7
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4.4.4 Programmable logic Controllers

Programmable logic controllers (FLCs) were introduced around 1970 as an improvement
on the electromechanical relay controllers used at the time to implement discrete control
in the discrete manufacturing industries. The evolution of PLCs has been facilitated by ad-
vances in computer technology, and present-day PLCs are capable of much more than the
1970s-era controllers. We can define a modern programmable logic controller as a micro-
processor-based controller that uses stored instructions in programmahle memory to im-
plement logic, sequencing, timing, counting, and arithmetic control functions for controlling
machines and processes. Today's PLCs are used for both continuous control and discrete
control applications in both the process industries and discrete manufacturing. We cover
PLCs and the kinds of control they are used to implement in Chapter R

4.4.5 Supervisory Control

The term supervisory control is usually associated with the process industries. but the con-
cept applies equally well to discrete manufacturing automation. where it corresponds 10 the
cell or system level. Thus, supervisory control coincides closely with coordination control
in the ANSIIISA·S88 Standard (Section 4.3.3). Supervisory control represents a higher
level of control than the preceding forms of process control that we have surveyed in this
section (i.e., DOC, ~C,and PLCs).ln general. these other types of control systems are in-
terfaced directly to the process. By contrast. supervisory control is often superimposed on
these process-level control systems and directs their operations, The relationship between
supervisory control and the process-level control techniques is illustrated in Figure 4.11

In the context of the process industries,supervisory control denotes a control system
that manages the activities of a number of integrated unit operations to achieve certain
economic objectives for the process. In some applications, supervisory control is not much
more than regulatory control or feedforward control. In other applications, the superviso-
ry control system is designed to implement optimal or adaptive control. It seeks to optimize
some well-defined objective function. which is usually based on economic criteria such as
yield. production rate, cost, quality, or other objectives that pertain to process performance.
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Figure 4.11 Supervisory control superimposed on other process-
level control systems. .
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4.4.6 Distributed Control Systems
and Personal Computers

Development of the microprocessor has had a signifil:ant impact on the design of' control
sysrcrns.tn this section. we consider [wo related aspects of this impact: (I) distributed con-
trol systems and (2) the use of personal computers in control systems. Before discussing
these topics. let us provide a brtef background uf the microprocessor and iLl uses.

Microprocessors. A microprucrssor is an integrated circuit chip containing the
digital logic elements needed to perform arithmetic calculations, execute instructions stored
in memory. and carry out other data processing tasks. The digital logic clements and their
interconnections in the circuit form a built-in set of instructions that determines the rune-

microprocessor. A vcrv common function is to serve as the central processing
unit microcomputer, By definition. a microcomputer is simply a small digital
computer whose CPU is a microprocessor and which performs the haxic functions of a
computer. These basic functions consist of data manipulation and computation. carried
out according to software stored in memory to accomplish user applications, The most fa-
miliar and widely used example of a microcomputer is the persona! computer (PC), usual-
ly programmed with software for business and personal applications.

Microprocessors arc also widely used as controllers in industrial control systems, An
important distinction between a PC and a controlleris that the controller must be capable
of interacting with the process being controlled. as discussed in Section 4.3.1, It must be able
to accept data from sensors connected to the process, and it mUSI be able to send com-
mand signals to actuators attached to the process. These transactions arc made possible by
providing the controller with an extensive input/output (lIO) capability and by designing
its microprocessor so that it can make use of this 110 capability. The number and typc of
110 ports arc important specifications of a microprocessor-based controller. By type of I/O
ports. we arc referring to whether the type of data and signals communicated between the
controller and the process arc continuous Or discrete. We discuss liD techniques in Chap-
ter 5, In contrast. pes are usually specified on the basis of rncrnorv size and execution
speed. and the microprocessors used in them are designed with this in mind.

Sec. 4,4 / Forms of Computer Process Control
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Distributed Control Systems. With the development of the microprocessor, it be-
came feasible to connect multiple microcomputers together to share and distribute the
process control workload, The term distributed control system (DeS) is used 10 describe
such a configuration. which consists of the following components and features [13]:

• Multiple process control suuions located throughout the plant to control the individ-
ualloops and devices of the process.

• A central control room equipped with operator stations, where supervisory control of
the plant is accomplished.

• Local operator stations distributed throughout the plant.This provides the DeS with
redundancy. If a control failure occurs in the central control room. the local opera-
tor stations take over the central control functions. If a local operator station fails, the
other local operator stations assume the functions of the failed station.

• All process and operator stations interact with each other by means of a communi-
cations network, or data highwav, as it is often called.

These component, arc illustrated in a typical configuration of a distributed process con-
trol system presented in Figure 4.12. There arc a number of benefits and advantages of the
nes~ (1) A DeS can be installed for a given application in a very basic configuration, then
enhanced and expanded as needed in the future; (2) since the system consists of multiple
computers. this facilitates parallel multitasking; (3) because of its multiple computers, a
DeS has built-in redundancy; (4) control cabling is reduced compared with a central com-
puter control configuration; and (S"fnetworking provides process information throughout
the enterprise for more-efficient plant and process management.

Development of DeS, started around 1970. One of the first commercial systems was
Honeywell's TDC 2000, introduced in 1975 [2]. The first DeS applications were in the
process industries. In the discrete manufacturing industries, programmable logic controllers
were introduced about the same time. The concept of distributed control applies equally
well to PLCs; that is, multiple PLCs located throughout a factory to control individual

Figure 4,12 Distributed control system.
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pieces ~f equipment hut integrated by means of a common communicati?ns netw?rk. Tn-
troduclJon of the PC shortlv after the Des and PLC, and LIS subsequent mcrease In com-
puting power and rcductio~ in cost over the years, have stimulated a significant growth in
the adoption of PC-based DCSs for process control applications.

PCt; in PrUl;fjt;S Control, Today, pes dominate the computer world.They have be-
come the standard 1001 by which business is conducted. whether in manufacturing or in
the service sector. Thus, it is no surprise that PCs are being used in growing numbers in
process control applications. Two basic categories ofPe applications in process control can
be distinguished: (1) operator interface and (2) direct control. Whether used as the oper-
ator interface or for direct control. PCs arc likely to be networked with other computers
to create DCSs

When used as the operator interface, the PC is interfaced to one or more PLCs or
other devices (possibly other microcomputers) that directly control the process. Personal
computers have been used to perform the operator interface function since the early 1980s.
In this function, the computer performs certain monitoring and supervisory control func-
tions, hut it does not directly control the process. Advantages of using a PC as only the op-
erator interface include: (1) The PC' provides a user-friendly interface for the operator;
(2) the PC can be used for all of the conventional computing and data processing func-
tions that PCs traditionally perform: (3) the PLC or other device that is directly control-
ling the process is isolated from the Pc. so a PC failure will not disrupt control of the
process; and (4) the computer can be easily upgraded as PC technology advances and ca-
pabilities improve. while the PLC control software and connections with the process can
remain in place.

Direct control means that the rc is interfaced directly to the process and controls its
operations in real time. The traditional thinking has been that it is too risky to permit the
PC to directly control the production operation. If the computer were to fail, the uncon-
trolled operation might stop working, produce a defective product, or become unsafe.An-
other factor i~ that conventional PCs, equipped with the usual business-oriented operating
system and applications software, are designed for computing and data processing functions,
not for process control. They are not intended to be interfaced with an external process in
the manner necessary for real-time process control. Finally, most PCs are designed to be
used in an office environment, not in the harsh factory atmosphere.

Recent advances in both PC technology and available software have challenged this
traditional thinking. Starting in the early 1990s, PCs have been installed at an accelerating
pace for direct control of industrial processes. Several factors can be identified that have
enabled this trend:

• widespread [amtliartty with pes
• availability of high-performance PC's

• trend toward open architecture philosophy in control systems design

• Microsoft's Windows NTH' (the latest version is Windows 2000lM) as the operating
system of choice.

The peis widely known to the general population in the United States and other in-
dustrialized nations, A large and growing number of individuals own them. Many others who
do not personally own them use them at work, User-friendly software for the home and
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business has certainly contributed \0 the popularity of pes. There is a growing expectation
by workers that they be provided with a computer in their workplace, even if that work-
place isin the factory,

High-performance CPUs are available in the rarest pes, and the next generation of
pes will be even more powerful. For the last 20 years,it has been observed that processor
speed doubles every 12 1&months. This trend. caned Moore's 1_i1w. is expected to contin-
ue for at least another 15 years. At the same time. processor costs have decreased by sev-
eral orders of magnitude, and this trend is expected to continue as welL The projected
results are seen in Table 4.5, in which performance is measured in millions of instructions
per second (mips), and cost is measured in dollars per mips. In the early-to-mid 1990s. PC
performance surpassed that of most digital SIgnal processors and other components used
in proprietary controllers [16]. New generations of pes are currently being introduced marc
rapidly than PLCs are, allowing cycle speeds of PCs to exceed those of the latest Pl.Cs,

Another important factor in the use of PCs for control applications is the availabil-
ity of control products designed with an open architecture philosophy, in which vendors of
control hardware and software agree to comply with published standards that allow their
products to be interoperable. This means that components from different vendors can be
interconnected in the same control system. The traditional philosophy had been for each
vendor to design proprietary systems. requiring the user to purchase the complete hard-
ware and software package from one supplier. Open architecture allows the user a wider
choice of products in the design of a given process contra! system, including the Pes used
inthc system.

For process control applications, the PC's operating system must facilitate real-time
control and networking. At time of writing, Microsoft's Windows NT™ (now Windows
2000™) is being adopted increasingly as the operating system of choice for control and
networking applications. Windows NT provides a multitasking environment with sufficient
security, reliability. and fault tolerance for many if not most process control applications.
At the same time. it provides the user friendliness of the desktop PC and most of the power
of an engineering workstation. Installed in the factory, a PC equipped with Windows NT
can perform multiple functions simultaneously, such as data logging, tread analysis. tool
life monitoring, and displaying an animated view of the process as it proceeds, all while re-
serving a portion of its CPU capacity for direct control of the process.

Not all control engineers agree that Windows NT can be used for critical process con-
trol tasks. For applications requiring microsecond response times, such as real-time mo-
tion control for machine tools, many control engineers are reluctant to rely on Windows NT.
A common solution to this dilemma is 10 install a dedicated coprocessor in the PC The mo-
tion servo loops are controlled in real time using the coprocessor motion control card, but
the overall operating system is Windows NT.

TABLE 4.5 Trends in Processor Performance and Cost: Moore's Law

Mips" Cost per Mips ($)

9,600.00
8.00

.02

1978
t998
2011

125
333

tOO,OOO

*Mips~millionsof;n'lructionspersemnd
sourc6:Studeb.ker[181
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Regarding (he factory environment issue, this can be addressed by using industrial-
grade: PC~. which arc equipped with enclosures designed for the rugged plant environment.
Compared with the previously discussed PClPLC configuration,in which the PCis used only
a~ the operator interface, there is a cost saving, Irom installing one PC for direct control
rather than a PC plus a PLC. A related issue i~ data integration: Setting up a data link be-
tween a PC and a PLC is more complex than when the data a re all in nne PC

Enterprise·Wide Integration of Factory Data. The most recent progression in
PC-based distributed control is enterprise-wide integration uf factory operations data, as
depicted IJl figure 4.13. This is a trend that is consistent with modem information man-
agement and worker empowerment philosophies. These philosophies assume fewer levels
of company management and greater responsibilities for front-line workers in sales, order
scheduling. and prudu!.:tion, The networking technologies that allow such integration are
available. Windows 20001\1 provides a number of built-in and optional features for con-
necting the industrial control system in the factory to enterprise-wide business systems and
supporting data exchange between various applications (e.g .. allowing data collected in the
nlant to be used in analysis packages. such as Excel spreadsheets), Following arc some of
the capabilities that are enabled by making process data available throughout the enterprise

M<HI<lger~can nave more direct <lCCCSS 10 factory floor operations.
Production planners can use the most current data on times and production rates in
scheduling future orders.

Bu,;nessand.:ngineeringsy'tems

;
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Figure 4.13 Enterprise-wide PC-based DeS.
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3. Sales personnel can provide realistic estimates on delivery dates to customers, based
on current shop loading.

4. Order trackers are able to provide inquiring customers with current status informa-
tion on their orders.

5. Quality control personnel arc made aware of real or potential quality problems on
current orders, based on access to quality performance histories from previous orders.

6. Cost accounting has access to the most recent production cost data.
7. Production personnel can access part and product design details to clarify ambigui-

ties and do their job more effectively.
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chapter 5

Sensors, Actuators,
and Other Control System

Components

CHAPTER CONTENTS

5,1 Sensors
5.2 Actuators
5,3 Ana.oq-to-Diqltal Conversion
5.4 Digital-la-Analog Conversion
5.5 Input/Output Devices for Discrete Data

5.5.1 Contact Input,lOutputlnterfaces

5.5.2 Pulse Counters and Generators

To implement process control. the computer must collect data from and transmit signals to
the production process. In Section 4.1.2, process variables and parameters were classified
as either continuous or discrete. with several subcategories existing in the discrete class. The
digital computer operates on digital (binary) data, whereas at least some of the data from
the process are continuous (analog).Accommodations for this difference must be made in
the computer-process interface. In this chapter, we examine the components required to im-
plement this interface. The components are:

1. sensors for measuring continuous and discrete process variables
2. actuators that drive continuous and discrete process parameters
3. devices that convert continuous analog signals to digital data
4. devices that convert digital data into analog signals
5. input/output devices for discrete data.

107
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TABLE 5.1 Categories of Computer InputJOutputlnterface for the Different Types
of Process Parametersalld Variables

Type of Data from/to Process Input Interface to Computer Output Interface from Computer

Continuous analog signal Analog-to-digital converter Digital-to-analogconverter
Discrete data-binary !o,/off) Contect input Contact output
Discrete data other than binary Contact input array Contact output array
Discmte pulse datil Pulse counters Pulse generators

The types of computer input/output interface for the different categories of process vari
abies and parameter; are summarized in Table 5.1

5.1 SENSORS

A wide variety of measuring devices is available for collecting data from the rnanufactur
ing process lor usc in feedback control. In general.a measuring device is composed of two
components: a sensor and a transducer. The sensor detects the physical variable of inter-
est (such a~ temperature. force. or pressure), The transducer converts the physical variable
into an alternative form (commonly electrical voltage),quantifying the variable in the con.
version.The quantified srgnat can be interpreted as the value of the measured variable. In
some cases, the sensor and transducer are the same device; for example, a limit switch that
converts the mechanical movement of a lever to close an electrical contact.

To usc any measuring device. a calibration procedure is required to establish the re
lations.hip between the physical variable to be measured and the converted output signal
(such as voltage). The ease with which the calibration procedure can be accomplished is one
criterion by which a measuring device can be evaluated. A list of desirable features of mea-
suring devices for process control is presented in Table 5.2. Few measuring devices achieve
perfect scores in all of these criteria. and the control system engineer must decide which
features are the most important in selecting among the variety of available sensors and
transducers for a given application

Consisreru with our ctasstncartcn of process variables, measuring devices can be clas-
sified into two basic categories: (1) analog and (2) discrete. An analog measuring device pro-
duces a continuous analog signal such as electrical voltage. Examples are thermocouples,
strain gages.end potentiometers. The output signal from an analog measuring device must
be convened to digital data by an analog-to-digital converter (Section 5.3).A discrete mea-
suring device produces an output that can have only certain values, Discrete sensor de-
vices arc often divided into two categories: binary and digitaL A binary measuring device
produces an on/off signal.The most common devices operate by closing an electrical con-
tact from a normally open position. Limit switches operate in this manner. Other binary sen-
sors include photoelectric sensors and proximity switches. A digital measuring device
produces a digital output signal, either in the form of a set of parallel status bits [e.g .•a
photoelectric sensor array) or a series of pulses that can be counted (e.g., an optical en-
coder). In either case, the digital signal represents the quantity to be measured. Digital
transducers are finding increased usc because of the ease with which thev can be read when
used as stand-alone measuring instruments and because of their compatibility with digital
computer systems. Several of the common sensors and measuring devices used in industrial
control systems are listed in Table 5.3
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Desirable FeafUre

TABLE 5.2 Desirable Features for Selecting Measuring Devices Used in Automated Systems

Definition and Comments

High accuracy

High precision

Wide operating range

High speed of response

Ease of calibration

Mlnlmum drttt

High reliability

l.owcost

The -neasurement contains small systematc errors about the true value.

The -andom variability or noise in the measured value is low.

The -neasurtnq device possesses high accuracy and precision over a wide range
of values oft he physical variable being measured

The ability of the device to respond quickly to changes in the physical variable
being measured. Ideally. the time lag would be zero.

Calibration of the measuring device should be quick and easy.

Drift refers to the gradual loss in accuracy over time. High drift requires frequent
recaunret.on of the measuring device.

The device should not be subject to frequent malfunctions or failures during
service. It must be capable ot operating in the potentially harsh environment of
the manufacturing process where it will be applied.

The cost to purchase 10r fabricate) and install the measuring device should be
lOW relative to the value of the data provided by the sensor.

TABLE 5.3 Common Measuring Devices Used ill Automation

Measuring Device Description

Accelerometer Analog device used to measure vibration and shock. Can be based on various
physical phenomena.

Ammeter Analog device that measures the strength of an electrical current.

Bimetallic switch Binary switch that uses bimetallic coil to open and close electrical contact as a
result of temperature change. Bimetallic coil consists of two metal strips of
different thermal expansion coefficients bonded together.

Bimetallic thermometer Analog temperature measuring device consisting of bimetallic coil (see
definition above) that changes shape in response to temperature change.
Shape chango of coil can be calibrated to indicate temperature.

DC tachometer Analog device consisting of dc generator that produces electrical voltage
proportional to rotational speed

Dynamometer Analog device used to measure force. power, or torque. Can be based on
various physical phenornenete.g .. strain gage,piezoelectriceffectl.

Float transducer Fioat attached to lever arm. Pivoting movement of lever arm can be used to
measure liquid level in vessel (analog device) or to activate contact switch
(binary device).

Fluid flow sensor Analog measurement of liquid flow, usually based on pressure difference
between flow in two pipes of different diameter.

Fluid flow switch Binary switch similar to limit switch but activated by increase in fluid pressure
rather than by contacting object.

linear variable Analog position sensor consisting of primary coil opposite two secondary coils
differentia! transformer separated by a magnetic .core. When pri.mary coil is energized, induced voltage

II' secondary coil is function of core POSition. Can also be adapted 10 measure
force or pressure.

(continued)



11.

TABLE 5.3 {continued}

MeasurmgDevice

Limit switch [mechanical]

Manometer

Ohmmeter

Optical encoder

Photoelectric sensor

Photoelectric sensor array

Photometer

Piezoelectrictransducer

Potentiometer

Proximity switch

Radiation pyrometer

Resistance-temperature
detector
Strain gage

Thermistor

Thermocouple

Ultrasonic range sensor

cneo.s ( Sensors, Actuators, and Other Control System Components

Description

Binary contact sensor in which lever ann or pushbutton closes lor opens) an
electricalcontact

Analog device used to measure pressure of gas or liquid. Based on compclfison
of known and unknown pressure forces. A barometer is a specific type of
manometer used 10 measure atmospheric pressure.

Analog device that measures electrical resistance.

Digital device used to measure position and/or speed, consisting of a slotted
disk separating a light source from a photocell. As dis~ rotates, photocell
senses light through slots as a series of pulses. Number and frequency of
pulses are proportional (respectively) to position and speed of shaft connected
to disk. Can be adapted for linear as well as rotational measurements.

Binary noncontact sensor (switch) consisting of emitter (light source) and
receiver (photocell) triggered by interruption of light beam. Two common
types: (1 ~ transmitted type, in which object blocks light beam between emitter
and receiver; and 12~ retrorettecttve type, in which emitter and receiver am
located in one device and beam is reflected off remote reflector except when
object breaks the reflected light beam.

Digital sensor consisting of linear series of photoelectric sensors. Array is
designed to indicate height or size of object interrupting some but not all of the
light beams.

Analog sensor that measures illumination and light intensity.

Analog device based on piezoelectric effect of certain materials (e.g" quartz) In
which an electrical charge is produced when the material is deformed. Charge
can be measured and is proportional to deformation. Can be used to measure
force, pressure,and acceleration.

Analog position sensor consisting of resistor and contact slider. Position of
slider on resistor determines measured resistance. Available for both linear
and rotational (angular) measurements.

Binary nonccntact sensor is triggered when nearby object induces changes in
electromagnetic field. Two types: (1~ inductive and (2) capacitive.

Analog temperature-measuring device that senses electromagnetic radiation in
the visible and infrared range of spectrum.

Analog temperature-measuring device based on increase in electrical
resistance of a metallic material as temperature is increased.

Widely used analog sensor to measure force, torque, or pressure. Basad on
change in electrical resistance resulting from strain of a conducting materiaL

Analog temperature-measuring device based on decrease in electrical
resistance of a semiconductor material as temperature is increased.

Analog temperature-measuring device based on thermoelectric affect, in which
the junction of two dissimilar metal wires emits a small voltage that is a
function of the temperature of the junction. Common standard thermocouples
include: chromel-alumel, iron-constantan, and chrornet-constantan.

Time lapse between emission and refieetton (from object) of high-frequency
SOLJ.nd nutses is measured. Can be used to measure distance or simply to
irdlcate presence of objec:.
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5.2 ACTUATORS

",

In industrial control systems, an actuator is a hardware device that converts a controller corn-
mand signal into a change in a physical parameter. The change in the physical parameter
is usually mechanical. such as position or velocity change. An actuator is a transducer.be-
cause it changes one type of physical quantity. say electric current, into another type of
physical quantity, say rotational speed of an electric motor. The controller command sig-
nal is usually low level, and so an actuator may also include an amplifier to strengthen the
~ignal sufficiently 10 drive the actuator

A list of common actuators is presented in Table 5,4. Depending on the type of am-
plifier used. most actuators can he classified into one of three categories: (1) electrical,
(2) hydraulic, and (3) pneumatic. Electrical aCluators are most common; they include Ole

and de motors of various kinds, stepper motors. and solenoids. Electrical actuators include
both linear devices (output is linear displacement) and rotational devices (output is rota-
tional displacement or velocity). Hydraulic actuators use hydraulic fluid to amplify the con-
troller command signal. Thc available devices provide both linear and rotational motion.
Hydraulic actuators are often specified when large forces are required. Pneumatic octua-
tors usc compressed air (typically "shop air" in the factory environment) as the driving
power. Again. both linear and rotational pneumatic actuators are available. Because of the
relatively 10••••.air pressures involved, these actuators are usually limited to relatively low
force applications compared with hydraulic actuators.

Actuator

TABLE 5.4 Common Actuators Used in Automated Systems

Description

DC motor

Hydraulicp\ston

Induction molar (rotary}

Linear induction motor

Pneumatic cylinder

Relay switch
Solenoid

Stepping motor

RotCltional etectromagnetic motor. Input is direct current (de}. Very common
servomotor in control systems. Rotary motion can be converted to linear
motion using rack-and-pinion or ball screw.
Piston inside cylinder exerts force and provides linear motion in response to
hydraulic pressure. High force capability.
Rotational electromagnetic motor. Input is alternating current (acl.
Advantages compared with de motor: lower cost, simpler construction, and
more-convaniant power supply. Rotary motion oan be converted to linear
motion usmq rack-and-pinion or batt screw.
Straight-line motion eiectromagnetic motor. Input is alternating current (ec},
Advantages: high speed, high positioning accuracy, and long stroke capacity.
Piston inside cylinder exerts force and provides linear motion in response to
air pressure.
On-off switch opens or closes circuit In response to an stectrcmagnetlc terce.
Two-position electromechanical assembly consists of core inside coil of wire.
Core is usually held in one position by spring, but when coil is enerqlzed,
core is forced to other posulon. linear solenoid most common, but rotary
solenoid available.
Rotational electromagnetic motor. Output shaft rotates in direct proportion to
pulses received. Advantages: high accuracy, easy impternentation,
compatible with digital signals, and can be us~d with open-loop control.
DI~advantagf!s: Inwer torque than de .motors, limited speed, and risk of
missed puise under load. Rotary motion can be converted to linear motion
lJsing rack-and-pinion orball screw.
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5.3 ANALOG- TO-DIGITAL CONVERSION

Continuous analog signals from the process must be converted into digital values to be
used by the computer. and digital data generated by the computer must be converted to ana-
log signals to be used by analog actuators. We discuss analog-la-digital conversion in this
section and digital-to-analog conversion in the following section

Tile procedure for converting an anaJogsignal from the process into digital fonn typ-
ically consists of the following steps and hardware devices, as illustrated in Figure 5.1:

1. Sensor and transducer. This is the measuring device that generates the analog signal
(SectionS.1)

2. Signal conditioning. The continuous analog signal from the transducer may require
conditioning to render it into more suitable form. Common signal conditioning steps
include: (1) filtering to remove random noise and (2) conversion from one signal
form to another, for example, converting a current into a voltage.

3. Multiplexer. The multiplexer is a switching device connected in series with each input
channel from the process; it is used to time-share the analog-to-digital converter
(ADC) among the input channels. The alternative is to have a separate ADC for each
input channel. which would he costly for a large application with many input chan-
nels. Since the process variables need only be sampled periodically, using a multi-
plexer provides a cost-effective alternative to dedicated ADCs for each channel.

4. Amplifier. Amplifiers arc used to scale the incoming signal up or down to be com-
patible with the range of the analog-to-digital converter.

5. Analog-tn-digital converter. As its name indicates, the function of the ADC is to con-
vert the incoming analog signal into its digital counterpart.

let us consider the operation of the ADC, which is the heart of the conversion process.
Analog-to-digital conversion occurs in three phases: (1) sampling, (2) quantization, and
(3) encoding. Sampling consists of converting the continuous signal into a series of discrete
analog signals at periodic intervals. as shown in Figure 5.2. In quantization, each discrete
analog signal is assigned to one of a finite number of previously defined amplitude levels.
The amplitude levels are discrete values of voltage ranging over the full scale of the ADC
In the encoding phase, the discrete amplitude levels obtained during quantization are con-
verted into digital code, representing the amplitude level as a sequence of binary digits.

-OtherSlgnal.,

(~)Mullipjexer

Figure 5.1 Step, in analog-to-digital conversion of continuous ana-
log signals from process.

Process

(2) SIgnal
condilirminl(

(1) Sensor and
transducer

(5)ADC

(4)Allll'lifier
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Figure 5.2 Analog signal converted into series of discrete sampled
data by analog-to-digital converter.

In selecting an analog-to-digital converter for a given application, the following factors
are relevant: (I) sampling rate. (2) conversion time, (3) resolution, and (4) conversion method.

The sampling rate is the rate at which the continuous analog signals are sampled or
polled. Higher sampling rates mean that the continuous waveform of the analog signal can
be more closely approximated. When the incoming signals are multiplexed, the maximum
possible sampling rate for each signal is the maximum sampling rate of the ADC divided
by the number of channels that arc processed through the multiplexer. For example, if the
maximum sampling rate of the ADC is HX)() sample/sec, and there are 10 input channels
through the multiplexer, then the maximum sampling rate for each input line is
1000/10 = 100 sample/sec. (This ignores time losses due 10 multiplexer switching.)

The maximum possible sampling rate of an A DC is limited by the ADC conversion
time. Conversion time of an ADC is the time interval between when an incoming signal is
applied and when the digital value is determined by the quantization and encoding phas-
es of the conversion procedure. Conversion time depends on (1) number of bits n used to
define the converted digital value; as n is increased, conversion time increases (bad news),
but resolution of the ADC improves (good news); and (2) type of conversion procedure
used by the ADC

The resolution of an ADC is the precision with which the analog signal is evaluated.
Since the signal is represented in binary form, precision is determined by the number of
quantization levels, which in turn is determined by the bit capacity of the ADC and the
computer. lhe number of quantization levels is defined as follows

(5.1)

where Nq ~ number of quantization levels: and n = number of bits. Resolution can be
defined in equation form as follows:

(5.2)

where RADC "" resolution of the Anc. also called the quarui zation-levei spacing, which is
the length of each quantization level; Range = full-scale range of the ADC, usually 0-10 V
(the incoming signal must typically be amplified, either up or down, to this range); and
N., = the number of quantization levels, defined in Eq. (5.1).

Quantization generates an error, because the quantized digital value is likely to be dif-
ferent from the true value of the analog signal. The maximum possible error occurs when
the true value of the analog signal is on the horderline between two adjacent quantization
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levels; in this case. the error is one-half the quantization-level spacing. By this reasoning,
the quantiration error is defined:

Quantization error == (5.3)

Various conversion methods arc available by which to encode an analog signal into
its digital equivalent. Let us discuss one of the most common tcchniqucs,calted the succe.\sive
approximation method. In this method, a series of known trial voltages are successively
compared to the input signal whose value is unknown. The number of trial voltages corre-
sponds to the number of bits used 10 encode the signal. The first trial voltage is one-half the
full-scale range of the ADC, and each successive trial voltage is one-half the preceding
value, Comparing the remainder of the input voltage with each trial voltage yields a bit
value of"I" if the input exceeds the trial value and "0" if the input is less than the trial volt-
age. The successive hit values, multiplied by their corresponding trial voltage values, pro-
vide the encoded value of the input signal. Let us illustrate the procedure with an example.

EXAMPLE 5.1 Successive Approximation Method in Analog-to-Digital Conversion

Suppose the input signal is 6.8 V,Use the successive app.-oximalioll method to
encode the signal for a 6-bit register for an ADC with a full-scale range of 10 V.

Solution: The encoding procedure for the input of 6.8 V is illustrated in Figure 5.3. In the
first trial, 6.8 V is compared with 5.0 V. Since 6.8 > 5.0, the first bit value is l.
Comparing the remainder (6.1:l - 5.0) = l.8V with the second trial voltage of
2.5 V yields a 0, since 1.8 < 2.5. The third trial voltage = 1.25 V. Since
1.8 > 1.25, the third bit value is L'The rest of the 6 bits are evaluated in the fig-
ure to yield an encoded value = 6.718 V.

For 8ix digit preCISIOn,
thcrcsultmgbinn,y
digital value is lOlOtl.
whiclt isin!errupted as'

Figure 5.3 Successive approximation method applied to Example 5.2.
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5.4 DIGITAL-TO-ANALOG CONVERSION

where Eo = output voltage of the decoding step (V); Eler = reference voltage (V); and
81.82, ,B,; = status of successive bits in the register.O or 1.and n = the number of bits
in the binary registcr ,

T'he obccuve in the data holding step ts 10 approximate the envelope termed by the
data series, as illustrated in Figure 5.4. Data holding devices are classified according to the
order of the extrapolation calculation used to determine the voltage output Juring sampling
intervals. The most common extrapolator is a zero-order hold, in which the output voltage
between sampling instants is a sequence of step signals, as in Figure 5.4([1). The voltage
function Juring the sampling interval is constant and can be expressed very simply as:

(5.5)

where E(r} = voltage as a function of time I during the sampling interval (V), and
E" = voltage output from the decoding step, Eq. (5.4).

The first-order data hold is less common than the zero-order hold, but it usually ap-
proximates the envelope of the sampled data values more closely. With the first-order hold,
the voltage function £(t) during the sampling interval changes with a constant slope de-
termined by the two preceding E" values. Expressing this mathematically, we have

E(I) = Eo + at (So)

where Q "" rate of change of E(t), Eo = output voltage from Eq.(5.4) at the start of the
sampling interval (V), and t "" time {secl.The value of a is computed each sampling interval
as follows:

successive value into a continuous :ii:~l~~~~"~'li,d::;:~';:;~;voltage) used to

voltage of the preceding hit, so that the level of the output voltage i~
determined by the status of the bits in the register. Thus, the output voltage is given by

(5.7)

where Eo = output voltage from Eq. (5A) at the stan of the sampling interval (V), T = time
interval between sampling instants (sec), and F.,,(-T) = value of Evfrom Eq. (5.4) from the
preceding sampling instant (removed backward in time by T, V). The result of the first-
order hold is illustrated in Figure 5.4(bl.
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("

""nm~,
Figure 5.4 Data holding step using (aj zero-order hold and (b) first-
order hold.

(b)

EXAMPLE 5.2 Zero-Order and First-Order Data Hold
for Digital-Io-Analog Converter

A digital-to-analog converter uses a reference voltage of 100 V and has 6-bit pre-
cision. In three successive sampling instants, 0.5 sec apart, the data contained in
the binary register are the following'

Instant Binary Data

101000
101010
101101

Determine: (a) the decoder output values for the three sampling instants and
the voltage signals between instants 2 and 3 for (b) a zero-order hold and (c) a
first-order hold.

Solution: (a) The decoder output values for the three sampling instants are computed
according to Eq. (5.4) as follows:

Instant I,E" = l00{0.5(1) + 0.25(0) + 0.125(1) + 0.0625(0) + 0.03125(0) + 0.015625(O)}

= 62.50V

Tnstant2,Eo = l00{0.5(I) + 0.25(0) + 0.125(1) + 0.0625(0) + 0.03125(1) + 0.015625(0)}

= 65.63V

Instant 3, Eo = l00{0.5( I) + 0.25(0) + O.[25(1) + 0.0625( 1) + 0.03125(0) + 0.015625(-1)}

= 70.31 V

(b) The zero-order hold between sampling instants 2 and 3 yields a constant
voltage E(t) = 65.63 V according to Eq. (5.5).
(c) The first-order hold yields a steadily increasing voltage. The slope a is given
by Eq. (5.7):

Voltage>



Sec. 5.5 I Input/Output Devices 'or Discrete Data 117

Voltage.

Time

Figure 5.5 Solution to Example 5.2.

a = 65.63 - 62.5 = 6.25
0.5

and from Eq. (5.6), the voltage function between instants 2 and 3 is

E(t) = 65.63 + 6.25 t

These values and functions are plotted in Figure 5.5. Note that the first-order
hold more accurately anticipates the value of EQ at sampling instant 3 than does
the zero-order hold.

5.5 INPUT/OUTPUT DEVICES FOR DISCRETE DATA

Discrete data can be processed by a digital computer without needing the kinds of con-
version procedures required for continuous analog signals. As indicated earlier, discrete
data divide into three categories: (a) binary data, (b) discrete data other than binary. and
(c) pulse data. The first two categories are communicated between the process and the
computer by means of contact input and contact output interfaces, while pulse data are
entered into and sent from the computer using pulse counters and pulse generators.

5.5.1 Contact Input/Output Interfaces

Contact interfaces are of two types-input and output. These interfaces read binary data from
the process into the computer and send binary signals from the computer to the process,
respectively. The terms input and output refer to the computer.

A contact input interface is a device by which binary data are read into the comput-
er from some external source (e.g., the process). It consists of a series of simple contacts that
can be either closed or open (on or off) to indicate the status of binary devices connected
to the process such as limit switches (contact or no contact), valves [open ur closed), or
motor push buttons (on or off). The computer periodically scans the actual status of the
contacts to update the values stored in memory.

-Fml-orderhold

zero-order hold
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Ihc contact input interface can also he used to enter discrete data other than bina-
ry, This type of data i~generated by devices such as a photo~lectr.ic sens~H array and can
be stored in a binary register consisting of multiple bits. The individual bit values (Oor 1)
can he entered through the contact input int~rfacc.ln effect, a certain number of cont~cts
in the mput interface are assigned to the binary register, the number of contacts being
equal 10 the number of bits in the register. The binary number can be converted to a con-
ventional base 10 number as needed in the application

The wntaCf output interface is the device that communicates on/off signals from the
computer to the process. The contact positions are set in either of fWO states: ON or apr.
These positions are maintained until changed hy the computer. perhaps in response 10
events in the process. In computer process control applications, hardware controlled by
the contact output interface include alarms, indicator lights (on control panelsj.solencids.
and constant speed motors. The computer controls the sequence of ON/OFF activities in
a work cycle through this contact output interface.

The contact output interface can be used to transmit a discrete data value other than
binary by assigning an array of contacts in the interface for that purpose. The 0 and I val-
ues of the contacts in the array an: evaluated as a group to determine the corresponding
discrete numbcr.Jn erreet, this procedure is the reverse of that used by the contact input
interface for discrete data other than binary.

5.5.2 Pulse Counters and Generators

Discrete data can also exist in the form of a series of pulses. Such data is generated by dig-
ital transducers such as optical encoders. Pulse data are also used to control certain de-
vices such as stepper motors.

A pulse counter is a device used to convert a series of pulses (call it a pulse train, as
shown in Figure 4.1) into a digital value. The value is then entered into the computer
through its .nput channel. The most common type of pulse counter is one that counts elec-
trical pulses. II is constructed using sequential logic gates, called flip-flops. which are elec-
tronic devices that possess memory capability and hence can be used to store the results
of the counting procedure

Pulse counters can he used for both counting and measurement applications. A typ-
ical counting application might he to add up the number of packages moving past a pho-
toelectric sensor along a conveyor. A typical measurement application is to indicate the
rotational speed of a shaft. One possible method to accomplish the measurement is for the
shaft to he connected to an optical encoder. which generates a certain number of electri-
cal pulses for each rotation. To determine rotational speed, the pulse counter measures the
number of pulses received during a certain time period and divides this by the time peri-
od and by the number of pulses in each revolution of the encoder.

A pulse generator is a device that produces a series of electrical pulses whose total
number and frequency are specified by the control computer. The total number of pulses
might be used to drive the axis of a positioning system. The frequency of the pulse train,
or pulse rate. could be used to control the rotational speed of a stepper motor. A pulse
generator operates by repeatedly closing and opening an electrical contact, thus produo-
ing a sequence of discrete electrical pulses. The amplitude (voltage level) and frequency are
designed tu be compatible with the device being controlled.
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5.1 A contmuous vultage signal is to be converted into its digital counterpart using an analog-
to-digital converter. The maximum voltage range is ±30 v. The ADC has a 12·bit capacity.
Determine: (~) nllmhe.- of ql1~llt;7ation levels. (b) resolution. (c) the spacing of eaeh quan-
tization level, and the quantization error for this ADC

5.2 A voltage signal with a range of0-1lS V is to be converted by means of an ADC Determine
the minimum number of bits required to obtain a quantization error of (a) ±5 V maximum.

(b) ±I V maximum, (c) ±G.I V maximum

5.3 A digital-to-analog converter uses a reference voltage of 120 V de and has eight binary-digit
precision. In one of the sampling instants, the data contained in the binary regis-
ter ~ 01010101. If a zero-order hold is used to generate the output signal, determine the
voltage level of that signal.

5.4 A DAC uses a reference voltage of 80 V and has 6-bit precision. In four successive sampling
periods. each 1 sec long.the binary data containedin the output register were 1()()()()J,OllIll,

0111OL, and 011010. Determine the equation for the voltage as a function of time between
sampling instants 3 and 4 using (a) a zero-order hoJd and (b)a first-o rderhoJd

5.5 In Problem 5.4.suppose that a second-order hold were to be used to generate the output sig-
nal.Theequalionforlheseeond-orderholdis

£(1) = £u + ott +fJt2 (5.8)

where Eo = starting voltage at the beginning of the time interval. (a) For the binary data

grven in Problem S.4, determine the values of ot and {3 that would be used in the equation for
the time interval between sampling instants 3 and4. (b) Compare the first-order and second-
order holds in anticipating the voltage at sampling instant 4
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Introduction tat

Numerical control (:\C) is a form of programmable automation in which the mechanical
actions of a machine tool or other equipment are controlled by a program containingcodcd
alphanumeric data.The alphanumerical data represent relative positions between a work-
head and II workpar t as well as other instructions needed to operate the machine, The
workhead i, a cutting tool or other processing apparatus, and the workpart is the object
being proces~ed, Whcn thc current job is ""mpleted. the program of instructions can be
changed to process a new job. lhc capability to change the program makes NC suitable for
low and medium production. It is much easier to write new programs than to make major
alterations of the processing equipment.

Numerical control can be applied to a wide variety of processes. The applications di-
vide into two categories; (Il machine tool applications, such as drilling, milling, turning,
and other metal working; and (2) non machine tool applications.such as assernhly.drafting,
and inspection. The common operating feature of NC in all of these applications is control
of the workhead movement relative to the work part.

The concept for N(' dates from the late 1940s. The first NC machine was developed
in 1952 (Historical Note 6.1),

Historical Note 6.1 The first NC machines [2], [8J, [161, [18]

1949.A subcontract was awarded by parsons in July
l.aboratoncs at the Massachusetts Institl.lte of Technology to'

(1) perform a systems engineering study on machine rool controls and (2) develop a prototype
machine tool based on the Cardamattc principle, Research commenced on the basis of this
subcontract. which continued until April 1951,when a contract was signed by MIT and the Air
Force to complete the development work

Early in lhe proJect,iI became clear that the rcquncd data transfcrr ates berweeuthe con-
troller and the machine tool could nut be achieved using punched cards, and the possibility of
either punched paper tape or magnetic tape was proposed as a more appropriate medium fur
storing the numerical data, These and othcr technical details of the control system for rna-
chine tool control had been defined by June J950.The name numerical control was adopted
in March 1951 based on a contest sponsored hy John Parsons among "MIT personnel work-
ing on the project." The first NC machine was developed by retrofitting a Cincinnati Milling
Machine Co.verucat Hydro-Tel milling machine (a 24·in x 6O-inconventional tracer mill) that
had been do-rated by the An-Force frum surpJus equipment.The controller combined analog
anddigitalcomponents,cnn"~tcdof292vacuumtl.lbes.andQCcupicd a floor area greater than
the machine tool itself The prototype succcsstuuy performed simultaneous control ot three-
axis monon based on coordinate-axis data un punched hinary tape, This experimental ma-
chine was m operation by March 1952

A patent for the machine 1001 system was filed in August 1952 entitled Numerical Con.
frol Ser"o S)-,<fem,which Wlll aWdrlled in O"cember 1%2. Inventors were listed as Jay For-
rester, William Pease. James Mcljonough, and Alfred Susskind, ail Servomechanisms Lab staff

ISof interest tu note thai a patent was also filed by John Parsons and
May 1952 for a Motor Con/rolled Apparatus for Positioning Machine Tool
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based on theidea of using punched cards and a mechanical rather than electronic controller.
This patent was issued in January 1958. In hindsight, it is clear that the MIT research provtd-
ed the prototype for subsequent developments in NC technology. So far as is known, no com-
mercial machines were ever introduced using the Parsons-Stulen configuration

Once the NC machine was operational in March :952. trial parts were solicited from
aircraft companies across the country to learn about the operating features dod economics of

NC. Several potential advantages of 'Ie were apparent from these trials. These included good
accuracy and repeatability, reduction of noncutting time in the machining cycle, and the capa-
bility to machine complex geometries. Part programming was recognized as a difficulty with
the new technology. A public demonstration of the machine was held in September 1952 for
machine tool bloilders (anticipated to be the companies that would subsequentl} develop prod·

ucts in the new technology), aircraft component producers (expected to be the principal users
of NC), and other interested parties.

Reactions of the machine tool companies following the demonstrations "ranged from

guarded optimism to outright negativism" [tg.p. 61]. Most of the companies were concerned
about a system that relied on vacuum tubes, not realizing that tubes would soon be displaced
by transistors and integrated circuits. They were also worried about their staffs qualifications

to maintain such equipment and were generally skeptical of the NC concept.Anticipating this
reaction, (he A,r Force sponsored two additional tasks: (1) information dissemination to in-

dustry and (2) an economic study. The information dissemination task included many visits by
Servo Lab personnel to companies in the machine tool industry as well as visits to the Lab by
industry personnel to observe demonstrations of the prototype machine. The economic study
showed clearly that the applications of general purpose NC machine tools were in low and

medium quantity production, as opposed to Detroit-type transfer lines, which could be justi-
fied only for very large quantities.

One company that showed great interest in the MIT work was Giddings & Lewis Ma-

chine Tool Company in Fond du Lac, Wisconsin. In April 1953, an agreement was signed be-
tween G&L and MIT to extend the technology of NC. This work resulted in the development

of a secord prototype machine that was a significant advancement over the first Servo Lab rna-
chine.l\vo pateot~ came out of this work, one for the machine control unit and the second for
equipment to prepare the punched paper tape for storing NC part programs.

In 1956. the Air Force decided to sponsor the development of NC machine tools at sev-
eral different companies. These machines were placed in operation at various aircraft compa-

nies between 1958 and 1960. The advantages ofNC soon became apparent, and the aerospace
companies began placing orners for new NC machines. In some cases. they evt:n be8an build_
ing their own units. This served as a stimulus to the remaining machine tool companies that had

not yet embraced NC technologyAdvances in computer technology also stimulated further de-
velopment(HistoricaINote6.2).

The importance of part programming was clear from the start The U.S. Air Force con.
tinned to encourage the development and application of NC by sponsoring research at MIT
for a part programming language to control NC machines. This research resulted in the de-
velopment of the APT language in 1958 (Historical Note 6.3).

6.1 FUNDAMENTALS OF NC TECHNOLOGY

To introduce NC technology, we First define the basic components of an NC system. This

is followed by a description of NC coordinate systems in common use and types of motion
controls used in NC.
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6.1.1 Basic Components of an NC System

acuons

usually included, such av spindle speed. feed rate. cutting tool selection. and other functions
The program i~ coded on a suitable medium for submission to the machine control unit
For manyyears. the common medium was f-inch wide punched tape. using a standard for-
mat that cuuld he interpreted by the machine control unit. Today. punched tape has large-

been hy newer storage technologies in modern machine shops. These
include magnetic tape, diskettes, and electronic transfer of part program'i

from a computer
In modern NC technology, the machine controt unit (MeU) consists or a microcom-

puter and related control hardware that stores the program of instructions and executes it
by converting each command into mechanical actions of the processing equipment, one
command '1\ a time. The related hardware of the Mel) includes components to interface
with the processing equipment and reedbuck control elements. I he MeU also includes
one or more reading devices lor entering part programs into memory. The type of readers
depends on the sto-agc media used for part programs in the machine shop te.g., punched
tape reader. magnetic tape reader, floppy disk drive). The MCU also includes control sys-
tem software.calculation algorithms. and translation software to convert the NC part pro-
gram into a usable format for the MCl), Because the Mel) is a computer, the term computer
numerical control (CNC) is used to distinguish this type of NC from its technological pre-
decessors that wen: based entirely on hard-Wired electronics. Today, virtually all new MCl)s
are based on computer technology; hence. when we refer to NC in this chapter and else-
where, we mean C?\JC

The third basic component of an NC system is the processing equipment that per-
forms uscruf work, It accornplrshcs the processing sloops tu transform the stasttng work-
piece into a completed parr.It-, operation is directed by the MCl!, which in turn is driven
by instruction, contained in the pun program. In the most common example of NC, ma-
chining, the processing equipment con,is!~ ofthe worktable and spindle as well as the mo-
tors and controls to drive them

PToce"mg
eqUipment

Figure 6.1 Basic components of an NC system.

Pmgram Machine
contwlunit
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6.1.2 NC Coordinate Systems

To program the NC processing equipment a standard axis system must be defined by which
the position of the workhead relative to the workpart can be specified. There are two axis
systems used in NC, one for flat and prismatic workparts and the other for rotational parts.
Both axis systems are based on the Cartesian coordinate system.

The axis system for flat and prismatic parts consists of the three linear axes (x, y, z)
in the Cartesian coordinate system, plus three rotational axes (Q, b, c), as shown in Figure
6.2(a). In most machine tool applications, the x-and y-axes are used to move and position
the worktable to which the part is attached, and the z-axis is used to conlrol the vertical po-
sition of the cutting tool. Such a positioning scheme is adequate for simple NC applica-
tions such as drilling and punching of flat sheet metal. Programming of these machine tools
consists of little more than specifying a sequence of x-y coordinates.

The a-, b-, and c-rotational axes specify angular positions about the X-, j-, and z-axes,
respectively, To distinguish positive from negative angies, the right-hand rule is used. Using
the right hand with the thumb pointing in the positive linear axis direction (+x, +y, or +z),
the fingers of the hand are curled in the positive rotational direction. The rotational axes
can be used for one or both of the following: (1) orientation of the workpart to present dif-
ferent surfaces for machining or (2) orientation of the tool or workhead at some angle rel-
ative to the part. These additional axes pennit machining of complex work.pan geometries.
Machine tools with rotational axis capability generally have either four or five axes: three
linear axes plus one or two rotational axes. Most NC machine tool systems do not require
all six axes.

The coordinate axes for a rotational NC system are illustrated in Figure 6.2(b). These
systems are associated with NC lathes and turning centers-Although the work rotates, this
is not one of the controlled axes on most of these tuming machines. Consequently, the )'_
axis is not used. The path of the cutting tool relative to the rotating workpiece is defined
in the .r-z plane, where the x-axis is the radial location of the tool, and the z-axis is paral-
lei to the axis of rotation of the part.

The part programmer must decide where the origin of the coordinate axis system
should be located. This decision is usually based on programming convenience. For ex-
ample, the origin might be located at one of the comers of the part. If the workpart is sym-

~

WO'kP!"I
~I

Figure 6,2 Coordinate systems used in NC: (a) for flat and prismat-
ic work and (b) for rotational work. (On most cumingmachines, the
z-axis is horizontal rather than vertical as we have shown it.)

Work;abl~

W\)Ii:plll"l
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metrical, the zero point might be most conveniently defined at the center of symmetry.
wherever the location. this zero point is communicated to the machine tool operator. At
the beginning of the job, the operator must move the cutting tool under manual control
to some target point on the worktable, where the tool can be easily and accurately posi-
tioned. The target point has been previously referenced to the origin of the coordinate
axis system by the part programmer. When the tool has been accurately positioned at the
target point, the operator indicates to the MCV where the origin is located for subsequent
tool movements,

6.1.3 Motion Control Systems

Some NC processes are performed at discrete locations on the workpart (e.g., drilling and
spot welding). Others are carried out while the workhead is moving (e.g., turning and con-
tinuous arc welding). If the workhead is moving, it may be required to follow a straight
line path or a circular or other curvilinear path. These different types of movement are ac-
complished by the motion control system, whose features are explained below.

Point-to-Point Versus Continuous Path Control. Motion control systems for NC
(and robotics, Chapter 7) can be divided into two types: (1) point-to-point and (2) contin-
uous path. Point-to·poimsystems, abo called positioning systems, move the worktable tu a
programmed location without regard for the path taken to get to that location. Once the
move has been completed, some processing action is accomplished by the workhead at the
location. such as drilling or punching a hole. Thus, the program consists of a series of point
locations at which operations are performed, as depicted in Figure 6.3.

Continuous path systems generally refer to systems that are capable of continuous
simultaneous control of two or more axes. This provides control of the tool trajectory rel-
ative to the workpart. In this case, the tool performs the process while the worktable is
moving, thus enabling the system to generate angular surfaces, two-dimensional curves, or
three-dimensional contours in the workpart. This control mode is required in many milling
and turning operations. A simple two-dimensional profile milling operation is shown in
Figure 6.4 to illustrate continuous path control. When continuous path control is utilized
to move the tool parallel to only one of the major axes of the machine tool worktable, this
is called straight-cut NC. When continuous path control is used for simultaneous control of
two or more axes in machining operations, the term contouring is used.

Workpart

Figure 6.3 Point-to-point (positioning) control in NC. At each x·yposition,
table movement stops to perform the hole-drilling operation.

I"oolpslb-
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Wf.\rkparl

NglUe 6.4 Continuous path (contouring) control in NC (x-y plane
only), Note that cutting tool path must be offset from the part out-
line by a distance equal to its radius.

Interpolation Methods. One of the important aspects of contouring IS inrerpollJ-

lion. The paths that a contouring-type NC system is required to generate often consist of
circular arcs and other smooth nonlinear shapes. Some of these shapes can be defined
mathematically by relatively simple geometric formulas (e.g., the equation for a circle is
Xl + i = R2•where R = the radius of the circle and the center of the circle is at the ori-
gin), whereas others cannot be mathematically defined except by approximation. In any
case, a fundamental problem in generating these shapes using NC equipment is that they
are continuous, whereas NC is digital. To cut along a circular path, the circle must be divided
into a series of straight line segments that approximate the curve. The tool is commanded
to machine each line segment in succession so that the machined surface closely matches
the desired shape. The maximum error between the nominal (desired) surface and the ac-
tual (machined) surface can be controlled by the lengths of the individual line segments,
as explained in Figure 6.5.

If the programmer were required to specify the endpoints for each of the line segments,
the programming task would be extremely arduous and fraught with errors.Atso, the part pro-
gram would be extremely long because of the large number of points. To ease the burden, in-
terpolation routines have been developed that calculate the intermediate points to be followed
by the cutter to generate a particular mathematically defined or approximated path.

A number of interpolation methods are available to deal with the various problems
encountered in generating a smooth continuous path in contouring. They include: (1) lin-
ear interpolation, (2) circular interpolation, (3) helical interpolation, (4) parabolic inter-
polation, and (5) cubic interpolation. Each of these procedures, briefly described in Table
6.1, permits the programmer to generate machine instructions for linear or curvilinear
paths using relatively few input parameters. The interpolation module in the MCU performs
the calculations and directs the tool along the path. In CNC systems, the interpolator is
generally accomplished by software. Linear and circular interpolators are almost always in-
cluded in modem CNe systems, whereas helical interpolation is a common option. Para-
bolic and cubic interpolations are less common; they are only needed by machine shops that
must produce complex surface contours.

Absolute Versus Incremental Positioning. Another aspect of motion control is
concerned with whether positions are defined relative to the origin of the coordinate system

-~""I path
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Figure 6.5 Approximation of a
curved path in NC by a series of
straight line segments. The accuracy
of the approximation is controlled by
the maximum deviation (called the
tolerance) between the nominal
(desired) curve and the straight line
segments that are machined by the
NC system. In (a) the tolerance is
defined on only the inside of the
nominal curve. In (b) the tolerance is
defined on only the outside of the
desired curve. In (c) the tolerance
is defined on both the inside and
outside of the desired curve.

TABLE 6.1 Numerical Control Interpolation Methods for Continuous Path Control

Linear interpolation. This is the most basic and is used when a straight line path is to be generated in
continuous path NC. Two-axis and three-axis linear interpolation routines are sometimes distinguished in
practice, but conceptually they are th ••""me. The programmar specifies thc beginning point and end point
of the straight line and the feed rate to be used along the straight line. The interpolator computes the feed
rates for each of the two (or three) axes to achieve the specified feed rate.

Circular interpolation. This method permits programming of a circular arc by specifying the following
parameters: (1) the coorotnetes of the starting point, (21 the coordinates of the endpoint, (31 either the
center or radius of the arc, and (4) the direction of the cutter along the arc. The genarated tool path consists
of a series of small straight nne segments (see Figure 6.5) calculated by the interpolation module. The
cutter is directed to move along each line segment one-by-one to generate the smooth circular path. A
limitation of circular interpolation is that the plane in which the circular arc exists must be a plane defined
by two axes of the NC svstern :« - y, x - Z, or y - Z)'

Helical interpolation. This method combines the circular interpolation scheme for two axes described above
with linear ~oveme.nt of a third axis -.T~is permits t~e definition of a helical path in three-olmenssone!
space. Applications Include the machining of large Internal threads, either straight or tapered.

Parabolic and r:ubic Interpolations. The~e routines provide approximations of free form curves using higher
order equatrons. They qeneraltv require considerable computational power and are not as common as
linear and circular interpolation Most applications arc in the aerospace and automotive Industries for free
form designs that cannot accurately and conveniently be approximated by combining linear and circular
interpolations

Actualcurve
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(40.50)

l ~__ ~~· _'_____

10 20 30 4D so x

Figu« 6.6 Absolute versus incremental positioning. The workhead
is presently at point (20, 20) and is to be moved to point (40, 50). In
absolute positioning, the move is specified by x = 40. >- = 50; where-
as in incremental positioning, the move is specified by x "" 20,
y = 30

or relative to the previous location of the tool. The two cases are called absolute position-
ing and incremental positioning. In absolute positioning, the workhead locations are al-
ways defined with respect to the origin of the axis system. In incremental positioning, the
next workhead position is defined relative to the present location. The difference is illus-
trated in Figure 6.6.

6.2 COMPUTER NUMERICAL CONTROL

Since the introduction of NC in 1952, there have been dramatic advances in digital com-
puter technology. The physical size and cost of 11digital computer have been significantly
reduced at the same time that its computational capabilities have been substantially in-
creased. It was logical for the makers of NC equipment to incorporate these advances in
computer technology into their products, starting first with large mainframe computers in
the 1960s, followed hy minicomputers in the 1970s,and microcomputers in the 1980s (His-
torical Note 6.2). Today, NC means computer numerical control. Computer numerical con-
trol (CNC) is defined as an NC system whose MeV is based on a dedicated microcomputer
rather than on a hard-wired controller.

Historical Note 6.2 Digital computers for NC

I'he development of NC has relied heavily on advances in digital computer technology. As
computers evolved and their performance improved, producers of NC machines were quick to
adopt the latest generation of compUler technology,

The first application of the digital computer for NC was 10 perform part programming.
In 1956.MIT demonstrated the feasibility of a computer-aided part programming system using
its Whirlwind I computer (an early digital computer prototype developed at MIT). Based on

~exttoolposition
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6.2.1 Features of CNC

Computer NC systems include additional features beyond what is feasible with conventional
hard-wired NC. These features, many of which are standard on most CNC MCVs where-
as others are optional, include rhc following'

• Storage of more than one part program. With improvements in computer storage tech-
nology. newer CNC controllers have sufficient capacity to store multiple programs.
Controller manufacturers generally offer one or more memory expansions as op-
tionstothcMCU.

• Variomform.l of program input. Whereas conventional (hard-wired) MCVs are lim-
ited to punched tape as the input medium for entering part programs. CNC controllers
generally possess multiple data entry capabilities, such as punched tape (if the machine
shop still uses punched tape), magnetic tape. floppy diskette. RS-232 communications
with external computers, and manual data input (operator entry of program).

• Program editi'll{ at the machine tool. CNC permits a part program to be edited while
it resides in the MCV computer memory. Hence, the process of testing and correct-
ing a program can be done entirely at the machine sire, rather than returning to the
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programming office to,correct t~e tape. In addi:ion to part ~tograrn corrections.edit-
ing also permits optimizing cuumg conditions m the machining cycle. After correct-
ing and optimizing the program. the revised version can be stored on punched tape
or other media for future usc.

• Fixed cycles and programming subroutines. The increased memory capacity and the
ability III I'lOgrmlllhe control cornpurer provide the opportunity 10store frequently
used machining cycles as mucros that can be called by the part program. Instead of
writing the full instructions for the particular cycle into every program, a call state-
ment is included in the part program to indicate that the macro cycle should be exe-
cuted. These cycles often require that certain parameters be defined; for example. a
bolt hole circle, in which the diameter ot the bolt circle, the spacing of the bolt holes,
and other parameters must be specified.

• Interpolation. Some of the interpolation schemes described in Table 6.1 are normally
executed only on a CNC system because of the computational requirements. Linear and
circular interpolation arc sometimes hard-wired into the control unit, but helical, par-
abolic, and cubic interpolations are usually executed in a stored program algorithm.

• Positioning features for setup. Setting up the machine tool for a givcn work part in-
volves installing and aligning a fixture on the machine tool table. This must be ac-
complished so that the machine axes are estahlished with respect to the workpart, The
alignment task can be facilitated using certain features made possible by software
options in a CNC system. Position set is one of these features. With position set , the
operator is not required to locate the fixture on the machine table with extreme ac-
curacy. Instead, the machine tool axes are referenced to the location of the fixture by
using a target point or set of target points on the work or fixture.

• Cutter length and size compensation. In older style controls, cutter dimensions had 10
be set very precisely to agree with the tool path defined in the part program. Alter-
native methods for ensuring accurate tool path definition have been incorporated
into CNC controls. One method involves manually entering the actual 1001dimensions
into the MCU. These actual dimensions may differ from those originally programmed
Compensations arc then automatically made in the computed tool path. Another
method involves use of a toollcngth sensor built into the machine. In this technique.
the cutter is mounted in the spindle and the sensor measures its length. This mea-
sured value is then used to correct the programmed tool path.

• Acceleration and deceleration calculations, This feature is applicable when the cutter
moves at high feed rates. It is designed to avoid tool marks on the work surface that
would be generated due to machine tool dynamics when the cutter path changes abrupt-
ly. Instead, the feed rate is smoothly decelerated in anticipation of a tool path change
and then accelerated back up to the programmed feed rate after the direction change.

• Communications interface. With the trend toward interfacing and networking in plants
today, most modem CNC con/rollers are equipped with a standard RS-232 or other
communications interface to allow the machine to be linked to other computers and
computer-driven devices. This is useful for various applications, such as: (1) down-
loading part programs from a central data file as in distributed NC; (2) collecting op-
erational data such as workpiece counts, cycle times, and machine utilization; and
(3) interfacing with peripheral equipment. such as robots that load and unload parts.

• Diagnostics. Many modern CNC systems possess an on-line diagnostics capability
that monitors certain aspects of the machine tool to detect malfunctions or signs of
impending malfunctions or to diagnose system breakdowns. Some of the common
features of a CNC diagnostics system are listed in Table 6.2
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TABLE 6.2 Common Features of a eNe Diagnostics System

Control start-up diagnostics, This diagnostic check is applied when the CNC system is
initially powered up. It checks the integrity of system components, such as the CPU,
servo controls, and inpuC!output{liO) board, indicating which components have failed
or malfunctioned during startup.

Ma/funerinn anrl f"illire an«lysis When a malfunction is detected during regular machine
operation, a message is displayed on the controller's CRT monitor indicating the nature
of the problem, Depending on the seriousness of the malfunction, the machine can be
stopped cr maintenance can be scheduled for a nonproduction period. In the event of a
machine breakdown, the enetvsts feature can help the repair crew determine the
reason for the breakdown. One of the biggest problems when a machine failure occurs
IS diagnosing the reason for the breakdown. By monitoring and analyzing its own
operation, the system can determine and communicate the reason for the failure. In
many diagnostics systems, a communications link can be established with the machine
tool builder to provide repair support to the user,

Extended diagnostics for individual components. If an intermittent problem is suspected
of a certain component, a continuous check of the component can be initiated.

Too/ life monitoring. Tool life data for each cutting tool are entered into the system. The
system accumulates the actual run time of each tool, and when its life expectancy is
reached, a tool change notice is displayed, In some CNC systems, the worn tool will be
replaced by an identical tool if one is available in the tool drum.

Preventive maintenance notices. This feature indicates when normal preventive
maintenance routines must be performBd,such as checks on cutting fluid levels,
hydraulicfluid,andbeanngfittingchangBs.

Programming diagnostics. This feature consists of a graphics simulator to check new part
programs. Some systems calculate data such as machining cycle times and actual
cutting time of each tool duringtha cycle.

6.2.2 The Machine Control Unit for CNC

The MeL" is the hardware that distinguishes CNC from conventional NC. The general

configuration of the MCV in a CNC system is illustrated in Figure 6.7. The MCV consists

of the following components and subsystems: (I) central processing unit, (2) IIIcmury,

(3) lIO interface. (4) controls for machine tool axes and spindle speed. and (5) sequence

controls for other machine tool functions. These subsystems are interconnected by means

of a system bus. as indicated in the figure,

Figure 6.7 Configuration of CNC machine control unit.
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Centra! Processing Unit. The central processing unit (CPU) i~the brain of the
Mev. It manages the other components in the Mel! based on software contained in main
memory.Thc CPU can be divided into three sections: (1) control section, (2) arithmetic-logic
unit, and (3) immediate access memory. The control section retrieves commands and data
from memory and generates signals 10 activate other components in the Meu. In short, it
sequences. coordinates. and regulates all of the activities of the Mrl J computer. The arith-
meuc-iogtc unit (ALU) consists of the circuitry to perform various calculations (addition,
subtraction, multiplication), counting. and logical functions required by software residing
in memory. The immediate access memory provides a temporary storage for data being
processed by the CPu. It is connected to main memory by means of the system data bus.

Memory. The immediate (lCCCSS memory in the CPU is not intended for storing
CNC software, A much greater storage capacity is required for the various programs and
data needed to operate the CNC system. As with most other computer systems, CNC mem-
ory can be divided into two categories: (I) main memory and (2) secondary memory. Main
memory (also known as primary storaf;e) consists of RO\1 (read-only memory) and RAM
(random access memory) devices. Operating system software and machine interface pro-
grams (Section 6.2.3) are generally stored in ROM. These programs are usually installed
by the manufacturer of the MCU. Numerical control part programs are stored in RAM
devices. Current programs in RAM can he erased and replaced by new programs as jobs
are changed.

High-capacity secondary memory (also called auxiliary srorage or secondary stora/ie)
devices are used to store large programs and data files, which are transferred to main mem-
ory as needed. Common among the secondary memory devices are floppy diskettes and
hard disks. Floppy diskettes are portable and have replaced much of the punched paper tape
traditionally used 10 store part programs. Hard disks are high-capacity storage devices that
are permanently installed in the CNC machine control unit. CNC secondary memory is
used to store part programs, macros, and other software.

Input/Output Interface. The IIO interface provides communication between the
various components of the CNC system, other computer systems. and the machine opera-
tor. As its name suggests, the 110 interface transmits and receives data and signals to and
[rom external devices, several of which are indicated in Figure 6.7. The opera/or control
panel is the basic interface by which the machine operator communicates to the CNC sys-
tem. This is used to enter commands relating to part program editing, MeU operating
mode (e.g .. program control vs. manual control),speeds and feeds, cutrtng fluid pump onloff,
and similar functions. Either an alphanumeric keypad or keyboard is usuallv included in
the operator control panel. The 110 interface also includes a display (CRT or LED) for corn-
~unication o.fdata and information from the MCV to the machine operator. The display
IS used to indicate current status of the program as it is being executed and to warn the op-
erator of any malfunctions in the CNC system.

Also included in the 110 interrace are one or more means of cntering the part pro-
gram into storage. As indicated previously, NC part programs are stored in a variety of
ways, including punched tape. magnetic tape, and floppy disks. Programs can also be entered
manually by the machine operator or stored at a central computer site and transmitted via
loea! area nl'T~'nrk (LAN) to the CNCsystem',Whichevcr mcans.isemployed by the plant,
a suitable device must be included in the JlO interface 10 allow mput of the program into
MCUmcmory.
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to position and feed rate control. For our pur-
components arc resident

mtheMCl
Depending on the type of machine tool. the spindle is used to drive either (1) the

workpiece or (2) a rotating culler. Turning exemplifies the first case, whereas milling and
drilling exemplify the second, Spindle speed is a programmed parameter for most ('NC
machine tools. Spindle speed control components in the Mel; usually consist of a drive con-
trol circuit and a feedback sensor interface. The particular hardware components depend
on the type of spindle drive.

Sequence Controls for Other Machine Tool Functions. In addition to control of
table position. feed rate. and spindle speed, several additional functions arc accomplished
under pan program control.These auxiliary functions arc generally on/off (binary] actu-
ations. interlocks. and discrete numerical data. A sampling of these functions is presented
in Table 0.3. To avoid overloading the CPU, a prograrnrnable logic controller (Chapter H)
is sometimes used to manage the 110 interface for these auxiliary functions

Personal Computers and the MCV. In growing numbers, personal computers
(PCs) are being used in the factory to implement process control (Section 4.4.6), and CNC
is no exception. Tho basic configurations are being applied [14J: (1) the PC is used as a
separate front-end interface for the MCU, and (2) the PC contains the motion control
board and other hardware required to operate the machine tool. In the second case, the
CNC control board fits into a standard slot of the P'C. In either configuration, the advan-
tage of using a PC for CNC is its flexibility to execute a variety of user software in addition

eNe Auxiliary Function

TABLE 6.3 EXllmplel>of CNC Auxiliary Functions Often Implemented by a Programmable Logic Controller
intheMCU

Coolant control
Tool changer and tool storage unit

Fixture clamping device
Emergency warning or stop

Robot for part loading/unloading

Timers
Counters Ie.q. piece counts]

Tvpe or Classification

On/off output from MCU to pump
Discrete numerical data (possible values limited to capacity of
toot storage unit)
On/off output from MCU to clamp actuator
On/off input to MCU from sensor; on/off output to display and
alarm
Interlock to sequence loading and unloading operation: I/O
signals between MCU and robot
Continuous
Discrete numerical data (possible values limited to number of
parts that can be produced in a given time period, such as a shift)
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to and concurrently with controlling the machine tool operation. The user software might
include programs for shop-flour control. statistical process control, solid modeling,cutting
tool management, and other computer-aided manufacturing software. Other benefits in-
clude improved case of use compared with conventional CNC and ease of networking the
PCs, Possible disadvantages include (1) lost time to retrofit the PC for OK. particularly
when installing the rNr motion controls inside the PC and (2) current limitations in ap-
plications requinng complex five-axis control of the machine tool-for these application>,
traditional CNC is still more efficient. II should he mentioned that advances in the tech-
nology of PC-based CNC are likely to reduce these disadvantages over time. Companies
are demanding open architecture in CNC products, which permits components from dif-
ferent vendors to be used in the same system [7J

6.2.3 CNC Software

The computer in CNC operates by means of software. There are three types of software
programs used in CNC systems: (I) operating system software, (2) machine interface soft-
ware, and (3) application software.

The principal function of the operating system software is to interpret the NC part pro-
grams and generate the corresponding control signals to drive the machine tool axes. It is
installed by the controller rnanuracturer and is stored in ROM in the MCU. The operating
system software consists of the following: (1) an editor, which permits the machine opera-
tor to input and edit NC part programs and perform other file management functions: (2) a
control program, which decodes the part program instructions, performs interpolation and
acceleration/deceleration calculations, and accomplishes other related functions to pro-
duce the coordinate control signals for each axis.and (3) an executive program, which man-
ages the execution of the CNC software as well as the 1/0 operations of the Mev. The
operating system software also includes the diagnostics routines that are available in the
CNC svstem (Table 6.2).

The machine interface software is used to operate the communication link between the
CPU and the machine tool to accomplish the CNC auxiliary functions (Table 6.3).As pre-
viously indicated, the I/O signals associated with the auxiliary functions arc sometimes im-
plemented by means of a programmable logic controller interfaced to the MCU,and so the
machine interface software is often written in tbe form of ladder logic diagrams (Section 8.2).

Finally, the application software consists of the NC part programs that are written for
machining (or other) applications in the user's plant. We postpone the topic of part pro-
gramming to Section 6.5.

Historical Note 6.2 describes several ways in which digital computers have been used to im-
plement NC In this section, we discuss two of these implementations that are distinguished
from CNC: (1) direct NC and (2) distrihuted.\lC

6.3.1 Direct Numerical Control

The first attempt 10 use a digitulcuutputer to drive the NC machine tool was DNC This
was in the late 19605 before the advent of CNC. A; initially implemented. DNC involved
the control or a number of machine tools hy a single (mainframe) computer through direct
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connection and in real time. Instead of using a punched tape reader to enter the part pro-
gram into the Mev, the program was transmitted to the MCU directly from the comput-
er, one block of instructions at a time. This mode of operation was referred 10 by the name
behind the tape reader (BTR). The ONe computer provided instruction blocks to the ma-
chine tool on demand; when a machine needed control commands, they were communicated
to it immediately. As each block was executed by the machine, the next block was trans-
mitted. As far as the machine tool was concerned, the operation was no different from that
of a conventional NC controller. In theory, DNC relieved the NC system of its least reli-
able components: the punched tape and tape reader.

The general configuration of a ONe system is depicted in Figure 6.8. The system
consisted of four components: (1) central computer, (2) bulk memory at the central com-
puter site, (3) set of controlled machines, and (4) telecommunications lines to connect the
machines to the central computer. In operation, the computer caned the required part pro-
gram from bulk memory and sent it (one block at a time) to the designated machine tool.
This procedure was replicated for all machine toots under direct control of the computer.
One commercially available ONC system during the 1970s claimed to be capable of con-
trolling up to 256 machines.

In addition to transmitting data to the machines, the central computer also received
data back from the machines to indicate operating performance in the shop (e.g., number
of mac!Jil1illg ,,;ydcscompleted.uiaclune utilization, and breakdowns). ThU5, a central ob-
jective of ONe was to achieve two-way communication between the machines and the
central computer.

Advantages claimed for DNC in the early 19708 included: (1) high reliability of a
central computer compared with individual hard-wired MCUs; (2) elimination of the tape
and tape reader, which were unreliable and error-prone; (3) control of multiple machines
by one cornputer;(4) improved computational capability for circular interpolation; (5) part
programs stored magnetically in bulk memory in a central location; and (6) computer lo-
cated in an environmentally agreeable location. However, these advantages were not
enough to persuade a conservative manufacturing community to pay the high investment
cost for a ONC system, and some of the claimed advantages proved to be overly optimistic.

Figure 6J1 General configuration of a DNe system. Connection to MCV is be-
hind the tape reader. Key: BTR =; behind the tape reader, MeV = machine
control unit.
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For example, elimination of tape readers was unrealistic because of the need for an alter-
native way to load part programs in case the central computer went down. The installations
of DNe were limited lathe aerospace industry. which had been involved in N(' technolo-
gy since the beginning and possessed a Jarg~ number of NC machines. The.s~ machines
were often dispersed throughout large factories, and DNe represented an efficient way to
distribute part programs to the machmes

6.3.2 Distributed Numerical Control

As the number of CNC machine installations grew during the 1970s and 19805, DNe
emerged once again, but in the i,orm o.f a distr-ibuted computer system, or distributed !I:'-
mencal control (ONe). The configuration of the new DNC is very SImilar to that shown In
Figure 6.8 except that the central computer is connected to MCUs, which are themselves
computers. This permits complete part programs to be sent to the machine tools. rather
than one block at a time. It also permits easier and less costly installation of the overall sys-
tem, because the individual CNC machines can be put into service and the distributed I\'C
can be added later. Redundant computers improve system reliability compared with the
original ONe. The new ONe permits two-way communication of data between the shop
floor and the central computer. which was one of the important features included in the old
ONe. However. improvements in data collection devices as well as advances in computer
and communications technologies have expanded the range and flexibility of the infor-
mation that can be gathered and disseminated. Some of the data and information sets in-
cluded in the two-way communication flow are itemized in Table 6.4. This flow of
information in DNC is similar to the information flow in shop floor control, discussed in
Chapter 26.

Distributed NC systems can take on a variety of physical configurations, depending
on the number of machine tools included, job complexity, security requirements, and equip-
ment availability and preferences. There are several ways to configure a ONC system. We
illustrate two types in Figure 6.9: (a) switching network and (bl LAN. Each type has sev-
eral possibte variations.

Thc5wiIChing network is the simplest DNCsyslem to configure. It uses a data switch-
ing box to make a connection from the central computer to a given CNC machine for
downloading part programs or uploading data. Transrrnssion of programs to the MCU is ac-
complished through a RS-232-C connection, (Virtually all commercial MCUs include the
RS-232-C or compatible device as standard equipment today.) Use ora switching box lim-
its the number of machines that can be included in the ONC system. The limit depends on

Data and Information Downloaded from the
Central Computer to Machine Tools and Shop Floor

TABLE 6,4 Ftow of Data and Information Between Central Computer and Machine Toots in ONC

Data and information Loaded from the Machine
Tools and Shop Floor to the Central Computer

NC part programs
List of tools needed for job
Machine tool setup instructions
Machine operator instructions
Machining cycle time for part program
Data about when program was last used
Production schedule information

Piece counts
Actual machining cycle times
Tool life statistics
Mllr.hine uptime and downtime statistics, from

which machine utilization and reliability can be
assessed

Product quality data
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Figure li.9 Two configurations of ONC: (a) switching network and
(hl LAK Key: MeL! = machine control unit,MT == machine 1001.

factors such as part program complexity, frequency of service required to each machine.and
capabilities of the central computer. The number of machines in the ONe system can be
increased by employing a serial link RS-232-C multiplexer.

Local area networks have been used for ONe since the early I980s. Various network
structures are used m ONe systems, among which is the centralized structure illustrated in
Figure 6.9( b). In this arrangement. the computer system is organized as a hierarchy, with the
central [host} computer coordinating several satellite computers that are each responsible
for a number of CNC machines. Alternative LAN structures are possible.each with its rel-
ative advantages and disadvantagcaLocal area networks in different sections and depart-
ments of a plant arc often interconnected in plant-wide and corporate-wide networks.

6.4 APPLICATIONS OF NC

The operating principle of NC has many applications. There are many industrial opera-
tions in which the position of a workhead must be controlled relative to a part or product
being processed. The applications divide into two categories: (1) machine tool applications
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and (2) non-machine tool applications. Machine tool applications are those usually asso-
ciated with the metalworking industry. Non-machine tool applications comprise a diverse
group of operations in other industries. It should he noted that the applications are not al-
ways identified bv the name "numerical control"; this term is used principally in the rna-
ch(ne tool industry

6.4.1 Machine Tool Applications

The most common applications of NC are in machine tool control. Machining was the first
application of NC and it is still one of the most important commercially. In this section, we
discuss NC machine tool applications with emphasis on metal machining processes.

Machining Operations and NC Machine Tools. Machining is a manufacturing
process in which the geometry of the work is produced by removing excess material (Sec-
tion 2.2.1), By controlling the relative motion between a cutting tool and the workpiece, the
desired geometry is created. Machining is considered one of the most versatile processes
because it can be used to create a wide variety of shapes and surface finishes.It can be per-
formed ut relatively high production rates to yield highly accurate parts at relatively low cost.

There are four common types of machining operations: (a) turning, (b) drilling,
(c) mil1ing,and (d) grinding. The four operations arc shown in Figure 6.10. Each of the ma-
chining operations is carried out at a certain combination of speed, feed, and depth of cut,
collectively called the cutting canduions for the operation. The terminology varies some-
what for grinding, These cutting conditions are illustrated in Figure 6.10 for (a) turning,
(b) drilling. and (c) milling. Consider milling. The cutting speed is the velocity of the tool
(milling cutter) relative to the work, measured in meters per minute (feet per minute).
This is usually programmed into the machine as a spindle rotation speed (revolutions per
minute). Cutting speed can be converted into spindle rotation speed by means of the fol-
lowing equation:

N=~
~D

(6.1)

where N '" spindle rotation speed (rev/min), v = cutting speed (m/min,ft/minl. and
D = milling cutler diameter (m, ff]. In milling, the feed usually means the size of the chip
formed by each tooth in the milling cutter, often referred to as the chip load per tooth.
This must normally be programmed into the NC machine as the feed rate (the travel rate
of the machine tool table). Therefore, feed must be converted to feed rate as follows:

I, = N n,! (6.2)

where I, = feed rate (mm/rrun.tn/ounj.v = rotational speed {rev/min),n, = number of
teeth on the milling cutter. and f = feed (mmj'tooth. in/tooth]. For a turning operation,
feed is defined as th~ lateral movement.of the cutting tool per revolution of the workpiece,
so the unns are millimeters per revolution (inches per revolution). Depth of cut is the dis-
tance the tool penetrates below the original surface of the work (mm, in). These are the pa-
ramet~rs that must be controlled during the operation of an NC machine through motion
or position commands in the part program

Each of the four machining processes is traditionally carried out on a machine tool
designed to perform that process. Turning is performed on a lathe, drilling is done on a drill
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Figure 6.10 The four common machining operations: (a) turning,
(b) drilling. (c) peripheral milling. and (d) surface grinding.
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press, milling on a milling machine, and so on. The common NC machine tools are listed
in the tollcw.ng along with their typical features:

• NC lathe, either horizontal or vertical axis. Turning requires two-axis, continuous path
control, either to produce a straight cylindrical geometry [called straight turning) or
to create a profile (contour turning).

• NC boring mill, horizontal and vertical spindle. Boring is similar to turning. except that
an internal cylinder is created instead of an external cylinder. The operation requires
continuous path, two-axis control.

• NC drill press. These machines use point-to-point control oftbe workhead (spindle
containing the drill bit) and two axis (x-y) control of the worktable. Some NC drill
presses have turrets containing six or eight drill bits. The turret position is programmed
under NC control. thus allowing different drill bits to be applied to the same work-
pert during the machine cycle without requiring the machine operator to manually
change the tool.

• NC milling machine. Milling machines require continuous path control to perform
straight cut or contouring operations. Figure 6.11 illustrates the features of a four-
axis milling machine.
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'"~ ''I
Figure 6.11 (a) Four-axis CNC horizontal milling machine with safety panels in-
stalled and (b) with safety panels removed to show typical axis configuration for
the horizontal spindle .

• I'l/C cylindrical grinder. This machine operates like a turning machine, except that the
tool is a grinding wheel. It has continuous path two-axis control, similar to an NC lathe.

Numerical control has had a profound influence on the design and operation of ma-
chine tool>. One of the effects has been that the proportion of time spent by the machine
cutting metal is significantly greater than with manually operated machines. This causes cer-
tain components such as the spindle, drive gears, and feed screws to wear more rapidly.
These components must be designed to last longer on NC machines. Second, the addition
of the electronic control unit has increased the cost of the machine, therefore requiring
higher equipment utilization. Instead of running the machine during only one shift, which
is usually the convention with manually operated machines, NC machines are often oper-
ated during two or even three shifts to obtain the required economic payback. Third, the
increasing cost of labor has altered the relative roles of the human operator and the ma-
chine tool. Consider the role of the operator. Instead of being the highly skilled worker who
controlled every aspect of part production, the tasks of the NC machine operator have
been reduced to part loading and unloading, tool-changing, chip clearing, and the like
Owing to these reduced responsibilities, one operator can often run two or three auto-
matic rnachines,

The functions of the machine tool have also changed. NC machines are designed to
be highly automatic and capable of combining several operations in one setup that for-
merly required several different machines. They are also designed to reduce the time can"
sumed by the noncutting elements in the operation cycle, such as changing tools and loading
and unloading the workpart. These changes are best exemplified by a new type of machine

""k,vl'a"d"w""",<l
WD,k,,,",

Arcessdoor

1N'.lfkl,,~k

CUllmglooJ
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I. Ha/t'll production, NC is most appropriate for parts produced in small or medium 101

sizes (batch sizes ranging from as low as one unit up to several hundred units). Ded-
rented automation would be uneconomical for these quantities because of the high
fixed cost. Manual production would require many separate machine setups and
would result in higher labor cosr.fonger lead time. and higher scrap rate.

2, Repeat enters. Batches of the same parts are produced at random or periodic inter"
vah. Once I],e NC part program hus been prcpareo, parts can he economically pro-
duced in subsequent batches using the same part program,

.1. Complex parr geometry. The part geometry includes complex curved surfaces such as
those found on airfoils and turbine blades. Mathematically defined surfaces such as
circles and helixes can also be accomplished with NC. someor these geometries would
he difficult if not irnpossrhl c to achieve accurately using conventional machine tools.

4. Much fIINa! needs to he removed [eomthe workpan, This condition is often associat-
ed with a complex part geometry, The volume and weight of the final machined part
is a relatively small fraction of the starting block. Such parts are common il1 the air-
craft industry to fabricate large structural sections with low weights.

". Manv veporatc mochirung operationv on the port, This applies to parts consisting of
many machined features requiring different cuttmg tools, such as drilled anoror tapped
hole" slots. flats. and so on, If these operations were machined by a series of manual
operauons. many setups would be needed. The number of setups can usually be re-
duced significantly using NC.

O. The partiv expensive. This factor is often a consequence of one or more of preceding
factor, l 4. and .'1. It can also result from using a high-cost starting work material
When the part is expensive. and mistakes in processing would be costly. the use ofNC
helps to reduce rework and scrap losses

that did not exist prior to the advent and

m one ~1~1~:~:;~~~:~;~~;~:~:.~;~~~m1~ias milling

14.3.3)

NC Application Characteristics

These characteristics are sumrnarr-cd inTable6.5, which is organized as a checklist
'C users to evaluate their operations in terms of NC applicability. The more

marks falling m the '·YES··column, the more likely that NC will be successful. Al-
though the lisl pertains to machining. the characteristics are adaptable to other produc-
tion applications.

NC for Other Metalworking Processes. In addition to the machining process, NC
machine tools have also been developed for other metal working processes. These rna-
chines include rhe following;
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TABLE 6.5 Checklist to Determine Applicability of NC in Machine Shop Operations

Production cnereaerieuc
NOlfeworno
applications}

YES (many
applications)

1. Batch production in small or medium lot sizes

2 Repeat orders at random or periodic intervals

3. Cornotex part aeometrv

4. Much metal needs to be removed from the part

5. Menv seperate machining operations on the part

6. The part is expensive

Total check marks in each column

• Punch: presses for sheet metal hole punching. The two-axis NC operation is similar to
that of a drill press except that holes are produced by punching rather than by drilling.

• Presses for sheet metal bending. Instead of cutting sheet metal, these systems bend
sheet metal according to programmed commands.

• Welding machines. Both spot welding and continuous arc welding machines are avail-
able with automatic controls based on NC.

• Thermal cutting machines, su<.:has oxyfuel cutting, laser cutting, and plasma arc cut-
ting. The stock is usually flat; thus, two-axis control is adequate. Some laser cutting ma-
chines can cut holes in preformed sheet metal stock, requiring four-or-five axis control.

• Tube bending mllchines.Automatic tube bending machines are programmed to con-
trol the location (along the length of the tube stock) and the angle of the bend. Im-
portant applications include frames for bicycles and motorcycles.

6.4.2 Other NC Applications

The operating principle of NC has a host of other applications besides machine tool con-
trol. However, the applications are not always referred to by the term "numerical control."
Some of these machines with NC-type controls that position a workhead relative to an ob-
ject being processed are the following:

• Electrical wire wrap machines. These machines, pioneered by Gardner Denver Cor-
poration, have been used to wrap and string wires on the back pins of electrical wiring
boards to establish connections between components on the front of the board. The
program of coordinate positions that define the back panel connections is determined
from design data and fed to the wire wrap machine. This type of equipment has been
used by computer firms and other companies in the electronics industry.

• Component insertion machines. This equipment is used to position and insert com.
ponents on an x-y plane, usually a flflt hoard or panel. The program specifics the .r-
and y~axis positions in the plane. where the c:ompone?ts are to be located. Component
rnsernon machines find extensive applications for inserting electronic components
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into pnntcd circuit boards. Ma~hincs ~re available for either.through-hole or sur~ace-
mount applications as well as similar Insertion-type mechanical assembly operations.

• Drafting machine.I.Automated drafting machines serve as one of the output devices
for a CAD/CAM [computer.aided design/computer-aided manufacturing) system.
The design of a product and its components are developed on the CAD/CAM sys-
tem. Design iterations arc developed on the graphics monitor rather than on a me
chanica! drafting board. When the design is sufficiently finalized for presentation, the
output is plotted on the drafting machine, basically a high speed x-y plotter.

• Coordinate measuring machine. A coordinate measuring machine (CMM) is an in-
spection machine used for measuring or checking di~ensions of a part. The C~ has
a probe that can be manipulated In three axes and Identifies when contact IS made
against a pan surface. The location of the probe tip is determined by the CMM con-
trol unit. thereby indicating some dimension on the part. Many coordinate measur-
ing machines are programmed to perform automated inspections under NC. We
discuss coordinate measuring machincs in Section 23.4.

• Tap" laying machines for polymer compo5ite5. The workhead of this machine is a dis-
penser of uncured polymer matrix composite tape. The machine is programmed to lay
the tape onto the surface of a contoured mold, following a back-and-forth and criss-
cross pattern to huild up a required thickness. The result is a multilayered panel of
the same shape as the mold.

• Filament winding machines for polymer composites, This is similar to the preceding
except that a filament is dipped in uncured polymer and wrapped around a rotating
pattern of roughly cylindrical shape

Additional applications ofNC include cloth cutting, knitting, and riveting.

6.4.3 Advantages and Disadvantages of NC

When the production application satisfies the characteristics in Tahle 6.5, NC yields many ben-
efits and advantages over manual production methods. These benefits and advantages trans-
late into economic savings for the user company. However, NC is a more-sophisticated
technology than convenuuna! production methods are.ano there are drawbacks and costs that
must be considered to apply the technology effectively. In this section, we examine the ad-
vantages and disadvantages of NC.

Advantages of NCo The advantages generally attributed to NC, with emphasis on
machine tool applications, are the following:

• Nonproductive time is reduced. NC cannot optimize the metal cutting process itself,
hut it does increase the proportion of time the machine is cutting metal. Reduction
in noncutting time is achieved through fewer setups, less setup time, reduced work-
piece handling time, and automatic tool changes on some NC machines. This advan-
tage translates into labor cost savings and lower elapsed times to produce parts.

• Greater accuracy and repeatability. Compared with manual production methods, NC
reduces or eljminate~ variations that arc due to operator sk.ill differences, fatigue,
and other factors attributed to inherent human variabilities. Parts are made closer to
nominal dimensions, and there is less dimensional variation among parts in the batch.
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• Lower scrap rates. Because greater accuracy and repeatability are achieved, and be-
cause human errors are reduced during production, more parts are produced within
tolerance. As a consequence, a lower scrap allowance can be planned into the pro-
duction schedule. so fewer parts arc made in each batch with the result that produc-
tion time IS saved.

• Impedion requlremems arC reduced. Less inspection is needed when NC is used be-
cause parts produced from the same NC part program are virtually identical. Once
the program has been verified, there is no need for the high level of sampling in-
spection that IS required when parts are produced by conventional manual methods.
Except for tool wear and equipment malfunctions, NC produces exact replicates of
the part each cycle

• More-complex part geometries are possible. t\C technology has extended the range of
possible part geometries beyond what is practical with manual machining methods.
This is an advantage in product design in several ways: (1) More functional features
can he devigned into a single part. thus reducing the total number of parts in the prod-
uct and the associated cost of assembly: (2) mathematically defined surfaces can be
fabricated with high precision; and (3) the space is expanded within which the de-
signer's Imagination com wander to create new part and product geometries.

• Engmeenng ,hangf's ':an be accommodated more 8racefully. Instead of making al-
terations in a complex fixture so that the part can be machined to the engineering
change. revisions are made in the NC part program to accomplish the change
Simpler fixtures are NC' requires simpler fixtures because accurate position"

thc toolis accurnplished by the NC machine tool. Tool positioning does not

• Shimer manufacturing lead times. Jobs can be set up more quickly and fewer setups
arc required per part when NC is used. This results in shorter elapsed time between
order release and completion.

• Reduced paris inventory. Because fewer setups are required and job changeovers are
easier and faster. NC permits production of parts in smaller lot sizes. The economic
lot size IS lower in NC than in conventional batch production. Average parts inven-
tory is therefore reduced.

• Less fioor.\pm:;erequaed, This results from the fact that fewer NC machines are re-
quircd to perform the same amount of work compared to the number of conven-
tiona! machine tools needed. Reduced parts inventory also contributes to lower floor
space requirements.

• Operator skill-level requirements (Ire reduced. The skill requirements for operating an
NC machine arc generally less than those required to operate a conventional rna.
~hine tool. Tcndin.g an NC machi~le tool usually consists only of loading and unload-
mg parts and periodically changing tools. The machining cycle is carried out under
program control. Performing a.comparable machining cycle on ~ conventional ma-
chine requires much more participation by the operator, and a higher level of train.
ing and skill are needed.

Disadvantages of NC. On the opposing side, there are certain commitments 10
NC technology that must be made by the machine shop that installs NC equipment; and
these commitments, most of which involve additional cost to the company, might be seen
as disadvantages. The disadvantages of NC include the following

'44
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electronics hardware (2:
C1\,(' n>ntrols manufaCllln:r must of the

generally useditt

part changers (Section 14.33).

tcnance

who arc trained in maintaining and repairing this type of equipment
• Pari programming. NC equipment must be programmed.To be Iair. it should be men-

tioned that process planning must be accomplished for ally part. whether or not it IS

produced on NC equipment. However. N(' part programming is a special preparation
step in batch production that is absent in conventional machine shop operations

• Higher utilization of Ne equipment. To maximize the economic benefits of an NC
machine tool. it usually must he operated multiple shifts. This might mean adding
one OJ ]WO exira shifts to the plaJll'~ normal operations, with the requirement for su-
pervision and other staff support.

6.5 NC PART PROGRAMMING

NC part programming consists of planning and documenting the sequence of processing
steps 10 be performed on an NC machine. The part programmer must have a knowledge
of machining (or other processing technology for which the NC machine is designed) as well
as geometry and trigonometry. The documentation portion of par! programming involves
the input medium used to transmit the program of instructions to the NC machine control
unit (MCU). The traditional input medium dating back to the first NC machines in the
1950s is l-inch wide punched rape, More recently the use of magnetic tape and floppy disks
have been growing in popularity as storage technologies for NC Th ••, advantage. of these
input media is their much higher data density.

Part programming can he accomplished using a variety of procedures ranging from
highly manual to highly automated methods. The methods are: (1) manual part program-
ming, (2) computer-assisted part programming, (3) part programming using CAD/CAM.
and (4) manual data input. These part programming techniques are described in this sec-
tion. Let us begin our presentation by explaining the NC coding system used to convoy the
part program to the machine tool

6.5.1 NC Coding System

Thc program of instructions is communicated to the machine tool using a coding system
based on binary numbers. This NC coding system is the low-level machine language that
can be understood by the MCU. when higher level languages are used. such as A[Yf (Sec-
tion 6.5.4), the statements in the program are converted to this basic code. In the present
section, we discuss how instructions are written in this NC code to control the relative po-
sitions of the tool and workpiece and to accomplish the other functions of the machine tool.
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Binary Numbers and the Binary Coded Decimal System. In the binary number
system, each digit can take on either of two values, 0 or 1.The meaning of consecutive dig-
its in the binary system is based on the number 2 raised to successive powers. Starting from
the right the first digit is 2°Iwhich equals 1), the second digit is 21 (which equals 2), the third
is 22 (which equals 4), the fourth is 23 (which equals 8). and so forth. The two numbers,O
Or1,in successivedigit !,n,iliuns, indicate the presence or absence of the value. For exam-
pie, the binary number 01at is equal to the decimal number 5. The conversion from bina-
ry to decimal operates as follows:

(0 x 23) + (I X 22) + (0 X 21) + (1 X 211) = (0 x R) + (l x 4) + (0 x 2) + (l x 1)

-4+1=5
Conversion of the 10 digits in the decimal number system into binary numbers is shown
in Table 6,6. Four binary digits are required to represent the ten single-digit numbers
in decimal. Of course, the numerical data required in NC includes large decimal values;
for example, the coordinate position .r = 1250 rnrn. To encode the decimal value 1250
in the binary number system requires a total of 11 digits: 10011100010. Another prob-
lem with the binary number system is the coding of decimal fractions, for example,
feed = 0.085 mm/rev.

To deal with these problems in NC, a combination of the binary and decimal number
systems has been adopted, called the binary-coded decimal (BCD) system. In this coding
scheme, each of the ten digits (0-9) in the decimal system is coded as a four-digit binary num-
ber, and these binary numbers are added in sequence as in the decimal number system. For
example, the decimal value 1250 would be coded in BCD as follows:

Number sequence Binary number Decimal value

First
Second
Third
Fourth
Sum

0001
0010
0101
0000

1000
200

50
o

1250

EIA and ISO Coding Standards. In addition to numerical values, the NC coding
system must also provide for alphabetical characters and other symbols. Eight binary dig.
its are used to represent all of the characters required for NC part programming. There are
two standard coding systems currently used in NC: (1) the Electronics Industry Association
(EIA) and (2) the International Standards Organization (ISO). The Electronics Industry
Association system is known as EIA RS-244-R The ISO code was originally developed as
the American Standard Code for Information Interchange (ASCII) and has been adopt-
ed by ISO as its NC standard. The complete listings of EIA and ISO (ASCII) codes for NC
are shown in Table 6.7. Many NC controllers are capable of reading either code,

TABLE 6.6 Comparison of Binary and Decimal Numbers

Binary Decimal Binary Decimal

0000 0101
0001 0110
0010 0111
001' 1000
0100 1001
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TABLE 6.7 Standard EIA and ISO (ASCII) Codes for Numerical Control Programming.
Originally Designed for Punched Tape

EIA Code Character or Interpretation ISO Code (ASCI/)

87654 3' 1 87654 3' 1

o 0 uu

8 1 0 00 0

0 z 0 o 0 0

0 o 0 3 o 0 00

o 0 , 0 o 0 o 0

'0 0'0 0 5 o 0 o 0 0

0 o 0 0 6 00 o 00

o 000 7 0 00 o 00 0

o 0 , 0 000 0

o 0 0 0 9 o 0 0 0 0

00 0 A 0 0

0" 0 e 0 0

o 0 0 00 C o 0 00

o n c ,:::, 0 0 o 0

00 0 o 0 0 E 00 00 0

o 0 0 o 00 F 00 o 00

o 0 o 000 G 0 o 00 0

o 0 o 0 H 0 o 0

00 0 0 0 0 , o 0 o 0 0

0 0 0 J 00 o 0 0

0 0 0 K 0 o 0 00

0 o 0 L o 0 o 0 0

0 0 o 0 M 0 o 0 0 0

0 o 0 0 N 0 o 0 00

0 cOO 0 00 o 0 000

0 0 o 000 p 0 0
0 o 0 0 0 o 0 0 0
0 o 0 0 R 00 0 0

o 0 0 S 0 0 o 0 0

0 o 0 0 T o 0 0 o 0

o 0 o 0 U 0 0 00 0
0 o 0 0 V 0 0 o 00

0 o 0 0 W 00 0 0000
o 0 o 0 :J 0 X 00 00 0
000 0 y 0 00 0 0
0 o 0 0 Z 0 00 0 0
00 0 0 o 0 T,b o 0 0

0 End-of-Block o 0 0
0 Spaca 0 0

o oJ 0 Positive sign (·H 0 o 0 00
0 Nagativasign( ) 0 o 0 0 0
00 o 0 o 0 Patiod {decimal point) U 0 a cOO

000 0 00 Comma(,) 0 0 o 0 0

NOle; COlumn numbers Id€n1lfy columns on the punched tape; as repre""nt holes in the tape

T,b

End-of-Block

Spaca

Positive sign (·H

NegativasignH

Patiod (dacimal point) U

Comma(,)

EIA Code Character or Interpretation ISO Code (ASCI/)
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Both EIA and ISO coding schemes were developed when punched tape was the pre-
dominant medium fur storing NC part programs. Although punched tape has been large-
ly superseded by more modern media. it is still widely used in industry. if only for backup
storage. To ensure the correctness of the punched tape. the eight binary digits in the EIA
and ISO codes include a paru» check. Here's how the parity check work, explained here
for the EIA cou<;. In the CIA system. the tape leaucl is instructed to count an odd num-

ber of holes across the width of the tape. Whenever the particular number or symbol being
punched requires an even number of holes. an extra hole is punched in column 5, hence
making the lotal an odd number. For example, the decimal numberS is coded by means of
holes in columns 1 and 3. Since this is an even number of holes, a parity hole would be:
added. The decimal 7 requires an odd number of holes (in columns 1, 2, and 3),so no par-
ity hole is needed. The parity check helps 10 ensure that the tape punch mechanism has per-
forated a complete hole in all required positions. If the tape reader counts an even number
of holes. then a signal is issued that a parity error has occurred.

The difference between the EIA and ISO systems is that the parity check in the ISO
code i~ an even number of holes, called an even parity. The EIA system uses an odd pari-
ty.Aho. whereas the parity hole is in the fifth-digit position in the 'EIA coding system, it is
in the eighth position in the ISO system. These differences can be seen in Table 6.7

How tnstructions Are Formed. A binary digit is called a bit. In punched tape, the
values 0 or 1 are represented by the absence or presence of a hole in a certain row and col-
umn position (rows run across the tape-columns run lengthwise along the tape). Out of one
row of bits a character is formed. A character is a combination of bits representing a nu-
mericaldigit (0-9), an alphabetical letter (A-Z),or a symbol (Table 6.7). Out ofa sequence
of characters, a word is formed. A wont specifies a detail about the operation, such as .r-
position, y-positlon, feed rate, or spindle speed. Out of a collection of words, a block is
formed. A block is one complete NC instruction. It specifies the destination for the move,
the speed and feed of the cutting operation. and other commands that determine explicit-
lywhat the machine tool will do. For example, an instruction block for a two-axis NC milling
machine would likely include the x- and v-coordinates to which the machine table should
be moved, the type of motion to be performed (linear or circular interpolation), the rota-
tional speed of the milling cutler, and the feed rate at which the milling operation should
be performed. Imtn.lction blocks arc separated by an end-of-block (LOB) symbol (a hole
in column 8 in the EIA standard or holes in columns 2 and 4 in the ISO standard. as in
Table 6.7).

The essential information in a part program is conveyed to the MCU by means of
words that specify coordinates, feeds and speeds, tooling, and other commands necessary
to operate the machine tool. Given the variety of machine tool types and the many differ-
ent companies that build NC machine tools and MCUs, it is no surprise that several different
formats have been developed over the years to specify words within an instruction block.
These are often referred to as tape formats, because they were developed for punched
tapes, More generally, they are known as block formats. At least five block formats have
been developed [8]; these are briefly described in Table 6.8, with two lines of code for the
drilling sequence shown in Figure 6.12

The word address format with TAB separation and variable word order has been
standardized by EIA as RS·274. It is the block format used on all modern controllers and
is the format we will discuss hcre.It is usually referred to simply as the word address for-
mat even though it has been enhanced by tab separation and variable word order. Com.
man letter prefixes used in the word address format are defined in Table 6.9.
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TABLE 6.8 Five Block Formats USed_'"_N_C_P_co_g'_'m_m_'_"g _

Block Format (Tape Format! Example for Figure 6.12

00100070000300003
00200070000600003

Fixed sequential format. This format was used on many of the first
commercially available NC machines. Each instruction block contains
five words specified in only numer-ical data and in a Vf!ry fixed orrler.

Fixed sequential format with TAB ignored. This is the same as the fixed
sequential format except that TAB codes are used to separate the
words for easier readiog by humans.

Tab sequential formar. This is the same as the preceding format except
that words with the same value as in the preceding block can be
omitted in the sequence.

Word address format. This format uses a letter prefix to identify the type
of word. See Table 6.9 for definition of prefixes. Repeated words can
be omitted. The words run together, which makes the code difficult to
read (for humans!

Word address format with TAB separation and variable word order. This
is the same format as the previous. except that words are separated
by TABs. and the words in the block can be listed in any order. See
Table 6.9 for definition of letter prefixes.

00100070000300003
00200070000600003

00100070000300003
00200 06000

N001 GOOX07000Y03000M03
N002Y06000

Note: Ex.mp","indic.lepolnHo·pointmoves to lWOhole loo.tionsin Figure 6.12

N001 GOO X07000 1'03000 M03
N002Y06000

Words in an instruction block are intended to convey all of the commands and data
needed for the machine tool to execute the move defined in the block. The words required
for one machine tool type may differ from those required for a different type; for exam-
ple. turning requires a different set of commands than milling. The words in a block are usu-
ally given in the following order (although the word address format allows variations in the
order):

• sequence number (N- w ord)

• preparatory word (G-word); see Table 6.10 for definition of G-words
• coordinates (X-, Y-, Z-words fur linear axes,A-, B-, Owords fur rotational axes)
• feed rate (F-word)

Second hole
(NOO2)

First hole
(NOOl)

-A"umtdstarting
location

Figure 6,12 Example drilling sequence
for block formats described in Table 6.8.
Dimensions are in millimeters.
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TABLE 6.9 Common Word Prefixes Used in Word Address Format
--- -------------------------

Word
Prefix Example Function

N01 Sequence number; identifies block of Instruction. From one to four digits can
be used

G21 Preparatory word; prepares controller for instructions given in the block. See
Table 6.10. There may be more than one G-ward in a block. (Example specifies
that numerical values are in mlltlrneters.}

X, Y, Z X75.0 Coordinate data for three linear axes. Can be specified in either inches or
millimeters. (Example defines x-axis value as 75 mrn.)

U, W U25.0 Coordinate data for incremental moves in turning in the x- and z-directlons,
respectively. (Example specifies an incremental move of 25 mm in the x-
dlrectlon.I

A, B, C A90.0 Coordinate data for three rotational axes. A is the rotational axis about »exts:
B rotates about v-axis: and C rotates about z-exts. Specified in degrees of
rotation, IExample defines 90° of rotation about x-axis.)

R100.0 Radius of arc; used in circular interpolation. (Example defines radius = 100 mm
for circular lnterpntatlon.I The R-code can also be used to enter cutter radius
data for defining the tool path offset distance from the part edge.

I, J, K 132 J67 Coordinate values of arc center, corresponding to X-, y-, and z-axes,
respectively; used in circular interpolation. jExample defines center of arc for
circular interpolation to be at X= 32 mm and y= 67 mm.)

G94 F40 Feed rate per minute or per revolution in either inches or millimeters, as
specified by G-words in Table 6.10. (Example specifies feed rete e 40 mm/min
in milling or drilling oparation.)

50800 Spindle rotation speed in revolutions per minute, expressed in four digits. For
some machines, spindle rotation speed is expressed as a percentage of
maximum speed available on machine, expressed in two digits.

T14 Tooi eetectlon, used for machine tools with automatic tool changers or tool
turrets. (Example specifies that the cutting tool to be used in the present
instruction block is in position 14 in the too! drum.)

DOS Tool diameter word used in contouring moves for offsetting the tool from the
workpart by a distance stored in the indicated register, usually the distance is
the cutter radius. ~Example indicat"s that the radius offset distanca is stored in
offset register number05 in the controller.)

POS R15.0 Used 10 store cutter radius data in offset register number 05. (Example
indicates that a cutter radius value of 15.0 mm is to be stored in offset
register 05.

M M03 Miscellaneous command. See Table 6.11. (E)(ample commands the machine to
start spindle rotation in ciockwise direction.)

Note:DimenSlonalvaluaainthee><amplasaraspecifiedlnmillimetara

• spindle speed (S-word)

• tool selection (T-word)

• miscellaneous command (M-word); see Table 6.11 for definition of M-words

• end-of-block (EOB symbol)

Gcwords a~d M-words require some elaboration. G-words are called preparatory words.

They consist of two numerical digits (following the "G" prefix in the word address for-
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mat) that prepare the MeU for the instructions and data contained in the block. For ex-
ample, G02 prepares the controller for clockwise circular interpolation, so that the subse-
quent data in the block can be properly interpreted for this type of move. In some cases,
more than one G-word is needed to prepare the MeU for the move. Most of the common
G-words are presented in Thble 6.10.While G-words have been standardized in the machine
tool industrv, there arc sometimes deviations for particular machines. For instance, there
are several differences between milling and turning type machines; these are identified in
Table 6.10.

TABLE 6.10 Common a-words (Preparatory Wordl

G-word Function

GOO Point-to-point movement (rapid traverse) between previous point and endpoint defined in
current block, Block must include x-y-zcoordinates of end position.

GOl linear interpolation movement. Block must include x-y-z coordinetes of end position. Fead
rate must also be specified.

G02 Circular interpolation, clockwise, Block must include either arc radius or arc center;
coordinates of end position must also be ",pacified.

G03 Circular interpolation, counterclockwise. Block must include either aTCradius or arc center;
coordinates of end position must also be specified.

G04 Dwell for a specified time.
G1Q Input of cutter offset data, followed by a P-code and an g-eode.
G17 Selection of x-ypJane in milling.
G18 Selection of x-z plane in milling.
G19 Selection of y-l plane In milling.
G20 Input values specified in inches.
G21 Input values specified in millimeters.
G28 Return to reference point.
G32 Thread cutting in turning.
G40 Cancel offset compensation for cutter radius (nose radius in turning).
G41 Cutter offset compensation, left of part surfece. Cutter radius (nose radius in turning) must

be specified in block.
G42 Cutter offset .compensation, right of part surface. Cutter radius (nose radius in turning) must

be specified III block.
G50 Specify location of coordinate axis system origin relative to starting location of cutting tool.

Used in some lathes. Milling and drilling machines use G92.
G90 Programming in absolute coordinates.
G91 Programming in incremental coordinates.
G92 Specify location of coordinate axis system origin relative to starting location of cutting tool.

Used in milling and drilling machines and some lathes. Other lathes use G50.
G94 Specify feed per minute in milling and drilling.
G95 Specify feed per revolution in milling and drilling.
G9a Specify feed per minute in turning.

G99 Specify feed per revolution in turning.

NO!e' Some G·words apply to milling andlordrilling only. whereas othersepply 10turning onlv.
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TABLE 6.1' Common M-words Used in Word Address Format

M-word Function

MOO Program stoo. used in middle of program. Operator must restart machine.
M01 Optional program stop; active only wr-en optional stop button on control panel has been

depressed
M02 End of program. Machine stop
M03 Start spindle in clockwise direction for milling machine (forward for turning machine).
M04 Start spindle in counterclockwise direction for milling machine (reverse for turning mechlne).

MOS Spindle stop
M06 Execute tool change, either manually or automatically. Ifmanually, operator must restart

machine. Does not include selection of tool, which is done by T-wcrd if automatic, by
operator if manual.

M07 Turn cutting fluid on flood
MOB Turn cutting fluid on mist.
M09 Turn cutting fluid off
Ml0 Automatic clamping of fixture, machine slides, etc.

Automaticunclampinl,l.
M13 Start spindle in clockwise direction for milling machine (forward for turning machine) and

turn on cutting fluid.
M14 Start spindle in counterclockwise direction for milling machine (reverse for turning machine)

and tum on cutting fluid.
M17 Spindle and cutting fluid off.
M19 Turn spindle off at oriented position.
M30 End of program. Machine stop. Rewind tape (on tape-controlled machines}.

M-words are used to specify miscellaneous or auxiliary functions that an: available
on the machine tool. Examples include starting the spindle rotation, stopping the spindle
for a tool change, and turning the cutting fluid on or off. Of course, the particular machine
tool must possess the function that is being called. Many of the common M-words are ex-
plained in Table 6.11. Miscellaneous commands are normally placed at the end of the block.

6.5.2 Manual Part Programming

In manual part programming, the programmer prepares the NC code using the low-level
machine language previously described. The program is either written by hand on a fonn
from which a punched tape or other storage media is subsequently coded, or it is entered
directly into a computer equipped with NC part programming software, which writes the
program onto the storage media. In any case. the part program is a block-by-block listing
of the machining instructions for the given job, formatted for the particular machine tool
to be used.

Manual part programming can be used for both point-to-point and contouring jobs.
It is most suited for point-tn-point machining operations such as drilling. It can also be
used for simple contouring jobs, such as milling and turning when only two axes are in-
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valved. However, for complex three-dimensional machining operations, there is an ad-
vantage in using computer-assisted part programming

Instructions in Word Address Format. Instructions in word address torrnat con-
sist of a series of words, each identified by a prefix label. In our coverage, statement, are
illustrated with dimensions given in millimeters. The values are expressed in four digits in-
eluding one decimal place. For example. X020.0 means x = 20,0 rnrn. It should be noted that
manv CNC machines use formats that differ from ours, and so the instruction manual for
each particular machine tool must be consulted to determine its own proper format. Our
format is designed to convey principles and for easy reading.

Tn preparing the NC part program, the part programmer must initially define the ori-
gin of the coordinate axes and then reference the succeeding motion commands to this
axis system. This is accomplished in the first statement of the part program. The directions
of the X-, y-, and/or a-axes are predetermined by the machine tool configuration, but the
origin of the coordinate system can be located at any desired position. The part program-
mer defines this position relative to some part feature that can be readily recognized by the
machine operator. The operator is instructed to move the tool to this position at the be-
ginning of the job. With the tool in position, the G92 code is used by the programmer to de-
fine the origin as follows:

G92 XOY-050,0 ZOIO.0

where the x,)', and z values specify the coordinates of the tool location in the coordinate
system; in effect, this defines the location of the origin. In some CNC lathes and turning cen-
ters, the code G50 is used instead of G92. Our .r, y, and z values are specified in millime-
ters, and this would have to be explicitly stated. Thus, a more-complete instruction block
would be the following:

G21 G92 XO Y-OSO,O ZOlO.O

where the ti21 code indicates that the subsequent coordinate values are in millimeters.
Motions are programmed by the codes 000, GOL 002, and G03. GOOis used for a point-
to-point rapid traverse movement of the tool to the coordinates specified in the command;
for example,

000 X050.0Y086.5 ZI00.0

specifies a rapid traverse motion from the current location to the location defined b) the
coordinates r = 50.0 mrn, y = 86.5 mill, and z = 100.0 mill. This command would be ap-
propriate for NC drilling machines in which a rapid move is desired to the next hole loca-
tion. with no specification on the tool path. The velocity with which the move is achieved
in rapid traverse mode is set by parameters in the MCV and is not specified numerically
in the instruction block. The GOO code is not intended for contouring operations,

Linear interpolation is accomplished by the 001 code. This is used when it is desired
for the tool to execute a contour cutting operation along a straight line path. For example,
the command

GOI 094 X050.0 Y086.5 Z100.0 F40 5800
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specifies that the 1001 is to move in a straight line from its current position to the location
definedbyx = 50.0mm,y 0= 86.5 mm.and z '" irnn mm.et a feed rate of 40 mrn/rnin and
spindle speed of 800 rev Imin.

The G02 and G03 codes are used for circular interpolation, clockwise and counter-
clockwise, respectively. As indicated in Table 6.1, circular interpolation on a milling ma-
chine is limited to one of three planes, x-y, x-z, or y-z. The distinction between clockwise
and counterclockwise is established by viewing the plane from the front view, Selection of
the desired plane is accomplished by entering one of the codes,G17, G IS, or 019, respec-
tively. Thus, the instruction

002 G17 X088.0Y04O.0 R028.0 F30

moves the tool along a clockwise circular trajectory in the x- y plane to the final coordinates
defined by x = 88 nun and y = 40 mm at a feed rate of 30 mm/min. The radius of the cir-
cular arc is 28 mm. The path taken by the cutter from an assumed starting point (x = 40,
Y = 60) is illustrated in FIgure 6.13

In a point-to-point motion statement (GOO), it is usually desirable to position the tool
so that its center is located at the specified coordinates. This is appropriate for operations
such as drilling, in which a hole is to be positioned at the coordinates indicated in the state-
ment. But in contouring motions, it is almo~t always desirable that the path followed by the
center of the tool be separated from the actual surface of the part by a distance equal to
the cutter radius. This is shown in Figure 6.14 for profile milling the outside edges of a rec-
tangular part in two dimensions. For a three-dimensional surface, the shape of the end of
the cutter would also have to be considered in the offset computation. This tool path com-
pensation is called the cutter offset, and the calculation of the correct coordinates of the end-
points of each move can be time consuming and tedious for the part programmer. Modern
CNe machine tool controllers perform these cutter offset calculations automatically when
the programmer uses the G40, G41, and G42 codes. The 040 code is used to cancel the cut-
ter offset compensation.The 041 and G42 codes invoke the cutter offset compensation of
the tool path on the left- or right-hand side of the part, respectively. The left- and right-hand
sides are defined according to the tool path direction. To illustrate, in the rectangular part

Clockwise

: s"ru./p~~Wry

(X=40'Y~~) ¢ \
Destination point

(x:. &I!.y =40)

figure 6.13 Tool path in circular interpolation for the statement:
002 Gl7 X088.0Y04O.0 R028.0. Units are millimeters.



Sec. 6.5 I NO Part Programming 155

Figure 6.14 Cutter offset fur a simple rectangular part. The (uul f.'"th
is separated from the part perimeter by a distance equal to the cut-
ter radius. To invoke cutter offset compensation, the G41 code is
used to follow the clockwise path, which keeps the tool on the left-
hand side of the part. G42 Is used to fdlow the counterclockwise
path, which keeps the tool on the right-hand side of the part.

in Figure 6.14, a clockwise tool path around the part would always position the tool on the
left-hand side of the edge being cut, so a 041 code would be used to compute the cutter
offset compensation. By contrast, a counterclockwise tool path would keep the tool onthe
right-hand side of the part, so G42 would be used. Accordingly, the instruction for profile
milling the bottom edge of the part, assuming that the cutter begins along the bottom left
comer, would read:

G42 Got X I00.0 Y04O,O D05

where D05 refers to the cutter radius value stored in MCV memory. Certain registers are
reserved in the control unit for these cutter offset values. The D-code references the value
contained in the identified register. D05 indicates that the radius offset distance is stored
in the number 5 offset register in the controller. This data can be entered into the con-
troller in either of two ways: (1) as manual input or (2) as an instruction in the part program.
Manual input is more flexible because the tooling used to machine the part may change
from one setup to the next. At the time the job is run, the operator knows which tool will
be used. and the data can be loaded into the proper register as one of the steps in the getup.
When the offset data is entered as a part program instruction, the statement has the form:

GIO P05 RlO.O

where G 10 is a preparatory w ord indicating that cutter offset data will be entered; P05 in-
dicates that the data will be entered into offset register number 05; and RIO,() is the radius
value,herelO.Omm.

$omePart Programming Examples. To demonstrate manual part programming,
we present two examples using the sample part shown in Figure 6.1S.The first example is
a point-to-point program to drill the three holes in the part. The second example is a two-
axis contouring program to accomplish profile milling around the periphery of the part.

"Cutitt$@ (Wm~ dllllll.)

·Tcol,palh

-Workflllr,

COWltefcfocllwbed!redion

C1~Wi$edii'(:cticin
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Figure 6.15 Sample part 10 illustrate NC part programming. Di-
mensions are in rnillirne.ters. Geceraltoterance = ±O.l rnm. Work
material is a machinable grade of aluminum.

EXAMPLE 6.1 Point-to·Poln. Drilling

This example presents the NC part program in word address format for drilling
the three holes in the sample part shown in Figure 6.15. We assume that the
outside edges of the starting workpart have been rough cut (by jig sawing) and
are s1Jgbtly oversized for subsequent profile milling. The three holes to be drilled
in thi:; example will be used to locate and fixture the part for profile milling in
the following example. For the present drilling sequence, the part is gripped in
place so that its top surface is 40 rnrn above the surface of the machine tool
table to provide ample clearance beneath the part for hole drilling. We will de-
fine the X-. y-.and z-axes as shown in Figure 6.16.A 7.o-mm diameter drill,oor-
responding to the specified hole size, has been chucked in the eNC drill press.
The drill will be operated at a feed of 0.05 mm/rev and a spindle speed of
1000 rev/min (corresponding to a surface speed of about 0.37 rn/sec, which is
slow for the aluminum work material). At the beginning of the job, the drill
point will be positioned at a target point located atx = O,y = -So,and z = +10
(axis units are millimeters). The program begins with the tool positioned at this
target point.

NC Part Program Code

NOOl 021 G90 G92 XO Y-050.O Z01O.0;
N()()2 GOOX070.0 Y030.0;
NOO3001 G95 Z-lS.0FO.OS SlOODM03;
NGQ4G01 Z01O.0;
NOO5GOOY060.0;
NOO6GOl G95 Z-15.0 FO.OS;
NOO7 GOl ZOlO.O;

Comments

Define origin of axes.
Rapid move to first hole location.
Drill first hole.
Retract drill from hole.
Rapid move to second hole location
Drill second hole.
Retract drill from hole.
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160.C'

("

Figure 6.16 Sample part aligned relative to (a) .r- and y-axcs. and
(b) a-axis, Coordinates are given for significant part features in (a).

NOOF GOO X120.0 Y030.0:
NOOgGO! GgS Z-l~.O FO.05;
NOlO GOI 2010.0:
NOll GQiJ XU Y-050.0 MOS;
N012M30:

Rapid move to third hole location.
Drill third hole.
Retract drill from hole
Rapid move to target point.
End of program, stop machine.

EXAMPLE 6.2 Two-Axis Milling

The three holes drilled in the previous example can be used for locating and
holding the workpart to completely mill the outside edges without re-fixturing
The axis coordinates are shown in Figure 6,16 (same coordinates as in the pre-
vious drilling sequence). The part is Iixtured so that its top surface is 40 mm
above the surface of the machine tool table. Thus, the ongin of the axis system
will be 40 mm above the table surface. A 20-mm diameter end mill with four
teeth will be used. The cutter has a side tooth engagement length of 40 mm.
Throughout the machining sequence, the bottom tip of the cutler will be posi-
tioned 25 mm below the part top surface. which corresponds to Z = -25 mrn.
Since the part is 10 mm thick, this z-posuion will allow the side cutting edges of
the milling cutter to cut the full thickness of the part during profile milling. The
cutter will be operated at a spindle speed = 1000 rev/min (which corresponds
to a surface speed of about 1.0 m/sec) and a feed rate = 50 mm/min (which cor-
responds 10 0.20 rnm/tooth). The tool path to be followed by the culler is shown
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-r
Figure 6.17 Cutler path for profile milling outside perimeter of sam-
pte part.

in Figure 6.17, with numbering thai corresponds to the sequence number in the
program. Cutter diameter data has been manually entered into offset register
05. At the beginning of the job, the cutter will be positioned so that its center
tip is at a target point located at x = O. Y = -50, and t; = +10. The program
begins with the tool positioned at this location.

NC Part Program Code

NOOI G21 GOO G92 XG Y-050.0 ZOlO.O;
NOO2 GOO Z-025.0 StOOD M03;
N003 (,'{)1 (;94 G42 YO DOS F40;
'1\"004 GO! X160.0;
NOO5 GOI Y06O.0;
NOO6G17 G03 X130.0 Y09ll0 R030.0;
NOO7 GOl X035.0:
NOO8 GOl XG YO;
KOO9 040 GOO X-040.0 MOS;
NOlO GOO XG Y-GSO,Q;
NOlIM30;

Comments

Define origin of axes.
Rapid to cutter depth, turn spindle on.
Engage part, start cutter offset.
Mill lower part edge.
Mill right straight edge.
Circular interpolation around arc.
Mill upper part edge.
Mill left part edge.
Rapid exit from part. cancel offset.
Rapid move to target point.
End of program, stop machine.

6.5.3 Computer-Assisted Part Programming

Manual part programming can be time consuming, tedious. and subject to errors for parts
possessing complex geometries or requiring many machining operations.In these cases, and
even for simpler jobs, it is advantageous to use computer-assisted part programming.A num-
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ber of NC part programming language systems have been developed to accomplish many
of the calculations that the programmer would otherwise have to do. This saves time and re-
suits in a more-accurate and efficient part program. In computer-assisted part program-
ming. the various tasks are divided between the human part programmer and the computer.

In computer-assisted part programming, the machining instructions are written in
English_like statements that are subsequently translated by the computer into the low-
level machine code that can be interpreted and executed by the machine tool controller
When using one of the part programming languages. the two main tasks of the program-
mer are: (1) defining the geometry of the workpart and (2) specifying the tool path and op-
erationsequence

Defining the Part Geometry. No matter how complicated the workpart may ap-
pear, it is composed of basic geometric elements and mathematically defined surfaces. Con-
sider our sample part in Figure 6.18. Although its appearance is somewhat irregular, the
outline of the part consists of intersecting straight lines and a partial circle. The hole loca-
tions in the part can be defined in terms of the .r. and y-coordinates of their centers. Near-
ly any component that can be conceived by a designer can be described by points, straight
Jines, planes, circles, cylinders, and other mathematically defined surfaces. It is the part pro-
grammer's task to identify and enumerate the geometric elements of which the part is com-
prised, Each element must be defined in terms of its dimensions and location relative to
other elements. A few examples will be instructive here to show how geometric elements
arc defined. We will use our sample part to illustrate, with labels of geometry elements
added as shown in Figure 6.18.

Let us begin with. the simplest geometric element, a point, The simplest way to define
a point is by means of its coordinates; for example,

P4 = POINT /35,90,0

where the point is identified by a symbol (P4), and its coordinates are given in the order
.r, y, z in millimeters (x = 35 mrn, y = 90 mm, and z = 0). A line can be defined by two
points, as in the following:

L1 = LINE/PI, P2

P2

Figure 6..18 Sample part with geometry elements (points, lines, and
circle) labeled for computer-assisted part programming.
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where L1 is the line defined in the statement, and PI and P2 are two previously defined
points. And finallv, a circle can be defined by its center location and radius:

Cl = CIRCLE/CENTERP8,RADIUS,30

where Cl is the newly defined circle. with center at previously defined point PR and ra-
diu's = 30 mm. Our examples are based on the APT language, which offers many alterna-
tive ways to define points, lines. circles, and other geometric elements. The APT language
is described in Section 6.5.4. and a listing of APT word definitions is provided in the Ap-
pendixto this chapter

Specifying Tool Path and Operation Sequence. After the part geometry has
been defined, the part programmer must next specify the tool path that the cutter will fol-
low to machine the part. The tool path consists of a sequence of connected line and arc seg-
ments, using the previously defined geometry elements to guide the cutter. For example,
suppose we are machining the outline of our sample part in Figure 6.18 in a profile milling
operation (contouring). We have just finished cutting along surface Ll in a counterclock-
wise direction around the part, and the tool is presently located at the intersection of sur-
faces LJ and L2. The following APT statement could be used to command the toolto make
a left lurn from Ll unto 12 and to cut along L2:

GOLFT/L2,TANTO,CI

The tool proceeds along surface L2 until it is tangent to (TANTO) circle C1. This is
a continuous path motion command. Point-to-point commands tend to be simpler: for ex-
ample, the following statement directs the tool to go to a previously defined point Pu

GOTOtPO

A variety of contouring and point-to-point motion commands are available in the
APT language

Other Functions. In addition to defining part geometry and specifying tool path,
the programmer must also accomplish various other programming functions, such as:

• naming the program
• identifying the machine tool on which the job will be performed
• specifying cutting speeds and feed rates
• designating the cutter size (cutter radius, tool length, etc.)
• specifying tolerances in circular interpolation

Computer Tasks in Computer-Assisted Part Programming. The computer's
role in computer-assisted part programming consists of the following tasks, performed
more or less in the sequence noted: (1) input translation, (2) arithmetic and cutter offset
computations. (3) editing, and (4) postprocessing, The first three tasks are carried out under
the supervision of the language processing program. For example, the APT language uses
a processor designed to interpret and process the words, symbols, and numbers written in
APT. Other languages require their own processors. The fourth task, postprocessing, re-
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Figure 6.19 Task s in computer-assisted part programming

quires a separate computer program "I he sequence and relationship of the tasks of the
part programmer and the computer are portrayed in Figure 6.19.

The part programmer enters the program using APT or some other high-level part
programming language. The input translation module converts the coded instructions con-
tained in the program into computer-usable form. preparatory to further processing. In
APT, input translation accomplishes the following tasks: (1) syntax check of the input woe
to identify errors in format, punctuation. spelling, and statement sequence; 12) assigning a
sequence number 10 each APT statement in the program; (3) converting geometry ele-
ments into a suitable form for computer processing; and (4) generating an intermediate
file called PROFTL that is utilized in subsequent arithmetic calculations.

The arithmetic module consists of a set of subroutines to perform the mathematical
computations required to define the part surface and generate the tool path. including com-
pensation for cutter offset. The individual subroutines are called by the various statements
used in the part programming language, The arithmetic computations are performed on the
PROFIL file. The arithmetic module frees the programmer from the time-cunsuming and
error-prone geometry and trigonometry calculations to concentrate on issues related to
workpart processing. The output of this module is a file called CLFILE, which stands for
"cutter location file." As its name suggests. this file consists mainly of tool path data.

In editing. the CLFILE is edited. and a new file is generated called CLDATA. When
printed, CLDATA provides readable data on cutter locations and machine tool operating
commands. The machine 1001commands can be converted to specific instructions during
postprocessing. Some of the editing of CLFILE involves processing of special functions
associated with the part programming language. For example, in APT. one of the special
functions is a COpy command, which provides for copying a tool path sequence that has
been generated in the preceding computations and translating the sequence to a new lo-
cation. Another APT instruction processed in the editing phase is lRACUT. which stands
for "transform cutter locations." This instruction allows a tool path sequence to be trans-
formed from one coordinate system to another, based on matrix manipulation. Other edit-
ing functions are concerned with constructing tool paths for machines having rotational
axes, such as four- and five-axis machining centers. The output of the editing phase is a
part program in a format that can be postprocessed for the given machine tool on which
the job will be accomplished

NC machine tool systems are different. They have different features and capabili-
ties. High-level part programming languages, such as APT, are generally not intended for
only one machine tool type. They arc designed to be genera] purpose. Accordingly, the
final task of the computer in computer-assisted part programming is postprocessing, in
which the CUller location data and machining commands in the CLDATA file arc con-
verted into low-level code that can be interpreted by the NC controller for a specific ma-
chine tool. The output of postprocessing is a part program consisting of G-codes, x-, yo,
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and z-coordinates. S, F,M. and other functions in word address format. The postprocessor
is separate from the high-level part programming language. A unique postprocessor must
be written for each machine tool system.

6.5.4 Part Programming with APT

In this section, we present some of the basic principles and vocabulary of the APT lan-
guage. APT is an acronym that stands for Automatically Programmed Tooling. It is a three-
dimensional NC part programming system that was developed in the late 19508 and early
60s (Historical Note 6.3). Today it remains an important and widely used language in the
United States and around the world. APT is also important because many of the concepts
incorporated into it termed the basis for other subsequently developed languages. APT was
originally intended as a contouring language. but modern versions can be used lor both
point-to-point and contouring operations in up to five axes. Our discussion will be limited
to the three linear axes, x, y, and z.APT can be used for a variety of machining operations.
Our coverage will concentrate on drilling (point-to-point) and milling (contouring) oper-
atlons.There are more than 500 words in the APT vocabulary. Only a small (but important)
fraction of the total lexicon will be covered here. The Appendix to this chapter lists some
of these important APT words.

Historical Note 6.3 APT: Automatically Programmed Tool
[21, [161, [181.

The reader must remember that the work described in this historical note was started in the
1950s, a lime when digital computer technology was in its infancy, and so were the associated
computer programming languages and methods. The APT project was a pioneering effort, not
only io the development of NC technology, but also in computer programming concepts, com-
puter graphics, and computer-aided design (CAD).

It was recognized early in the NC development research at MIT that part programming
would be a time-consuming task in the application of the new technology, and that there were
opportunities to reduce the programming time by delegating portions of the task to a genet-
aI_purpo.e computer. In June 1951, even before the first experimcmal NC machine was oper-
ating, a study was undertaken to explore how the digital computer might be used as a
programming aid. The result of this study was a recommendation that a set of computer pro-
grams be developed to perform the mathematical computations that otherwise would have to
be accomplished by the part programmer. In hindsight, the drawback of this approach was
that, while it automated certain steps in the part programming task, the basic manual pro-
gramming procedure was preserved

The significant breakthrough in computer-assisted part programming was the develop-
ment of the automatically programmed 1001 system (APT) during the years 1956-1959. It was
the brainchild of mathematician Douglas Ross, who worked in the MIT Servomechanisms Lab
at the time. Ross envisioned a part programming system in which (1) the user would prepare
instructions for operating the machine tool using English-like words, (2) the digital computer
would translate these instructions into a language that the computer could understand and
process. (3) the computer would carry out the arithmetic and geometric calculations needed
to execute the instructions. and (4) the computer would further process (postprocess) the in-
structiOn! 'u that they could be interpreted by the machine tool controller. He further recog-
nized that the programming system should be expandable for applications beyond those
considered in the immediate research (milling applications). The acronym "APT" was coined
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m DecernberJ'I'i while R,,,,,''; p.;op"io, the first of manyinterim reportstc

Around this time, the Aircraft Industries Association (AlA, renamed the Aerospace In-
dustries Assoclation in 1959) was attempting to deal with NC part programming issues through
its Subcommittee on Numerical Control (SNC). Ross was invited 10 attend a meeting of the
SNC in January 1957 to present his views on computer-assisted part programming. The result
01 this meeting was that Rosa's work at MIT was established as a focal poinl for NC pro-
gramming within thc AlA, A project was initiated in Apri11957to develop a two-dimension-
ill version of APT, with nine alrcrafr companies plus IBM Corporation participating in the
joint effort ami MIT as project coordinator. The 2D-APT system was ready for field evalua-
tion at plant, of participating companies in April 1958.Testing, debugging, am] refining the
programming system took approximately three years.during which time the AlA assumed re-
sponsibllity for further APT development. In 1961, the Illinois Institute of Technology Rc-
search lnslituto; (lITRl) was selected by the AlA to become the agency responsible for
long-range maintenance and upgrading of Al'T'In 1962,IITRI announced completion of APT-
III. a commercial version 01APT for three-dimensional part programming. In 1974,APT was
accepted as the U.S.standard for programming NC metal cutting machine tools. In 1978,it was
accepted by the ISO as the international standard.

One of the initial problems with APT when it was released in the early 1960swas that a
very large computer was required 10execute it, thereby limiting the number of companies that
could use it Several part programming languages based directly on APT were developed to ad-
dress this problem. Two of the more important APT-based languages were ADAPT and
EXAPT. ADAPT (ADaptation of APT) was developed by IBM under Air Force contract to
include many of the features of APT bUI required a much smaller computer. ADAPT can be
used for both point-to-point and contouring jobs. EXAPT (EXtended subset of APT) was an-
olher NC part programming language based on APT. EXAPT was developed in Germany
around 1964in three versions',(1) EXAPT I was designed for point-to-point applications, such
as drilling and straight milling; (2) EXAPT 11was developed for turning operations; and
(3) EXAPT III was capable of limited contouring for milling.

APT is not only a language; it is also the computer program that processes the APT
statements to calculate the corresponding cutter positions and generate the machine tool
control commands. To program in APT. the part geometry must first be defined. Then the
tool is directed to various point locations and along surfaces of the workpart to accom-
plish the required machining operations. The viewpoint of the programmer is that the
workpiece remains stationary and the tool is instructed to move relative to the part. To
complete the program, speeds and feeds must be specified, tools must be called, tolerances
must be given for circular interpolation, and so forth. Thus, there are four basic types of
statements in the APT language:

1. Geometry statements, also called definition statements, are used to define the geome-
try elements that comprise the part.

2. Motion commands are used to specify the tool path.

3. Postprocessor statements control the machine tool operation, for example, to specify
speeds and feeds, set tolerance values for circular interpolation, and actuate other
capabilities of the machine tool.

4. Auxiliary statements, a group of miscellaneous statements used to name the part pro-
gram, insert comments in the program and accomplish similar functions.
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These statements arc constructed of APT vocabulary words, symbols. and numbers, all
arranged using appropriate punctuation. APT vocabulary words consist of six or fewer
characters. 1 he characters are almost always letters of the alphabet. Only a very few APT
vocabulary words contain numerical digits-so few in fact that we will not encounter any of
them in our treatment of APT in this chapter. Most APT statements include a slash (I) as
part of the punctuation. APT vocabulary words that immediately precede the slash arc
called major words. whereas those that follow the slash are called minor words.

Geometry Statements. The geometry of the part must be defined to identify the
surfaces and features that are to be machined. Accordingly, the points, lines, and surfaces
must be defined in the program prior to specifying the motion statements. The general
form of an APT geometry statement is the following:

SYMBOL = GEOMETRYTIPEidescriptive data (6.3)

An example of such a statement is

PI =; POINT/20.0,40.0,60.0

An APT geometry statement consists of three sections. The first is the symbol used
to identify the geometry element. A symbol can be any combination of six or fewer al
phabetical and numerical characters, at least one of which must be alphabetical. Also, the
symbol cannot be an APT vocabulary word. Some examples are presented in Table 6.12 to
illustrate what is permissible as a symbol and what is not. The second section of the APT
geometry statement is an APT major word that identifies the type of geometry element.
Examples are POINT, LINE, CIRCLE, and PLANE. The third section of the APT geom-
etry statement provides the descriptive data that define the element precisely, completely,
and uniquely. These data may include numerical values to specify dimensional and position
data, previously defined geometry dements, and APT minor words.

Punctuation in an APT geometry statement is indicated in Eq. (6.3). The definition
statement is written as an equation, the symbol being equated to the geometry element
type, followed by a slash with descriptive data to the right of the slash. Commas are used
to separate the words and numerical values in the descriptive data.

There arc a variety of ways lu spectry the various geometry elements. The Appendix
to this chapter presents a sampling of statements for defining the geometry elements we

TABLE 6.12 Examples of Permissible and Impermissible Symbols
in APT Geometry Statements

Symbol

P1

PZl
ABCDEF
PABCDEF
123456

POINT

P1.5

Permissible or Not. and Why

Permissible

Permissible

Permissible

Not permissible, too many characters

Not permissible, all numerical characters

Not permissible. APT vocabulary word
Not permissible, only alphabetic and numerical characters are allowed
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will be using in our treatment of APT: poiuts.Iines, planes, and circles. The reader may ben-
efit from a few examples:

Points.

PI "'- POINI!2IJ.U,40.U,60.0

where the descriptive data following the slash indicate the X·, yo, and z-coordinates. The
specification can be done in either inches or millimeters (metric). We use metric values in
our examples. As an alternative, a point can be defined as the intersection of two mter-
secrmg lines, as in the following

P2 = POINTfINTOF, Lt. L2

where the APT word INTOF in the descriptive data stands for "intersection of." Other
methods of defining points are given in the Appendix under POINT

Lines. A line defined in APT is considered to be of infinite lengtb in hoth directions.
Also, APT treats a line as a vertical plane that is perpendicular to the .r-j' plane. The easi-
CStway to specify a line is by two points through which it passes:

L3 = LINE/P3. P4

In some situations, the part programmer may find it more convenient to define a new
line as being parallel to another line that has been previously defined; for example,

L4 = LlNEIP5, PARLEL, L3

where PARLEL is APT's way of spelling "parallel."The statement indicate, line l4 pass-
es through point PS and is parallel to line L3.

Planes. A plaue can be defined by specifying three points through which the plane
passevasin the following'

PLl = PLANE/Pl.P2,P3

Of course. the three points must he non-collinear. A plane can also be defined as
being parallel to another plane that has been previously defined; for instance,

PL2 = PLANE!P2, PARLEL, PLl

which states that plane PL2 passes tbrough point P2 and is parallel to plane PLI. In APT,
a plane extends indefinitely.

Circles. In APT, a circle is considered to be a cylindrical surface that is pcrpendic-
ular to the x-j plane and extends to infinity in the z-dircction. The easiest way to define a
circle i~by its center and radius. as in the following

Cl = CIRCLE/CENTER,Pl,RADIUS,25.0
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By convention. the circle is located in the .e.y plane. An alternative way of defining
a circle i~to specify thur it passes through three points; for example,

C2 = CIRCLE/P4, P5, P6

where the three points must not he collinear There are m;'lny other ways to define a cir-
etc, several of which are listed in the Appendix under CIRCLE

Certain ground rules must he obeyed when formulating APT geometry statements.
Following are four important APT rules:

t. Coordinate data must be specified in the order x, then y, then z, because the statement

PI = POINT/20.5,40,O,60.0

is interpreted to mean x = 20.5 mm,y = 40.0 mm. and e = 60.0 mm
2. Any symbols used as descriptive data must have been previously defined; for exam-

ple.In the statement

P2 = POINT/JNTOF,Ll,L2

the two lines Ll and L2 must have been previously defined. In setting up the list of
geometry statements, the APT programmer must be sure to define symbols before
using them in subsequent statements.

3. A symbol can be used to define only one geometry element. The same symbol can-
not be used to define two different elements. For example. the following statements
would be incorrect if they were included in the same program:

Pl = POINTI20,40,60

PI = POINT 130,50,70

4. Only one symbol can be used to define any given element. For example, the follow-
ing two statements in the same r"rt program would be incorrect;

PI = POINTI20,40,60

P2 = POINT/20,40,60

EXAMPLE 6.3 Part Geometry Using APT

Let us construct the geometry of our sample part in Figure 6.15. The geometry
dements of the part to be defined in APT are labeled in Figure 6.18. Reference
is also made to Figure 6.16, which shows the coordinate values of the points
used to dimension the part. Only the geometry statements are given in the APT
sequence that follows:

PI = POINT 10,0,0

P2 = POiNT/160.0,O,O

P3 = PUINT /160.0.60.0,0
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P4 = POINT/35.0.90.0.0

P5 = POINT/70.0.30.0.0

P6 = POINT/120.0.30.0,0

P7 = POINT /70.0.60.0,0

P8 = POINT /130.0.60.0,0

L1 = LINE/Pl,P2

L2 = LINE/P2, P3

Cl = CIRCLE/CENTER, P8, RADIUS. 30.0

L3 = L1NE/1'4, PARLEL, L1

L4 = LINE/P4, PI

Motion Commands. All APT motion statements follow a common fonnat,just as
geometry statements have their own format. The format of an APT motion command is'

MOTION COMMAND/descriptive data (6.4)

An example of an APT motion statement is

GOTOIPI

I'he statement consists of two sections separated by a slash. The first section is the basic
command that indicates what move the tool should make. The descriptive data following
the slash tell the tool where to go. In the above example, the tool is directed to go to
(GOTO) point PI, which has been defined in a previous geometry statement.

At the beginning of the sequence of motion statements, the tool must be given II start-
ing point. This is likely to be the target point. the location where the operator has posi-
tioned the tool at the start of the job.The part programmer keys into this starting position
with the following statement:

fROM/PTARG {651

where FROM is anAPT vocabulary word indicating that this is the initial point from which
all others will be referenced; and PTARO is the symbol assigned to the starting point. An-
other way to make this statement is the following'

FROMj-20.0. -20.0,0

where the descriptive data in this case arc the X-, y-, and z-coordinates of the starting point.
The FROM statement occurs only at the start of the motion sequence.

In our discussion of APT motion statements, it is appropriate to distinguish between
point-to-point motions and contouring motions. For potnr-to-poiru motions, there are only
two commands: GOTQ and GODLTA.The GOTO statement instructs the tool to go to a
particular point location specified in the descriptive data. TWo examples are:
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GOTOIP2

001'0/25.0,40,0,0

(6.6,)

(6.6b)

In the first command, P2 is the destination or the too] point. In the second command, the
1001 has been instructed to go to the location whose coordinates are x = 25.0, Y = 40.0,
and z = O.

The GODLTA command specifies an incremental move for the tool.To illustrate,
the following statement instructs the tool to move from its present position by a distance
of 50.0 mm in the x-direction, 120.0 mm in the y-direction, and 40 rum in the z-direction

GODLTA!50.0, 120.0, 40.0

The GODLY A statement is useful in drilling and related machining operations. The
tool can be directed to go to a given hole location; then the GODLTA command can be used
to drill the hole, as in the following sequence:

GOTO/P2

GODLTA/[), 0, -50.0

GODLTAjO,0,50.0

Contouring motion commands are more complicated than PTP commands are be-
cause the tool's position must be continuously controlled throughout the move. To exercise
this control. the tool is directed along two intersecting surfaces until it reaches a third sur-
face, as shown in Figure 6.20. These three surfaces have specific names in APT; they are:

1. Drive surface. This is the surface that guides the side of the cutler. It is pictured as II

plane in our figure.
2. Part surface. This is the surface, again pictured as a plane, on which the bottom or

nose of the tool is guided.

Figure 6.20 Three surfaces in AYT contouring motions that guide
the cutting tool.

Cu1ter~

Drive surface

Cutter
motion

Part surface

..-Checksurface
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3. Check; surface. This is the surface that stops the forward motion of the tool in the ex-
ecution of the current command. One might say that this surface "checks" the ad-
vance of the tool.

It should be noted here that the "part surface" mayor may not be an actual surface of the
part- The part programmer may elect to use an actual part surface or some other previously
defined surtace for the purpose of maintaining continuous path control of the tool. The same
qualification goes for the drive surface and check surface.

There are several ways in which the check surface can be used. Ifus is determined by
using any of four APT modifier words in the descriptive data of the motion statemen!. The
four modifier words arc TO, ON, PAST. and TANTO. As depicted in Figure 0.21, the word
TO positions the leading edge of the tool in contact with the check surface; ON positions
the center of the tool on the check surface; and PAST puts the tool beyond the check sur-
face. so that its trailing edge is in contact with the check surface. The fourth modifier word
TANTO is used when the drive surface is tangent to a circular check surface, as in Figure
6.22. TANTO moves the cutting tool to the point of tangency with the circular surface

An APT contouring motion command causes the cutter to proceed along a trajecto-
ry defined by the drive surface and part surface; when the tool reaches the check surface
it stops according to one of the modifier words TO, ON, PAST, or TANTO. In writing a

fttD"",.m,."-~rrS,"PlP;';',~:;;:"o" .
s!r~~~e---euL

trajectory

Check,urface

(a) TO (b) ON (c) PAST

Figure 6.21 Use of APT modifier words in motion statements:
(a) TO moves the tool into initial contact with the check surface;
(b) ON positions the tool center on the check surface; and (c) PAST
moves the tool just beyond the check. surface.

~

a.,,,,,,*\<.y ""P::'~:;,<;"<O"

PU

Drivesurface (C'"''''''''

Cl

Figure 6.22 Use of the APT modifier word TANTO. TANTO moves
the tool to the point of tangency between two surfaces, at least one
of which is a circular surface.
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FilUre 6.23 Use of the APT motion
words. The tool has moved from a
previous position 10 its present position.
The direction of the next move is
determined by one of the APT motion
words GOLFT. GORGT, GOFWD,
GOBACK, GDUP, or GODOWN.

Prev,ous
toolposilion

motion statement, the part programmer must keep in mind the direction from which the
tool is coming in the preceding motion command. The programmer must pretend to be
riding on top of the tool, as if driving a car. After the tool reaches the check surface in the
preceding move, does the next move involve a right tum or left tum or what? The answer
to this question is determined by one of the following six motion words, whose interpre-
tations are illustrated in Figure 6.23:

• GOLIT commands the tool to make a left tum relative to tbe last move.
• GORGT commands the tool to make a right tum relative to the last move.
• GOFWD commands the tool to move forward relative to the last move.
• GOBACK commands the tool to reverse direction relative to the last move.
• GOUP commands the tool to move upward relative to the last move
• GODOWN commands the tool to move down relative to the last move.

In many cases, the next move will be in a direction that is a combination of two pure di-
rections. Forexample, the direction might be somewhere between go forward and go right.
In these cases, the proper motion command would designate the largest direction compo-
nent among the choices available.

To begin the sequence of motion commands, the FROM statement,Eq. (6.5) is used
in the same manner as for point-to-potnt moves. The statement following the FROM com-
mand defines the initial drive surface. part surface, and check surface. With reference to Fig-
ure 6.24. the sequence takes the following form:

PTARG
(,tarti~glocatioo

o(cutter)

Figure 6.24 Initialization of APT contouring motion sequence.
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FROMiPTARO

oo/ro, flLl, TO. PL2, TO PL3 (6.7)

The symbol PTAR.G represents the target point w~ere the ?perator has. set up the
tool. The GO command Instructs the tool to move to the mtersecnon of the drive surface
(PL1), the part surface (PL2), and the check surface (PL3). Because the modifier word TO
has been used for each of the three surfaces, the circumference of the cutter is tangent to
PLI and PL3. and the bottom of the cutler is on PL2. The three surfaces included in the
GO statement must be specified in the order: (I) drive surface, (2) part surface, and
(3)checksurlacc

Note that GO/TO is not the same as the 001'0 command. Eq. (6.6). 001'0 is used
only for JYrp motions. The GO/ command is used to initialize a sequence of contouring
motions and may take alternative forms such as GO/ON, GorrO, or GOIPAST.

After initia'ization, the tool is directed along its path by one of the six motion com-
mand words. It is [Jot necessary to redefine the part surface in every motion command after
it has been initially defined as long as it remains the same in subsequent commands. In the
preceding motion command, Pq. (6.7), the cutter has been directed from P"IARG to lhe in-
terscction of surfaces PLI, PL2, and PL3. Suppose it is now desired to move the tool along
planc PL3 in Figure 6.24, with PL2 lCllw.i"ing a~ the pan surface. The following command
would accomplish this motion:

GORGT!PL3, PAST,PL4

Note that PL2 is not mentioned in this new command. PD, which was the check sur-
face in the preceding command, Eq. (6.7), is the drive surface in the new command. And
the new check surface is PL4. Although the part surface may remain the same throughout
the motion sequence. the drive surface and check surface must be redefined in each new
contouring motion command.

There arc many parts whose features can all be defined in two axes, x and y. Al-
though such parts certainly possess a third dimension, there are no features to be machined
in this direction. Our sample part is a case in point. In the engineering drawing, Figure 6.15,
the sides of the part appear as lines, although they lire three-dimensional surfaetls on the
physical part. In cases like this, it is more convenient for the programmer to define the pan
profile in terms of lines and circles rather than planes and cylinders. Fortunately, the APT
language system allows this because in APT, lines me treated as planes and circles are treat.
ed as cylinders, which are both perpendicular to the r-y plane. Hence, the planes around
the part outline in Figure 6.15 can be replaced by lines (call them Ll, L2, L3, and L4), and
the APT commands in Bqs (6.7) and (6.8) can be replaced by the following:

fROM/PTARG

oo/ro. Ll, TO, PL2, TO L3

GORGT/L3, PAST,L4

Substitution of lines and circles for planes and cylinders in APT is allowed onlv when
the sides of the pall are perpendicular to the x-y plane. Note that plane PL2 has not been
converted to a line. As the "part surface" in the motion statement, it must maintain its sta-
tus as a plane parallel to the .r- and y-axes,
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EXAMPLE 6.4 APT Contouring Molion Commands

Let U~write the AM' motion commands to profile mill the outside edges of our
sample workpart. The geometry clements are labeled in Figure 6,18, and the
too! path is shown in Figure 6.17. The tool begins its motion sequence from a
target point PTARG located at x = 0, y = -50 mm and l = 10 rnm. We also
assume that "part surface" PL2 has been defined as a plane parallel to the x-y
plane and located 25 mm below the top surface of the part (Figure 6.16), The
reason for defining it this way is to ensure that the cutter will machine the en-
tire thickness of the part.

FROMlPTARG

GO/TO. L1, TO, PL2. ON,L4

GORGT/Lt, PAST, L2

GOLFTfL2, TANTO, Cl

GOFWDtCL PAST. L3

GOFWD/L3, PAST, L4

GOLFf/L4, PAST, L1

GOTO/PO

Postprocessor and Auxiliary Statements. A complete APT part program must
include functions not accomplished by geometry statements and motion commands. These
additional functions are implemented by postprocessor statements and auxiliary statements.

Postprocessor s[{]/emenls control the operation of the machine tool and playa sup-
porting role in generating the tool path. Such statements are used to define cutter size,
specify speeds and feeds, turn coolant flow on and off, and control other features of the par-
ticular machine tool on which the machining job will be performed. The general form of a
postprocessor statement is the following:

POSTPROCESSOR COMMAND/descriptive data (6.9)

where the POSTPROCESSOR COMMAND i~an APT major word indicating the type of
function or action to be accomplished, and the descriptive data consists of APT minor
words and numerical values. In some commands. the descriptive data is omitted. Some ex-
arnples of postprocessor statements that appear in the Appendix at the end of the chapter
arc the following:

• llNITSiMM indicates that the specified units used in the program an: INCHES or Mlv1.
• INTOL/O.02 specifies inward tolerance for circular interpolation.
• OUTTOLjO.02 specifies outward tolerance for circular interpolation.
• eUTTERj20.0 defines cutter diameter for tool path offset calculations; the length and

other dimensions of the tool can also be specified, if necessary, for three-dimension,
at machining.

• SPINDLjlOOO, CLW specifies spindle rotation speed in revolutions per minute. Ei-
ther CLW (clockwise) or eeLW (counterclockwise) can be specified
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• SPINDLIOFF stops spindle rotation.
• FED RAT / 40, IPM specifies feed rate in millimeters per minute or inches per minute.

Minor words IPM or IPR are used to indicate whether the feed rate is units per
minute or units per revolution of the cutter, where the units are specified as inches
or millimeters in a preceding UNITS statement.

• RAPID engages rapid traverse (high feed rate) ror nexc movers}.

• COOLNT/FLOOD turns CUlling fluid on
• LOADTL/Ol used with automatic toolchangers to identify which cutting tool should

be loaded into the spindle
• DELAY /30 temporarily stops the machine {Qol [or a period specified in seconds.

Auxiliary slatfment.~ are used to identify the part program, specify which postprocessor
to usc. insert remarks into the program, and so on. Auxiliary statements have no effect on
the generation of tool path. The following APT words used in auxiliary statements are de-
fined in the Appendix:

• PARTNO is the first statement in an APT program, used to identify Ihe program;
fUI example,

PARTNO SAMPLE PART r-:UMBER ONE

• MACHIN! permits the part programmer to specify the postprocessor, which in effect
specifies the machine tool.

• CLPRJ\T stands for "cutter location print," which is used to print out the cutter lo-
cation sequence

• REMARK is used to insert explanatory comments into the program that are not in-
terpreted or processed by the APT processor.

• FINl indicates the end of an APT program.

The major word MACHIN reqnires a slash (I) as indicated in our list above, with descrip-
tive data that idemify the postprocessor to be used. Words such as CLPRNT and FINI are
complete without descriptive data. PAKTNO and REW.ARK have a format that is an ex-
ception to the normal APT statement structure. These are words that are followed by de-
scriptive data, but without a slash separating the APT word from the descriptive data.
PARTNO ts used at the very beginning of the part program and is followed by a series of
alphanumeric characters that label the program. REMARK permits the programmer to in-
sert comments that the APT processor does not process,

Some APT Part Programming Examples. As examples of APT, we will prepare
two part programs for our sample part, one to drill the three holes and the second to pro-
file mill the outside edges. As in our example programs in Section 6.5.2, the starting
workpiece is an aluminum plate of the desired thickness, and its perimeter has been rough
cut slightly oversized in anucipauon uf the profile millillg operation. Tn effect, these APT
programs will accomplish the same operations as previous Examples 6.1 and 6.2 in which
manual part programming was used.
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EXAMPLE 6.5 Drilling Sequence in APT

let us write the APT program to perform the drilling sequence for our sample
part in Figure 6.15. We will show the APT geometry statements only for the
three hole locations, saving the remaining elements of geometry for Example 6.6

PARTNO SAMPI-F PART DRILLING OPERATION

MACHINIDRILL,01

CLPRNT

UNITS/MM

REMARK Part geometry. Points are defined 10 mm above part surface.

PTARG = POINT/0,-50.0, 10.0

P5 = POINT /70.0,30.0,10.0

P6 = POTNT/120.0,3D.O, 10.0

P7 = POINT/70.0,60J1, 10.0

REMARK Drill bit motion statcmenh

FROM/PTARG

RAPID

GOTO/P5

SP1NDL/tOOO, CLW

FEDRAT/O.05, TPR

GODLlA/O,O, -25

GODLTAjO,0, 25

RAPID

GOTO/P6

SPINDL/1OOO, CLW

FEDRAT/O.05, IPR

GODLTAIO,O, -25

GODLTA/o,0, 25

RAPID

GOTOIP7

SPTNDL/l000, CLW

FED RAT 10.05, IPR

GODLTAjO,O,-25

GODLTA/O, 0, 25
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RAPID

GOTO/PTARG

SPINDUOFF

FINl

EXAMPLE 6.6 Two-Axis Profile Milling in APT

The three holes drilled in Example 6.5 will be used for locating and holding the
work part for milling the outside edges. Axis coordinates are given in Figure
6.i6. The top surface of the part is 40 mm above the surface of the machine
table. A 20-mm diameter end mill with four teeth and a side tooth engagement
of 40 mm will be used. The bottom tip of the cutter will be positioned 25 mm
below the top surface during machining, thus ensuring that the side cutting
edges of the cutter will cut the full thickness of the part. Spindle
speed « 1000 rev/min and feed rate = 50 mm/min. The tool path, shown in
Figure 6.17, is the same as that followed in Example 6.2.

PARTNO SAMPLE PART MILLING OPERATION

MACHIN/MILLING,02

CLPRNT

UNITS/MM

CUTTER/20.0

REMARK Part geometry. Points and lines are defined 25 nun
below part top surface

PTARG = POlNT/O.-SO.O,lO.O

PI = POINT /0,0, -25

P2 = POINT/I60,0,-25

P3 = POINT /160,60,-25

P4 - POINT/35,90,-25

P8 = POINT/130.60,-25

Ll = LINE/PI, P2

L2 = LINE/P2, P3

CI = CIRCLE/CENTER, P8. RADIUS, 30

L3 = LINE/P4,LEFf,TANTO,CI

L4 = LINEIP4, P1

PLl = PLANE/PI, P2. P4

REMARK Milling cutter motion statements.

FROM/PTARG



176 Chap. 6 I Numerical Control

SPINDL/1000, CLW
FFDRAT /50, IPM
GO/TO.L1,TO,PLl, ON,L4
GORGT/Ll, PAST. L2
GOLFr/L2. TANTO, (:1
GOFWDiC I, PAST, U
GOF\vO/Ll, PAST, L4
GOLFTIL4, PAST, L1

RAPID
GOTOiPTARG
SPINOLfOFF
FINI

6.5.5 NC Part Programming Using CAD/CAM

A CAD/CAM system is a computer interactive graphics system equipped with software !"

accomplish certain tasks in design and manufacturing and to integrate the design and man-
ufacturing functions. We discuss ('AD/CAM in Chapter 24. One of the important tasks
performed on a CAD/CAM system is NC part programming. In this method of part pro-
gramming, portions of the procedure usually done by the part programmer are instead
done by the computer. Recall that the two main tasks of the part programmer in comput-
er-assisted programming are (1) defining the part geometry and (2) specifying the tool
path. Advanced CAD/CAM systems automate portions of both of these tasks.

Geometry Definition Using CAD/CAM. A fundamental objective of CAD/CAM
is to integrate the design engineering and manufacturing engineering functions. Certainly
one of the important design functions is to design the individual components of the prod-
uct. If a CAD/e' AM system is used, a computer graphics model of each part is developed
by the designer and stored in the CAD/CAM data base. That model contains all of the
geometric, dimensional, and material specificatluns for the part.

When the same CAD/CAM system, or a CAM system that has access to the same
CAD data base in which the part model resides, is used to perform NC part programming,
it makes little sense to recreate the geometry of the part during the programming proce-
dure. Instead, the programmer has the capability to retrieve the part geometry model from
storage and to use that model to construct the appropriate cutter path. The significant ad-
vantage of using CAD/CAM in this way is that it eliminates one of the tirne-consurning steps
in computer-assisted part programming: geometry definition. After the part geometry has
been retrieved, the usual procedure is to lahel the geometric elements that will be used
during part programming. These labels are the variable names (symbols) given to the lines,
circJe~ and surfaces that comprise the part. Most systems have the capacity to automatically
label the geometry clements of the part and to display tbe labels on the monitor. The pro-
grammer can then refer to those labeled elements during tool path construction.

If the NC programmer does not have access tothe data base, then the geometry of the
part must be defined. This is done by using similar interactive graphics techniques that the
product designer would use to design the part. Points are defined in a coordinate system
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using the computer graphics system, lines and circles are defined from the points, surfaces
are defined. and so forth, to construct a geometric model of the part. The advantage of
using the interactive graphics system over conventional computer-assisted part program-
ming is that the programmer receives immediate visual verification of the definitions being
created. This tends to improve the speed and accuracy of the geometry definition process

Tool Path Generation Using CAD/CAM. The ~econd task of the NC programmer
in computer-assisted part programming is tool path specification, The first step in specify-
ing the tool path is La select the cutting tool for the operation. Most CADICAM systems
have tool libraries that can be called by the programmer to identify what tools arc avail-
able in the tool crib. The programmer must decide which of the available tools is must ap-
propriate for the operation under consideration and specify it for the tool path. This permits
the tool diameter and other dimensions to be entered automatically for tool offset calcu-
lations. If the desired cutting tool is not available in the library, an appropriate tool can be
specified by rhc programmer. It then becomes part of the library for future use

The next step is tool path definition. There are differences in capabilities of the var-
ious CAD/CAM systems, which result in different approaches fur generating the tool path.
The most basic approach involves the use of the interactive graphics system to enter the
motion commands cne-by-one.uirnilar to computer-assisted part programming. Individual
statements in APT or other part programming language are entered. and the CAD/CAM
system provides an immediate graphic display of the action resulting from the command.
thereby validating the statement.

A more-advanced approach for generating tool path commands is to use one of the
automatic software modules available on the CAD/CAM system. These modules have
been developed to accomplish a number of common machining cycles for milling, drilling,
and turning. They are subroutines in the NC programming package that can be called and
the required parameters given to execute the machining cycle. Several of these modules are
identified in Table 6.13 and Figure 6.25.

When the complete part program has been prepared, the CAD/CAM system can
provide an animated simulation of the program for validation purposes.

Computer-Automated Part Programming. In the CAD/CA M approach to NC
part programming, several aspects of the procedure are automated. In the future, it should
be possible to automate the complete NC part programming procedure. We are referring
to this fully automated procedure as computer-automated part programming. Given the
geometric model of a part that has been defined during product design, the computer-
automated system would possess sufficient logic and decision-making capability to ac-
complish NC part programming for the entire part without human assistance.

This can most readily be done for certain NC processes that involve well-defined,
relatively simple part geometries. Examples are point-to-point operations such as NC
drilling and electronic component assembly machines. In these processes, the program con-
ststs basically of a series of locations in an x-y coordinate system where work is to be per-
formed [e.g .. holes arc to be drilled or components are to be inserted). These locations are
determined by data that are generated during product design. Special algorithms can be de-
veloped to process the design data and generate the NC program fur the particular system.
"fe contounag systems will eventually be capable at a similar level of automation. Auto-
matic programming of this type is closely related to computer-automated process planning
(CAPP), discussed in Chapter 25
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Brief Description

TA.BLE 6.13 Some Common NC Modules for Automatic Programming of Machining Cycles

Profile milling

Pocket milling

Lettering (engraving, milling)

Contour turning

Facing (turning)

Threadlnq (turning)

Generates cutter path around the periphery of a part, usually a 2-D
contour where depth remains constant. as in Example 6.8 and
Figure 6.17.
Generates the tool path to machine a cavity, as in Figure 6.25(a). A series
of cuts is usually required to complete the bottom of the cavity to the
desired depth,
Generatestool path to engrave (mill) alphanumeric characters and other
symbols to specified font and size.
Generates tool path for a series of turning cuts to provide a defined
contour on a rotational part, as in Figure 6.25(b).
Generates tool path for a series offacing cuts to remove excess stock
from the part face or to create a shoulder on the part by a series of facing
operations, as in Figure6.25Ic).
Generates tool path for a series of threading cuts to cut external,
internal, or tapered threads on a rotational part, as in Figure 6.25\d) for
external threads.

~

Contour turned
Pocket surface

-B .~~-~-
Starting- ~-(block)

(.) (b)

-B~.hO:.ld';""",
~ingtOOI

tFeeddlfeetlOn

(e) (d)

FIgure 6.25 Examples of machining cycles available in automatic
programming modules. (8) pocket milling, (b) contour turning
(c) facing and shoulder facing, and (d) threading (external).
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6.5.6 Manual Data Input

Manual and computer-assisted part programming require a relatively high degree of for-
mal documentation and procedure. There is lead time required to write and validate the
programs. CAD/CAM part programming automates a substantial portion 01 the proce-
dure, but a significant commitment in equipment. software, and training is required by the
company that utilizes CAD/CAM programming. A potential method of simplifying the
procedure is to have the machine operator perform the part programming task at the ma-
chine tool.This is called manual data input (abbreviated MOl) because the operator man-
ually enters the part geometry data and motion commands directly into the MCU prior to
running the job. MDI. also known as conversaaonat programming [9J, is perceived as a way
for the small machine shop 10 introduce NC into its operations without the need to ac-
quire special NC part programming equipment and to hire a part programmer. MDI per-
mits the shop to make a minimal initial investment to begin the transition to modern CNC
technology. The limitation, or potential limitation, of manual data input is the risk of pro-
gramming errors as jobs become more complicated. For this reason, MDT is usually ap-
plied (or relatively simple parts.

Communication between the machine operator-programmer and the MOl system is
accomplished using a display monitor and alphanumeric keyboard. Entering the pro-
gramming commands into the controller is typically done using a menu-driven procedure
in which the operator responds to prompts and questions posed by the NC system about
the job to be machined. The sequence of questions is designed so that the operator inputs
the part geometry and machining commands in a logical and consistent manner.A computer
graphics capability is included in modem MOl programming systems to permit the oper-
ator to visualize the machining operations and verify the program. Typical verification fea-
tures include tool path display and animation of the tool path sequence

A minimum of training in NC part programming is required of the machine opera-
tor. The skills needed are the ability to read an engineering drawing of the part and to be
familiar with the machining process. An important apphcatlon note in the use of MDI is to
make certain that the NC system does not become an expensive toy that stands idle while
the operator is entering the programming instructions. Efficient use of the system requires
that programming for the next part be accomplished while the current part is being ma-
chined. Most MDI systems permit these two Iunctiuns to be performed simultaneously 10
reduce changeover time between jobs

6.6 ENGINEERING ANALYSIS OF Ne POSITIONING SYSTEMS

The NCpositioning system converts the coordinate axis values in the NC part program into
relative positions of the tool and workpart during processing. Let us consider the simple
positioning system shown in Figure 6.26. The system consists of a cutting tool and a work-
table on which a workpart is fixtured. The table is designed to move the part relative to the
tool. The worktable moves linearly b)' means of a rotating leadscrew, which is driven by a
stepping motor or servomotor. For simplicity, we show only one axis in our sketch. To pro-
vide .~.ycapability: the system shown would be piggybacked on top of a second axis per,
pendicular to the first. The leadscrew bas a certain pitchp (in/thread, mm/thread). Thus,
the table mows a distance equal to the pitch for each revolution. The velocity of the work-
table, which corresponds to the feed rate in a machining operation, is determined by the
rotational speed 01 the leadscrew,
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Leadliticw

Figure 6.26 Motor and leadscrew arrangement in an NC position-
mg system.

There are two types of positioning systems used in NC systems: (a) open loop and
(b) closed loop, as shown in Figure 6.27. An open-loop system operates without verifying
that the actual position achieved in the move is the same as the desired position. A closed-
loop control system uses feedback measurements to confirm that the final position of the
worktable is the location specified in the program. Open-loop systems cost less than closed-
loop systems and are appropriate when the force resisting the actuating motion is minimal.
Closed-loop systems are normally specified for machines that perform continuous path
operations such as milling or turning, in which there are significant forces resisting the for-
ward motion of the CUlling tool.
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Figure 6.27 Two types of motion control in NC: (a) open loop and
(b) closed loop.
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6.6.1 Open-Loop PosHioning Systems

An open-loop positioning system typically uses a stepping motor to rotate the leadscrew
A stepping motor is driven by a series of electrical pulses, which are generated by the MCU
in an NC system. Each pulse causes the motor to rotate a fraction of one revolution. called
the step angle. The possible step angles must be consistent with the following relationship:

(6.10)

where ct = step angle (degrees), and n, = the number of step angles for the motor, which
must be an integer. The angle through which the motor shaft rotates is given by

(6.11)

where Am = angle of motor shaft rotation (degrees), np == number of pulses received by
the motor. and ct = step angle (degrees/pulse). The motor shaft is generally connected to
the leadscrew through a gear box, which reduces the angular rotation of the leadscrew.
The angle of the leadserew rotation must take the gear ratio into account as follows'

A==~
r

(6.12)

where A == angle of leadscrew rotation (degrees), and r g = gear ratio, defined as the num-
ber of turns of the molor for each single turn of the leadserew. That is,

r ==~=~, A N (6.13)

where Nm = rotational speed of the molar (rev/min), and N = rotational speed of the
leadserew(rev/min).

The linear movement uf the worktable is given by the number of full and partial ro-
tations of the leadscrew multiplied by its pitch:

pA
x=360 (6.14)

where x == x-axis position relative to the starting position (mm, inch), p = pitch of the
leadscrew (nun/rev, in/rev).and Aj360 = number of Ieadscrew revolutions, The number
of pulses required to achieve a specified .r-position increment in a point-to-point system can
be found by combining the two preceding equations as follows:

n = 360xrg or n,xrg

P pa p
(6.15)

where the second expression on the right-hand side is obtained by substituting n, for 360/ a,
which is obtained by rearranging Eq. (6.10).
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Control pulses are transmitted from the pulse generator at a certain frequency, which
drives the worktable at a corresponding velocity or feed rate in the direction of the lead-
screw axis. The rotational speed of the leadscrew depends on the frequency of the pulse
train as follows:

(6.16)

where tv = lcadscrcw rotational speed (rev/min). Ip == pulse train frequency (Hz, puts.
esjscc),and n, == steps per revolution or pulses per revolution. For a two-axis table with
continuous path control, the relative velocities of the axes are coordinated to achieve the
desired travel direction.

The table travel speed in the direction of leadscrew axis is determined by the rota-
tional speed as follows:

v, = f, = Np (6.17)

where 'IJ, = table travel speed (mm/min, in/min),!, = table feed rate (mm/min,in/min),
N = leadscrew rotational speed (rev/min), and p = leadscrew pitch (rnrn/rev.in/rev).

The required pulse train frequency to drive the table at a specified linear travel rate
can he obtained by combining Eqs. (6.16) and (6.17) and rearranging to solve for Ip:

(6.18)

EXAMPLE 6.7 NC Open-Loop Positioning

The worktable of a positioning system is driven by a leadserew whose
pitch == 6.0 mm. The leadscrew is connected to the output shaft of a stepping
motor through a gearbox whose ratio ts S: 1 (5 turns of the motor to one turn of
the leadscrew). The stepping motor has 48 step angles. The table must move a
distance of 250 mm from its present position at a linear velocity '" 500 mm/min
Determine (a) how many pulses are required to move the table the specified
distance and (b) the required motor speed and pulse rate to aehieve the desired
table velocity,

Solution: (a) Rearranging Eq. (6.14) to find the teadscrew rotation angle A correspond-
ing to a distance x = 25U mm,

A '" 3~x = 360~.~50) = 15,000"

With 50 step angles, each step angle is

a=~-'-7.5"

Thus, the number of pulses to move the table 250 mm is

360xrg Arg 15,000(5)
"e = ----p;;- = a = ~ = 10,OOOpulses.
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(b) The rotational speed of the leadscrew corresponding to a table speed of
500 mm/min can be determined from Eq. (6.17):

/! 500N = -'- = ~ = 83.333 rev/min
p 6

Equation (6.13) can be used to find the motor speed:

Nm = r~N = 5(83.333) = 416.667rev/min

The applied pulse rate to drive the table is given by Eq. (6.18):

v,n,r~ 500(48)(5)
t, = &JP = ~ = 333.333 Hz

6.6.2 Closed-Loop Positioning Systems

A closed-loop NC system, illustrated in Figure 6.27(h). uses servomotors and feedback
measurements to ensure that the worktable is moved to the desired position. A common
feedback sensor used for NC (and also for industrial robots) is the optical encoder, shown
in Figure 6.28. An optical encoder consists of a light source and a photodetector on either
side of a disk. The disk contains slots uniformly spaced around the outside of its face. These
slots allow the light source to shine through and energize the photodetector. The disk is con-
nected, either directly or through a gear box, to a rotating shaft whose angular position
and velocity are to be measured. As the shaft rotates, the slots cause the light source to be
seen by the photocell as a series of flashes. The flashes are converted into an equal num-
ber of electrical pulses. By counting the pulses and computing the frequency of the pulse
train, worktable position and velocity can be determined.

The equations that define the operation of a closed-loop NC positioning system are
similar to those for an open-loop system. In the basic optical encoder, the angle between
slots in the disk must satisfy the following requirement:

u=~
n-

(6.19)

Encoderdisk

(a) (b)

Figure 6.28 Optical encoder: (a) apparatus and (b) series of pulses
emitted to measure rotation of disk

Shaft rotation
to be measured

Signal pulse

/ Ligllt Pllu(ucell
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where a == angle between slots (degrees/slot), and n. = the number of slots in the disk
(slot~/rev). For a certain angular rotation of the encoder shaft, the number of pulses sensed
by the encoder is given by

n =~, " (6.20)

where np = pulse count emitted by the encoder, A, = angle of rotation of the encoder
shan (degrees), and a = angle between slots, which converts to degrees per pulse. The
pulse count can he used to determine the linear x-axis position of the worktable by factoring
in the leadscrew pitch and the gear reduction between the encoder shaft and the lead-
screw. Thus,

(6.21)

where np and n, are defined above,p = leadscrew pitch (mm/rev, in/rev), and r8' = gear
reduction between the encoder and the Ieadscrew, defined as the number of turns of the
encoder shaft for each single turn of the leadscrew, That is,

(6.22)

where A, == encoder shaft angle (degrees), A = leadscrew angle (degrees), N, == rota-
tional speed of encoder shaft (rev/min), and N == rotational speed of leadscrew (rev/min).
The gear reduction rg' between the encoder shaft and the leadscrew must not be confused
with the gear ratio between the drive motor and the leadscrew 'g defined in Eq. (6.13).

The velocity of the worktable, which is normally the feed rate in a machining oper-
ation, is obtained from the frequency of the pulse train as follows:

v, = I, == ~~:: (6.23)

where V, = worktable velocity (mm/min, in/min), I, = feed rate (mm/min, in/min),
f p = frequency of the pulse train emitted by the optical encoder (Hz, pulses/sec), and the
constant 60 converts worktable velocity and feed rate from millimeters per second (inch-
es per sec) to millimeters per minute (inches per minute). The terms p, n, and rK' have been
previously defined.

The pulse train generated by the encoder is compared with the coordinate position and
feed rate specified in the part program, and the difference is used by the MCV to drive a ser-
vomotor, which in tum drives the worktable. A digital-to-analog converter (Section 5.4)
converts the digital signals used by the MeV into a continuous analog current that powers
the drive motor. Closed-loop NC systems of the type described here are appropriate when
a reactionary force resists the movement of the table. Metal cutting machine tools that per-
form continuous path cutting operations, such as milling and turning, fall into this category.

EXAMPLE 6,8 NC Closed-Loop PositioninA

An NC worktable operates by closed-loop positioning. The system consists of a
servomotor, leadscrew, and optical encoder. The leadscrew has a pitch = 6.0 rom
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and is coupled to the motor shaft with a gear ratio of 5: I (5 turns of the drive
motor for each turn of the leadscrcw). The optical encoder generates 48 puls-
es/rev of its output shaft. The encoder output shaft is coupled to the Ieadscrew
with a 4: 1 reduction (4 turns of the encoder shaft for each turn of the lead-
screw). The table has been programmed to move a distance of 250 mm at a feed
rate = 500 mm/min. Determine (a] how many pulses should be received by
the control system to verify that the table has moved exactly 250 mm, (b) the
pulse rate of the encoder, and (c) the drive motor speed that correspond to the
specified feed rate

Solution: (a) Rearranging Eq. (6.21) to find np'

xn,rg< 250(48;,(4)
Ilr = -'r = -~ = 8000 pulses

(b) The pulse rate corresponding: to 500 mm/min can be obtained by rear-
rangingEq.(6.23):

500(48i(4~ = 266.667 Hz
~ 60(6.0)

(e) Motor speed ~ table velocity (feed rate) divided by teadscrew pitch.cor-
rected for gear ratio

rg/, 5(500) .
Nm = p = ~ = 416.667 rev/mill

Note that motor speed has the same numerical value as in Example 6.7 be-
cause the table velocity and motor gear ratio are the same

6.6.3 Precision in NC Positioning

For accurate machining or other processing performed by an NC system, the positioning
system must possess a high degree of precision. Three measures of precision can be de-
fined for an NC positioning system: (I) control resolution. (2) accuracy, and (3) repeatability.
These terms are most readily explained by considering a single axis of the positioning sys-
tem, as depicted in Figure 6.29. Control resolution refers to the control system's ability to

~
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I '-- p~:wo I L,,,",
f+--- Accuracy ~ f+--- Repeatabdny------! axis
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2

f-- Contml Ie,olutioll = CR-----I
Figure 6.29 A portion of a linear positioning system axis, with def-
inition of control resolution. accuracy, and repeatability.
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divide the total range of the axis movement into closely spaced points that can be distin-
guished bythe Men Control resolution is defined as the distance separating two adjacent
addressable points in the axis movement. Addressable points are locations along the axis
to which the worktable can be specifically directed to go. It is desirable for control resolu-
tion to be as small as possible. This depends on limitations imposed by: (1) the electro-
mechanical components of the positioning system and/or (2) the number of bits used by the
controller to define the axis coordinate location.

A number of electromechanical factors affect control resolution, including: leadscrew
pitch, gear ratio in the drive system, and the step angle in a stepping motor for an open-loop
system or the angle between slots in an encoder disk for a closed-loop system. For an open-
loop positioning system driven by a stepper motor, these factors can be combined into an
expression that defines control resolution as follows:

(6.24a)

where CRj = control resolution of the electromechanical components (rnrn.in], p '= lead-
screw pitch (nun/rev, in/rev), n. = number of steps per revolution, and 'g = gear ratio
between the motor shaft and the leadscrew as defined in Eq. (6.13). A similar expression
can be developed for a closed-loop postuontng system, except that the gear reduction be-
tween the leadscrew and the encoder shaft must be included:

(6.24b)

The second factor that limits control resolution is the number of bits used by the
MeV 10 specify the axis coordinate value. For example, this limitation may be imposed by
the bit storage capacity of the controller. If B '" the number of bits in the storage register
for the axis, then the number of control points into which the axis range can be divid-
ed = 2B.Assuming that the control points are separated equally within the range, then

where CR2 '= control resolution of the computer control system [mrn, in), and L = axis
range (rom, in). The control resolution of the positioning system is the maximum ofthe two
values; that is,

(6.26)

~ desirable criterion is for CR2 oS: CR1, meaning that the electromechanical system
is the bmiting factor that determines control resolution. The bit storage capacity of a mod-
em computer controller is sufficient to satisfy this criterion except in unusual situations. Res-
olutions of 0.0025 mm (0,0001 in) are within the current state of NC technology.

The capability of a positioning system to move the worktable to the exact location de-
fined by a given addressable point is limited by mechanical errors that are due to various
imperfections in the mechanical system. These imperfections include play between the
leadscrew and the worktable, backlash in the gears, and deflection of machine components.
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We assume that the mechanical errors form an unbiased normal statistical distribution
about tl-e control point whose mean IJ. = D. We further assume that the standard deviation
IT of the distribution is constant over the range of the axis under consideration. Given these
assumptions, then nearly all of the mechanical errors (99.74%) are contained within ±3r:r
of the control point. This is pictured in figure 1i.29 for a portion of the axis range that in-
cludes two control points.

Let us now make use of these definitions of control resolution and mechanical error
distribution to define accuracy and repeatability of a positioning system. Accuracy is de-
fined under 'Worst case conditions in which the desired target point lies in the middle be-
tween two adjacent addressable points. Since the table can only be moved to one or the
other of the addressable points, there will be an error in the final position of the work-
table. This is the maximum possible positioning error, because if the target were closer to
either one of the addressable points, then the table would be moved to the closer control
point and the error would be smaller. It is appropriate to define accuracy under this worst
case scenario. The accuracy of any given axis of a positioning system is the maximum pos-
sible error that can occur between the desired target point and the actual position taken
by the system'. in equation form,

CR
Accuracy = 2 + 30- (6.27)

where CR = control resolution (mm,in), and o = standard deviation of the error distri-
bution. Accuracies in machine tools are generally expressed for a certain range of table
travel.tor example.Lo.Ot mm for 250mm (±OJlOO4 in. for 10 in) of table travel

Repeatability refers to the capability of the positioning system to return to a given
addressable point that has been previously programmed. This capability can be measured
in terms of the location errors encountered when the system attempts to position itself at
the addressable point. Location errors are a manifestation of the mechanical errors of the
positioning system, which follow a normal distribution, as assumed previously. Thus, the T{,-

peatability of any given axis of a positioning system is ±3 standard deviations of the me-
chanical error distribution associated with the axis. This can be written:

Repeatability = -t3u (6.28)

The repeatability of a modem NC machine tool is around ±O.OO2S mm (±O.OOO] in).

EXAMPLE 6.9 Control Resolution, Accuraq, and Repeatability in NC

Suppose the mechanical inaccuracies in the open-loop positioning system of
Example 6.7 are described by a norma! distribution with standard deviation
if == 0.005 mm. The range of the worktable axis is ] 000 mm, and there are 16 bits
in th~ binary register used by the digital controller to store the programmed
positron. Other relevant parameters from Example 6.7 are: pitch p = 6.0 mm,
gear ratio between motor shaft and leadscrew r8 = 'i.n, and number of step an-
gles in the stepping motor ns = 48. Determine (a) the control resolution. (h) the
accuracy. and (c) the repeatability for the positioning system.
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Solution: (a) Control resolution is the greater of CRt and CR2 as defined by Eqs. (6.24)
and (6,25).

CRt = n~rlr = 48~~~O) = 0.025 mm

JOOO 1000
CR2 = 21~ = 65,535 = 0.01526 mm

Cr = Max{O.025,O.01526} = 0.025 mm

(b) Accuracy is given by Eq. (6.l?):

Accuracy = 0.5(0.025) + 3(0.005) = 0.0275 mm

(c) Repeatability = ±3(O.OO5) = ±V.DiS mm
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Concepts and Programmmg. Delmar Publishers

NC Applications

6.1 A machinable grade of aluminum is to be milled un an NC machine with a 20-mm diameter
four-tooth end milling cutter. Cutting speed = 120m/min and feed = 0.08 rnm/tooth. Con-
vert thc,e values to revolutions per minute and millimeters per minute. respectively

6.2 A cas! iron workpiece is to be face milled on an NC machine using cemented carbide inserts.
The cutter has 16 teeth ,md is IZOmm in diameter. Cutting speed = 200 m/min and
feed = 0.05 mm/tooth. Convert these values to revolutions per minute and millimeters per
rrunute.respcctively

6.3 An end milli:lg operation is performed on an NC machining center. The totallength uf trav-
el is 625 mm along a straight line path to cut a particular workpiece. Cuttmg speed = Z,O
rn/sec and cmp load (feed/tooth] = 0,075 mm.The end milling cutter has two teeth and its
diameter = 15.0 mm. Determine tbe feed rate and time to complete the cut
A lurning operation is to be performed on an NC lathe. Cutting speed = 2.5 m/scc,
feed = 0.2 mm/rev, and depth = 4.0 mm. Workpiece diameter = 100 mm and its
length = 400 mrn. Determine (a) the rotational speed of the workbar, (b) the feed rate.
(c) the metal removal rare.and (d) the time to travel from one end of the part to the other

6.5 An NC drill press drills four tu.o-rnm diameter boles at four locations on a flat aluminum
plate Ina production work cycle. Allhough the plate is only 12 mm thick, the drill must trav-
el a full 20 mm vertically at each hule location to allow for clearance above the plate and
oreaktbrough of the drill on the underside of the plate. Cutting conditions: speed "" 0.4
m/sec and feed = 0.10 mm/rev. Hole locations are indicated in the following table:

Hole Number x-coordinate (mm) v-coordirune (mm)

25.0
25.0

100.0
100.0

25.0
100.0
100.0
25.0

The drill starts out at point (0.0) and returns to the same position after the work cycle is
completed. Travel rate of the table in moving from one coordinate position to another is
500 rnm/min. Owing to effects of acceleration and deceleration and the time required for the
control system to achieve final positioning, a time loss of3seeisex petienced at each stop-
ping position of the table, Assume that al1ll1ove~are made to minimize the total cycle time
If loading and unloading the plate take 20 sec (total handling timej.dctermme the time re-
quired for the work cycle.

NC Manual Part Programming

6.6 ~
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Figure P6.6 Part drawing for Problem 6.6. Dimensions are in
millimeters.

ThE parllnFigure P6.7 is to be drilled on" tunet-type drill press. The part is l'i.Omm thick

There are three drill sizes to be used: 8 mm, 10mrn. and 12 mm. These drills are 10be spec-
ified in the part program by tool turret positions Tul, T02, and T03. All tooling is high speed
steel. Cutting speed = 75 nun/min and feed = 0.08 rum/rev. Use the lower left corner ot ne
part as the origin in the x-y axis system. Write the part program in the word address format
with TAB separation and variable word order. Use absolute positioning. The program style
should be similar to Example 6.1.

Figwe P6.7 Part drawing for Problem 6.7. Dimensions are in
millimeters.

6.8 The outline of the part in previous Problem 6.7 is to be profile milled using a 3D-nundiam-
eter end mill with four teeth. The part is 15 mm thick. Cutting speed = 150 m/mln and

~ 10 dia., 2 holes

~ 12dia., 1 hole
/2Srad .

. 8 dia.,3 holes
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fced e 0.085 mm/tooth Usc the lower left comer of the part as the origin in the .r- y axis Syb-
tern.Two of the holes in the part have already been drilled and will be used for damping the

part during profile milling. Write the part program in the word address rorrnar with TAB ~p-
aretion and variable word order. Use absolute positioning. The program style should be sun.
ilc.r to Example 6-2

The outline of the part in Figure P6.9 is to be profile milled, using a 20·mm diameter end mill
with two teeth. The part is 10 mm thick. Cutting speed ~ 125 m/min and
feed = 0.10 mmfooth. Usc the [uwer left comer of the part as the origin in the x-y axis sys-

tem. The two holes in the part have already been drilled and will he used for clamping the
part during oinnng, Write the part program in the word address format with TAB separation

Figure P6.9 Pari drawing for Problem 6.9, Dimens'ons are in

millimeters.

and variable word order, Use absolute positioning. The program style should be similar to
Example 6.2

NC Part Programming in APT

6.10 Write the APT geometry statements to define the hole positions of the part in Figure P6.6
Use the lower left corner of the part as the origin in the x-y axis system

6.11 Write the complete APT part program to perform the drilling operations for the part draw-
ing ill Figure P6.6. Cutting speed = 0,4 m/sec, feed = 0.10 mm/rev, and table travel speed
between holes = 500 mm/mm.Postprocessor cal! statement is MACHIN/DRILL,04.

6.12 Write the APT geometry statements 10 define the hole positions of the part in Figure P6.7.

Use the lower left corner of the part as the origin in the x-y axis system.

6,13 wnrc the APT part program to perform the drilling operations for the part drawing in Figure
P6.7. Use thenJRRET command locall the different drills required. Culling speed = O.4m/sec,

feed = 0.10 nun/rev, and table travel speed between holes = 500 mm/min. Postprocessor call
statement is MACHINrIUKDRL,02

6.14 Write the APT geometry statements to define the outline of the part in Figure P6.7. Use the
lower left comer of the part as the origin in the x-yaxis system.
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6.15 Write the complete APT part program to profile mill,the outside edges ,of the part in Fig-
ure P6.7 The part ib 15 mm thick.Tooling '= 30-mmdtameter end mill wjth four teeth, cut-
ling speed = 150 rnm/mtn. and feed = 0.085 mm/tooth. U~e the lower left COTneTof the
part as the origin In the .r-y axis system. Twc of the holes In the part have already been
JriEed ancwill be used for clamping the parI during profile milling. Postprocessor callstate-
men! is \1ACHINIMILL, 06.

Write the APT geometry statcraenrs to define the pari geometry shown in Figllre P6.9. use

theIowerreft comer ofthe part as the origin in the x-y axis system
6.17 Write the complete APT part program to perfo~m the profile milJin~operation for the p.art

dr\lwing in Figure P6.9. Tooling = lO-mm diameter end rnur With two teeth, cutting
speed = 125mm/mm,and feed = D.lOmm/tooth.The part is lOmm thick. Use the lower
lett corner of the part as the origin in the x·yaxis system. The two holes in the part have al-
ready been drilled and will be used for damping the part during milling. Postprocessor call
stalement i~MACHIN/MILL,01

6.18 Write the APT geometry statements to define the outline of the earn shown in Figure P6.18.

: 1
I "'m'! 1]511

~

1O,"" _
75-1 I

150---1

Figure P6.18 Part drawing for Problem 6.18. Dimensions are in
millimeters.

6.19 The outline of the cam in Figure P6.18 is to be machined in an end milling operation,
using a 12.5-mm diameter e"d mill with two teeth. The part is 7.5 mm thick. Write the
complete APT program for this job, using a feed rate = 80 nun/min and a spindle
speed = 500 rev/min. Postprocessor eail statement is MACHIN/MILL, 03. Assume the
rough outline for the part has been obtained in a band saw operation. Ignore clampingis-
suesm the problem.

6.20 The part outline in figure P6.20 is to be profile milled in several passes from a rectangular
slab (outline of slab shown in dashed lines), using a 25-mm diameter end mill with four teeth.
l'he initial passes are to remove no more than 5 mm of material from the periphery of the
part. and the final pass should remove no more than 2 rom to cut the outline to final shape.
Writc the APT geomctry and motion statements for this job. The final part thickness is to
be the same as the starting slab thickness, which is 10 mm, so no machining is required on
the top and bottom ofthe part

6.21 The top surface of a large cast iron plate is to be face milled. The area to be machined is
400 mm wide and 700 mm long. The insert type face milling cutter has eight teeth and is
100 mm in diameter. Define the origin of the axis system at the lower left corner of the part
with the long side parallel to the .r-axis, Write the APT geometry and motion statements
for this job
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F1gure P6.20 Part drawing for Problem 6.20. Dimensions are in mil-
limeters,

6..22 Write the APT geometry statements to define the part geometry shown in Figure P6.22

Figure P6.22 Part drawing for Problem 6.22, Dimensions are in
millimeters,

6.23 The part in Figure P6.22 is to be milled, using a 20-mm diameter end mill with four teeth.
Write the APT geometry and motion statements for thisiob. Assume that preliminary pass-
es have been completed so Ihat only the final pass ("to size") is to he completedin this pro
gram. Cutting speed '= 500 rev/min, and feed rate '= 250 mm/min. The starting slab
thickness is t Smm.so nc machming is requued on the top or bottom surfaces of the par!
The three holes have been predrilled for fixturipg in this milling sequence
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Analysis of Open-Loop Positioning Systems

6.24 Two stepping motors are used in an open-loop system to drive the leadscrews for .r-y po-
sitloning. The range of each axis is 250 mm. The shafts of the motors are connected directly
to the teadscrews, The pitch of each leadscrew is 3.0 mm, and the number of step angles on
the,tepping motoT IS 125. (a) How closely can the position of the tablcbecontrolled,as-
surning there are no mechanical errors in the positioning system? (b) What are the required
pulse train frequencies and corresponding rotational speeds of each stepping motor to drive
the table at 275 mmjmin in a straight Iinefrompoint (x ~ G,y ~ 0) to point (x = l30mm,
f = 220mm)?

6.25 One axis of an NC positioning system is driven by a stepping motor. The motor is connect-
ed to a leadscrew whose pitch is 4.0 mm, and the leadscrew drives the table. Control reso-
luticn for the table isspecitied as 0.D15mm. Determine (a) the number of step angles required
to achieve the specified control resolution, (b) the size of each step angle in the motor, and
[c) the linear travel rate of the motor at a pulse frequency of 2UOpulses per second

6.26 The worktable in an NC positioning system is driven by a lead screw with a 4-mm pitch. The
teaoscrew is powered by a stepping motor that has 250 step angles. The worktable is pro-
grammed to move a distance of 100 mm from its present IX"sition at a travel speed of
300 mm/min. (a) How many pulses are required to move the table the specified distance?
(b) What are the required motor speed and (c) pulse rate to achieve the desired table speed?

6.27 A stepping motor with 200 step angles is coupled to a leadscrew through a gear reduction
of 5: 1 (5 rotations of the motor for each rotation of the lead screw). The leadserew has 2.4
threads/em. The worktable driven by the leadscrew must move a distance = 25.0 em at a feed
rate = 75 em/min. Determine (a) the number of pulses required to move the table, (b) the
required motor speed, and (c) the pulse rate to achieve the dcsircd tablc spccd.

6.28 A component insertion machine takes 2.0see to put a component into a printed circuit (PC)
board, once the board has been positioned under the insertion head. Thex-y table that po-
sitions the PC board uses a stepper motor directly linked to a leadscrew for each axis,The
leadscrew has a pitch = 5.0 mm. The motor step angle = 7.2 degrees and the pulse train
frequency = 400 Hz Two components are placed on the PC board, one each at positions (25,
25) and (50, 150), where coordinates are in millimeters. The sequence of positions is (0, 0),
(25,25),(50.150), (0,0). Time required to unload the completed board and load the next blank
onto the machine table = 5.0 sec. Assume that 0.25 sec. is 1051due to acceleration and de-
celeration on each move. What is the hourly production rate for this PC hoard?

Analysis of Closed-loop Positioning Systems

6.29 A de servomotor is used to drive one of the tabie axes of an NC milling machine. The motor
i~coupled directly to the leadscrew for the axis, and the leadscrew pitch = 5 mm. The opti-
cal encoder attached to the leadscrew emits 500 pulses per revolution of the leadscrew. The
motor rotates at a normal speed of 300 rev/min. Determine (a) the control resolution of the
system,exprcssedinlineartrave[distance of the table axis,(b) the frequency of the pulse train
emitted by the optical encoder when the servomotor operates at full speed, and (c) the trav-
el rate of the table at normal revolutions per minute of the motor

6.30 In Problem 6.3, the axis corresponding to the feed rate uses a de servomotor as the drive unit
and an optical encoder as the feedback sensing device. The motor is geared to the lead-
screw with ~ 10: 1 reduction (10 tums.of the motor for each tum of the leadscrew). If the
le~dscrew pitch = 5 mm, and Ine optical encoder emits 400 pulses per revolution, deter-
mJne the rotatIonal "peed of the motor and the puh", rare of the encoder 10 achieve the
feed rateindicated

6.31 The worktable of an NC machine is driven by a closed-loop positioning system that consist>
of a servomotor,leadscrew, and optical encoder. The Jeadscrew pitch = 4 mm and is coupled
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directly to the motor shaft (gear ratio = 1: I). The optical encoder generates 225 pulses per
motor revolution. The table has been programmed to move a distance of 200 mm at a feed
rate = 450 mm/rnin. (a) How many pulses are received by the control system to verify that
the table has moved the programmed distance? What are (b) the pulse rate and (c) the motor
speed that correspond to the specified feed rate?
A :'-Iemachine tonllable is powered by a servomotor, lcadscrcw,and optical encoder, The
lcadscrcw has a pitch = 5.0 mm and is connected to the motor shaft with a gear ratio of
16:1 (16 turn, of the motor for each turn of the leadscrew). The optical encoder is connected
directly to the tcadscrew and generates 200 pulses/rev of the Ieadscrew, The table must
move a distance = l(XI mm at a feed rate = 500 mm/mln. Determine (a) the pulse count re-
ceived by the control system to verify that the table has moved exactly 100 mm and (b) the
pulse rate and (c) motor speed that correspond to the feed rate of 500 mm/min.

6.33 Same as previous Problem 6.32. except that the optical encoder is directly coupled to the
motorshaftratherthantothcleadscrew.

6.34 A lead screw coupled directly to a de servomotor is used to drive one of the table axes of an
:KCmilling machine. The lcadscrew has 2.5 threads/em. The optical encoder attached to the
leadscrew emits lOOpulses/rev of the leadscrew.The motor rotates at a maximum speed of
SiX) rev/min. Determine (a) the control resolution of the system, expressed in linear travel
distance of the table axis; (b) the frequency of the pulse train emitted by the optical encoder
when the servomotor operates at maximum speed; and (c) the travel speed of the table at
maximum motor speed

6.35 Solve previous Problem 6.34, only the servomotor is connected 10the leadscrew through a
gear box whose reduction ratio = 10: 1 (10 revolutions of the motor for each revolution of
theleadscrew).

6.36 A milling operation is performed on an NC machining center. Total travel distance = 300mm
in a direction parallel to one of the axes of the worktable. Cutting speed = 1.25 rn/sec and
chip load = 0.05 mrn. The end milling cutter has four teeth and its diameter = 20.0 mm
The axis uses a de servomotor whose output shaft is coupled to a leadscrew with
pitch = 6.0mm. The feedback sensing device is an optical encoder that emits 250 pulses per
revolution. Determine (a) the feed rate and time to complete the cut, (b) the rotational
speedofthemotor,and(cjthepuiserateoftheencoderatthefeedrate indicated.

6.37 A de servomotor drives the .r-axts of an NCmilling machine table, The motor is coupled di-
rectlyto the table leadscrew, whose pitch = 6.25 mm.An optical encoder is connected to the
kaU'S'.Tewusing a 1: 5 gear ratio (one tum of the teadscrew converts 105 turns of the encoder
disk).The optical encoder emits 125pulses per revolution.To execute a certain programmed
instruction,thetablemu~tmovefrompoint(x = 875mm,y = 35.0)topoim (x = 25,Omm,
y = 180,0mm) in a straight-line trajectory at a feed rate = 200 rum/min. Determine (a) the
control resolution of the system for the .r-axis, (b) the rotational speed of the motor, and
(c) the frequency of the pulse train emitted by the optical encoder at the desired feed rate

Resolution and Accuracy of Positioning Systems

6.38 A two-axis NC system is used to control a machine tool table uses a bit storage capacity of
16 bits in its control memory for each axis.The range of the .r-axis is 600 mm and the range
of the y-axis is 500 mm. The mechanical accuracy of the machine table can be represented
by a normal distribution with standard deviation = 0.002 mm for both axes. For each axis of
the NC systcm.detenume (a) the control resolution, (b) the accuracy.and (c) the repeatability.

6.39 Stepping motors are used to drive the two axes of an insertion machine used for electronic
as.sembly.A printed circuit board is mounted on the table, which must be positioned accu-
rately for reliable insertion of components into the board. Range ofeach axis = 700 mm.The

6~'
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Ieadscrew used to drive each of the TWOaxes has a pitch of 3.0 mm. The inherent mechani
cal c-rors In the table positioning can be.chllracteTi~ed by a normal ,distribution with st~n
dard deviation = 0.005 mm. If the required accuracy for the table IS 0.04 mm, determine
(a) the number of step angles that the stepping motor must have and (b) how many. bits are
required IT the control memory for each aXIS to uniquely identify each control posruon

6.40 Refemng back to Problem 6.26, the mechanical inaccuracies in the open-loop positioning
system can be described bv a normal distribution whose standard deviation = 0,005 nun. The
rangeoftheworktablea~isjs5()()mm,and there are 12 bits in the binary register used by
the digital controller to store the programmed position. For the positioning syst~m, deter
mine (a) the control resolution, (b) the accuracy, and (c) the repeatability, (dl What IS tile nun
imum number of bits that the binary register should have so that tile mechanical drive system
becomes the limiting component on control resolution?

6.41 The positioning table for a component insertion machine uses a stepping motor and lead-
screw mechanism. The design specifications require a table speed of 0.4 m/sec and an ac.
curacy '" 0.02 mm. The pitch of the lead-screw e 5.0mm, and the gear ratiu e 2: 1 (2 turns
of the motor for each turn of the lead-screw). The mechanical errors in the motor, gear box:
lead-screw.and table connection are characterized by a normal distribution with standard
deviation = 0.0025 mm. Determine (a) the minimum number of step angles in the stepping
motor and (b) the frequency of the pulse train required to drive the table at the desired
maximum speed.

6.42 The two axes of an x-y positioning table are each driven by a stepping motor connected to
a leadscrew with aID: 1 gear reduction. The number of step angles on each stepping motor
is20.Each leadscrew has a pitch = 4.5 mm and provides an axis range = 300 mm. There are
16 bits in each binary register used by the controller to store posit ion data for the two axes.
(a) 'What is the control resolution of each axis? (b) What are the required rotational speeds
and corresponding pulse train frequencies of each stepping motor to drive the table at
500 ram/min in a straight line from point (30, 30) to point (lOO. 200)? Ignore acceleration
and deceleration.

APPENDIX APT WORD DEFlNmONS

ATANGL At angle (descriptive data). The data that follows this APT word is an angle,
specified in degrees. See LINE.

CENTER Center (descriptive data). The data that follows this APT word specifies the
location of the center of a circle or circular arc. See CIRCLE.

CIRCLE Circle (geometry type). Used to define a circle in the x-y plane. Methods of de-
finitioninclude:

1. Using the coordinates of its center and its radius (see Figure A6.1):

Cl = CIRCLE/CENTER, 100, 50, 0, RADIUS, 32

2. Using the point identifying its center and its radius (see Figure A6.1):

C1 = CIRCLE/CENTER, PI, RADIUS, 32

3. Using the point identifying its center and aline to which it is tangent (see Figure A6.l):

C1 = CIRCLEICENTER,P1,TANTO,Ll
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Figure A6.1 Defining a circle,

~

C3

! C2 01

Ii L_' . cs _

Figure A6.2 Defining a circle using two intersecting lines.

4. Using three points on its circumference (see Figure A6.1):

Cl = CIRCLEJP2, P3, P4

5. Using two intersecting lines and the radius of the circle (see Figure A6.2):

<-''2= CIRCLE/XSMALL, L2, YSMALL. L3, RADIUS, 25

C3 = CIRCLE/YLARGE, L2, YLARGE, L3, RADIUS, 25

C4 = CIRCLE!XLARGE, L2, YLARGE, L3, RADIUS,25

C5 = CIRCLEfYSMALL, L2. YSMALL.L3. RADIUS, 25

CLPRNT Cutter location print (auxiliary statement). Used 10 obtain a computer print-
out of the cutter location sequence,

COOLNT Coolant (postprocessor statement).Actuates various coolant options that may
be available on the machine tool; also turns coolant off. Examples:
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COOLNTIMIST (corresponds 10 MOOr)
COOLNTIFLOOD (corresponds to MOO8)
COOLNTIOFF (corresponds to MOO9)

CUTTER Cutter (postprocessor statement). Defines cutter diameter and other cutting
tool dimensions required in cutler offset calculations. Examples:

1 For 1'W0axis profile milling, only cutter diameter is required, specified hen: in mm (see
FigureA6.3a):

CUTTER/20

2. For three-axis contouring, the diameter and corner radius are required (see Figure
A6.3b); additional parameters are required for some cutter geometries (not shown here).

CUTTER/20,5

DELAY Delay (postprocessor command). Used to delay the machine tool operation by
a certain period of time, spedfin.l in seconds, Pur example, the following command
would cause a delay of 5 seconds:

DELAY/5

END End (postprocessor statement). Stops the program at the end of a section, turn-
ing off spindle rotation and coolant, if applicable (corresponds to a M02 or M30).
Meaning may vary between machine tools. To continue program, a FROM state-
ment should be used.

FED RAT Feed rate (postprocessor statement). Used to specify feed rate. Methods of
specification include:

L Feed rate given in units per minute (inches or mrn, depending on units specification
given in UNITS statement), here specified as 120mmlmin:

FEDRAT/120, rPM (corresponds to G94 F120 or G98 Fi20)

iTlI.- 20--1

(e)

mI.- 20--1

(b)

Figure A6.3 Cutter defmition for a
20 mm diameter milling cutter: (a) where
corner radius is zero, (b) where corner
radius = 5 mm.
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2. Feed rate given in units per revolution (inches or mm, depending on units specifica
tion given in UNl'fS statement), here specified as 0.2 mm/rev

FEDRAT/O.2, IPR (corresponds to 095 FO.2 or 099 FO.2)

FINI Finish (auxiliary statement). Indicates the end of the APT program. Must be the last
word in the APT program.

FROM From the starting location (motion startup command). Used to specify the start.
ing location of the cutter, from which subsequent tool motions are referenced. This
starting location is defined by the part programmer and set up on the machine tool
by the machine operator when the program is executed. The FROM statement itself
results in no tool motion. Methods of specification:

1. Using a previously defined starting point (PTARG):

FROMIPTARG

2. Using the coordinates of the starting point, specified here in rnrn:

FROMIO, -50, 10

GO Go (motion startup command in contouring). Used to position the cutter from the
starting location against the drive surface, part surface, and check surface. In the fol-
lowing statement, the starting drive surface is PLl, the starting part surface is PL2, and
the check surface is PL3.

oorro, PL1, TO, PL2, TO, PL3

GOBACK Go back (contouring motion command). Used to move the tool backwards rel-
ative to its previous direction of movement. The following statement directs the tool
to move along drive surface PL3 in a direction that is generally backwards relative
to the direction of motion executed in the previous motion command. The motion is
checked by surface PL4.

GOBACKJPL3, PAST, PU

GODLTA Go delta (point-to-point motion command). Used to move the tool incre-
mentally from its current location. Commonly used to perform drilling operations. In
the following statement, the tool is instructed to move from its present position °mm
in the x-direction, 0 mm in the y direction, and -35 mrn in the z direction

GODLTNO,O,-35

GODOWN Go down (contouring motion command). Used to move the tool down rel-
ative to its previous direction of movement. See GOBACK for format

GOFWD Go forward (contouring motion command). Used to move the 1001 forward
relative to its previous direction of movement. See GOBACK for format.
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GOLFT Go left (contouring motion command). Used to move the tool to the left rela-
tive to its previous direction of movement. See GOBACK for format.

GORGT Go right (contouring motion command). Used to move the tool to the right
relative to its previous direction of movement. See GOBACK for format.

GOTO Go to (point-la-point motion command). Used to move the tool to a specified
point location. Methods of specification:

1. By naming a previously defined point

GOTO/PI

2. By defining the coordinates of the point

GOTO/25,40,O

GOUP Go up (contouring motion command). Used to move the tool upward relative to
its previous direction of movement. See GOBACK for format.

INTOF Intersection of (descriptive data). Used to indicate the intersection of two geo-
metric elements. Examples:

1. Defining a point PI by the intersection of two lines, L1 and L2:

PI = POlNT/INTOF,LI,L2

2. Defining a line L1 by the intersection of two planes, PLI and PL2:

U:UNE/INTOF, PLI, PL2

INTOL Inward tolerance (postprocessor statement). Indicates the maximum allowable
inward deviation between a defined curved surface and the straight line segments
used to approximate the curve (see FigureA6.4). In the following example, the inward
tolerance is set at 0.02 mm:

INTQUO.02

Designed part

;t<- ~
Cutter

Figure A6.4 Definition of INTOL (inward tolerance).
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See OUTfOL and TOLER INTOL and OUJTOL can be used together to specify
allowable inward and outward tolerances

201

IPM Feed specification in inches or mm per minute (descriptive data). Used in conjunc-
tion with FED RAT. Originally, IPM denoted inches per minute; however, it is now
used for both inches per minute and mm per minute, which must be specified with a
UNITS command.

IPR Feed specification in inches or mm per revolution (descriptive data). Used in con-
junction with FEDRAT. Originally, IPM denoted inches per revolution; however, it
is now used for both inches per revolution and mm per revolution, which must be
specified with a UNITS command

LEFT Left (descriptive data). Indicates which of two alternatives, left or right, is applic-
able for the data that follows this APT word. See LINE.

LINE Line (geometry type). Used to define a line. The line is interpreted in APT as a
plane that is perpendicular to the x-y plane. Methods of definition include:

L Using the coordinates of two points through which the line passes (see Figure A6.5)·

L1 = LINEfPl, P2

L1 = LINE/20, 30, 0, 70, 50, 0

2. Using two previously defined points (see Figure A6.5):

3. Using a point and a circle to which the line is tangent (see Figure A6.6). In the fol-
lowing statements, the descriptive words LEFT and RIGHT are used by lookingfrom
the first named point PI toward the circle

'1
70 ~

,,'

::i.·~'
30'

I p>
20

1

111,1

Figure A6.5 Defining a line using two points.

Y:~l! Ll

!" ta

Figure A6.6 Defming a line using a point and a circle.
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Figure A6.7 Defining a line using a point and the x-axis or another line.

L1 "" LINE/Pl, LEFT, TANTO, C1

L2 = LINE/Pl,RIGHT,TANTO,Cl

4. Using a point and the angle of the line with the x-axis or some other line (see
FigureA6.7):

L3 = LINEIPl,ATANGL,20,XAXlS

lA = LINE/Pl,ATANGL,30,L3

5. Using a point and parallelism or perpendicularity to some other line or to an axis. Ex-
amples (see Figure AD.S):

LS = LINEIP2, PARLEL. L3

L6 = LINE/P2, PERPTO, L3

L7 = LINEI P2, PERPTO, XAXIS

Figure A6.8 Defining a line using a point and parallelism or per-
pendicularity to another line.
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LW

Figure A6.9 Defining a line using its tangency 10 two circles.

6. Using two circles to which the line is tangent (see Figure A6.9). In the following ex
amples, the descriptive words LEFT and RIGHT are used by looking from the first
named circle toward the second circle:

L8 = LINE/LEFT, TANTO, C3, LEFT, TANTO, C4

1.9 = LINE/LEFT, TANTO, C3, RIGHT, TANTO, C4

LlG = LINE/RIGHT. TANTO, C3, LEFT, TANTO, C4

L11 = LINE/RIGHT,TANTO,C3,RIGHT,TANTO,C4

LOADTL Load tool (postprocessor command). This command causes a tool change on
a machine tool equipped with automatic tool changer. Descriptive data identifying the
tool must be included. In the following example, tool number 14 in the tool storage
drum is to be loaded into the spindle; the tool presently in the spindle must be stored
back into the tool drum during actuation of the tool changer.

LOADTL/14

MACHIN Machine (auxiliary statement). Used to specify the postprocessor and ma-
chine tool. This statement usually follows the PARTNO statement. See PARTNO
In the following statement, MILL54 is the name of the postprocessor program, and
number 66 identifies the machine tool selected by the part programmer to run the job

MACHIN/MILL54,66

ON On (motion modifier word). One of four motion modifier words to indicate the po-
sition relative to a specified surface (usually the check surface) where the cutter mo-
tion is :o be terminated (see Figure 6.21 in main chapter). See other motion modifier
words are TO, PAST, and TANTO.

OUITOL Outward tolerance (postprocessor statement). Indicates the maximum al-
lowable outward deviation between a defined curved surface and the straight line
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Figul'C A6.10 Definition ofOUn"OL (outward tolerance).

segments used to approximate the curve (see Figure A6.10). In the following exam-
ple, the outward tolerance is specrfied as 0.02 mm:

OUTTOUO.02

See INTOT~ and TOLER. INTOL and OUTfOLcan be used together to specify al-
lowable inward and outward tolerances.

PARLEL Parallel (descriptive data). Used to define a line or plane as being parallel to
another line or plane. See LINE and PLANE.

PARTNO Part number (auxiliary statement). Used at the beginning of an APT part pro-
gram (generally the first statement) to identify the program. It is not followed by a
slash. Example:

PARTNO MECHANISM PLATE 46320

PAST Past (motion modifier word). See ON.

PERPTO Perpendicular to (descriptive data). Used to define a line or plane as being
perpendicular to another line or plane. See LINE and PLANE.

PLANE Plane (geometry type). Used to define a plane. Methods of definition include:

L Using three points that do not lie on the same straight line (see Figure A6.11):

PLl '" PLANEIPI,P2,P3

2. Using a point and parallelism to another plane (see Figure A6J2)·.

PL2 = PLANEIP4, PARLEL, PLl

3. Using two points and perpendicularity to another plane (see FigureA6.l3):

P13 = PLANE/P5, PO, PFRPTO, PLl

Cut profile

GUTIOL
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Figure 1\6.11 Defining il

Figure A6.12 Defining a plane using a point and parallelism to an-
other plane.

POINT Point (geometry type). Used 10 define a point. Methods of definition include:

1. Using its x, y,and z coordinates (see Figure A6.14):

PI == POINT/BO, 40, 0
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Figure A6.13 Defining a plane using two points and perpendicu-
iarityto another plane.

l>:x" "20
U

o '.------l_~
o 20 40 60 80 100 120 140 x

Figure A6.14 Defining a point using its x, Y,and z coordinates.

2. Using the intersection of two lines (see Figure A6.14);

Pi - POINT/INTOF, Ll, L2

3 Using the intersection of a line and a circle (see Figure A6.15):

P2 = POlNTfYLARGE, INTOF, L3, C2

P3 = POINT/XLARGE, INTOF, L3, C2

Note that these points could also be defined using the words Y$MALL and XSMALL;
that is:
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Figure A6.15 Defining a point using intersections of lines and circles.

P2 = P()JNTIXSMATJ., INTOF, T3,C2

P3 = POTNTfYSMALL, INTOF, L3, C2

4. Using two intersecting circles (see Figure A6J5):

P4 = POINTfYLARGE, INTOF, CI, C2

P5 = POINTfYSMALL, INTOF, Cl, C2

5. Naming thc center of a circle, where the circle has been previously been defined with-
Out using the center in the definition (see Figure A6.15):

P6 = POINT/CENTER, Cl

6. Using the intersection of a circle and a radial line defined by an angle (see F"tgureA6.15):

P7 = POINT/C2,ATANGL,45

RADIUS Radius (descriptive data). Used to indicate the radius of a circle. See CIRCLE.

RAPID Rapid traverse feed (motion command). Used for rapid point-to-point move-
ment of cutting tool (corresponds to GOO in word address format). The command ap-
plies to all subsequent motion commands, until superseded by a FED RAT
specification.

REMARK Remark (auxiliary statement). Used to insert a comment, which is not inter-
preted by the APT processor. No slash is used to separate REMARK from the com-
ment that follows it. Example:

REMARK The following statements define geometry elements.
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RIGHT Right (descriptive data). Indicates which of two alternatives, left or right, is ap-
plicable for the data that follows this APT word. See LINE,

SPINDL Spindle (postprocessor command). Turns on the spindle at a specified rotational
speed; also, turns the spindle off. Must be followed by descriptive data. Applications'

1. Tum spindle on at specified rpm in a clockwise direction:

SPINDLE/lOOO, CLW (corresponds to SI000 M03)

2. Tum spindle on at specified rpm in a counterclockwise direction:

SPINDLEI750,CCLW (corresponds to 5750 M04)

3. Tum spindle off.

SPINDLE/OFF (corresponds to MOS)

STOP Stop (postprocessor command). Temporarily stops the execution of the program
(corresponds to MOO). Used for manually changing the cutter,making adjustments in
the setup, changing clamps on the fixture, inspecting the part, and so forth. Program
execution resumes when the operator depresses the start button on the machine tool
controller.

TANTO Tangent to (descriptive data or motion modifier word). Two uses:

1. As descriptive data, TANTO is used to indicate the tangency of one geometric ele-
ment to another. See CIRCLE and LINE.

2. As a motion modifier word, TANTO is used 10 terminate the tool motion at the point
of tangency between the drive surface and the check surface, when either or both of
these surfaces are circular (see Figure 6.22 in main chapter)

TO To (motion modifier word). See ON.

TOLER Tolerance (postprocessor command). Used to specify the outward tolerance
when the inward tolerance is zero. See OUITOL.

TURRET Turret (postprocessor statement). Used to specify the turret position on a tur-
ret lathe or drill or to call a specific tool from an automatic tool changer.
Example:

TURRETm

UNITS Units specification (postprocessor command). Used to specify inches or mm as
the units used in programming. The units can be changed during the program. The two al-
ternative commands are'

1. Units specified as inches:

UNITSIINCHES (corresponds to G20)
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2. Units specified as millimeters:

UNITS/MM (corresponds to 021)

XAXlS x-axts (descriptive data). Used to identify x-axis as a reference line.

XLARGE Larger of two alternative x-axis locations (descriptive data). Used to indicate
the position of one geometric element relative to another when there are two possi-
ble alternatives,

XSMALL Smaller of two alternative x-axis locations (descriptive data). See XLARGE.

YAXIS Y-axis (descriptive data). Used to identify y-axis as a reference line.

YLARGE Larger of two alternative y-axis locations (descriptive data). See XLARGE.

YSMALL Smaller of two alternative y-axis locations (descriptive data).SeeXLARGE.
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An industrial robot is a general-purpose, programmable machine possessing certain an-
thropomorphic characteristics. The most obvious anthropomorphic characteristic of an in-
dustrial robot is its mechanical ann, that is used to perform various industrial tasks. Other
human- like characteristics arc the robot's capability to respond to sensory inputs, corn-
municate wi-h other machines, and make decisions. These capabilities permit robots to
perform a variety of useful tasks. The development of robotics technology followed the
development of nurnencat control (Historical Note 7.1),and the two technologies are quite
similar. They both involve coordinated control of multiple axes (the axes are called joints
in robotics), and they both use dedicated digital computers as controllers. Whereas NC ma-
chines arc designed to perform specific processes (e.g., machining, sheetmetal hole punch-
ing, and thermal cutting), robots are designed for a wider variety of tasks. Typical production
applications of industrial robots include spot welding, material transfer, machine loading,
spray painting, and assembly.

Reasons for the commercial and technological importance of industrial robots in-
clude the following:

• Robotscan be substituted for humans in hazardous or uncomfortable work environments.
• A robot performs its work cycle with a consistency and repeatability that cannot be

attained by bumans.

• Robots can be reprogrammed. When the production run of the current task is com-
pleted, a robot can be reprogrammed and equipped with the necessary tooling to
perform an altogether different task.

• Robots are controlled by computers and can therefore be connected to other com-
puter systems 10 achieve computer integrated manufacturing.

Historical Note 7.1 A short history of industrial robots [6]

The word "robot" entered the English language through a Czechoslovakian play titled Rossum's
Universal Robots. written by Karel Capek in the early 1920s.The Czech word "robota'' means
forced worker. In the English translation, the word was converted to "robot.t'The story line of
the play centers around a scientist named Rossum who invents a chemical substance similar
[()protoplasm and uses it to produce robots. The scientist's goal is for robots to serve humans
and perform physicallabor, Rossum continues to make improvements in his invention, ulti-
ruately pcrfectingit.These "perfect beings" begin to resent their subserv ient rolein society and
turn against their masters, killing off allhuman life.

Rossum's invention was pure science fiction (at least in the 19205;howe vcr, advances in
the modern field of biotechnology may ultimately be capable of producing such robotic beings)
au: short history must also include mention of two real inventors who made original contri-
bullons to the technology of industrial robotics. The first was Cyril W Kenward, a British in-
ventor who devised a rnampulator that moved on an x-y-z axis system. In 1954, Kenward
applied for a British patent for his robotic device, and the patent was issued in I~57

The second inventor was an American named George C. Devol. Devol is credited with
two in~'entions related to robotics. The first was a device for magnetically recording electrical
signals so that the SIgnalscould be played back to control the operation of machinery. This de-
VIcewas invented around 1946,and a U.S.patent was issued in 1952.Tbe second invention was
a robotic device. developed in the 1950s. that Devol called "Programmed Article. Transfer,"
This device was intended for parts handling. The U.S. patent was finally issued in 1961.It was
a rough prot<Jtype for the hydmuJieally driven robots that were later built by Unimatiun, Inc
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Although Kenward's robot was chronologically the first (atleast in terms of patent date),
Devol's proved ultimately to be far more important in the development and commercializa-
tion of robotics technology, The reason for this was a catalyst in the person of loseph Engel
berger. Engelberger had graduated with a degree in physics in 1949.As a student, he had read
science fiction novels about robots. By the mid-1950s. be was working for a company that made

control systems for jet engines. Hence. by the time a chance meeting occurred between En-
geloerger and Devol in 1956, Engelberger wns"predisposed by cd ucation,avoclltion, and oc-
cupation toward the notion of robotics."! The meeting took place at a cocktail party in Fairfield,
Connecticut. Devol described his programmed article transfer invention to Bngelberger. and
they subscqucr.tly began considering bow to develop the device as a commercial product for
industrvIn 1%2, Unimauon, Inc. was founded, with Engelberger as president. The name of the
company's first product was "Ururnate," a polar configuration robot. The first application of a
Unimate robot was for unloading a die casting machine at a Ford Motor Company plant.

1ThlS quote was too good to resist. It was borrowed from Groover et al..lnduslrial RobotiCS: Technology,
Programming,olldApp!tcoliolU[6]

7.1 ROBOT ANATOMY AND RELATED AITRIBUTES

The manipulator of an industrial robot is constructed of a series of joints and links. Robot
anatomy is concerned with the types and sizes of these joints and links and other aspects
of the manipulator's physical construction.

7,1.1 Joints and Links

Ajoim of an industrial robot is similar to a joint in the human body: It provides relative
motion between two parts of the body. Each joint, or axis as it is sometimes called, provides
the robot with a so-called degree-of-freedom (d.of.) of motion. In nearly all cases, only one
degree-of-freedom is associated with a joint. Robots are often classified according to the
total number of degrees-of-freedom they possess. Connected to each joint are two links, an
input link and an output link. Links are the rigid components of the rabat manipulator. The
purJXlse of the joint is to provide controlled relative movement between the input link and
the output link.

Most robots are mounted on a stationary base on the floor. Let us refer to that base
and its connection to the first joint as link 0.1t is the input link to joint 1, the first in the se-
ries of joints used in the construction of the robot. The output link of joint 1 is link 1. Link
1 is the input link to joint 2, whose output link is link 2, and so forth. This joint-link num-
bering scheme is illustrated in Figure 7.1.

Nearly all industrial robots have mechanical joints that can be classified into one of
five types: two types that provide translational motion and three types that provide rotary
motion. These joint types are illustrated in Figure 7.2 and are based on a scheme described
in [6]. The five joint types are:

(a) Linearjoint(type Ljoint).The relative movement between the input link and the out-
put link is a translational sliding motion, with the axes of the two links being parallel.

(b) Ortnogonat JOint (type U joint). This is also a translational sliding motion, but the
input and output links are perpendicular to each other during the move.
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1omt2

Figure 7.1 Diagram of robot construction showing how a robot is
made up of a series of joint-link combinations.
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Figure 7.2 Five types of joints commonly used in industrial robot
construction: (a) linear joint (type L joint), (b) orthogonal joint (type
o joint), (c) rotational joint (type Rjoint),(d) twisting joint (typeT
joint), and (e) revolving joint (type V joint).
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(c) Rotational Joml (type R joint). This type provides rotational relative motion, with
the axis of rotation perpendicular to the axes of the input and output links.

(d) 'twisting joint (type T jointj.T'his joint also involves rotary motion,but the axis or ro-
tation is parallel to the axes of the two links.

(e) Revolvmg joint (type V joint, V from the "v' in revolving). In this joint type, the axis
0' the input link is parallel to the axis of rotation of the joint. and the axis of the Ollt-

put link lS perpendicular to the axis of rotation.

Each of these joint types has a range over which it can be moved. The range for a transla-
tional joint is usually less than a meter. The three types of rotary joints may have a range
as small as a few degrees or as large as several complete turns

7.'.2 Common Robot Configurations

A rohot manipulator can he divided into two sections: a body-and-arm assembly and a
wrist assembly. There are usually three degrees-of-freedom associated with the body-and-
arm, and either two or three degrees-of-freedom associated with the wrist. At the end ot the
manipulator's wrist is a device related to the task that must be accomplished by the robot.
The device, called an end effector (Section 7.3), is usually either (1) a gripper for holding a
wurkpan or (2) a TOolfor performing some process. The body-and-arm ortne rotor is used
to position the end effector. and the robot's wrist is used to orient the end effector.

Body-and·Arm Configurations. Given the five types of joints defined above, there
are 5 :x 5 x 5 "" 125 different combinations of joints that can be used to design the body-
and-arm assembly for a three-degree-of-freedom robot manipulator. In addition, there are
design variations within the individual joint types [e.g.. physical size of the joint and range
of motion). It is somewhat remarkable, therefore, that there are only five basic configura-
tions commonly available in commercial industrial robots. 2 These five configurations are:

1 Polar configuration. This configuration (Figure 7.3) consists of a sliding arm (L joint)
actuated relative to the body, that can rotate about both a vertical axis (1' joint) and
a horizontal axis (Rjoint).
Cylindrical configuranon. This robot configuration (Figure 7.4) consists of a vertical
column, relative to which an arm assembly is moved up or down. The arm can be
moved in and out relative to the axis of the column. Our figure shows one possible
way in which this configuration can be constructed, using a T joint to rotate the col-
umn about its axis An 1. joint is used to move the arm assembly vertically along the
column, while an 0 joint is used to achieve radial movement of the ann,

3. Cartesian coordinate robot. Other names for this configuration include rectilinear
robot and i-y-z robot. As shown in Figure 7 5,it is composed of three sliding joints,
two of which are orthogonal.

4, Jointed-arm robot. This robot manipulator (Figure 7.6) has the general configuration
of a human arm. The jointed arm consists of a vertical column that swivels about the

'I: ,hould be noted thaI Ibere are possible variations in the Join ! types thai can be used to construct the
flwba81cconfiguralions.

2
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Figure 7.3 Polar coordinate body-and-arm
assembly.

Figure 7.4 Cylindrical body-and-ann assembly.

§~T~-R_-.G. -D- , .
~-~T

Figure 7.5 Cartesian coordinate body-and-arm
assembly.

Figure 7Jj Jointed-ann body-and-ann assembly.

base using a T joint.At the top of the column is a shoulder joint (shown as an Rjolnt
in our figure), whose output link connects to an elbow joint (another R joint)

5. SCARA. SCARA is an acronym for Selective Compliance Assembly Robot Arm.
This configuration (Figure 7.7) is similar to the jointed arm robot except that the
shoulder and elbow rotational axes are vertical, which means that the arm is very
rigid in the vertical direction. but compliant in the horizontal direction. This permits
Ihe robot to perform insertion tasks (for assembly) in a vertical direction, where some
side-to-vide alignment may be needed to mate the two parts properly.
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Figure 7,7 SCARA bodv-and-arrn
assembly. .
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Figure 7.8 Typical configuration of a three-degree-of-
freedom wrist assembly showing roll, pitch, and yaw.

Wrist Configurations. The robot's wrist is used to establish the orientation of the
end effector. Robot wrists usually consist of two or three degrees-of-freedom. Figure 7.8
illustrates one possible configuration for a three-degree-of-freedom wrist assembly. The
three joints are defined as: (1) roll, using a Tjoint to accomplish rotation about the robot's
arm axrs: (2) pitch, which involves up-and-down rotation, typically using a R joint; and
(3) yaw, which involves right-and-left rotation, also accomplished by means of an Rcjoint,
A two-d.o.f wrist typically includes only roll and pitch joints (T and R joints).

To avoid confusion in the pitch and yaw definitions, the wrist roll should be assumed
in its center position, as shown in our figure. To demonstrate the possible confusion, con-
sider a two-jointed wrist assembly. With the roll joint in its center position, the second joint
(Rjoint) provides up-and-down rotation (pitch). However, if the roll position were 90 de-
grees from center (either clockwise or counterclockwise), the second joint would provide
a right-left rotation (yaw).

The SCARA robot configuration (Figure 7.7) is unique in that it typically does not
have a separate wrist assembly. As indicated in our description, it is used for insertion type
assembly operations in that the insertion is made from above. Accordingly. the orientation
requirements are minimal,and the wrist is therefore not needed. Orientation of the object
to be inserted is sometimes required, and an additional rotary joint can be provided for this
purpose. The other four body-and-ann configurations possess wrist assemblies that almost
always consist of combinations of rotary joints of types Rand T.

Joint Notation System. The letter symbols for the five joint types (L, 0, R, T, and
V) can be used to define a joint notation system for the robot manipulator.ln this notation
system, the manipulator is described by the joint types that make up the body-and-ann as-
sembly. followed by the joint symbols that make lip the wrist. For example, the notation
TLR: TR represents a five degree-of-freedom manipulator whose body-and-arm is made
up of a twisting joint (joint 1 = T),a linear joint (joint 2 = L), and a rotational joint (joint
3 = R). The wrist consists of two joints, a twisting joint (joint 4 = T) and a rotational joint
(joint 5 '" R). A colon separates the body-and-arm notation from the wrist notation.Typ
ical joint notations for the five common body-and-arm configurations are presented in
Table 7.1 . Common wrist joint notations are TRR and TR.

Attached
-rto robot
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TABLE 7.1 Joint Notations for Five Common Robot Body-and-Arm Configurations

Boov-ena-Arm Joint Notation
Alternative

Configurations

Polar
Cylindrical
Cartesian coordinate
Jointed arm
SCARA

TRL (Figure 7.3l
no (Figure 7.4)
LOO (Fiqure 7.51
TRR (Figure 7.6)
VR01Figure7.71

LVL
000
WR

Note' In sornecases, morethanonejoimn01a:ion ISgivenbeca"setheconfiguratlo~can beconstrlJcled
using mO'e than one ,efles ofioint types

Work Volume. The work volume (the term work envelope is also used) of the ma-
nipulator is defined as the envelope or space within which the robot can manipulate the end
of its wrist. Work volume is determined by the number and types of joints in the manipu-
lator (body-and-arm and wrist), the ranges of the various joints, and the physical sizes of
the links. The shape of the work volume depends largely on the robot's configuration. A
polar configuration robot tends to have a partial sphere as its work volume, a cylindrical
robot has a cylindrical work envelope.and a Cartesian coordinate robot hll~ 11rectangular
work volume.

7.1.3 Joint Orive Systems

Robot joints are actuated using any of three possible types of drive systems: (1) electric,
(2) hydraulic, or (3) pneumatic. Electric drive systems use electric motors as joint actuators
(e.g., servomotors or stepping motors, the same types of motors used in NC positioning
systems,Chapter 6), Hydraulic and pneumatic drive systems use devices such as linear pis-
tons and rotary vane actuators to accomplish the motion of the joint.

Pneumatic drive is typically limited to smaller robots used in simple material trans-
fer applications. Electric drive and hydraulic drive are used on more-sophisticated indus-
trial robot>. Electric drive has become the preferred drive system in commercially available
robots, as electric motor technology has advanced in recent years. It is rnore readily adapt-
able to computer control, which is the dominant technology used today for robot con-
trollers. Electric drive robots are relatively accurate compared with hydraulically powered
robots. By contrast, the advantages of hydraulic drive include greater speed and strength.

The drive system, position sensors (and speed sensors if used), and feedback control
systems for the joints determine the dynamic response characteristics of the manipulator.
The speed with which the robot can achieve a programmed position and the stability of its
motion are important characteristics of dynamic response in robotics. Speed refers to the
absolute velocity of the manipulator at its end-of-arm. The maximum speed of a large robot
is around 2 rn/sec (6 ft/sec). Speed call be programmed into the work cycle so that differ-
ent portions of the cycle are carried out at different velocities. What is sometimes more
important than speed is the robot's capability to accelerate and decelerate in a controlled
manner. In many work cycles. much of the robot's movement is performed in a confined
region of the work volume; hence, the robot never achieves it~ top-rated velocity. In these
cases, nearly all of the motion cycle is engaged in acceleration and deceleration rather than
in constant speed. Other factors that influence speed of motion are the weight (mass) of
the object that is being manipulated and the precision with which the object must be located
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at the end of a given move.A term that takes au of these factors into consideration is speed
of response, thar refers to the time required fOT the manipulator 10 move from one point
in space to the next. Speed of response is important because it influences the robot's cycle
time, that in turn affects the production rute in the application. Stability refers to the amount
of overshoot and oscillation that occurs in the robot motion at the end-or-arm as it at-
tempts 10 move 10 the next programmed location. More oscillation in the motion ISan in-
dication of less stability. The problem is that robots with greater stability are inherently
slower in their response, whereas faster robots are generally less stable.

Load carrying capacity depends on the robot's physical size and construction as well
as the force and power that can be transmitted to the end of the wrist. The weight carry-
ing capacity of commercial robots ranges from less than 1 kg up to approximately 900 kg
(2000 lb). Medium sized robots designed for typical industrial applications have capacities
in the range 10 to 45 kg (25 to 100 Ib). One factor that should be kept in mind when con-
sidering load carrying capacity is that a robot usually works with a tool or gripper attached
to its wrist Grippers are designed to grasp and move objects about the work cell. The net
load carrying capacity of the robot is obviously reduced by the weight of the gripper. If
the robot is rated at a 10 kg (22 lb} capacity and the weight of the gripper is 4 kg (9 lbs},
then the net weight carrying capacity is reduced to 6 kg (13Ib)

7.2 ROBOT CONTROL SYSTEMS

The actuations of the individual joints must be controlled in a coordinated fashion for the
manipulator to perform a desired motion cycle. Microprocessor-based controllers are com-
monly used today in robotics as the control system hardware. The controller is organized
in a hierarchical structure as indicated in Figure 7.9 so that each joint has its own feedback
control system, and a supervisory controller coordinates the combined actuations of the
joints according to the sequence of the robot program. Different types of control are re-
quired for different applications. Robot controllers can be classified into four categories [6]:
(1) limited sequence control, (2) playhack with point-to-point control, (3) playback with coo-
tinuous path control, and (4) intelligent control.

Limited Sequence Control. This is the most elementary control type. It can be
utilized only for simple motion cycles, such as pick-and-place operations [i.e., picking an ob-
ject up at one location and placing it at another location). It is usually implemented by set-
ting limits or mechanical stops for each joint and sequencing the actuation of the joints to

Inpu~'outpllt

Figure 7.9 Hierarchical control structure of a robot microcomput-
ercontroller.

'::~~~:~Executive
proces>or

Computations
processor



Sec. 7.2 l Robot Control Systems 219

has so that the next step in the sequence can be
However. there is no servo-control to accomplish precise positioning of the joint. Many
pneumatically driven robots are limited sequence robots.

Playback with rotnt-to.rotrn coatrot, Playback robots represent a marc-sophis-
ticated form of control than limited sequence robots. Playback control means that the con-
troller has a memory to record the sequence of motions in a given work cycle as well as the
locations and other parameters (such as speed) associated with each motion and then to sun-
sequently play back the work cycle during execution of the program. It is this playback
feature that give~ the control type its name. Tnpoint-to-point (PTP) control, individual po-
sitions of the robot arm are recorded into memory. These positions are notlimited to me-
chanical stops for each joint as in limited sequence robots. Instead. each position in the
robot program consists of a set of values reprcsenung locations in the range of each joint
of the manipulator. For each position defined 111 the program, the joints arc thus directed
to actuate to their respective specified locations. Feedback control is used during the mo-
tion cycle to confirm that the individual joints achieve the specified locations in the program

PIi'Jybi'Jck with Continuous Path Control. Continuous puth robots have the same
playback capability as the previous type. The difference between continuous path and
point-to-point is the same in robotics as it is in NC (Section 6.1.3). A playback robot with
continuous path control is capable of one or both of the following:

1 Cremer storage capacity. The controller has a far greater storage capacity than its
point-to-point counterpart, so that the number of locations that can be recorded into
memory is far greater than for point-to-point. Thus, the points constituting the mo-
tion cycle can be spaced very closely together to permit the robot to accomplish a
smooth continuous motion. In PTP. only the final location of the individual motion
elements arc controlled. so the path taken by the arm to reach the final location is not
controlled. In a continuous path motion, the movement of the arm and wnsr is con-
trolled during the motion.

2. Interpolation calculatiom. rhe cotJlro!JercolJlpules the path between the starting point
and the ending point of each move using interpolation routines similar to those used
in NC These routines generally include linear and circular interpolation (Table 6.1).

The difference between PIP and continuous path control can be distinguished in the fol-
lowing mathematical way. Consider a three-axis Cartesian coordinate manipulator in that
the end-of-arm is moved in x-y-z spareIn point-to-point systems, the .r, y, and z axes are
controlled to achieve a specified point location within the robot's work volume. Tn contin-
uous path systems. not only are the .r, Land z axes controlled. but the velocities dx/dt.
dy/dt.and dzldl are controlled simultaneously to achieve the specified linear or curvilinear
path. Servo-control is used to continuously regulate the position and speed of the manip-
ulator. It should be mentioned that a playback robot with continuous path control has the
capacity for PTP control.

Intelligent Control. Industrial robots are becoming increasingly intelligeru.In this
context. an intelligent robot is one that exhibits behavior that makes it seem intelligent.
Some of the characteristics that make a robot appear intelligent include the capacity to:
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• interact with its environment
• make decisions when things go wrong during the work cycle
• communicate with humans
• make computations during the motion cycle
• respond to advanced sensor inputs such as machine vision

In addition, robots with intelligent control possess playback capability for both PTP or
continuous path control. These features require (1) a relatively high level of computer con-
trol and (2) an advanced programming language to input the decision-making logic and
other "intelligence" into memory.

7.3 END EFFECTORS

In our discussion of robot configurations (Section 7.1.2), we mentioned that an endeffec-
tor is usually attached to the robot's wrist. The end effector enables the robot to accom-
plish a specific task. Because of the wide variety of tasks performed by industrial robots,
the end effector must usually be custom-engineered and fabricated for each different ap-
plication. The two categories of end effectors are grippers and tools.

7.3.1 Grippers

Grippers are end effectors used to grasp and manipulate objects during the work cycle.
The objects are usually workparts that are moved from one location to another in the cell.
Machine loading and unloading applications fall into this category (Section 7.5.1). Owing
to the variety of part shapes, sizes, and weights, grippers must usually be custom designed.
Types of grippers used in industrial robot applications include the following:

• mechanical grippers, consisting of two or more fingers that can be actuated by the
robot controller to open and dose to grasp the workpart; Figure 7.10 shows a two-
finger gripper

• vacuum grippers, in which suction cups are used to hold flat objects
• magnetized devices, for holding ferrous parts

Figure 7.10 Robot mechanical gripper.



Sec, 7.3 I End Effectors

• adhesive devices, where an adhesive substance is used to hold a flexible material such
as a fab-ic

• simple mechanical devices such as hooks and scoops.

Mechanical grippers are the most common gripper type. Some of the innovations
und advances in mechanical gripper technology include:

• Dual grippers, consisting of two gripper devices in one end effector, which are useful
for machine loading and unloading. With a single gripper, the robot must reach into
the production machine twice. once to unload the finished part from the machine,
and the second time to load the next part into the machine. With a dual gripper, the
robot picks up the next workpart while the machine is still processing the preceding
part: when the machine finishes, the robot reaches into the machine once to remove
the finished part and load the next part. This reduces the cycle time per part.

• interchangeable fingers that can be used on one gripper mechanism. To accommo-
date different parts, different fingers are attached to the gripper.

• Sensory feedback in the fingers that provide the gripper with capabilities such as:
(1) sensing the presence of the workpart or (2) applying a specified limited force to
the workpart during gripping (for fragile workparts).

• Multiple fingered grippers that possess the general anatomy of a human hand.
• Standard gripper products that are commercially available, thus reducing the need to

custom-design a gripper for each separate robot application.

7.3.2 Tools

Tools are used in applications where the robot must perform some processing operation
on the workpart. The robot therefore manipulates the tool relative to a stationary or slow-
ly moving object (e.g., work part or subassembly). Examples of the tools used as end ef-
fectors by robots to perform processing applications include:

• spot welding gun
• arc welding tool
• spray painting gun
• rotating spindle for drilling, routing. grinding, and so forth
• assembly tool (e.g., automatic screwdriver)
• heating torch
• water jet cutting tool.

In each case, the robot must not only control the relative position of the tool with respect
to the work as a function of time, it must also control the operation of the tool. For this pur-
pose. the robot must be able to transmit control signals to the tool for starting, stopping,
and otherwise regulating its actions.

In some applications, multiple tools must be used by the robot during the work cycle,
For example. several sizes of routing or drilling bits must be applied to the workpart. Thus,
a means of rapidly changing the tools must be provided. The end effector in this case takes
the form of a fast-change tool holder for quickly fastenmg and unfastening the various
tools used during the work cycle.
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7.4 SENSORS IN ROBOTICS

The general topic of sensors as components in control systems is discussed in Chapter 5
(Section 5.1). Here we discuss sensors as they are applied in robotics. Sensors used in in-
dustrial robotics can be classified into two categories: (1) internal and (2) external. Inter-
nal sensors arc those used for controlling position and velocity of the various joints of the
robot. These sensors form a feedback control loop with the robot controller. Typical sen-
sors used to control the position of the robot arm include potentiometers and optical en-
coders. To control the speed of the robot arm, tachometers of various types are used.

External sensors are used to coordinate the operation of the robot with other equip-
ment in the cell. In many cases, these external sensors are relatively simple devices.such as
limit switches that determine whether a part has been positioned properly in a fixture or
that indicate that a part is ready to be picked up at a conveyor. Other situations require
more-advanced sensor technologies, including the following:

• Tactile sensors. Used to determine whether contact is made between the sensor and
another object. Tactile sensors can be divided into two types in robot applications:
(1) touch sensors and (2) force sensors, Touch sensors are those that indicate simply
that contact has been made with the object. Force sensors are used to indicate the
magnitude of the force with the object. This might be useful in a gripper to measure
and control the force being applied to grasp an object.

• Proximity sensors. Indicate when an object is close to the sensor, When this type of
sensor is used to indicate the actual distance of the object, it is called a range sensor.

• Optical sen.wn·.Photocells and other photometric devices can be utilized to detect the
presence or absence of objects and are often used for proximity detection.

• Machine vision. Used in robotics for inspection, parts identification, guidance, and
other uses. In Section 23.6, we provide a more-complete discussion of machine vi-
sion in automated inspection.

• Other sensors. This miscellaneous category includes other types of sensors that might
be used in robotics, including devices for measuring temperature, fluid pressure, fluid
flow, electrical voltage, current, and various other physical properties.

7.5 INDUSTRIAL ROBOT APPLlCAnONS

One of the earliest installations of an industrial robot was around 1961 in a die caeting op-
eration [51.The robot was used to unload castings from the die casting machine. The typ-
ical environment in die casting is not pleasant for humans due to the heat and fumes emitted
by the casting process. It seemed quite logical to use a robot in this type of work environ-
ment in place of a human operator. Work environment is one of several characteristics that
should be considered when selecting a robot application. The general characteristics orin-
dustrial work situations that tend to promote the substitution of robots for human labor
are the following:

1. Hazardous work environment for humans. When the work environment is unsafe,
unhealthful, hazardous, uncomfortable, or otherwise unpleasant for humans, there is
reason to consider an industrial robot for the work. In addition to die casting, there
are many other work situations that are hazardous or unpleasant for humans, in-
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eluding forging, spray painting, continuous arc welding, and spot welding. Industrial
robots u-e utilized in all of these processes

2 Repetitive work cycle. A second characteristic that tends to promote the use of robotics
is a repetitive work cycle. If the sequence of clements in the cycle is the same, and the
clements COnsist of relatively simple motions. a robot is usually capable of perform-
ing the work cycle with greater consistency and repeatability than a human worker
Greater consistency and repeatability are usually manifested as higher product qual-
ity than can he achieved in a manual operation.

:li Diffi(!/Itltandfing for humans. If the task involves the handling of parts or tools that
are hcavv or otherwise difficult to manipulate, it is likely that an industrial robot is
available that can perform the operation. Parts or tools that are too heavy for humans
to handle conveniently arc well within the load carrying capacity of a large robot

4. Mullllh(ft operation. In manual operations requiring second and third shifts, substi-
tution of a robot will provide a much faster financial payback than a single shift op-
eration. Instead of replacing one worker, the robot replaces two or three workers.

5. infrequent changeovers, MOSl batch or job shop operations require a changeover of
the physical workplace between one job and the next. The time required to make
the changeover is nonproductive time since parts are not being made. In an industrial
robot application, not only must the physical setup be changed, but the robot must
also he reprogrammed, thus adding to the downtime. Consequently, robots have tra-
ditionallv been easier to justify fur relatively long production runs where changeovers
arc infrequent. As procedures for off-line robot programming improve, it will be pos-
sihle to reduce the time required to perform the reprogramming procedure. This will
permit shorter production runs to become more economical.

6 Part posuion and orientation art' established in the work cell. Most robots in today's
industrial applications are without vision capability. Their capacity to pick up an ob-
ject during each work cycle relies on the fact that the part is in a known position and
orientation. A means of presenting the part to the robot at the same location each
cycle must be engineered

These characteristics are summarized in Table 7.2, which might be used as a checklist of tea-
tures to look fOJ jn a wurk situation to determine if a robot application is feasible. The
more check marks jailing in the "YES" column, the more likelv that an industrial robot is
suitable forthe application. .

Robots arc being used in a wide field of applications in industrv, Most of the current
applications of industrial robots are ill m<lJ1ufacturing.Theapplicatio~scan usually be clas-
sified into one of the following categories: (1) materia! handling, (2) processing operations,
and (3) assembly and inspection. At least some of the work characteristics discussed in
Table 7.2 must he present in the application to make the installation of a robot technical-
ly and economically feasible

7.5.1 Material Handling Applications

Material handling applications are those in which the robot moves materials or parts from
one place to another. To accomplish the transfer. the robot is equipped with a gripper type
end effector. The gripper must be designed to handle the specific part or parts that are to
be moved in the application, Included within this application category are the following
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TABLE 7.2 Checklist to Determine Applicability of an Industrial Robot in a Given Work Situation

NO (Characteristic YES (Characteristic
Characteristics of the Work Situation Does Not Apply) AppiiesJ

t. Hazardous work environment for humans

2. Repetitive work cycle

3. Difficult handling for humans

4. Multishiftoperation

5. lnfrequent chanqeovers

6. Part position and orientation are established
in the work cell

Total check marks in each column

cases: (1) material transfer and (2) machine loading and/or unloading. In nearly all mate-
ria] handling applications, the parts must be presented to the robot in a known position and
orientation. This requires some form of material handling device to deliver the parts into
the work cell in this defined position and orientation

Material Transfer. These applications are ones in which the primary purpose of
the robot is to pick up parts at one location and place them at a new location. In many
cases, reorientation of the part must be accomplished during the relocation. The basic ap-
plication in this category is the relatively simple pick-ond-ptace operation, where the robot
picks up a part and deposits it at a new location. Transferring parts from one conveyor to
another is an example. The requirements of the application are modest: a low-technology
robot. (e.g., limited sequence type) is usually sufficient. Only two, three, or four joints are
required for most of the applications. Pneumatically powered robots are often used.

A more-complex example of material transfer is palletiring, in which the robot must
retrieve parts. cartons, or other objects from one location and deposit them onto a pallet
or other container with multiple positions. The problem is illustrated in Figure 7.11. Al-

Figure 7.11 Typical part arrangement for
a robot pelletizing operation.
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though the pickup point is the same for every cycle. the deposit location on the pallet is dif-
ferent for each carton. This adds to the degree of difficulty of the task. Either the robot must
be taught each position on the pallet using the powered leadthrough method (Section
7.6.1), or it must compute the location based on the dimensions of the pallet and the cen-
tcr distances between the cartons (in both x- and v-directions)

Other applications that are similar to palletizing include depolieticing (removing parts
from an ordered arrangement in a pallet and placing them at one rocauon.c g., onto amov-
ing conveyor),sracking operations (placing flat parts on top of each other, such that the ver-
tical location of the drop-off position is continuously changing with each cycle). and insertion
operations (where the robot inserts parts into the compartments of a divided carlon)

Machine Loading and/or Unloading. In machine loading and/or unloading ap-
plications, the robot transfers parts into and/or from a production machine. The three pos-
sible cases are'

1, Macntne loading. This is the case in which the robot loads paris into the production
machine, but the parts arc unloaded from the machine by some other means

2. Machine unloading. In this case. the raw materials are fed into the machine without
using the robot, and the robot unloads the finished parts.

3. Machine fuwling urui unluading.This case involves both loading or the raw workpart
and unloading of the finished part by the robot

Industrial robot applications of machine loading and/or unloading include the follow-
mg processes:

• Die casting. The robot unloads parts from the die casting machine. Peripheral oper-
ations sometimes performed by the robot include dipping the parts into a water bath
for cooling.

• Plastic molding. Plastic molding is a robot application similar to die casting. The robot
is used to unload molded parts from the injection molding machine.

• Mew! machining openuions, The robot is used to load raw blanks into the machine
tool and unload finished parts from the machine. The change in shape and size of the
part before and after machining often presents a problem in end effector design.and
dual grippers (Section 7.3.1) are often used 10 deal with this issue.

• Forging.The robot is typically used to load the raw hot billet into the die, hold it dur-
ing the forging blows, and remove it from the forge hammer. The hammering action
and the risk of damage to the die or end effector are significant technical problems.
Forging and related processes are difficult as robot applications because of the severe
conditions under which the robot must operate

• Pressworking.Human operators work at considerable risk in sheetmctal presswork-
ing operations because of the action of the press. Robots are used as substitutes for
the human workers to reduce the danger. In these applications, the robot loads the
blank into the press, the stamping operation is performed, and the part fails out the
back of the machine into a container. In high-production runs, pressworkjng opera-
tions can be mechanized by using sheetmetai coils instead of individual blanks. These
operations require neither humans nor robots to participate directly in the process

• Hear treating, These are often relatively simple operations in which the robot loads
and/or unloads parts from a furnace
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7,5.2 Processing Operations

Processing appJica~ions. arc those in which the robot performs a proccss.ing operation nn
a workpart. A distinguishing feature of this category IS that the robot 1, equipped WIth
some type of to a! as its end effector (Section 7.3.2). To perform the process. the robot must
manipulate the tool relative to the part durin)!; the work cycle. In some processing app.i-
cations, more than one tool must be used during the work cycle. In these instances. a fast-
change tool holder is used to exchange tools during the cycle. Examples of industrial robot
applications in the processing category include spot welding. continuous arc welding, spray
painting, and various machining and other rotating spindle processes.

Spot Welding. Spot welding is a metal joining process in which two sheet metal
parts are fused together at localized points of contact. Two copper-based electrodes are
used to squeeze the metal parts together and then apply a large electrical current across
the contact point to cause fusion to occur. The electrodes, together with the mechanism that
actuates them, constitute the welding gun in spot welding. Because of its Widespread use
in the automobile industry for car body fabrication, spot welding represents one of the
most common applications of industrial robots today. The end effector is the spot welding
gun used to pinch the car panels together and perform the resistance welding process. The
welding gun used for automobile spot welding is typically heavy. Prior to the use of robots
in this application, human workers performed this operation, and the heavy welding tools
were difficult for humans to manipulate accurately. As a consequence, there were many in-
stances of missed welds, poorly located welds, and other defects. resulting in overall low
quality of the finished product. The use of industrial robots in this application has dra-
matically improved the consistency of the welds.

Robots used for spot welding are usually large, with sufficient payload capacity to
wield the heavy welding gun. Five or six axes are generally required to achieve the required
positioning and orientation of the welding gun. Playback robots with point-to-point arc
used. Jointed arm coordinate robots are the most common anatomies in automobile spot
welding lines, which may consist of several dozen robots.

Continuous Arc Welding. Continuous arc welding is used to provide continuous
welds rather than individual welds at specific contact points as in spot welding. The re-
sulting arc welded joint is substantially stronger than in spot welding. Since the weld is con-
tinuous, it can be used to make airtight pressure vessels and other weldments in which
strength and continuity are required. There are various forms of continuous arc welding,
but they all follow the general description given here.

The working conditions [or humans who perform arc welding are not good. The
welder must wear a face helmet for eye protection against the ultraviolet radiation emit-
ted by the arc welding process. The helmet window must be dark enough to mask the ul-
traviolet. However, the window is so dark that the worker cannot see through it unless the
arc is on. High electrical current is used in the welding process, and this creates a hazard
for the welder. Finally, there is the obvious danger from the high temperatures in the process,
high enough to melt the steel, aluminum, or other metal that is being welded. A significant
amount of hand-eye coordination is required by human welders to make sure that the arc
follows the desired path with sufficient accuracy to make a good weld. This, together with
the conditions described above, results in a high level of worker fatigue. Consequently, the
welder is only accomplishing the welding process for perhaps 20--30% of the time. This per-
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centage is called the arc-on time, defined as the proportion of time during the shift when
the welding arc is on and performing the process. To assist the welder, a second worker,
called the fitter, is usually present at the work site to set up the parts to be welded and to
perform other similar chores in support of the welder.

Because of these conditions in manual arc welding, automation is used where tech-
nically and economically feasible. For welding jobs involving long continuous joints that are
accomplished repetitively, mechanized welding machines have been designed to perform
the process. These machines are used for long straight sections and regular round parts.such
as pressure vessels tank", and pipes

Industrial robots can also be used to automate the continuous arc welding process
The economics of robot arc welding suggest that the application should involve a relative-
ly long production run. The cell consists of the robot, the welding apparatus (power unit.con-
troller, welding 1001,and wire feed mechanism), and a fixture that positions the components
for the robot. The fixture might be mechanized with one or two degrees-of-freedom so that
it can present different portions of the work to the robot for welding. For greater produc-
tivity, a double fixture is often used so that a human helper can be unloading the complet-
ed job and loading [he components for the next work cycle while the robot is simultaneously
welding the present job. Figure 7.12 illustrates this kind of workplace arrangement.

Figure 7.il Robot arc welding cell
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The robot used in arc welding jobs must be capable of continuous path control. Joint-
ed arm robots consisting of five or six joints are frequently used. In addition. a fixture con-
sisting of one or two more degrees-ot-freedom is often used to hold the parts during
welding. The fixture must be designed specifically for the job. Programming for arc weld-
ing is usually costly. Therefore. most applications require a large batch size to justify the
robot cell. In the future, as quick-change fixtures are developed and programming effort
is reduced, shorter production runs will be possible in robot arc welding applications.

Spray Coating. Spray coating makes use of a spray gun directed at the object to
be coated. Fluid (e.g., paint) flows through the nozzle of the spray gun to be dispersed and
applied over the surface of the object. Spray painting is the most common application in
the category. The term spray coating indicates a broader range of applications that in-
cludes painting.

The work environment for humans who perform this process is filled with health
hazards. These hazards include noxious fumes in the air, risk of flash fires, and noise from
the spray gun nozzle. The environment is also believed to pose a carcinogenic risk for work-
ers. Largely because of these hazards, robots are being used with increasing frequency for
spray coating tasks.

Robot applications include spray coating of appliances, automobile car bodies, engines,
and other parts, spray staining of wood products, and spraying of porcelain coatings on
bathroom fixtures. The robot must he capable of continuous path control to accomplish the
smooth motion sequences required in spray painting. The most convenient programming
method is manual ieadthrough (Section 7.6.1). Jointed arm robots seem to be the most
common anatomy for this application. The robot must possess a long reach to access the
areas of the workpart to be coated in the application.

The use of industrial robots for spray coating applications offers a number of bene-
fits in addition to protecting workers from a hazardous environment. These other benefits
include greater uniformity in applying the coating than humans can accomplish, reduced
use of paint (less waste), lower needs for ventilating the work area since humans are nul
present during the process, and greater productivity.

Other Processing Applications. Spot welding, arc welding, and spray coating are
the most familiar processing applications of illdust rial robots. The list of indust rial pr=es~-
es that are being performed by robots is continually growing. Among these processes are
the following:

• Drilling, routing, and other machining processes. These applications use a rotating
spindle as the end effector. Mounted in the spindle chuck is the particular cutting
tool. One of the problems with this application is the high cutting forces encountered
in machining. The robot must be strong enough to withstand these cutting forces and
maintain the required accuracy of the cut.

• Grinding, wire brushing, and similar operations. These operations also usc a rotating
spindle to drive the tool (grinding wheel, wire brush, polishing wheel, etc.] at high
rotational speed to accomplish finishing and deburring operations on the work.

• Waterjet cutting. This is a process in which a high pressure stream of water is forced
through a small nozzle at high speed to cut plastic sheets, fabrics, cardboard, and other
materials with precision. The end effector is the waterjet nozzle that is directed over
the desired cutting path by the robot.
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• Loser culling. The function of the robot in this application is similar to its function in
waterjet cutting. The laser tool is attached to the robot as its end effector. Laser beam
welding is a si~i1ar application

• Ril'di,'R. Some work has been done in using robots to perform riveting operations in
sheet metal fabrication. A riveting tool with a feed mechanism for feeding the rivets
is mounted on the robot's wrist. The function of the robot is to place the riveting tool
at the proper hole and actuate the device

7.5.3 Assemblv and Inspection

In some respects. assembly and inspection are hybrids of the previous two application cat-
egories: material handling and processing. Assembly and inspection applications can in-
volve either the handling of materials or the manipulation of a tool. For example, assembly
operations tvpically involve the addition of components to build a product. This requires
the movement of components from a supply location in the workplace to the product being
assernhled, which is material handling. ln some cases, the fastening of the components re
quires a tool to be used by the robot (c.g.cstaklng, welding. driving a screw).Simiiarly. some
robot inspection operations require that parts be manipulated, while other applications
require .uar an inspection tool be manipulated.

Assembly and inspection are traditionally labor-intensive activities. They are also
highly repetitive and usually boring. For these reasons, they are logical candidates fur roo
botic applications. However. assembly work typically involves diverse and sometimes dif
ficult tasks, often requiring adjustments to be made in parts that don't quite fit together. A
sense of feel i~often required to achieve a dose fitting of parts. Inspection work requires
high precision and patience. and human judgment is often needed to detenninc whether a
product is within quality specifications or not. Because of these complications in both types
of work, the application of robots has not been easy. Nevertheless, the potential rewards
are so great chat substantial efforts are being made to develop the necessary technologies
to achieve success in these applications.

Assembly. Assembly involves the addition of two or more parts to form a new en-
tity. called a suhu~jcrnbly (or assembly). lhc new subassembly is made secure by fastening
two or more part, together using mechanical fastening techniques (such as screws, nuts,
and rivets) or joining processes (e.g .. welding. brazing, soldering, or adhesive bonding). We
have already discussed robot applications in welding, which are often considered separately
from mechanical assembly applications (as we have separated them in our (overage here).

Because of the economic importance of assembly, automated methods are often ap-
plied. Fixed automation (Chapter 1) is appropriate in mass production of relatively simple
products, such as pens, mechanical pencils, cigarette lighters, and garden hose nozzles. Ro-
bots are usually at a disadvantage in these high-production situations because they cannot
operate at the high speeds that fixed automated equipment can.

The most appealing application of industrial robots for assembly is where a mixture
of similar products or models are produced in the same work cell or assembly line. Exam-
ples of these kinds of products include electric motors, small appliances, and various other
sman mechanical and electrical products. In these instances. the basic configuration of the
different models is the same. but there are vanations in size, geometry, options, and other
features-Such products are ofteumade in batches on manual assembly lines. However, the
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pressure to -educe inventories makes mixed model assembly lines (Section 17.2) more at-
rracuve. Robots can be used to substitute for some or all of the manual stations on these
lines. what makes robots viable in mixed model assembly is their capability to execute pro-
grammed variations in the work cycle to accommodate different product configurations.

Industrial robots used for the types of assembly operations described here are typi-
cally small. with light load capacities. An internal study at General Motors revealed that a
large proportion of assembly tasks require a robot capable of lifting parts weighing Sib or
less [7]. The most common configurations arc jointed arm, SCARA, and Cartesian coor-
dinate. Accuracy requirements in assembly work are often more demanding than in other
robot applications, and some of the more, precise robots in this category have repeatabili-
ties as dose as :B105 mm (±O.OO2 in j, In addition to the robot itself, the requirements of the
end effector are often demanding, The end effector may have to perform multiple functions
at a single workstation to reduce the number of robots required in the cell. These multiple
functions can include handling more than one part geometry and performing both as a
gripper and an automatic assembly tool

Inspection. There is often a need in automated production and assembly systems
to inspect the work that is supposed to be done. These inspections accomplish the follow-
ing functions: (1) making sure that a given process has been completed. (2) ensuring that
parts have been added in assembly as specified. and (3) identifying flaws in raw materinls
and finished parts. The topic of automated inspection is considered in more detail in Chap-
ter 22. Our purpose here is to identify the role played by industrial robots in inspection. In-
spection tasks performed by robots can be divided into the following two cases:

I. The robot performs loading and unloading tasks to support an inspection or testing
machine. This case is really machine loading and unloading, where the machine is an
inspection machine. The robot picks parts (or assemblies) that enter the cell, loads and
unloads them to carry out the inspection process, and places them at the cell output.
In some cases. the inspection may result in parts sortation that must be accomplished
by the robot. Depending on the quality level, the robot places the parts in different
containers or on different exit conveyors,

2. The robot manipulates an inspection device. such as a mechanical probe, to test the
product. This case is similar to a processing operation in which the end effector at-
tached to the robot's wrist is the inspection probe. To perform the process, the part
must be presented at the workstation in the correct position and orientation, and the
robot manipulates the inspection device as required.

7.6 ROBOT PROGRAMMING

To do useful work, a robot must be programmed to perform its motion cycle. A robot pro.
gram can be defined as a path in space 10 be followed by the manipulator, combined with
peripheral actions that support the work cycle, Examples of the peripheral actions include
opening and closing the gripper, performing logical decision making, and communicating
with other pieces of equipment in the robot cell. A robot is programmed by entering the
programming commands into its controller memory. Different robots use different meth-
ods of entering the commands

. ln the case of Ii~ited sequence robots, programming is accomplished by setting limit
SWitches and mechanical stops to control the endpoints of its motions. The sequence in
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which the occur is rcsulatcd b ",,,,,,,0,10, rhis device determines the

and in the

7.6.1 Leadthrough Programming

and robot language programming are the two methods most

fore computer control same basic methods are
computer controlled programming, ,I" II'"
by moving the manipulator throughthe n :~~:~;;;lm"lt"neo",'y
the into the controller memory for subsequent pf

Powered Leadthrough Versus Manual Leadthrough. There are two methods
of pcrforrnmg the Jeadthrough teach procedure: (1) powered leadthrough and (2) manual
leadrhrough. The difference between the two is in the manner in which the manipulator is
moved through the motion cycle during programming. Powered teadthrough is commonty
used a~ thc programming method for playback robots with point-to-point control. It in·
valves the usc of J teach pendant (hand-held control box) that has toggle switches and/or
contact buttons for controlling the movement of the manipulator joints. Figure 7.13 illus-
trates the important components ofa teach pendant. Using the toggle switches or buttons,
the programmer power drives the robot arm to the desired positions, in sequence, and
records the positions into memory. During subsequent playback, the robot moves through
the sequence 01 positions under its own power.

MUfllliilleadrhrou{!,h is convenient for programming playback robots with continuous
path control whLTCthe continuous path is an irregular motion pattern such as in spray
painting. This programming method requires the operator to physically grasp the end-of.
arm or tool attached to the arm and manUillly move itthrough the mouuu sCljutm,;e, record-
ing the path into mcmory. Because the robot arm itself may have significant mass and
would therefore he difficult to move, a special programming device often replaces the ac-
tual robot for the teach procedure. The programming device has the same joint configu-
ration as the robot. and it is equipped with a trigger handle (or other control switch), which
is activated when the operator wishes to record motions into memory. The motions arc
recorded a~ a series of closely spaced points' During playback, the path is recreated by con-
trolling the actual robot arm through the same sequence of points.

Motion Programming. The lcndthrough methods provide a very natural way of
programming motion commands into the robot controller. In manualleadthrough, the op-
erator simply moves the ann through the required path to create the program. In powered
leadthrough the operator uses a teach pendant to drive the manipulator. The teach pen-

b equipped with switch or a pair of contact buttons for ench joint H) acti-
these switches or in a coordinated fashion for the various joints. the

programmer movev the manipulator to [he required positions in the work space.

Sec. 7.6.1 Robot Programming
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Figure 7.13 A typical robot teach pendant.

Coordinating the individual joints with the teach pendant is sometimes an awkward
way to enter motion commands to the robot, For example, it is difficult to coordinate the
individual joints of a jointed-arm robot (TRR configuration) to drive the end-of-arm in a
straight line motion. Therefore, many of the robots using powered leadthrough provide
two alternative methods for controlling movement of the manipulator during program-
ming, in addition to individual joint controls. With these methods, the programmer can con-
trol the robot's wrist end to move in straight line paths. The names given to these
alternatives are (1) world coordinate system and (2) tool coordinate system. Both systems
mak., use of a Cartesian coordinate system. In/he world coordinate system. the origin and
frame of reference are defined with respect to some fixed position and alignment relative
to the robot base. This arrangement is illustrated in Figure 7,14(a). In the tool coordinate
system, shown in Figure 7 .14(b), the alignment of the axis system is defined relative to the
orientation of the wrist faceplate (to which the end effector is attached). In this way, the pro-
grammer call orient the tool in a desired way and then control the robot to make linear
moves in directions parallel OT perpendicular to the tool.

The world coordinate system and the tool coordinate system are useful only if the
robot has the capacity to move its wrist end in a straight line motion, parallel to one of the
axes of the coordinate system. Straight line motion is quite natural for a Cartesian coordi-
nate robot (LOO configuration) but unnatural for robots with any combination of rotational
joints (types R, T, and V). To accomplish straight line motion for manipulators with these
types of joints requires a linear interpolation process to be carried out by the robot's con-
troller. In straight line interpolation. the control computer calculates the sequence of ad-
dressable points in space that the wrist end must move through to achieve a straight line
path between two points.

~'tn~~~l
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Figure 7.14 (a) World coordinate system. (b) Tool coordinate system.

There are other types of interpolation that the robot can use. More common than
straight line interpolation is joint interpolation. When a robot is commanded to move its
wrist end between two points using joint interpolation, it actuates each of the joints simul-
taneously at its own constant speed such that all of the joints start and stop at the same time
The advantage of joint interpolation over straight line interpolation is that there is usual-
ly less total motion energy required to make the move. This may mean that the move could
be made in slightly less time. It should be noted thai in the case of a Cartesian coordinate
robot, joint interpolation and straight line interpolation result in the same motion path.

Still another form of interpolation is that used in manualleadthrough programming
In this case, the robot must follow the sequence of closely space points that are defined duro
ing the programming procedure. In effect, Ihis is an interpolation process for a path that
usually consists of irregular smooth motions.

The speed of the robot is controlled by means of a dial or other input device, locat-
ed on the teach pendant and/or tile main control panel. Certain motions in the work cycle
should be performed at high speeds (e.g., moving parts over substantial distances in the work
(ell), while other motions require low speed operation (e.g.cniutions that require high pre-
cision in placing the workpart). Speed control also permits a given program to be tried out
at a safe slow speed and then at a higher speed to be used during production.
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guagcs. are more tcarncd hv someone whose inclUdes computer
programming

There arc several inherent disadvantages of the lcadthrough programming method>.
First, regula production must he interrupted during the lcadthrough programming pro-
cedures. In other words, leadthrough programming results in downtime ofthe robot cell or
production line. The economic consequence of this is that the lead through methods must
be used for relatively long production runs and are inappropriate for small batch sizes

Second. the teach pendant used with powered leadthrough and the programming de-
vices used with rnanualleadthrough arc limited in terms of the decision-making logic that
can he incorporated into the program. It is much easier to write logical instructions using
the computer-like robot languages than the lcadtt-rough methods

Third, since the Ieadthrough methods were developed before computer control be-
came common for robots, these methods are not readily compatible with modem com-
puter-based technologies such as CAD/CAM, manufacturing data bases, and local
communications networks. The capability to readily interface the various computer-
automated subsystems in the factory for transfer of data is considered a requirement for
achieving computer integrated manufacturing.

7.6.2 Robot Programming languages

The u_~e of textual programming languages became an appropriate programming method
as digital computers took over the control function in robotics. Their usc has been stirnu-
lated by the increasing complexity of the tasks that robots are called on to perform, with
the concomitant need to imbed logical decisions into the robot work cycle. These com-
purer-like programming languages are really on-line/off-fine methods of programming, be
cause the robot must still be taught its locations using the leadthrough method. Textual
programming languages for robots provide the opportunity to perform the following func-
tions that Ieadthrough programming cannot readily accomplish:

• enhanced sensor capabilities. including the use of analog as weI! as digital inputs
and outputs

• improved output capabilities for controlling external equipment
• program logic that is beyond the capabilities of leadthrough methods
• computations and data processing similar to computer programming languages
• communications with other computer systems

This section reviews some of the capabilities of the current generation robot program
ming languages. Many of the language statements are taken from actual robot program-
minglnnguages.

Morion Programming. Motion programming with robot languages usually re-
quires a combination of textual statements and leadthrough techniques. Accordingly, this
method of programming is sometimes referred to as on-line/offline programming. The
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MOVE PI

which commands the robot to move from its current position to a position and orientation
defined by the variable name Pl. The point P1 must be defined, and the most convenient
way to define P1 is to use either powered leadthrough or manualleadthrough to place the
robot at the desired point and record that point into memory. Statements such as

HERE PI

LEARN PI

arc used in the lcadthrough procedure to mdicate the variable name for the point. What i~
recorded into the robot's contro11llemory is the set of joint positions or coordinates used
by the controller to define the point. For example, the aggregate

(2~6.15R,65.0.0,O)

could be utilized to represent the joint positions for a six-jointed manipulator. The first
three values 1,230.158.65) give the jomt positions of the body-and-arm, and the last three
values (0,0.0) define the wrist joint positions. The values are specified in millimeters or de.
grccs. depending all the joint types.

There arc variants of the MOVE statement. These include the definition of straight
line interpolation motions, incremental moves, approach and depart moves, and paths. For
examplc,thcstatement

MOVES PI

denotes a move that is to be made using straight line interpolation, The suffix S on MOVE
designates straight line motion.

An incremental move is one whose endpoint is defined relative to the current posi-
tion of the manipulator rather than to the absolute coordinate system of the robot. For ex-
ample, suppose the robot is presently at a point defined by the joint coordinates (236, 158,
65,0,O,0),and it is desired to move joint 4 (corresponding to a twisting motion of the wrist)
from 0 to 125,The following form of statement might be used to accomplish this move'

DMOVE (4, 125)

The new joint coordinates of the robot would therefore be given by (236, 158, 65,
125, n, 0). The prefix 0 is interpreted as delta, so DMOVE represents a delta move, or in-
cremcntalrnovc

Approach and depart statements are useful in material handling operations. The AP-
PROACH statement moves the gripper from its current position 10 within a certain distance

en
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of the pICkup (or drop-off) point, and then a MOVE statement is used to position the end
effector at the pickup point. After the pickup is made. a DEPART statement IS used 10
move the gripper away from the point. The following statements illustrate the sequence:

APPROACH P!,40 MM

MOVE PI

(actuate !!;ripper)

DEPART40MM

The final destination is point Pl. but the APPROACH command moves the gripper
to a safe distance (40 mm) above the point. This might be useful to avoid obstacles such
as other parts in a tote pan. The orientation of the gripper at the end of the APPROACH
move is the same as that defined for the point PI, so that the final MOVE Pi is really a
spatialtranslation of the gripper. This permits the gripper to be moved directly to the part
for grasping.

A path in a robot program is a series of points connected together in a single move.
The path is given a variable name, as illustrated in the following statement:

DEFINE PATHl23 = PATH(Pl.P2,P3)

This is a path that consists of points PI. P2, and P3. The points are defined in the
manner described above. A MOVE statement is used to drive the robot through the path.

MOVE PA.TH123

The speed of the robot is controlled by defining either a relative velocity or an ab-
solute velocity. The following statement represents the case of relative velocity definition:

SPEED 75

when this statement appears within the pr ograrn, it is typically interpreted to mean
that the manipulator should operate at 75% of the initially commanded velocity in the
statements that follow in the program. The initial speed is given in a command that precedes
the execution of the robot program, For example,

SPEEDO.5MPS

EXECUTE PROGRAMI

indicates that the program named PROGRAM} is to be executed by the robot, and rhar
the commanded speed during execution should he 0.5 m/sec.

Interlock and Sensor Commands. The two basic interlock commands (Section
4.3.2) used for industrial robots are WAIT and SIGNAL. The WAIT cornrnand is used to
implement an input interlock. For example,

WAIT20,ON



is typical ot a control statement that might be usee to output a voltage level of6.0V!O the
device from controller output port 10

A IInf the above interlock commands represent situations where the execution of the
statement occurs at the point in the program where the statement appears. There are other
situations in which it is desirable for an external device to be continuously monitored for
any change that might occur in the device, This might be useful, for example, in safety mon-
itoring where a sensor is set up to detect the presence of humans who might wander into
the robot's work volume. The sensor reacts to the presence of the humans by signaling the
robot controller. The following type of statement might he used for this case:
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would cause program execution to stop at this statement until the input signal coming into
the robot controller at port 20 was in an "on" condition. This might be used to cause the
robot to walt for thc completion of an automatic machine cycle in a loading and unload-

SI(ir-.iAL statement i~used to implement an output interlock. This is used to
<.communicatetn ~()mce",!ernal piece of equipment. Por e",ample,

SIGNAL 10. ON

would switch on the signal at output port 10, perhaps to actuate the start of an automatic
rnachine cvcfe.

Both of the above examples indicate on/off signals. Some robot controllers possess
the capacity to control analog device, that operate at various levels. Suppose it were de-
sired to turn on an external device that operates on variable voltages in the range 0 to 10 V.
The command

SiGNAL 10,6.0

Sec. 7.6 I Robot Programming

REACT 25. SAFESTOP

This command would be written to continuously monitor input port 25 for any
changes in the incoming signal. If aud when a change in the signal occurs, regular program
execution is interrupted, and control is transferred to a subroutine called SAFESTOP.This
subroutine would stop the robot from further motion and/or cause some other safety ac-
tion to be taken.

End effectors arc devices that, although they are attached to the wrist of the manip-
ulator. are actuated very much like external devices. Special commands are usually written
for controlling the end effector. In the case of grippers, the basic commands are

OPEN

and

CLOSE

which came toe gripper to actuate to fully open and fully closed positions, respectively.
Greater control over the gripper is available in some sensored and servo-controlled hands.
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For grippers that have force sensors that can be regulated through the robot controller, a
command such as

CLOSE2.0N

controls the dosing of the gripper until a 2.0-N force is encountered by the gripper fingers.
A similar command used \0 close the gripper to a given opening width is:

CLOSE25MM

A special set of statements is often required to control the operation of tool-type
end effectors, such as spot welding guns, arc welding tools, spray painting guns, and pow"
ered spindles (for drilling, grinding, etc.]. Spot welding and spray painting controls are typ-
ically simple binary commands (e.g., open/close and on/off), and these commands would
be similar to those used for gripper control. In the case of arc welding and powered spin-
dles, a greater variety of control statements is needed to control feed rates and other pa-
rameters of the operation

Computations and Program Logic. Many of the current generation robot lan-
guages possess capabilities for performing computations and data processing operations
that are similar to computer programming languages. Most present-day robot applications
do not require a high level of computational power. As the complexity of robot applica-
tions grows in the future, it is expected that these capabilities will be better utilized than
at present,

Many of today's applications of rohots require the use of branches and subroutines
in the program. Statements such as

GOTO 150

and

IF (logical expression) GO TO 150

cause tile program TO branch to some other statement in the program [e.g., to statement
number 150 in the above illustrations).

A subroutine in a robot program is a group of statements that are to be executed
separately when called from the main program. In a preceding example, the subroutine
SAFESTOP was named in the REACT statement for use in safety monitoring. Other uses
of subroutines include mak.ing calculations or performing repetitive motion sequences at
a number of different places in the program. Rather than write the same steps several times
in the program,lhe use of a subroutine is more efficient.

7.6.3 Simulation and Off-line Programming

The trouble with leadthrough methods and textual programming techniques is that the
robot must be ta.ken out of production ~or a certain length of time to accomplish the pro-
gramming. Off-lme programming permits the robot program to be prepared at a remote
computer terminal and downloaded to the robot controller for execution. In true off-line
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programming. there is no need to physically locate the positions in the workspace for the
robot as required with present textual programming languages. Some form of graphical
computer simulation is required to validate the programs developed off-line, similar to off-
line procedures used in NC part programming. The advantage of true off-line programming
is that new programs can be prepared and downloaded to the robot without interrupting
production

The off-line programming procedures being developed and commercially offered
use graphical simulation to construct a three-dimensional model of a robot cell for evalu-
ation and off-line programming. The cell might consist of the robot, machine tools, con-
veyors, and other hardware. The simulator permits these cell components to be displayed
on the graphic, monitor and for the robot to perform its work cycle in animated comput-
er graphics. After the program has been developed using the simulation procedure, it is
then converted into the textual Language corresponding to the particular robot employed
in the celJ.This is a step in the off-line programming procedure that is equivalent to post-
processing in NC part programming.

In the current commercial off-line programming packages, some adjustment must be
performed to account for geometric differences between the three-dimensional model in
the computer system and the actual physical cell. For example, the position of a machine
tool in the physical layout might be slightly different than in the model used to do the off-
lme programming. For the robot to reliably load and unload the machine, it must have an
accurate location of the load/unload point recorded in its control memory. This module is
used to calibrate the 3-D computer model by substituting location data from the actual
cell for the approximate values developed in the original model. The disadvantage with
calibrating the cell is that time is lost in performing this procedure.

In future programming systems, the off-line procedure described above will probably
be augmented hy means of machine vision and other sensors located in the cell. The vision
and sensor systems would be used to update the three-dimensional model of the work-
place and thus avoid the necessity for the calibration step in current off-line programming
methods. The term sometimes used 10 describe these future programming systems in which
the robot possesses accurate knowledge of its three-dimensional workplace is world mod-
eling. Associated with. the concept of world modeling is the use of very high-level language
statements, in which the programmer specifies a task to be done without giving details of
the procedure used to perform the tusk. Examples of this type of statement might be

ASSEMBLE PRINTI?\G MECHANISM TO BRACKET

WELD UPPER PLATE TO LOWER PLATE

The statements are void of any reference to points in space or motion paths to be fol-
lowed by the robot. Instead, the three-dimensional model residing in the robot's control
memory would identify the locations of the various items to be assembled or welded. The
future robot would possess sufficient intelligence to figure out its own sequence of mo-
tions and actions for performing the task indicated.

or
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Chap. 7 I Industrial Robotics

7.7.1 Introduction to Manipulator Kinematics

In this section. we discuss two problem areas that are central to the operation of an in-
dustrial robot: (1) manipulator kinematics and f2l accuracy and repeatability with which
the robot can position its end effector

Manipulator kinematics is concerned with the position and orientation of the robot's end-
of-arm. or the end effector attached \0 it as a function of time but without regard for the
effects afforce or mass. Of course, the mass of the manipulator's links and joints, not to men-
lion the rna", of the end effector and load being carried by the robot, will affect position
and orientation as a function of time, but kinematic analysis neglects this effect. Our treat
ment of manipulator kinematics will be limited 10 the mathematical representation of the
position and orientation of the robot's end-of-arm

Let us begin by defining terms, The robot manipulator consists of a sequence of joints
and links. Let us name the joints fl,1" and so on, starting with the joint closest to the base
of the manipulator. Sirnilarlv, the links are identified as L], 1." and so on, where 1.1 is the
output link of f1, 1.2 is the output link of 12, and so on. Thus, the input link to 1, is 1.1, and
the input link to 11is 1.0, The final link for a manipulator with n degrees-of-freedom (n
joints) is 1.". and its position and orientation determine the position and orientation of the
end effector attached to it. Figure 7.15 illustrates the joint and link identification method
for two different manipulators, each having two joints. In Figure 7.15(a), both joints arc
orthogonal types, so this is <Ill 00 robot according to our notation scheme of Section 7.1.2.
Let us define the values of the a joints as A1 and A2, where these values represent the po-

(a) (b)

Figure 7,15 Two manipulators with two degrees-of-freedom:(a) an
00 robot and (b) an RR robot.

Eo'
ettecror ,
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sit ions of the joints relative to their respective input links. Figure 7 .15(b) shows a two de-
gree-of-freedom robot with configuration RR. Let us define the values uf the two joints a~
the angbfl: and 82, where 81 is defined with respect to the horizontal .base. and B, is de-
fined relative to the direction of the input link to Joint le. as illustrated m our diagram

One WiH \0 mathematically represent the position and orientation of the manipula-
tor's end-of-a;", i, by means of hsjotnts. Thus, for the 00 robot of Figure 7.1.')(n), the po-
sition and orientation arc identified as follows

(7.1)

and similarly for the RR robot of Figure 7.15(h),

(7.2)

where ),1,A2.81, and 82 are the values of the joints in the two robots, respectively. We might
refer to this method of representation as the joint space method, because it defines posi-
tion and orientation (symbolized as PI) in term, of the joint values.

An alternative way to represent position is by the familiar Cartesian coordinate sys-
tem, in robotics called the world space method. The origin of thc Cartesian coordinates in
world space is usually located in the robot's base. The end-of-arm position Pl.' is defined in
world space as

P", = (x,zl (7.3)

where x and z are the coordinates of point P",. Only two axes are needed for our two-axis
robots because the only positions that can be reached by the robots are in the x-z plane.
For a robot with six joints operating in 3-D space, the end-of-arm position and orientation
P",can be defined as

P", = (x. y, z. a,{3,x) (7.4)

where x, v, and z specify the Cartesian coordinates in world space [pos.irionkand a,,B,and
X specify the angles of rotation of the three wrist joints (orientation).

Notice that orientation cannot be independently established for our two robots in
Figure 7.15. For the 00 manipulator, the end-of-arm orientation is always vertical; and for
the RR manipulator, the orientation is determined by the joint angles 81 and B,. The read-
er will observe that the RR robot has two possible ways of reaching a given set of x and z
coordinates, and so there are two alternative orientations of the end-of-arm that are pos-
sible for all x-z values within the manipulator's reach except for those coordinate posi-
tions making up the outer circle of the work volume when O2 is zero. The two alternative
pairs of joint values are illustrated in Figure 7.16.

Forward and Backward Transformation for a Robot with Two Joints, Both
the joint space and world space methods of defining position in the robot's space are im-
portant. The joint space method is important because the manipulator positions its end-of-
arm by moving its Joints to certain values. The world space method is important because
applications of the r~bol are d~fined in terms of ~oints in space using the Cartesian coor-
dinate system. What ISneeded IS a means of rnappmg from one space method to the other.
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Figure 7.16 For most x-z coordinates in
the RR robot's work volume, two
alternative pairs of joint values are
possible, called "above" and "below."

Mapping from joint space to world space is called forward transformation, and converting
from world space to joint space is called backward transformation.

The forward and backward transformations arc readily accomplished for the Carte-
sian coordinate robot of Figure 7,15(a), because the x and z coordinates correspond di-
rectly with the values of the joints, For the forward rransgormetion,

(7.5)

and for the backward transformation,

(7.6)

where x and z are the coordinate values in world space, and ..1.1and ,1.2are the values in
joint space.

For the RR robot of Figure 7.15(b), the forward transformation is calculated by not-
ing that the lengths and directions of the two links might be viewed as vectors in space'

fl = {LlcosB1,L1sinB2}

f2 = {L2cos(Ol + 02),L1sin{Ol + 82)}

(7.7a)

(7.7b)

Vector addition ofr1 and (2 (and taking account of link Lo) yields the coordinate val-
ues of x and y at the end-of-arm:

x=L.~~+~~(~+~)
Z=~+Ll~el+~~~+~)

(7,8a)

(7.8b)

For the backward transformation, we are given the coordinate positions x and z in
world space, and we must calculate the joint values that will provide those coordinate val-
ues. For our RR robot, we must firs! decide whether the robot will be positioned at the .r,
z coordinates using an "above" or "below" configuration, as defined in Figure 7.16. Let us
assume that the application calls for the below configuration, so that both O. and O2 will take

---'
'Below

configuration



Sec. 7.7 I Engineering Analysis of Industrial Robots 243

on positive values in our figure. Given the link values L1 and L2• the following equations
can be derived for the two angles 01 and 82:

X' + (z - Lof - L1 - Lj
cos82 == 2L

1
L

2

{(z Lo)(L1 1 L2COS02) - xL2sin02}
tan s, == {x(L) + L2COS01) + (e - Lo)L2sinOz}

(7.9a)

(7.9b)

Forward and Backward Transformation for a Robot with Three Joints. Let us
consider a manipulator with three degrees-of-freedom, all rotational, in which the third
joint represents a simple wrist. The robot is a RR: R configuration, shown in Figure 7.17.
We might argue that the arm-and-body (RR:) provides position of the end-of-arm, and the
wrist (: R) provides orientation. The robot is still limited to the x-z plane. Note that we have
defined the origin of the axis system at the center of joint 1 rather than at the base of link
0, as in the previous RR robot of Figure 7.15(b). This was done to simplify the equations.

For the forward transformation, we can compute the x and z coordinates in a way sim-
ilar to that used for the previous RR robot.

x = L,cosOI + Lzcos(8j + I:IJ + L,cos(8, + 1:1"+ (3) (7.lOa)

z = L!sinO! + L2sin(01 + 8:2) + L3sin(OI + O2 + 93) (7.1Oa)

Let us define a as the orientation angle in Figure 7.17. It is the angle made by the wrist
with the horizontal. It equals the algebraic sum of the three joint angles:

(HOc)

In the backward transformation. we are given the world coordinates x, z. and a, and
we want to calculate the joint values OJ,92, and 9} that will achieve those coordinates. This
is accomplished by first determining the coordinates of joint 3 (x} and Z3 as shown in Fig-
ure 7.17). The coordinates are

figure 7.17 A robot with RR:R configuration.
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(7.11'1)

(7.111;)

Knowing the coordinates of joint 3, the problem of determining 81 and (}zis the same
as for the previous RR configuration robot.

cos8
2

= x~ ~ z~ - Lt- L3
2L]L2

{z3(Ll + ~COSel) ~ X3L2 sin od
tans, = {x3(Lj + L2cos91) + Z.lL2Sin1l2}

(7.12a)

(7.12b)

The value of joint 3 is then determined as

(7.12c)

EXAMPLE 7.1 Backward Transformation for a RR; R Robot

Given the world coordinates for a RR:R robot (similar to that in Figure 7.17)
as x = 300 mm, Z = 400 mm, and a = 30°;and given that the links have values
L1 = 350 mm, L2 = 250 mrn. and L3 = 50 rnrn, determine the joint angles 8j,

02, and 83,

Solution: The first step is to find X3 and Z3 using Eqs. (7.11) and the given coordinates
x = 300 and z = 400.

Xl ~ 300 - 50 cos 30 = 256.7

<3 = 400 - 50 sin 30 = 375

Next, we find Ol using Eq. (7.12a):

256.72 + 3752 - 35(}2 - 2502

cess, = 2(350)(250) - 0.123

The angle 81 is found using Eq. (7.12b)

375(350 + 250 cos 82.9) - 256.7(250)sin82.9
tan 01 = 256.7(350 + 250 cos 82.9) + 375(2S0)sin82.9 ~ 0.4146

Finally, 03 = -75.4'

A Four-Jointed Robot in Three Dimensions. Most robots possess a work vol-
ume with three dimensions. Consider the fourdegree-of-freedom robot in Figure 7.18. Its
configuration is TRL: R. Joint 1 (type T) provides rotation about the z axis, Joint 2 (type
R) provides rotation about a horizontal axis whose direction is determined by joint 1. Joint
3 (type L) is a piston that allows linear motion in a direction determined by joints 1 and 2
And joint 4 (type R) provides rotation about an axis that is parallel to the axis of joint 2.

The values of the four joints are, respectively, °1,02, A.j, and 04, Given these values
the forward transformation is given by:
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Figure 7.18 A four degree-of-freedom robot with configuration
TRL:R.

x = cosOI{A3coS02 + L4cosa)
y = sin(jl(A~coS(j2 + L~cosa)

z = Lj + A3sinOl + L4sina

245

(x.y,>.)

(7.13,)

(7.13b)

(7,13c)

where a = O2 + (J4

In the backward transformation, we are given the world coordinates .r, y, e. and a,
where (l specifies orientation, at least to the extent that this conngurauon is capable of
orienting with only one wrist joint. To find the joint values, we define the coordinates of joint
4 as follows, using an approach similar to that used for the RR:R robot analyzed previously:

tanO] = ~

X4 = X - cosO\{L4cosa)

}'4 =)' - sinB](L4cosa)

Z4 = z - L4sina
A

3
= ~ +-(z~--=-.LJ

sin9l ~ ZI:3 L1

(7.14a)

(7.14b)

(7.1<1<0)

(7.14d)

(7.14<)

(7.14f)

(7.14,)
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EXAMPLE 7.2 Backward Transfonnation for a TRL:R Robot

Given the world coordinates for a TRL: R robot (similar to that in Figure 7.18)
as x 0= 300 mm, y = 350 mrn. z = 400 mm, and a = 45°;and given that the
rinks have values Lu - O. Lj ~ 325 mm, AJ has a range from 300 to 500 mm,
and L4 = 25 mm.detertnine the joint angles s, ,82,,1.3. and 84_

Solution: We begin by finding 01 using Eq. (7.14a):

lane! = ~ = 1.1667 OJ = 49.40

Next.the position of joint4 must be offset from the given x-y-z world coordinates.

'"4 = 300 - cos49.4(25cos45) = 288.5

}'4 = 350 - sin 49.4(25 c0545) = 336.6

Z4 = 400 - 25 sin 45 = 382.3

The required extension of linear joint 3 can now be determined:

).3 = V288.5' + 336.62 + (382.2 - 325)2 = \1199815.1 ).3 = 447.0 mm

Now Ih can be found from Eq. (7.14£):

Finally,

si092 '" 382~;o325 '" 0.1282

g4 = 45° - 7,360

Homogeneous Transformations for Manipulator Kinematics. Each of the pre-
vious manipulators required its own individual analysis, resulting in its own set of trigono-
metric equations, to accomplish the forward and backward transformations. There is a
general approach for solving the manipulator kinematic equations based on homogeneous
transformations. Here we briefly describe the approach to make the reader aware of its
availability. For those who are interested in homogeneous transformations for robot kine-
matics, more complete treatments of the topic are presented in several of our references,
including Craig [3], Groover et al. [6], and Paul [9].

The homogeneous transformation approach utilizes vector and matrix algebra to de-
fine the joint and link positions and orientations with respect to a fixed coordinate system
(world space). The end-of-arm is defined by the following 4 x 4 matrix:

(7.15)

where T consists of four column vectors representing the position and orientation of the
end-of-arm or end effector of the robot, as illustrated in Figure 7.19, The vector p defines
the position coordinates of the end effector relative to the world x y-z coordinate system
The vectors a, 0, and n define the orientation of the end effector. The a vector, called the
approach vector, points in the direction of the end effector, The 0 vector, or orientation
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Figure 7.19 The four vectors
representing position and orientation of
the robot's end effector relative to the
world coordinates .r, y, and z.

vector, specifies the side-to-side direction of the end effector. For a gripper, this is in the di-
rection from one fingertip to the opposite fingertip. The II vector is the normal vector, which
is perpendicular to a and o. Together, the vectors a, 0, and Dconstitute the coordinate axes
of the tool coordinate system (Section 7.6.1).

A homogeneous transformation is a 4 x 4 matrix used to define the relative transla.
non and rotation between coordinate systems in three-dimensional space. In manipulator
kinematics, calculations based on homogeneous transformations are used to establish the
geometric relationships among links of the manipulator. For example, let Ai = a 4 x 4
matrix that defines the position and orientation of link 1 with respect to the world coordi-
nate axis system. Similarly, A2 = a 4 x 4 matrix that defines the position and orientation
of the link 2 with respect to link 1.Then the position and orientation of link 2 with respect
to the world coordinate system (call it T2) is given by:

where T1 might represent the position and orientation of the end-of-arm (end oflink 2) of
a manipulator with two joints: and Al and A2 define the changes in position and orienta-
tion resulting from the actuations of joints I and 2 on links 1 and 2, respectively.

This approach can be extended to manipulators with more than two links. In gener-
at. the position and orientation of the end-of-arm or end effector can be determined as
the product of a series uf homogeneous transformations, usually one transformation for
each joint-link combination of the manipulator, These homogeneous transformations math-
ematically define the rotations and translations that are provided by the manipulator's
joints and links. For the four-jointed robot analyzed earlier, the tool coordinate system
(position and orientation of the end effector) might be represented relative to the world
coordinate svstem as:

(7.16)
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where T = the transformation matrix defining the tool coordinate system, as defined in
Eq. (7.15); and A, = transformation matrices (4 x 4) for each of the four links of the
manipulator.

7.7.2 Accuracy and Repeotabilfty

The capacity of the robot to position and orient the end?f its wrist wit~ a~uracy and re-
peatability is an Important control attribute in nearly all industrial applications. Some as-
sembly applications require that objects be located with a precision of 0.05 mm (0.002 in)
Other applications, such as spot welding, usually require accuracies of 0.5-1.0 mm (0.020-
0.040 in). Let us examine the question of how a robot is able to move its various joints to
achieve accurate and repeatable positioning. There are several terms that must be defined
in the context of this discussion: (1) control resolution, (2) accuracy, and (3) repeatability.
These terms have the same basic meanings in robotics that they have in NC. In robotics.
the characteristics are defined at the end of the wrist and in the absence of any end effee-
tor attached at the wrist.

Control resolution refers to the capability of the robot's controller and positioning sys-
tem to divide the range of the joint into closely spaced points that can be identified by the
controller. These are cailed addressable points because they represent locations to which
the robot can be commanded to move. Recall from Section 6.6.3 that the capability to di-
vide the range into addressable points depends on two factors: (1) limitations of the electro-
mechanical components that make up each joint-link combination and (2) the controller's
bit storage capacity for that joint.

If the joint-link combination consists of a leadscrew drive mechanism, as in the case
of an NC positioning system, then the methods of Section 6.6.3 can be used to determine
the control resolution. We identified this electromechanical control resolution as CR10 Un-
fortunately, from our viewpoint of attempting to analyze the control resolution of the robot
manipulator, there is a much wider variety of joints used in robotics than in NC machine
tools. And it is not possible to analyze the mechanical details of all of the types here. Let
it suffice to recognize that there is a mechanical limit on the capacity to divide the range
of each joint-link system into addressable points, and that this limit is given by CR!.

The second limit on control resolution is the bit storage capacity of the controller.
If B = the number of bits in the bit storage register devoted to a particular joint, then the
number of addressable points in that joint's range of motion is given by 2B•The control res-
olution is therefore defined as the distance between adjacent addressable points.This can
be determined as

(7.17)

where CR2 = control resolution determined by the robot controller; and R = range of
the joint-link combination, expressed in linear or angular units, depending on whether the
joint provides a linear motion (joint types L or 0) or a rotary motion (joint types R, T,
or V). The control resolution of each joint-link mechanism will be the maximum of CRj and
CR2;thatis,

(7.18)
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In our discussion of control resolution for NC (Section 6.6.3), we indicated that it is
desirable for CR2 ",; CRj, which means that the limiting factor in determining control res
olution is the mechanical system, not the computer control system. Because the mechani
cal structure of a robot manipulator is much less rigid than that of a machine tool, the
control resolution for each joint of a robot will almost certainly be determined by me-
chanical factors (CR,).

Similar to the case of an NC positioning system, the ability of a robot manipulator to
position any given joint-link mechanism at the exact location defined by an addressable
point is limited by mechanical errors in the joint and associated links. The mechanical er
rors arise from such factors as gear backlash, link deflection, hydraulic fluid leaks, and var.
ious other sources that depend on the mechanical construction of the given joint-link
combination. If we characterize the mechanical errors by a normal distribution, as we did
in Section 6,6.3, with mean /L at the addressable point and standard deviation 0" charac-
terizing the magnitude of the error dispersion. then accuracy and repeatability for the axis
can he defined.

Repeatability is the easier term to define. Repeatability is a measure of the robot's abil-
ity to position its end-of-wrist at a previously taught point in the work volume. Each time
the robot attempts to return to the programmed point it will return to a slightly different
position. Repeatability errors have as their principal source the mechanical errors previ
ousry mentioned. Therefore, as in NC, for a single joint-link mechanism,

Repeatability = ±30" (7.19)

where er = standard deviation of the error distribution,
Accuracy is a measure of the robot's ability to position the end of its wrist at a desired

location in the work volume. For a single axis, using the same reasoning used to define ac.
curacy in our discussion of NC, we have

CR
AccuracY=T+3u (7.20)

where CR '" control resolution from Eq. (7.18).
The terms control resolution, accuracy, and repeatability are illustrated in Figure 6.29

of the previous chapter fur one axis that is linear. For a rotary joint, these parameters can
be conceptualized as either an angular value of the joint itself or an arc length at the end
of the joint's output link.

EXAMPLE 7.3 Control Resolution, Accuracy, and RcpeatabUity in Robotic Arm Joint

One of the joints of a certain industrial robot has a type L joint with a range of
0.5 rn. The bit storage capacity of the robot controller is 10 bits for this joint. The
mechanical errors form a normally distributed random variable about a given
taught point. The mean of the distribution is zero and the standard deviation is
0,06 mm in the direction of the output link of the joint. Determine the control
resolution (CR1), accuracy, and repeatability for this robot joint.

Solution: The number of addressable points in the joint range is 2\0 = 1024. The control
resolution is therefore

0.5
CRl = 1024 _ 1 '" 0.004888 m = 0.4888 mm
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Accuracy is given by Eq. (7.20):

Accuracy = 0.4;88 + 3(OJli) '" 0.4244 mm

Repeatability is defined as ± 3 standard deviations

Repeatability = 3 x 0.06 = 0.18 mm

OUTdefinitions of control resolution, accuracy, and repeatability have been depicted
using a single joint or axis. To be of practical value, the accuracy and repeatability of a robot
manipulator should include the effect of all of the joints, combined with the effect of their
mechanical errors. For a multiple degree-of-freedom robot, accuracy and repeatability will
vary depending on where in the work volume the end-of-wrist is positioned. Th.e reason for
this is that certain joint combinations will tend to magnify the effect of the control resolu-
tion and mechanical errors. For example. for a polar configuration robot (TRL) with its lin-
ear joint fully extended, any errors in the R or T joints will be larger than when the linear
joint is fully retracted.

Robots move in three-dimensional space, and the distribution of repeatability errors
is therefore three-dimensional. In 3-D, we can conceptualize the normal distribution as a
sphere whose center (mean) is at the programmed point and whose radius is equal to three
standard deviations of the repeatability error distribution. For conciseness, repeatability is
usually expressed in terms of the radius of the sphere; for example. ±1.0 mm (±O.040 in).
Some of today's small assembly robots have repeatability values as low as ±O.OS mm
(±O.OO2 in).

In reality, the shape of the error distribution will not be a perfect sphere in three di-
mensions. In other words, the errors will not be isotropic. Instead, the radius will vary be-
cause the associated mechanical errors will be different in certain directions than in others,
The mechanical ann of a robot is more rigid in certain directions, and this rigidity influences
the errors.Also, the so-called sphere will not remain constant in size throughout the robot's
work volume, As with spatial resolution, it will be affected by the particular combination
of joint positions of the manipulator. In some regions of the work volume, the repeatabil-
ity errors win be larger than in other regions.

Accuracy and repeatability have been defined above as static parameters of the ma-
nipulator. However, these precision parameters are affected by the dynamic operation of
the robot. Such characteristics as speed, payload, and direction of approach will affect the
robot's accuracy and repeatability.
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7.1 Using the notation scheme for defining manipulator configurations (Section 7.1.2), draw di-
agrams (similar to Figure 7.1) of the following robots: (a) TRT, (b) VVR,(c) VROT.

7.2 Using the notation scheme for defining manipulator configurations (Section 7.1.2), draw di-
agrams (similar to Figure 7.1) of the following robots: (a)TRL. (b) OLO, (c) LVL.

7.3 Using the notation scheme for defining manipulator configurations (Section 7.1.2),draw di-
agrams (similar to Figure 7.1) of the following robots: (a)TRT:R, (b) TVR:TR, (c) RR:T.

7.4 Discuss and sketch the work volumes of the robot configurations for each of the configura-
tionsin Problcm7.1

7.5 Using the robot configuration notation scheme discussed in Section 7.1, write the configu-
ration notations for some of the robots in your laboratory or shop
Describe the differences in orientation capabilities and work volumes for a; TR and a : RT
wrist assembly. Use sketches as needed.

'-'
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Robot Applications

7.7 A robot performs a loading and unloading operation for a machine tool.The work cycle
consists of the following sequence of activities'

Soq Activity
Time
(sec)

2
3

4

Robot reaches and picks part from incoming conveyor and loads into 5.5
fixture on machine tool.

Machining cycle (automatic). 33.0

Robot reaches in, retrieves part from machine tool, and deposits it 4.8
onto outgoing conveyor.

Move back to pickup position 1.7
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The activities are performed sequ.entially as listed. Every 30 ~'OTkparts,the ,cutting tools in
the machine must be c~anged. This irregular cycle :akes 3.0 min to accomplish. The uptime
efficiency of the robot IS97%; and the uptime etnciency of the machine tool is 98%,not in-
cluding interruptions for tool changes.These two efficiencies are assumed 110110overlap (i.e.,
if the robot breaks down, the cell will cease to operate, so the machine tool will not have the
opportunity to break down: and vice versa). Downtime results from electrical and mechan-
ical malfunctions of the robot.machine tool, ar.d fixture. Determine the hOUrly production

rate, taking into account the lost lime due to tool changes and the uptime efficiency.

7.8 In Problem ?7.suppose that a double gripper is used instead of a single gripper as rndicat-
ed in that problem. The activities in the cycle would be changed as follows:

Seq. Activity
Time
(sec)

Robot reaches and picks raw part from incoming conveyor in one 3.3
gripper and awaits completion of machining cycle. This activity
is performed simultaneously with machining cycle.

At compietion of previous machining cycle, robot reaches in. retrieves 5.0
finished part from machine, loads raw part into fixture, and moves
a safe distance from machine.

Maehiningcycle(automatici. 33.0
Robot moves to outgoing conveyor and deposits part. This activity 3.0

is performed simultaneously with machining cycle.
Robot moves back to pickup position. This activity is performed 1.7

simultaneously with machining cycle.

Steps 1,4. and 5 are performed simultaneously with the automatic machining cycle. Stcps 2
and 3 must be performed sequentially. The same tool change statistics and uptime efficien-
cies are applicable. Determine the hourly production rate when the double gripper is used,
taking into account the lost time due to tool changes and the uptime efficiency.

7.9 Since the robot's portion of the work cycle requires much less time than the machine tool
in Problem 7.7 does, the possibility of installing a cell with two machines is being consid-
ered. The robot would load and unload both machines from the same incoming and outgo
ing conveyors. The machines would be arranged so that distances between the fixture and
the conveyors are the same for both machines. Thus, the activity times given in Problem 7.7
are valid for the two-machine cell. The machining cycles would be staggered so that the
robot would be servicing only one machine at a time. The tool change statistics and uptime
efficiencies in Problem 7.7 are applicable. Determine the hourly production rate for the two-
machine cell. The lost time due to tool changes and the uptime efficiency should be ac-
counted for. Assume that if one of the two machine tools is down, the other machine car,
continue to operate, but if the robot is down. the cell operation is stopped.

7.10 Determine the hourly production rate for a two-machine cell as ill Problem 7.9,only that the
robot is equipped with a double gripper as in Problem 7.8. Assume the activity times from
Problem 7.8 apply here.

7.11 The arc-on time is a measure of efficiency in an arc welding operation. As indicated m our
discussion of arc welding in Section 7.5.2, typical arc-on times in manual welding range be.
tween 20% and 30%. Suppose that a certain welding operation is currently performed using
a welder and a fitter. Production requirements are steady at 500 units per week. The fitter's
job is to load the component parts into th" fixture and clamp them in position tor the welder.
The welder then weld. the components in two passes.stopping to reload the welding rod be-
tween the twa passes. Some time is also lost each cycle for repositioning the welding rod on
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the work. The filler's and welder's activities an: done sequentially, with times for the vari-
ous clements as follows

S,q
Time
(min)Worker and Activity

Fitter: load and clamp parts 4.2

Welder: weld first pass 2.5

Welder: reload weld rod 1.8

Welder: weld second pass 2.4

Welder: repositioning time 2.0

Delay time between work cycles 1.1

Because of fatigue, the welder must take a 20-min rest at mid-morning and mid-afternoon
and a au-min lunch break around noon. The fitter joins the welder in these rest breaks. The
nominal time of the work shift is 8 hr, but the last 20 min of the shift is nonproductive time
for clean-up at each workstation. A proposal has been made to install a robot welding cell
to perform the operation. The cell would be set up with two fixtures so that the robot could
be welding one job (the set of parts to be wcided) while the fitter is unloading the previous
job and loading the next job. In this way, the welding robot and the human titter could be
working simultaneously rather than sequentiallyAlso, acontinuous wire feed would be used
rather than individual welding rods It has been estimated that the continuous wire feed
must be changed only once every 40 parts, and the lost time will be 20 min 10make the wire
change. The times for the various activities in the regular work cycle arc as follows:

Seq.
Time
(min)Fitter and Robot Activities

Fitter: load and clamp pans 4.2

Robot: weto complete 4.0

Repasitioningtime 1.0

DeiaV time between worle. cycles 0.3

A lO-min break would be taken by the fitter in the morning and another in lhe afternoon,
and 40 min would be taken far lunch. Clean-up time at the end of the shift is 20 min. In your
calculations, assume that the proportion uptime of the robot will be 98%, Determine the
following: (a) arc-on times (expressed as a percentage, using the B-hr shift as the base) for
the manual welding operation and the robot welding station, and (b) hourly production rate
on average throughout the 8-hr shift for the manual welding operation and the robot weld-
rng stat.on

Programming Exercises

Note: The following problems require access to industrial robots and their associated pro-
gramming manuals in a laboratory setting.

7.12 The setup for this problem requires a felt-tipped pen mounted to the robot's end-of-arm
(or held securely in the robot's gripper).Also required ii>a thick cardboard, mounted on the
surface or the work table.l'iece~ of plain white paper will be pinned or taped to the cardboard
surface. The exercise is the following: Program the robot to write your initials on the paper
with the felt-tipped pen
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7.13 As an enhancement of the previous programming exercise, consider the problem-of pro-
gramming the robot to write any letter that is entered at the alphanumeric keyboard. Db-
viously, a textual programming language is required to accomplish Ihis exercise.

7.14 Apparatus required for this exercise consists of two wood or plastic blocks of two different
colors that call be grasped by the robot gripper. The blocks should be placed in specific po-
sitions (call the positions A and B on either side of a center location (called position C). The
robot should be programmed to do the following: (1) pick up the block at position A and
place it at the central position C, (2) pick up the block at position B and place it at position
A, [3) pick up the block at position C and place it at position R (4) Repeat steps (1),(2),and
(3) continually,

7.15 Apparatus for this exercise consists of II cardboard box and a dowel about 4 in long (any
straight thin cylinder will suffice,e.g., pen or pencil).The dowel is attached to the robot's end-
of-arm or held in its gripper. The dowel is intended to simulate an arc welding torch, and the
edges of the cardboard box arc intended to represent the seams that are to be welded. The
programming exercise is the following: With the box:oriented with one of its comers point-
ing toward the robot. program the robot to weld the three edges that lead into the corner.
The dowel (welding larch) must be continuously oriented at a 45°angle with respect to the
edge being welded. See Figure P7.15

Figure P7.15 Orienta/ion of arc welding torch for Problem 7.15.

7.16 This exercise is intended to simulate a palletizing operation. The apparatus includes: six
wooden (or plastic or metal) cylinders approximately 20 mm in diameter and 7S mm in
length, and a 20-mm thick wooden block approximately 100 mm by 133 nun. The block is 10
have six holes of diameter 2S mm drilled in it as illustrated in Figure P7.16. The wooden
cylinders represent wcrkparta aud the wooden block represents a pallet. (As an alternative
!Othe wooden block, the layout of the pallet can be sketched on a plain piece of paper at-
tached to the work table.] The programming exercise is the following: Using the powered
leadthrough programming method.program the robot to pick up the parts noma fixed po-
sition on the work table and place them into the six positions in the pallet. The fixed posi-
tion on the table might be a stop point on a conveyor. (The student may have to manually
place the parts at the position if a real conveyor is not available.]

7.17 This is the same problem as the previous exercise, except that a robot programming lan-
guage should be used, and the positions of the pailet should be defined by calculating their
x and y coordinates by whatever method is available in the particular programming Ian,
guage used

7.18 Repeat Problem 7.17, only in the reverse order, to simulate IIdepaUetizing operation.

Robot
Lend-of-ann

Cardboard
box

Dowel
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Figure P7.16 Approximate pallet dimensions for Problem 7.16.

Manipulator Kinematics

7.19 The joints and links of the RR manipulator in Figure 7.15 have the following values:
1:11= 20°,f}, - 35", Lo = 500 mm, L, = 400 mm. and LI = 300 mm. Determine the values
ofx and z in world space coordinates
The joints and links of the RR manipulator in Figure 7.15 have the folluwing values:
&1 = 45°,8z= -45°,Lo = 500 rnm.L, = 400 mrn.and Lz = 3OOmm.Determine the values
ot r and z in world space coordinates.

7.21 The links of the RR manipulator in Figure 7.15 have the following lengths:
Lo = 500 mrn. L1 = 400 mrn, and 1'1 = 300 rnm. Determine the values of 01 and 01 that po-
srtion the end-of-arm at the (x, z) world coordinate values of (550 mm, 650 mm). Assume
the manipulator is in the "below" orientation (see Figure 7.16).

7.22 The JOiJll~ and links of the RR:R manipulator in Figure 7.17 have the following values:
81 = 20°,02'" 15",8] = 25°,L1 = 5OO=,L2 = 4OOmm,andLJ = 25 mm. Determine the
values of r and rin world space coordlnates

7.23 The joints and links of the RR:R manipulator in Figure 7.17 have the following values:
01 = 45°,02'" 45°,8) = -135°, L1 = 5OOmm,L, = 400 mm, and [oJ = 25 mm.Determine
the values ofx and Zin world space coordinates.

7.24 The links of the RR:R manipulator in Figure 7.17 have the following lengths'
L1 = 500 mm,Ll = 4OOmm,and L, = 25 mm.Determine the values of 0J,82,and 8)lhat
position the end-of-arm at the (x, z) world coordinate values of (650 mrn, 250 mm),and
a = 0°.Assume lh" manipulator;_ if] the "below"orientation (see Figure 7.16).

7.25 Given the world coordinates for the RR:Rrobot in Figure7.17asx = 4OOmm,z = 3OOmm,
and a ~ 150°;and given that the links have values L1 = 350 mm, L2 = 250 mm, and
L1 = 51}mm.determine the joint angles 81,0z, and 8J. Assume the manipulator is in the
"below·'orienlation(seeFi~ure7.16)

7.26 The joints and links of the TRL:R manipulator in Figure 7.18 have the following values:
&1 ~ 0",8z = 45", A) = 400 mm.e, = 30", Lr = 0,L1 = 500 mm,and L. = 20mm. Deter-
mine the values ofx,y,andzinworldspacecoordinaleS.

7.27 The joints and links of the TRL:R manipulator in Figure 7.18 have the following values:
iiI ~ 45', &, = 45°'.\.3= 300 mm.s, = -30",Lo = 0, L1 = 500 rom, and L. = 20 mm. De-
termine the values of x, y, and z in world space coordinates.

7.28 Given the world coordinates for theTRL:R robot in Figure 7.18 as x = 300mm, y = 0,
~ 5(~)rnm, and a = 45"; and given thaI the links have values Lo =< 0, L1 = 400 mm, A)

a ranee from 200 mm to 350 mrn, and L. = 25 mm, determine the join! values

7,29 Given the world coordinates for IheTRL:R robot in Figure 7.18 as x = 200mm,y = 300,
z = 500 mm, and a = 15":and given that the links have values Lo = 0, L1 = 500 nun, AJ

~H?les(25mmdia)
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has a range from 300 mm 10 <Sumrn, and L. = 25 mm, determine the joint values 01, 9,-,
Aj,and84

Accuracy and Repeatabilty

7.30 The linear joint (type L) of a certain industrial robot is actuated by a piston mechanism
Ihe lenglh ot the Joint when fUlly retracted is 600 mm and when fully extended is 1()()(Jmm.

If the robot's controller has an g-bit storage capacity, determine the control resolution for
this robot

7.31 In the previous problem, the mechanical errors associated with the linear joint form a ncr-

rna! distribution in the direction of the joint actuation with standard deviation = 0.08 mm.
Determine: (a) the spatial resolution, (b) the accuracy, and (c) the repeatability for the robot.

7.32 The revolving joint (type V) of an industrial robot has a range of 240° rotation. The me-
chanical errors in the joint and the input/output links can be described by a normal distrib-
ution with its mean at any given addressable point and a standard deviation of 0.25".
Determine the number of storage bits required in the controller memory so that the accu-

racy of the joint is as close as possible to, but less than, its repeatability. Use six standard de-
viations as the measure of repeatability.

7,33 A cylindrical robot has a T-type wrist axis that can be rotated a total of five rotations {each
rotation is a full 360°). It is desired to be able to position the wrist wi th a control resolution
of 0.5" between adj"~<:l1t i",.Id'<:SSllhk pomlS. Determine the number of bits required in the
binary register for that axis in the robot's control memory.

7.34 One axis of a RRL robot is a linear slide with a total range of 950 mm. The robot's control
memory has a io-bn capacity. It is assumed that the mechanical errors associated with the

arm arc normally distributed with a mean at the given taught point and an isotropic standard
deviation of 0.10 mm. Determine: (a) the control resolution for the axis under consideration,

(b) the spatial resolution for the axis, (c) the defined accuracy, and (d) the repeatability.

7,35 A TLR robot has a rotational joint (type R) whose output link is connected to the wrist as-

sembly. Considering the design of this joint only, the output link is 600 mm long, and the
total range of rotation of the joint is 40°. The spatial resolution of this joint is expressed as
a linear measure at the wrist and is specified to be ±a.s mm.Jt is known that the mechani-
cal inaccuracies in the joint result in an error of ±Q.018° rotation, and it is assumed that the
output link is perfectly rigid so as to cause no additional errors due to deflection. (a) With

the given level of mechanical error in the joint, show that it is possible to achieve the spa-
tial reSOlution specified. (b) Determine the minimum number of bits required in the robot's
control memory to obtain the spatial resolution specified.
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Numerical control (Chapter 6) and industrial robotics (Chapter 7) are primarily concerned
with motion control, because the applications of machine tools and robots involve the
movement of a cutting tool or end effector, respectively. A more general control category
is discrete control, defined in Section 4.2.2. In the present chapter, we provide a more-com-
plete discussion of discrete control, and we examine the two principal industrial controllers
used to implement discrete control: (1) programmable logic controllers (PLCs) and (2)
personal computers (PCs).

8.1 DISCRETE PROCESS CONTROL

Discrete process control systems deal with parameters and variables that change at dis-
crete moments in time. In addition, the parameters and variables themselves are discrete,

257
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typically binary, They can have either of two possible values, 1 or O.The values mean ON
or OFF, true or false, object present or not present, high voltage value or low voltage value,
and so on, depending on the application, The binary variables in discrete process control
are associated with input signals to the controller and output signals from the controller.
Input signals are typically generated by binary sensors, such as limit switches or photo-
sensors tha t are interfaced to the process. Output signals are generated by the controller
10 operate the process in response to the input signals and as a function of time. These out-
put signals turn on and off switches, motors, valves, and other binary actuators related to
the process, We have compiled a list of binary sensors and actuators, along with the inter-
pretation of their 0 and 1 values, in Table 8.1. The purpose of the controller is to coordinate
the various actions of the physical system, such as transferring parts into the workholder,
feeding the machining work head, and so on, Discrete process control can be divided into
two categories: (1) logic control, which is concerned with event-driven changes in the sys-
tem; and (2) sequencing, which is concerned with time-driven changes in the system. Both
are referred to as switching systems in the sense that they switch their output values on
and off in response to changes in events or time

8.1.1 logic Control

A togtc control system, also referred to as combinational logic control, is a switching sys-
tem whose output at any moment is determined exclusively by the values of the inputs. A
logic control system has no memory and does not consider any previous values of input sig-
nals in determining the output signal. Neither does it have any operating characteristics that
perform directly as a function of time.

Let us use an example from robotics to illustrate logic control. Suppose that in a ma-
chine-loading application, the robot is programmed to pick up a raw workpart from a
known stopping point along a conveyor and place it into a forging press. Three conditions
must be satisfied to initiate the loading cycle. First, the raw workpart must be at the stop-
ping point; second, the forge press must have completed the process on the previous part;
and third, the previous part must be removed from the die. The first condition can be in-
dicated by means of a simple limit switch that senses the presence of the part at the con-
veyor stop and transmits an ON signal to the robot controller. The second condition can
be indicated by the forge press, which sends an ON signal after it has completed the pre-
vious cycle, The third condition might be determined by a photodetector located so as to
sense the presence or absence of the part in the forging die. When the finished part is re-
moved from the die, an ON signal IS transmitted by the photocell. All three of these ON
signals must be received by the robot controller to initiate the next work cycle. When these

TABLE 8.1 Binary Sensors and Actuators Used in Discrete Process Control

Sensor OnelZero fnterpretation Actuator oneaoro Interpretation

Umitswitch
Phctodetectcr
Push-button switch
Timer
Control relay
Circuit breaker

Contact/no contact
On/off
On/off
On/off
Contact/no contact
Contact/nc ccntect

Motor
Control relay
Light
Valve
Clutch
Solenoid

On/off
Contact/no contact
On/off
Closed/open
Engaged!notengaged
Energizedlnotenergized
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input signals have been received by the controller, the robot loading cycle is switched on.
No previous conditions or past history are needed

Figure 8.1 Electrical circuit Illustrating
the operation of the logical AND gate.

Elements of Logic Control. The basic elements of logic control are the logic gates
AND. OR. and NOT. In each case. the logic gate is designed to provide a specified output
value based on the values of the input(s). For both inputs and outputs, the values can be
either of two levels, the binary values 0 or J. For purposes of industrial control, we define
o (zero) to mean OFF, and 1 (one) to mean ON

The logical AND gate outputs a value of ] if all of the inputs are 1, and 0 otherwise.
Figure 8.1 illustrates the operation of a logical AND gate. If both switches Xl and X? (rep-
resenting inputs) in the circuit are closed, then the lamp Y (representing the output) is on.
The truth table is often used to present the operation of logic systems. A truth ruble is a tab-
ulation of all of the combinations of input values to the corresponding logical output vat-
ues, The truth table for the AND gate is presented in Table 8.2. The AND gate might be used
in an automated production system to indicate that two (or more) actions have been suc-
cessfully completed. therefore signaling that the next step in the process should be initiat-
ed. The interlock system in our previous robot forging example illustrates the AND gate.
All three conditions must be satisfied before loading of the forge press is allowed to occur.

The logical OR gate outputs a value of 1 if either of the inputs has a value of 1,and
o otherwise. Figure 8.2 shows how the OR gate operates. In this case. the two input signals
Xl and X2 arc arranged in a parallel circuit, so that if either switch is closed, the lamp Y
will be on. The truth table for the OR gate is presented in Table 8.3. A possible use of the
OR gate in a manufacturing system is for safety monitoring. Suppose that two sensors are

TABLE 8.2 Truth Table forthe
Logical AND Gale

Inputs Output

X1 X, V

0 0 0

0 1 0

1 0 0

1 1 1 Figure 8.2 Electrical circuit illustrating
the operation of the logical OR gate.
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Inputs Output

Xl X2 y

0 0 0

0 1 1

1 0 1

1 1 1
Figure 8.3 Electrical circuit illustrating
the operation of the logical NOT gate.

utilized to monitor two different safety hazards. When either hazard is present, the re-
spective sensor emits a positive signal that sounds an alarm buzzer.

Both the AND and OR gates can be used with two or more inputs. The NOT gate has
a single input.The logical NOT gate reverses the input signal: If the input is I, then the out-
put is 0; if the input is 0, then the output is 1. Figure 8.3 shows a circuit in which the input
switch Xl j~ arranged in parallel with the output so that the voltage flows through the
lower path when the switch is closed (thus Y = 0), and through the upper path when the
switch is open [thus Y = I). The truth table for the NOT gate is shown in Table 8.4.

In addition to the three basic elements, there are two more elements that can be used
in switching circuits: the NAND and NOR gates. The logical NAND gate is formed by
combining an AND gate and a NOT gale in sequence, yielding the truth table shown in
Table 8.5(a). The logical NOR gate is fanned hy combining an OR gate followed by a NOT
gate, providing the truth table in Table 8.5(b).

Various diagramming techniques have been developed to represent the logic de-
ments and their relationships in a given logic control system. The logic network diagram
is one of the most common methods. Symbols used in the logic network diagram are illus-
trated in Figure 8.4. We demonstrate the use of the logic network diagram in several ex-
amples later in this section.

Inputs I Output

TABLE 8.5 Truth Tables for the Logical NAND Gate and logical
NOR Gate

(a) NAND (b) NOR

TABLE 8.4 Truth Tabie tor tne
Logical NOT Gate Xl

Inputs I Output

xt

X2

Inputs Output

Xl X2 Y

0 0 1

0 1 0

1 0 0

1 1 0

Resistance
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U.s.symhal ISO.ymhal

AND ~~=D-y ~~=EJ---y
OR ~=D-y ~~=G--y

NO'I x--t>-y -n-
"lAND ~~=C>-Y~~=G}y
NOR ~~=[>-y ~~=G:ry

Figure 8.4 Symbols used for logical gates: U.S. and ISO.

Boolean Algebra. The logic elements form the foundation for a special algebra
that was developed around 1847 by George Boole and that bears his name. Its original
purpose was to provide a symbolic means of testing whether complex statements of logic
were TRUE or FALSE. It was not until about a century later that Boolean algebra was
shown to be useful in digital logic systems. We briefly describe some of the fundamentals
of Boolean algebra here, with minimum elaboration. In Boolean algebra. the AND func-
tion is expressed as

Y = XI·X2 (8.1)

This is called the logical product of Xl and X2. The results of the AND function for
four possible combinations of two input binary variables are listed in the truth table of
previous Table 8.2. The OR function in Boolean algebra notation is given by

Y=Xl+X2 (8.2)

This is called the logical sum of XI and X2. The output of the OR function for four possi-
ble ccmbina-ioos of two input hinary variables are listed in the truth table of Table 8.3.

The NOT function is referred to as the negation or inversion of the variable. It is in-
dicated by placing a bar above the variable (e.g., NOT Xl = Xl). The truth table for the
NOT function is listed in Table 8.4

There are certain laws and theorems of Boolean algebra. We cite them in Table 8.6.
These laws and theorems can often be applied to simplify logic circuits and reduce the
number of clements required to implement the logic, with. resulting savings in hardware
and/or programming time.

EXAMPLE 8.1 Robot Machine Loading

The robot machine loading example described at the beginning of Section 8.1.1
required three conditions to be satisfied before the loading sequence was
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TABU 8.6 Laws and Theorems of Boolean Algebra

Commutative Law:

X+Y""Y+X
X·Y~Y·X

Associative Law:

X+Y+Z=X+jY+Z)
X+Y+Z=(X+Y)+Z
X·Y·Z=X·(Y·Z)
X·Y·Z= (X·Y)·Z

Distributive Law:

X·Y+ X·Z = X·(Y+ Z)
(X+ Y) (Z + W) = X·Z + X'W + Y·Z + Y'W

Law of Absorption:

X·(X+ Y) = X + X·Y= X

De Morglln'sLlIws:

(X+y) = X·V
(5f+Y) = X +V

Consistency Theorem:

X·Y+X·V=X
(X + Y) •(X + ?) = X

Inclusion Theorem:

X·X = 0
X+X=l

initiated. Determine the Boolean algebra expression and the logic network di-
agram for this interlock system.

Solution: Let Xl = whether the raw work part is present at the conveyor stopping point
(Xl ~ 1 for present, xt - o rUIout present). lei X2 = whcthcrthepresscycle
for the previous part has completed (X2 = 1 for completed, 0 for not complet-
ed). Let X3 = whether the previous part has been removed from the die
(X3 == 1 for removed, X3 == 0 for not removed). Finally, let Y = whether the
loading sequence can he started (Y == 1 for begin, Y = 0 for wait),

The Boolean algebra expression is:

Y = XI·X2·X3

All three conditions must be satisfied, so the logical AND function is used. All
of the inputs Xl, X2,and X3 must have values of 1 before Y = l,hence initi-
ating the start of the loading sequence. The logic network diagram for this in.
terlock condition is presented in Figure 8.5.

~=L)- y :~~~~'~o~~;i:~:~~~~~~~~~~~~::~~~~~~~
EXAMPLE 8.2 Push-Button Switch

A push-button switch used for starting and stopping electric motors and other
powered devices is a common hardware component in an industrial control
system.As shown in Figure 8.6(a),it consists of a box with two buttons, one for
START and the other for STOP. When the START button is depressed mo-
mentarily by a human operator, power is supplied and maintained to the motor
(or other load) until the STOP button is pressed. POWER-TO-MOffiR is the
output of the push-button switch. The values of the variables can be defined
as follows:

START == 0 normally open contact status

START = 1 when the S"IART button is pressed to contact
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Figure 8.6 (a) Push-button switch of Example 8.2 and (b) its
logic network diagram.

STOP = 0 is normally closed contact status

STOP = 1 when the STOP button is pressed to break contact

MOTOR = 0 when off (not running)

MOTOR = 1 when on

POWER-TO-MOTOR = 0 when the contacts are open

POWER-TO-MOTOR = 1 when the contacts are closed

The truth table for the push-button is presented in Table 8.7. From an initial
motor off condition (MOTOR = 0), the motor is started by depressing tile start
button (START = 1). If the stop button is in its normally closed condition
(STOP = O),powerwill be supplied to the motor (POWER·ro-MOTOR "" I).
While the motor is running (MOTOR = 1), it can be stopped by depressing
the stop button (STOP = I).The corresponding network logic diagram is shown
in Figure8.6(b).

TABLE 8.7 Truth Table for Push-Button$witch ofExample8.2

Start Stop Motor Power-to-Motor

0 0 0 0

0 , 0 0, 0 0 ,
, , 0 0

0 0 , ,
0 , , 0, 0 , ,
, , , 0

Power-lo-motOI Molor

Start
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In a sense, the push-button switch of Example 8.2 goes slightly beyond our definition
of a pure logic system because it exhibits characteristics of rnernory. The MOTOR and
POWER-TO-MOTOR variables are virtually the same signal. The conditions that deter-
mine whether power will flow to the motor are different depending on the motor ON/OFF
status. Compare the first four lines of the truth table with the last four lines in Table 8.7. It
is as if the control logic must remember whether the motor is on or off to decide what con-
ditions will determine the value of the output signal. This memory feature is exhibited by
the feedback loop (the lower branch) in the logic network diagram of Figure 8.6(b).

8.1.2 Sequencing

A sequencing system uses internal timing devices to determine when to initiate changes in
output variables. Washing machines, dryers. dishwashers, and similar appliances use se-
quencing systems to time the start and stop of cycle elements. There are many industrial
applications of sequencing systems. For example, suppose an induction heating coil is used
to heat the workpart in our previous example of a robotics forging application. Rather
than use a temperature sensor, the heating cycle could be timed so that enough energy is
provided to heat the workpart to the desired temperature. The heating process is suffi-
ciently reliable and predictable that a certain duration of time in the induction coil will
consistently heat the part to a certain temperature (with minimum variation).

Many applications in industrial automation require the controller 10 provide a
pre scheduled set of ON/OFF values for the output variables. The outputs are often gen-
erated in an open-loop fashion, meaning that there is no feedback verification that the
control function has actually been executed. Another feature that typifies this mode of
control is that the sequence of output signals is usually cyclical: the signals occur in the
same repeated pattern within each regular cycle. Timers and counters illustrate this type of
control component. They are briefly described in Table 8.8.

8.2 LADDER LOGIC DIAGRAMS

The logic network diagrams of the type shown in Figures 8.5 and 8.6(b) are useful for dis-
playing the relationships between logic elements. Another diagramming technique thai ex-
hibits the logic and, to some extent, the timing and sequencing of the system is the ladder
logic diagram. This graphical method also has an important virtue in that it is analogous to
the electrical circuits used to accomplish the logic and sequence control. In addition, lad-
der logic diagrams are familiar to shop personnel who must construct, test, maintain, and
repair the discrete control system.

TABLE 8,8 Common Sequencing Elements Used in Discrete Process Control Sy!ltems

Timer. This device switches its output on and off at preset time intervals.
Drum ti,!,cr, A devi~e with multiple on/off outputs, each of which can be independently

setwrthilsowntlmeintervals.
Counters. The counter is a component used to count electrical pulses and store the

results of the counting procedure. The instantaneous contents can be displayed
or used in some control algorithm.
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In a ladder logic diagram. the various logic elements and other components are dis-
played along horizontal lines or rungs connected on either end to two vertical rails. as il-
lustrated in Figure 8.7. The diagram has the general configuration of a ladder, hence its
name. The elements and components are contacts (usually representing logical inputs) and
loads (representing outputs).The power (e.g.,I20V ac) to the components is provided by
the two vertical ,ails. It is CUSlUIIHtlyill ladder diagrams to locate the inputs to the left of
each rung and the outputs to the right.

Symbols used in ladder diagrams for the common logic and sequencing components
are presented in Figure 8.8.Normally open contacts of a switch or other similar device are
symbolized by two short vertical lines along a horizontal rung of the ladder, as in figure
8.8(a). Normally closed contacts are shown as the same vertical lines only with a diagonal
line across them as in Figure 8.8(b). Both types of contacts are used to represent ON/OFF
inputs to the logic circuit. In addition to switches. inputs include relays, onloff sensors (e.g.
limit switches and photodetectors), timers, and other binary contact devices.

Output loads such as motors, lights, alarms, solenoids, and other electrical compo-
nents that are turned on and off by the logic control system are shown as nodes (circles)
as in Figure 8.8(c).Timers find counters are symbolized by squares (or rectangles) with ap-
propriate inputs and outputs to properly drive the device as shown in Figure 8.8(d), (e). The
simple timer requires the specification of the time delay and the input signal that activates
the delay. When the input signal is received, the timer waits the specified delay time before
switching on the output signal.The timer is reset (the output is set baek to its initial value)
by turning off the input signal.

Figure 8.7 A ladder logic diagram.

Ladder,ymlx>l Hardware~ornponenl

Norrnallyopenconla~ts{sWltch.
re[ay,otherONIOFFdevlceS)

Norrn.J1yc!osedoontacts
{switch. relay, etc.}

Outpnt loads (molor, Jarnp,
solenoid.atarm.etc.)

(.,---if--

(h) ---:H----

(0'-0-
(d)m-

{el@-
Figure 8.8 Symbols for common logic and
sequence elements used in ladder logic diagrams.

Timer

Counler
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Counters require two inputs. The first is the pulse train (series of anloffsignalsl that
is counted by the counter. The second is a signal to reset the counter and restart the count-
ing procedure. Resetting the counter means zeroing the count for a count-up device and
setting the starting value for a count-down device, The accumulated count is retained in
memory for use if required for the application.

EXAMPLE 8.3 Three Simple Lamp Circuits

The three basic logic gates (AND, OR, and NOT) can be symbolized in lad-
der logic diagrams. Consider the three lamp circuits illustrated in Figures 8.1.
S.2, and 8.3.

Solution: The three ladder diagrams corresponding to these circuits are presented in Fig-
ure 8.9(a)-(c). Note the similarity between the original circuit diagrams and the
ladder diagrams shown here. Notice that the NOT symbol is the same as a nor-
mally dosed contact, which is the logical inverse of a normally open contact

Figure 8.9 Three ladder logic diagrams
for lamp circuits in (a) Figure 8.1,
(b) Figure 8.2, and (c) Figure 8.3.

EXAMPLE 8.4 Push-Button Switch

The operation of the push-button switch of Example 8.2 can be depicted in a
ladder logic diagram. From Figure 8.6, let START be represented by XI,STOP
by X2,and MOTOR byY.

Solution: The ladder diagram is presented in Figure 8.10. Xl and X2 are input contacts,
and Y is a load in the diagram. Note how Y also serves as an input contact to
provide the POWER- TO-MOTOR connection.

~~X2 y

~Y Figure 8.10 Ladder logic diagram for the
push-button switch in Example 8.4.



Sec. 8.2 I Ladder Logic Diagrams 2.7

EXAMPLE 8.5 Control Relay

The operation of a control relay can be demonstrated by means of the ladder
logic diagram presented in Figure 8.11. A relay can be used to control on/off ac
tuation of a powered device at some remote location. It can also be used to de-
fine alternative decisions in logic control. Our diagram illustrates both uses.
The relay is indicated by the load C (for control relay), which controls the on/off
operation of two motors (or other types of output loads) YI and Y2.When the
control switch X is open, the relay is deenergized, thereby connecting the load
Y 1 to the power lines. In effect. the open switch X turns on motor YI by means
of the relay. When the control switch is closed, the relay becomes energized
This opens the normally closed contact of the second rung of the ladder and clos-
es the normally open contact of the third rung. In effect, power is shut off to load
Yl and turned on to load Y2.

S
c

c n

c YO

Figure 8.11 Ladder logic diagram for the
control relay in Example 8.5.

Example 8.5 illustrates several important features of a ladder logic diagram. First,
the same input can be used more than once in the diagram. In our example, the relay
contact R was used as an input on both the second and third rungs of the ladder. As we
shall see in the following section, this feature of using a given relay contact in several
different rungs of the ladder diagram to serve multiple logic functions provides a sub-
stantial advantage for the programmable controller over hardwired control units. With
hardwired relays, separate contacts would have to he built into the controller for each
logic function. A second feature of Example 8.5 is that it is possible for an output (load)
on one rung of the diagram to he an input (contact) for another rung. The relay C was
the output on the toprungin Figure 8.11. but that output was used as an input elsewhere
in the diagram. This same feature was illustrated in the push-button ladder diagram of
Example 8.4.

EXAMPLE 8.6

Consider the fluid storage lank illustrated in Figure 8.12. When the start button
Xl is depressed, this energizes the control relay C1.ln tum, this energizes so-
lenoid 51, which opens a valve allowing fluid to flow into the tank. When the tank
becomes full, the float switch FS closes, which opens relay CI, causing the so-
lenoid 51 to be deenergized, thus turning off the in-flow. Switch FS also activates
timer 1"1.which provides a 1?O-sec delay for a certain chemical reaction to occur
in the tank. At the end of the delay time, the timer energizes a second relay C2,
which controls two devices: (1) It energizes solenoid 52, which opens a valve to
allow the fluid to flow out of the tank; and (2) it initiates timer 1'2, which waits
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Figure 8.12 Fluid filling operation of Example 8.6.

gOsec to allow the contents of the tank to be drained. At the end of the 90 sec,
the timer breaks the current and deenerglzes solenoid 52, thus dosing the out-
flow valve. Depressing the start button Xl resets the timers and opens their reo
spective contacts. Construct the ladder logic diagram for the system.

Solution: The ladder logic diagram is constructed as shown in Figure 8.7

The ladder logic diagram is an excellent way to represent the combinatorial logic
control problems in which the output variables are based directly on the values of the in-
puts. As indicated by Example 8.6, it can also be used to display sequential control (timer)
problems, although the diagram is somewhat more difficult to interpret and analyze for
this purpose. The ladder diagram is the principal technique for setting up the control pro-
grams in PLCs.

8.3 PROGRAMMABLE LOGIC CONTROLLERS

A programmable logic controller can be defined as a microcomputer-based controller that
uses stored instructions in programmable memory to implement logic, sequencing, timing,
counting, and arithmetic functions through digital or analog inputJoutput (110) modules,
for controlling machines and processes. PLC applications are found in both the process
industries and discrete manufacturing, but it is primarily associated with the latter indus-
tries to control machines, transfer lines. and material handling equipment. Before the PLC
was introduced around 1970, hard-wired controllers composed of relays, coils, counters,
timers, and similar components were used to implement this type of industrial control (His-
toricaINote8.1).
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Historical Note 8.1 Programmable logic controllers [2], /6!, [8], [9].

In the same year thai Morley invenkd the PLC the Hydramatic Division of General Mo-
tors Corporation developed a set of specitlcations for a PLC The specifications were moti-
vatcd hythe high cosr and lack of Ilcxfiiluy of electromechanical re lay-based controllers used
extensivelvin the automotivc mdustry ro control transfer lines and other mechanized and au-
tomatcd systems, Tlte requirements included: (I) The device must be programmable and re-
programmable. (2) It lllU,( b<:<ksigncu to operare in an industriat environment. p) It ml.tst
accept 120V ac signals from standard push-buttons and limit switches. (4) Its outputs must be
designed to switch and continuously operate loads such as motors and relays of2_A rating.
(5) Its price and installation cost must be competitive with relay and solid-state logic devices
then in usc, In addition to Modrcon. several other companies saw a commercial opportunity in
the GM specifications and developed various versions of the PLC.

Capabilities of the first PLCs were similar to those of the relay controls they replaced.
Tbt:y were hmikd to on/off control. Withm five years. product enhancements included better
operator interfaces, arithmetic capability, data manipulation, and computer communications
lrnprovernents over the next five years included larger memory. analog and positioning con,
trot, and remolc l/O (permitting remote devices to be connected to a satellite 110 subsystem
that was multiplexed 10 the PLC using twisted pair), Much of the progress was based on ad-
vancerncnts taking place in rrucroprocessor technology, By the mid-l lJ80s,the micro PLC had
been introduced. This was a down-sized PLC with much lower size (typical size = 75 mm by
75 mm by 125mrr.) and cost (kssthan$500),By the mid-199Of.,thenanoPLC bad arrived. which
wassliilsm~lkrandle8sexpen5ive

There are significant advantages in using a PLC rather than conventional relays,
timers, counters, and other hardware elements. These advantages include: (1) program-
ming the PLC is easier than wiring the relay control panel; (2) the PLC can be repro-
grammed. whereas conventional controls must be rewired and are often scrapped instead;
(3) PLC~ take less floor space than do relay control panels; (4) reliability of the PLC is
greater. and maint ••nance is easier; (5) the PLC can be connected to computer systems
more easily than re.ays: and (6) PLCs can perform a greater variety of control functions than
can relay cornrols,

Sec. 8.3 " Programmable Logic Controllers
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In this section, we describe the components, programming, and operation of the PLC. Al-
though its principal applications are in logic control and sequencing (discrete control),
many PLCs also perform additional functions. and we survey some of these at the end of
the section

8.3.1 Components of the PLC

A schematic diagram of a PLC is presented in Figure 8.13. The basic components of the PLC
are the following: (1) processor, (2) memury unit, (3) power supply, (4) 1/0 module, and
(5) programming device. These components are housed in a suitable cabinet designed for
the industrial environment

The processor is the central processing unit (CPU) of the programmable controller.
It executes the various logic and sequencing functions by operating on the PLC inputs to
determine the appropriate output signals. The typical CPU operating cycle is described in
Section 8.3.2. The CPU consists of one or more microprocessors similar to those used in
pes and other data processing equipment but are designed to facilitate 1/0 transactions.
PLC microprocessors include a range of bit sizes and clock speeds. At the smaller end of
the range are 8-bit devices operating at a dock speed of 4 MHz. Medium-sized and larger
PLCs use 16- or 32-bit microprocessors running at 33 MHz or faster.

Connected to the CPU is the PLC memory unit, which contains the programs of logic,
sequencing, and I/O operations. It also holds data files associated with these programs, in-
cluding I/O status bits, counter and timer constants, and other variable and parameter val-
ues. This memory unit is referred to as the user or application memory because its contents
are entered by the user. In addition, the processor also has a system memory that directs
the execution of the control program and coordinates I/O operations. The contents of the
system memory are entered by the PLC manufacturer and cannot be accessed or altered
by the user. Typical PLC memory capacities range from less than lK (1000) words for small
controllers to more than 64K.

A power supply of 120 V alternating current (ac) is typically used 10 drive the PLC
(some units operate on 240V ac). The power supply converts the 120 V ae into direct cur-
rent (dc) voltages of ±5 v. These low voltages are used to operate equipment that may
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Figure 8.13 Components of a PLC.
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TABLE 8.9 Typical Classification ofPLCs
by Number of InputjOutput

Terminals

PLCSize I/O Count

Large PLC
MediumPlC
Smail PlC
MicroPlC
Nano PlC

2: 1024
< 1024
< 256
"" 32
:516

have much higher voltage and power ratings than the PLC itself. The power supply often
includes a battery backup that switches in automatically in the event of an external power
source failure.

The input/output module provides the connections to the industrial equipment or
process that .s to be controlled. Inputs to the controller are signals from limit switches,
push-buttons, sensors, and other on/off devices. Outputs from the controller are on/olf sig-
nals to operate motors, valves, and other devices required to actuate the process. In addi-
tion, ffi1l-nyPLCs are <;al'dJle uf accepting continuous signals from analog sensors and
generating signals suitable fur analog actuators. The size of a PLC is usually rated in terms
of the number of its lIO terminals, as indicated in Table 8.9.

The PLC is programmed by means of a programming device. The programming de-
vice is usually detachable from the PLC cabinet so that it can be shared among different
controllers. Different PLC manufacturers provide different devices, ranging from simple
teach pendant type devices, similar to those used in robotics, to special PLC programming
keyboards and CRT displays. Personal computers can also be used to program PLCs.A PC
used for this purpose sometimes remains connected to the PLC to serve a process moni-
toring or supervision function and for conventional data processing applications related to
the process

8.3.2 PLC Operating Cycle

As far as the PLC user is concerned, the steps in the control program are executed simul-
taneously and continuously, In truth. a certain amount of time is required for the PLC
processor to execute the user program during one cycle of operation. The typical operat-
ing cycle of the PLC, called a scun, consists of three parts: (1) input scan, (2) program scan,
and (3) output scan. During the input scan, the inputs to the PLC are read by the proces-
sor and the status of these inputs is stored in memory. Next, the control program is executed
during the program scan. The input values stored in memory are used in the control logic
calculations to determine the values of the outputs. Finally, during the output scan, the out-
puts are updated to agree with the calculated values. The time to perform the scan is called
the scan time, and this time depends an the number of inputs that must he read, the com-
plexity of control functions to he performed, and the number of outputs that must be
changed. Scar, time also depends on the clock speed of the processor. Scan times typically
varyhetwccnl and 25 msec j'S]

One of the potential problems that can occur during the scan cycle is that the value
of an input can change immediately after it has been sampled. Since the program uses the
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input value stored in memory, any output values that are dependent on that input are de-
termined incorrectly. There is obviously a potential risk involved in this mode of operation
However, the risk is minimized because the time between updates is so short that it is un-
likely that the output value being incorrect for such a short time duration will have a seri-
ous effect on process operation. The risk becomes most significant in processes in which
the respnme times are very fast and where hazards can occur during the scan time. Some
PLCs have special features for making "immediate" updates of output signals when input
variables are known to cycle back and forth at frequencies faster than the scan time.

8.3.3 Additional Capabilities of a PLC

The logic control and sequencing functions described in Section 8.1 are likely to be the
principal control operations accomplished by the PLC. These are the functions for which
the programmable controller was originally designed. However, the PLC has evolved to in-
clude several capabilities in addition to logic control and sequencing. Some of these addi-
tional capabilities available on many commercial PLCs include:

• Analog control. Proportional-integral.derivative (PID) control is available on some
programmable controners, These control algorithms have traditionally been imple-
mented on analog controllers. Today the analog control schemes are approximated
using the digital computer, with either a PLC or a computer process controller.

• Arithmetic functions. These functions are addition, subtraction, multiplication, and
division. Use of these functions permits more-complex control algorithms to be de-
veloped than what is possible with conventionallogic and sequencing elements.

• Matrix functions. Some PLCs have the capability to perform matrix operations on
stored values in memory. The capability can be used to compare the actual values of
a set of inputs and outputs with the values stored in the PLC memory to determine
if some error has occurred

• Data processing and reporting. These functions are typically associated with business
applications of PCs. PLC manufacturers have found it necessary to include these PC
capabilities in their controller products. The distinction between PCS and PLCs is be-
coming Jess and less clear.

8.3.4 Programming the PLC

Programming is the means by which the user enters the control instructions to the PLC
through the programming device. The most basic control instructions consist of switching,
logic, sequencing, counting, and timing. Virtually all PLC programming methods provide
instruction sets that include these functions. Many control applications require additional
instructions to accomplish analog control of continuous processes, complex controllogic,
data processing and reporting, and other advanced functions not readily performed by the
basic instruction set. Owing to these differences in requirements, a variety of PLC pro-
gramming languages have been developed. A standard for PLC programming was pub-
lished by the International Electrotechnical Commission and released in 1992 entitled
1~lernational St~ndard for Programmable Contro/{e,-s (lEe 1131-3). This standard speci-
fies three graphical languages and two text-based languages for programming PLCs, reo
spectively; (1) ladder logic diagrams, (2) function block diagrams, (3) sequential functions
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TABLE 8.10 Features oi the Five PLC Languages Spacified in the IEC 1131-3 Standard

Language Abbreviation Type Appiications Best Suited for

Laddar logic diagram (lDI

Function block diagram (FBD)
Sequential tunctton chan (SFC)

Instruction list (ILl

Structured text (STI

Graphical

Graphical
Graphical

Textual

Textual

Discrete control

Continuouscontrot

Sequencing

Similartotadderdiagrams

Complex logic. computations, etc.

charts, (4) instruction list, and (5) structured text. Table 8.10 lists the five languages along
with the most suitable application of each. lEe 1131-3 also states that the five languages
must be able to interact with each other to allow for all possible levels of control sophisti-
cation in any given application

Ladder Logic Diagram. The most widely used PLC programming language today
involves ladder diagrams (ills), examples of which are shown in several previous figures.
As indicated in Section 8.2, ladder diagrams are very convenient for shop personnel who
are familiar witb ladder and circuit diagrams hut may not be familiar with computers and
computer programming. The use of ladder logic diagrams does not require them to learn
an entirely new programming language

Direct entry of the ladder logic diagram into the PLC memory requires the use of a
keyboard and CRT with graphics capability to display symbols representing the components
and their interrelationships in the ladder logic diagram, The symbols are similar to those
presented in Figure 8.8. The PLC keyboard device is often designed with keys for each of
the individual symbols. Programming is accomplished by inserting the appropriate com-
ponents into the rungs of the ladder diagram. The components are of two basic types-con-
tacts and coils. Contacts are used to represent input switches, relay contacts, and similar
elements. Coils are used to represent loads such as motors, solenoids, relays. timers, and
counters. In effect. the programmer inputs the ladder logic circuit diagram rung by rung into
the PLC memory with the CRT displaying the results for verification.

Function Block Diagrams. The function block diagram (FBD) provides a means
of inputting high-level instructions. Instructions are composed of operational blocks. Each
block has one or more inputs and one or more outputs. Within a block, certain operations
take place on the inputs to transform the signals into the desired outputs. The function
blocks include operations such as timers and counters, control computations using equations
(e.g., proportional-integral-derivative can trol], data manipulation, and data transfer to other
computer-based systems. We leave further description of these function blocks to other ref-
erences, such as [5J and the operating manuals for commercially available PLC products.

Sequential Function Charts. The sequential function chart (SFC, also called the
Grafcer method) graphically displays the sequential functions of an automated system as
a series of steps and transitions from one state of the system to the next. The sequential
function chart is described in Boucher [L]. It has become a standard method for docu-
menting logic control and sequencing ill much of Europe. However, its usc in the Unit-
ed States is more limited, and we refer the reader to the cited reference for more details
on the method.
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Instruction List. Instruction list (IL) programming also provides ~ way of entering
the ladder logic diagram into PLC memory. In this method, a low-level computer language
is employed hy the programmer to construct the ladder logic diagram by entering state-
ments that specify the various components and their relationships for each rung of the lad-
der diagram. Let us explain this approach by introducing a hypothetical PLC instruction
set. Our PLC "language" is a composite of various manufacturers' languages containing
fewer features than most commercially available PLCs. We assume that the programming
device consists of a suitable keyboard for entering the individual components on each rung
of the ladder logic diagram. A CRT capable of displaying each ladder rung (and perhaps
several rungs that precede it) is useful to verify the program. The instruction set for our PLC
is presented in Table R.Il with a concise explanation of each instruction. Let us examine
the use of these commands with several examples.

EXAMPLE 8.7 Language Commands for AND, OR, and NOT Circuits

Using the command set inIable KI I. write the PLCprograms for the three lad-
der diagrams from Figure 8.10. depicting the AND, OR, and NOT circuits from
Figures8.1,8.2.and 8.3

Solution: Commands for the three circuits are listed below. with explanatory comments.

Command Comment

(a) STRXI Store input Xl
ANDX2 Input X2 in series with Xl
OUTY OutputY

(b) STRXl Store input Xl
ORX2 Input X2 parallel with X1
OUTY OutputY

(0) STRNOTXl Store inverse of Xl
OUTY OutputY

TABLE 8.11 Typi",,1 Low-Level Language Instruction Set for a PLe

STR Store IInew input and start a new rung ofthe ladder.

AND Logical AND referenced with the previously entered element. This is interpreted
as a series circuit relative to the previously entered element.

OR Logical OR referenced with the previously entered element. This is interpreted
as a parallel circuit relative to the previously entered element.

NOT Logical NOT or inverse of entered element.
OUT Output element to; the rung of the ladder diagram.

TMR !lmer element -.Requires one input si~nal to initiate timing sequence. Output
ISdelayed relatlye to Input by a duration specified by the programmer in
~econds. Resetting the timer is accomplisbed by interrupting (stopping) the
Input signal.

CTR Counter element. Requires twn inputs: One is the incoming pulse train that is
counted by the CTR element, the other is the reset signal indicating a restart of
the counting procedure.
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EXAMPLE ItS Language Commands for Control Relay

command set in 'table 8.11. write the for the control
relav depictcd ir

Solution: Commands for the three circuits are listed below. with explanatory comments

Command

STRX
OLTC
5TR NOTC
OUTYl
STRC
OUTY2

Sec. 8.4 I Personal CompLters Using Soft Logic

Store input X
Output contact relay C
Sture inverse of C output
Output load Yl
Store Coutput
Output loac Y2

The low-level languages are generally limited to the kinds of logic and sequencing
functions that can be defined in a ladder logic diagram. Although timers and counters have
not been illustrated in the rw..o preceding examples, some of the exercis ••prohlems at the
eno of the chapter require the reader \0 make use of them.

Structured Text Structured text (ST) is a high-level computer-type language like-
ly to become more common in the future to program PLCs and PCs for automation and
control applications. The principal advantage of a high-level language is its capability to per-
form data processing and calculations on values other than binary. Ladder diagrams and
low-level PLC languages are usually quite limited in their ability to operate on signals that
are other than on/off types. The capability to perform data processing and computation
permits the use of more-complex control algorithms, communications with other computer-
based systems. display of data on a CRT console, and input of data by a human operator.
Another advantage is the relative ease with which a complicated control program can be
interpreted by a user. Explanatory comments can be inserted into the program to facilitate
interpretation

8.4 PERSONAL COMPUTERS USING SOFT LOGIC

In the early 1490s. pes began 10 encroach Into applications formerly dominated by PLCs.
Previously. PLCs were always seen to have the advantage of being designed for the harsh
environment of the factory, while pes were designed for the office environment. In addi-
tion, with its built-in I/O interface, the PLC could be readily connected to external equip"
ment, whereas the PC required special 110 cards to enable such connections. These
advantages notwithstanding. the technological evolution of PLCs has not kept pace with
the development of PC~, new generations of which are introduced with much greater fre-
quency than PLCs arc. There is much more proprietary software and architecture in PLCs
than in PCs. Over time, this has resulted in a performance disadvantage for PLCs.At time
of writing, PLe performance lugs its PC count erp,ut by as much as two years, and the gap
is increasing. PC speeds are typically doubling every 18 months or so, accordingly to Moore's
Law (Section 4.4.6 and Table 45), much more rapidly than in PLC technology, which
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requires that individual companies redesign their proprietary software and architectures
for each new generation of microprocessors

pes arc now available in more-sturdy enclosures for use in the plant. They can be
equipped with membrane-type keyboards for protection against factory moisture, oil, and
dirt -I'hey can be ordered with 110 cards and related hardware to provide the necessary de-
vices to connect to the plant's equipment and processes. They come with Windows NT or
otllt:r operating system designed for implementing control applications in addition to tra-
ditional office software. And they can be programmed with soft logic, a term used to de-
scribe a family of software products that emulate the operations of the built-in control
software used in PLCs, pte makers arc responding to the PC challenge by including PC
components and features in their controller products, calling them softPLC or similar
names \0 distinguish them from conventional PLCs. Nevertheless, the future is likely to
see PCs used in increasing numbers in factory control applications where PI.Cs would have
formerly been used

An example of the softlogic products is FloPro2, a software package for PCs that
uses a flowchart-based language rather than ladder logic diagrams. The argument for flow.
chart programming is that most computer software is developed using flowcharts. Before
writing any computer code, the programmer develops a logical and sequential plan using
flowcharts that detail what decisions and actions the software is to accomplish. With Flo-
PrO, the flowchart is entered directly into the computer. In fact, the Florro programming
tools allow the flowchart to be developed on the computer rather than manually before.
hand. The control program can he written, debugged,and simulated on a conventional of-
fice PC before being loaded into the industria) control computer for the given application.

FloPro permits the development of multiple flowcharts, each designed to accomplish
a relatively simple control task. The flowcharts execute their respective tasks simultaneously
and utilize a common database, so that a change in a parameter value is available to all of
the flowcharts that use that parameter. The typical program, consisting of many separate
flowcharts, executes in a very short scan cycle, typically less than 10 rnsec (or several hun-
dred I/O points and less than 85 msec for 11,000 I/O points [4]. This makes the execution
of a FloPro control program on a modern PC comparable to or faster than executing the
same control functions on a PLC

There are three basic types of graphical symbols in a FloPro flowchart, as illustrated
in Figure 8.14: (a) enable criteria, (b) actiun blocks, and (c) test blocks. The enable criteria
is used to determine whether a given flowchart in the larger flowchart program is permit
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Figure 8.14 Three types of flowchart symbols in FloPro: (a) enable
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8.1 Write the Boolean logicexpression for the push-button switchofExample8.2 usingthe following
symbols: Xl "" START,X2 = STOp,Y1 '" MOTOR,andY2 = POWER-TO-MOTOR
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8.2 Construct the ladder logic diagram for the robot interlock system in Example 8.1

H.3 a photodetcctoriv usec

~:~:~;:~:~~~:;Pc~~~;;::: :~~:"~~:: logicdiagram 11001"hi'" ',yd,'"Ihm'photodctectorcauses

H.H

H.9

8.10

8.n In the manual operation at a sheet metal stamping press, a two-button safely interlock sys-
tem i~ often used to prevent the operator from inadvertently actuating the press "bile his
hand l~ in the die. Both buttuns must be depressed to actuate the stamping cycle. In this ~y,-
tern, one press button is located on one side of the press while the other button is located

on ue opposite side. DUring the work cycle, the operator inserts the part into the die and de-
presses both push-buttons, using both hands, (a) Write the trutht able for thisinterlock sys-
tern (b) Writc the B'lOlean IOglC expression for the systcm. (c) Construd the logic network

diagram for the system. (d) Construct the ladder logic diagram for the system.

8.U An emergency stop system is to he ,ksiglK'd for a certain automatic production machine. A
,ingle"start"buttonisusedtoturnonthepowertothemachineattheb<:ginningoftheday.

In addition. there are three "stop" buttons located at different locations around the ma-
chine, anyone of which can be pressed 10 Immediately turn off power to the machine. (a)
Write the truth table for this system. (b) Write the Boolean logic expression for the system
(c) Construct the logic network di~er~m for the system. (d) C0nstruct the tadder logic dra-
gram for the svstcm.

8.13 An industri~1 robot performs a machine loading and unloading operation, A PLC is used <IS
the robot cell controller.The cell operates as follows: (1) a human worker places a workpart

into a nest. (2) the robot reaches over and picks up the part and places it into an induction
heating coil, (3) a time of 10 sec is allowed for the heating operation, and (4) the robot reach-
es in and retrieves the part and places it on an outgoing conveyor. A limit switch Xl (nor-
mally open) will be used in the nest to indicate part presence in step (1). Output contact Yl

will be used to signal the robot to execute step (2) of the work cycle. This is an output con-
tact for the PLC but an input interlock for the robot controller. Timer Tl will be used to
providethcIO-secdeiayinstep(3).OutputcontaetY2wiIlbeusedto signal the robot to ex-

ecute step (4). (a) Construct the ladder logic diagram for the system. (b) Write the low-level
language statements for the system using the PLC instruction set in Table 8.11.

8.14 A PiC is used to control the sequence in an automatic drilling operation. A human opera-
lOr loads and clamps a raw workpart into a fixture on the drill press table and presses" star'
hulton.to initiate the automatic cycle. The drill .spm~le turns on, feeds down into the part to
a certam depth (the depth is determined by Iimit swirchj.and then retracts, The fixture then
indexesto a second drilling position. and the drill feed-and-retract is repeated. After the
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PART II
Material Handling

and Identificatian Technologies

chapter 9

Introduction to Material Handling

CHAPTER CONTENTS

9.1 Overview of Material Handling Equipment
9.2 Considerations in Material Handling System Design

9.2.1 Material Characteristics
9.2.2 Flow Rate, Routing. and Scheduling
9.2.3 Plant Layout

9.3 The 10 Principles of Material Handling

Material handling is defined by the Material Handling Industry of America' as "the move-
ment, storage, protection and control of materials throughout the manufacturing and dis-
tribution process including their consumption and disposal" [5J. The handling ofrnatcrials
must be performed safely, efficiently. at low cost, in a timely manner. accurately (the right
materials in the right quantities to the fight locations), and without damage to the materi-
als. Material handling is an important yet often overlooked issue in production. The cost
of material handling is a significant portion of total production cost, estimates averaging
around 20-25;;:, of total manufacturing labor cost in the United States [1]. The proportion
varies, depending on the type of production and degree of automation in the material han-
dling function.

In this part of the book, we discuss the types of material handling equipment used in
production systems The position of material handling in the larger production system is

28'
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Figure 9,1 Material handling in the production system

shown in FIgure 9.1. Material transport equipment is surveyed in Chapter 10. Storage sys-
terns are discussed in Chapter 11. And material identification and tracking arc described
in Chapter 12. In addition, several kinds of material handling devices arc discussed in other
chapters of the text, including: industrial robots used for material handling (Section 7.5.1),
pallet shuttles in NC machining centers (Section 14.2.2). conveyors in manual assembly
lines (Section 17.1.2), transfer mechanisms in ewtometed transfer lines (Section 18.1.2),
and parts feeding devices in automated assembly (Section 19.1.2)

This opening chapter serves as an introduction to the subject of material handling.
Here we discuss some of the general considerations and principles that are useful in de-
signing and managing material handling systems. Let us begin by defining the various types
of material handling equipment.

9.1 OVERVIEW OF MATERIAL HANDLING EQUIPMENT

A great variety of material handling equipment is available commercially. Material handling
equipment includes: (1) transport equipment. (2) storage systems, (3) unitizing equipment.
and (4) identification and tracking systems

Material Transport Equipment. Material transport includes equipment that is
used to move materials inside a factory, warehouse. or other facility. This equipment can
be divided into the following five categories, illustrated in Figure 9.2:

(a) Industrial trucks. Industrial trucks divide into two types: non-powered and powered.
Nonpowered trucks are platforms or containers with wheels that are pushed or pulled
by human workers 10 move materials. Powered industrial trucks are steered by human
workers. They provide mechanized movement of materials.

(b) Automated guided vehicles (AGVs).AGVs are battery-powered, automatically steered
vehicles that follow defined pathways in the floor. The pathways are unobtrusive.
AGVs are used to move unit loads between load and unload stations in the facility.
Routing variations arc possible, meaning that different loads move between differ-
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Figure 9.2 Examples of the five basic types of material handling
equipment: (a) fork lift truck. industrial truck, (b) unit load auto-
mated guided vehicle, (e) monorail. (d) roller conveyor. and (e) jib
crane with hoist.

cnt stations. They are usually interfaced with other systems to achieve the full bene-
fits of integrated automation

(c) MUflurtlil~ and other rail guided vetnctes: These are self-propelled vehicles that ride
on a fixed rail system that is either on the floor or suspended from the ceiling. The
vehicles operate independently and are usually driven by electric motors that pick up
power from an electrified rail. Like AGYs,routing variations are possible in rail-guid-
cd vehicle systems.

(d) Conveyors: Conveyors constitute a large family of material transport equipment that
are designed to move materials over fixed paths, generally in large quantities or vol-
umes. Examples include- roller. bert. and tow-line conveyors. Conveyors can be ei-
ther powered or nonpowered. Powered conveyors are distinguished from other types
of powered material transport equipment in that the mechanical drive system is built
into the fixed path. Nonpowered conveyors are activated either by human workers
or by gravity.

(e) Cranes and hoists; These are handling devices for lifting, lowering, and transporting
materials, often as very heavy lu<u.h.Hoists accomplish vertical lifting; both manual-
ly operated and powered types are available. Cranes provide horizontal travel and
generally include one or more hoists.

-,
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In addition to the equipment types listed here, .••.•hich are discussed in greater detailin
Chapter 10, there are many kinds of transport equipment that move materials outside the
factory or warehouse, including highway tractor-trailer trucks, railway trains, cargo aircraft,
ships-and barges.

Storage Svstems. Although it is generally desirable to reduce the storage of ma-
terials in manufacturing.it seems unavoidable that raw materials and work-in-process will
spend some time being stored, even if only temporarily. And finished products are likely
to spend some time in a warehouse or distribution center before being delivered !O the
final customer. Accordingly, companies must give consideration to the most appropriate
methods for storing materials and products prior to.curing, and after manufacture. Stor-
age methods and equipment can be classified as follows:

(a) Bulk storage. This consists of simply storing materials in an open floor area.gener-
ally in pallet loads or other containers. It requires little or no storage equipment.

(b) Rack systems. Rack systems are structural frames designed to stack unit loads veru-
catty, thus increasing the vertical storage efficiency compared to bulk storage.

(c) Shelving and bins. Steel shelving comes in standard widths, depths, and heights to
serve a variety of storage requirements, Shelves can include hins, which are contain,
ers for loose items.

(d) Drawer storage. This storage medium is more costly than shelves, but it is more con-
venient. Finding items stored in shelves can be difficult if the shelf level is too high or
too low or too deep. Drawers compensate for this by pulling out to reveal their entire
contents. Drawer storage is generally used for tools, hardware, and other small items.

(e) Automated storage systems. Automated and semiautomated systems are available to
deposit and withdraw items into and from the storage compartments. There are two
basic types: (1) automated storage/retrieval systems, consisting of rack and shelf sys-
tems that are accessed by an automated or mechanized crane, and (2) caramel sys-
tems that rotate storage bins past a stationary load/unload station.

These storage methods are described in greater detail in Chapter 11, Mathematical mod-
els arc developed to predict throughput and other performance measures of the alltomat-
edsystems.

Unitizing Equipment. The term unitizing equipment refers to (1) containers used
to hold individual items during handling and (2) equipment used to load and package the
containers. Containers include pallets, boxes, baskets, barrels, pails, and drums, some of
which are shown in Figure 9.3. Although seemingly mundane, this type of equipment is
very important for moving materials efficiently as a unit load. rather than as individual
items. A given facility must often standardize on a specific type and size of container if it
utilizes automatic transport and/or storage equipment to handle the loads.

The second category of unitizing equipment, loading and packaging equipment, in-
c1udcspallerizer.l, designed to automatically load cartons onto pallets and Shrink-wrap plas-
tic film around them for shipping. Other wrapping and packaging machines are also included
in this equipment category, as are depolietizers, designed to unload cartons from pallets.

Id~ntification and Tra~king Systems. Material handling must include a means
of keeping track of the materials being moved or stored. This is usually done by affixing
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Figure 9.3 Examples of unit load containers for material handling:
(a) wooden pallet,(b) pallet box, and (c) tote box.

some kind of label to the item, carton, or unit load that uniquely identifies it. The most
common label used today consists of bar codes that can be read quickly and automatical-
ly by bar code readers. This is the same basic technology used by grocery stores and retail
merchandisers. Other types of labels include magnetic stripes and radio frequency tags
that are generally capable of encoding more data than bar codes. These and other automatic
identification techniques are discussed in Chapter 12.

9.2 CONSIDERATIONS IN MATERIAL HANDLING SYSTEM DESIGN

Material handling equipment is usually assembled into a system. The system must be spec-
ified and configured to satisfy the requirements of a particular application. Design of the
system depends on the materials to be handled, quantities and distances to be moved. type
of production facility served hy the handling system, and other factors, including available
budget. In this section, we consider these factors that influence the design of the material
handling system.

9.2.1 Material Characteristics

For handling purposes, materials can be classified by the physical characteristics present-
ed in Table 9.1. suggested by a classification scheme of Muther and Haganas [7]. Design of
the material handling system must take these factors into account. For example, if the ma-
terial is a liquid and is to be moved in this state over long distances in great volumes, then
a pipeline is probably the appropriate transport means. But this handling method would
be quite inappropriate for moving a liquid contained in barrels or uther containers. Mate-
rials in a factory usually consist of solid items: raw materials, parts, and finished or semi-
fmished products,
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TABLE 9.1 Characteristics of Materials in Material Handling

Category Measures or Descriptors

Physical state
sze
W••ight
Snape
Condition
Risk of damage
Safety risk

Solid, Iiquid,orgas
Volume;length,width,height
WAigh! pAr piAr:". wf!ight per unit volume
Long and flat, round, square,etc
Hot.cold.wet, dirty, sticky
Fragile, brittle,sturdy
Explosive, flammable, toxic, corrosive, etc.

9.2.2 Flow Rate, Routing, and Scheduling

In addition to material characteristics, other factors must be considered in analyzing sys-
tern requirements and determining which type of equipment is most appropriate for the ap-
plication. These other factors include: (1) quantities and flow rates of materials 10 be moved,
(2) routing factors, and (3) scheduling of the moves.

The amount or quantity of material to be moved affects the type of handling system
that should oe imtalled.lf large quantities of material must be handled, then a dedicated
handling ~yqcm I~ appropriate. If the quantity of a particular material type is small but
there are many different material types to be moved. then the handling system must be de-
signed to be shared by the various materials moved. The amount of material moved must
be considered in the context of lime, that is. how much material is moved within a given time
period. We refer to the amount of material moved per unit time as the flow rate. Depend-
ing on the form of the material, flow rate is measured in pieces/hr.palletloads/hr. tonslhr,
ft.1/day,or similar units. Whether the material must be moved as individual units, in batch-
es, or continuously has an effect on the selection of handling method.

Routing factors include pickup and drop-off locations. move distances, routing veri.
ations, and conditions that exist along the routes. Given that other factors remain constant,
handling cost is directly related to the distance of the move.The longer the move distance,
the greater the cost. Routing variations occur because different materials follow different
flow patterns in the factory or warehouse. If these differences exist, the material handling
system must be flexible enough to deal with them. Conditions along the route include floor
surface condition, traffic congestion, whether a portion of the move is outdoors, whether
the path is straight line or involves turns and changes in elevation, and the presence or ab-
sence of people along the path. All of these routing factors affect the design of the mater-
ial transport system. Figure 9.4 is presented as a rough guide to the selection of material

Figure 9.4 General types of material transport equipment as a Iunc.
tion of material quantity and distance moved.
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handling equipment for some of the application characteristics we have discussed here,
specifically flow rate and distance moved.

Scheduling relates to the timing 01 each individual delivery. In production as well as
m many other material handling applications. the material must be picked up and delivered
promptly 10 its proper destination to maintain peak performance and efficiency of the
overall system. To the extent required by the application, the handling svstern must he re-
sponsrvc 10 this need Iur timely pickup and delivery of the items. Rush johs increase ma-
terial handling cost. Scheduling urgency is often mitigated by providing space for buffer
stocks of materials at pickup and drop-off points. This allows a "Float" of ruatertals to exist
in the system. thus reducing the pressure on the handling system for immediate response
to a delivery request.

9.2.3 Plant layout

Plant layout is an important factor in the design of a material handling system. In the case
of a new facility. the design of the handling system should be considered part of the layout
design. In this way, there is greater opportunity to create a layout that optimizes material
flow in the building and utilizes the most appropriate type of handling system. In the case
of an existing facility, there is less flexibility in the design of the handling system. The pre-
sent arrangement of departments and equipment in the building usually limits the attain-
ment of optimum flow patterns.

The plantlayout design should provide the following data for use in the design of the
handling system: total area of the facility and areas within specific departments in the plant.
arrangement of equipment ill the layout, locations where materials must be picked up (load
stations) and delivered (unload stations). possible routes between these locations, and dis-
tances traveled. Opportunities 10 combine deliveries and potential lucanonv in the layout
where congestion might occur must be considered. Each of these factors affects flow pat-
terns and selection of material handling equipment.

In Section 1.1, we described the conventional types of plant layout used in manufac-
turing: fixed-position layout, process layout, and product layout. Different material handling
systems are generally required for the three layout types. In a fixed-position layout, the
product is large and heavy and therefore remains in a single location during most of its
fabrication. Heavy components and subassemblies must be moved tu the product. Han-
dling systems used for these moves in fixed-position layouts are large and often mobile.
Cranes. hoists, and trucks are common in this situation.

In process layouts. a variety of different products are manufactured in small or medi-
um hatch sizes. The handling system must be flexible to deal with the variations. Consid-
crabtc work-in-process is usually one of the characteristics of batch production, and the
material handling system must be capable of accommodating this inventor). Hand trucks
and forklift trucks (for moving pallet loads of parts) are commonly used in process type lay-
outs. Factory applications of automated guided vehicle systems are growing because they
represent a versatile means of handling the different load configurations in medium and
low volume production. Work-in-progress is often stored on the factory floor near the next
scheduled machines, More systematic ways of managing in-process inventory include au-
tomated storage systems (Section [1.4)

Finally. a product layout involve; production of a standard or nearly identical types
of product in relatively high quantities. Final assembly plants for cars, trucks, and appli-
ances are usually designed as product layouts. The transport system that moves rhe prod-
uct is typically characterized as fixed route. mechanized, and capable of large flow rates. It
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Layout Type

fABLE 9.2 Types of Material Handling Equipment Associated With Three layout Types

Characteristics Typical Material Handling Equipment

Fixed-position

Process

Product

Large product size, low production rate

Variations in product and processing.
lowllnci mp<1iLlmprodLlction rates

Limited product variety, high
production rate

Cranes, hoists, industrial trucks

Hand trucks, forklift trucks, automated
guided vehicle systems

Conveyors for product flow, trucks to
deliver components to stations.

sometimes serves as a storage area for work-ill-process to reduce effects of downtime be-
tween production areas along the line of product Dow, Conveyor systems are common in
product layouts. Delivery of component parts to the various assembly workstations along
the flow path is accomplished by trucks and similar unit load vehicles.

Table 9.2 summarizes the characteristics of the three conventional layout types and
the kinds of material handling equipment usually associated with each layout type.

9.3 THE 10 PRINCIPLES OF MATERIAL HANDLING

Over time certain principles have been found to be applicahle in the analysis, design. and
operation of material handling systems. The 10 principles of material handling' are listed
and explained in Table 9.3. Implementing these principles will result in safer operating con-
ditions, Iowa costs, and better utilization and performance of material handling systems,

The unit load principle stands as one of the most important and widely applied prin-
ciples in material handling. In material handling, a unit load i~ simply the mass that is to be
moved or otherwise handled at one time. The unit load may consist of only one part, it
may consist of a container loaded with multiple parts, or it may consist of a pallet loaded
with multiple containers of parts. In general, the unit load should be designed to be as large
as is practical for the material handling system that will move or store it. subject to con-
siderations of safety, convenience, and access to the materials making up the unit load. This
principle is widely applied in the truck, rail, and ship industries. Pelletized unit loads are col-
lected into truck loads, which then become unit loads themselves, but larger. Then these
truck loads are aggregated once again on freight trains or ships, in effect becoming even larg-
er unit oaos.

There are good reasons for using unit loads in material handling [9J: (1) Multiple
items can be handled simultaneously, (2) the required number of trips is reduced, (3) load-
ing and unloading times are reduced, and (4) product damage is decreased. These reasons
result in lower cost and higher operating efficiency.

Included in the definition of unit load is the container that holds or supports the rna.
ter'ials to be moved. To the extent possible, these containers are standardized in size and con-
figuration to he compatible with the material handling system. Examples of container,
used to form unit loads in material handling are illustrated in Figure 9.3. Of the available
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TABLE 9.3 The 10 Principles of Material Handling [CICMHEI

Principle 1, PLANNING PRINCIPLE: All material handling should be the result of a deliberate plan where the needs,
performance objectives, and funcrional specification of the proposed methods are completely defined at the
outset.
• The plan should be developed in consultation between the ptannerta) and all who will use and benefit from

the equipment to be employed.
• Success in pianning large-scale material handling projects generally requires a team approach involving

suppliers, consultants when appropriate, and end user specialists from management, engineering,
computer and information systems, finance, and operations

• The plan should promote concurrent engineering of product, process design, process layout, and material
handling methods as opposed to independent and sequential design practices.

• The plan should reflect the strategic objectives of the organization as well as the more immediate needs

Principle 2. STANDARDIZATION PRINCIPLE: Material handling methods, equipment, controls, and software should
be standardized within the limits of achieving overall performance objectives and without sacrificing needed
flexibility, modularity, and throughput
• Standardization means less variety and customization ir the methods and equipment employed.
• Standardization applies to sizes of containers and other load forming components as well as operating

procedures and equipment
• The planner should select methods and equipment that can perform a variety of tasks under a variety of

operating conditions and in anticipation of changing future requirements.
• Standardization, flexibility, and modularity must not be incompatible.

Principle 3. WORK PRINCIPLE: Material handling work should be minimized without sacrificing productivity or
the level of service required of the operation.
• The measure of material handling work is flow rate (volume, weight, or count per unit oftime) multiplied by

distance moved.
• Consider each pickup and set-down, or placing material in and out of storage, as distinct moves and

components of the distance moved.
• Simplifying processes by reducing, combining, shortening, or eliminating unnecessary moves will reduce

work.
• Where possible, gravity should be used to move materials or to assist in their movement while respecting

consideration of safety and the potential for product damage.
• The Work Principle applies universally, from mechanized material handling in a factory to over-the-road

trucking.
• !he Work Principle is implemented best by appropriate layout planning: locating the production equipment

Into a physical arrangement corresponding to the flow of work. Tfus arrangement tends to minimize the
distances that must be traveled by the materials being processed.

Prin.ciple 4. ERG?NOMIC PRINCIPlE; Human c~pabilities and limitations must be recognized and respected in the
deSign of matenal handling tasks and eqUipment to ensure safe and effective operations.
• Ergonomics is the science that seeks to adapt work or working conditions to suit the abilities of the worker.
• The material handling workplace and the equipment must be designed so they are safe for people.
• The ergonomic principle embraces both physicai and mantal tasks
• Equipment should be selected that eliminates repetitive and strenuous manual labor and that effectively

Interacts with human operators and users

Principle 5. UNIT LO.AD PRINCfPI.t::. Unit loads shall be appropriately sized and configured in a way which
achieves the matenal flow and Inventory objectives at each stage in the supply chain.
• A unit load is one that can be stored or moved as a single entity at one time, such as a pallet, container, or

tote, regardiess of the number of individual items that make up the load.
• Less effort and work are required to collect and move many individual items as a single load than to move

many items one at e ttme.

• Large unit loads are common both pre- and postmanufacturing in the form of raw materials and finished
goods.

- Sm~lI.e.r unit lo~ds 'He consistent with manufacturing strategies that embrace operating objectives such as
flexlbiiitv, continuous flow and just-in-time delivery. Smaller unit loads (as few as one item) yield less in-
process inventory and shorter item throughput times.

Continued on next page
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TABLE 9.3 Continued

Principle 6. SPACE UTILIZATION P~INCIPLE: Effective and efficient use must be made of all available space.
• Space in material handling is three-dimensional and fherefore IS counted as cubic space. . ..
• In storage areas, the objective of maXimizing storage density must be balanced aqeinst accessibility and

selectivltv.
• When transporting loads within a facility, the use af averhe"d space should be considered as an option. Use

of overhead material handling systems saves valuable fioor space for productive purposes.

Principle 7. SYSTEM PRINCIPLE: Materiai movement and storage activities should be fu/ly integrated to form a
coordinated, operational system that spans receiving, inspection, storage, production, assembly, packaging,
unitizing, order selection, shipping, transportation, and the handling of returns.
• Systems integration should encompass the entire supply chain, including reverse logistics. it should include

suppliers, manufacturers, distributors, and customers
• Inventory levels should be minimized at all stages of production and distribution whHe respecting

considerations of process variability and customer service.
• Information flow and physical material flow should be integrated and treated as concurrent activities
• Methods should be provided for easily identifying materials and products, for determining their location

and status within facilities and within the supply chain, and for controlling their movement.

Principle 8. AUTOMATION P!lINCIPl.£: Material handling operations should be mechanized and/or automated
where feasible to improve operational efficiency, increase responsiveness, improve consistency and
predictability. decrease operating costs, and eliminate repetitive or potentially unsafe manual/abor.
- In any project in which flutarnatiun is being o.;un",iul;,,"d, pre-existing processes and methods should be

simplified and/or re-engineered before any efforts to install mechanized or automated systems. Such
analysis may lead to elimination of unnecessary steps in the method. If the method can be sufficiently
simplified,it may not be necessary to automate the process.

• Items that are expected to be handled automatically must have standard shapes and/or features that permit
mechanized and/or automated handling.

• Interface issues are critical to successful automation, including equipment-to-equipment, equipment-to-
load, equipment-to-operator, and In-control communications.

• Computerized material handling systems should be considered where appropriate for effective integration
of material flow and information management.

Principle 9. ENVIRONMENTAL PRINCIPLE: Environmental impact and energy consumption should be considered as
crttene when designing or selecting alternative equipment and material handling systems.
• Environmental consciousness stems from a desire not to waste natural resources and to predict and

eliminate the possible negative effects of our daily actions on the environment.
• Containers, pallets, and other products used to form and protect unit loads should be designed for

reusabllitywhan possible and/or biodegradability after dlspo .••,,1
• Materials specified as hazardous have special needs with regard to spill protection, combustibility, and

other risks.

Principle 10. LIFE CYCLE CoST PRINCIPLE: A thorough economic analysis should account for the entire life cycle of
all material handling equipment and resulting systems.
• life cycle costs include all cash flows that occur between the time the first dollar is spent to pian a new

material handling method or piece of equipment until that method and/or equipment is totally replaced.
• life cycle C?sts include capitai investm_ent, installation, setup and equipment programming, training,

sy~em tesnna and acceptance, operatmg (labor, utilities, etc.l, maintenance and repair, reuse value, and
ultimate disposal.

• A plan for preventive and predictive maintenance shOUld. be prepared for the ecuomenr, and the estimated
cost of maintenance and spare parts should be included In the economic analysis

• A long-range plan for replacement of the equipment when it becomes obsolete should be prepared.
• Althou9.h measurable cost is a primary factor, it ls certainly not the only factor in selecting among

alternatives. Other factors of a strategic nature to the organization and that form the basis for competition
in the market place should be considered and quantified whenever possible.
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TABLE 9.4 Standard Pallet Sizes Commonly Used
In Factories and Warehouses

Depth = x Dimension Width = y Dimension

800 mm (32 in)
900 mm (35 in)

1000 mm (40 in)
1060 mm (42 in)
1200 mm (48 in)

1000 mm (40inl
1200mm(48in)
1200mm(48inl
1060 mm {42 in!
1200mm(48inl

containers. pallets arc probably the most widely used, owing to their versatility, low cost
and compatibility with various types of material handling equipment. Most factories and
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chapter 10

Material Transport Systems

CHAPTER CONTENTS

10,1 Industrial Trucks

10.2 Automated Guided Vehicle Systems
10.2.1 Types of Vehicles and AGVS Applications
10.2.2 Vehicle Guidance Technology
10.2.3 Vehicle Management and 5<11ety

10.3 Monorails and Other Rail Guided Vehicles
10.4 Conveyor Systems

10.4.1 Types of Conveyors

10.4.2 Conveyor Operations and Features
10.5 crenee enc Hctsts
10.6 Analysis of Material Transport Systems

10.6.1 Charting Techniques in Material Handling
10.6.2 A.nalysisofVehicle-Based Systems

10.6.3 Conveyor Analysis

In this chapter we examine the five categories of material transport equipment common-
ly used to move parts and other materials in manufacturing and warehouse facilities:
(1) industrial trucks, (2) automated guided vehicles, (3) monorails and other rail guided
vehicles, (4) conveyors, and (5) cranes and hoists. Table 10.1 summarizes the principal fea-
tures and kinds of applications for each equipment category. In Section 10.6, we consid-
er quantitative techniques by which material transport systems consisting of this equipment
can be analyzed.
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TABLE 10.1 Summary of Features and Applications of Five Categories of Material Handling Equipment

Typical Applications

Moving light loads in a factory

Material Handling Equipment Features

Industrialtrucks,manual Low cost
Low rate of detiveties/hr

Industrial trucks, powered

Automated guided vehicle High cost
systems Battery-powered vehicles

Flexible routing
Nonobstructive pathways

Monorails and other rail guided High cost
vehicles Flexible routing

On-the-floor or overhead types

Conveyors, powered Great variety of equipment
In-floor, on-the-floor, or overhead
~echanical power to move loads

resides in pathway

Cranes and hoists Lift capacities ranging up to more
than 100 tons

10.1 INDUSTRIAL TRUCKS

Movement of pallet loads and
pelletized containers in a factory
or warehouse

Moving pallet loads in factory
or warehouse

Moving work-in-process along
variable routes in low
and medium production

Moving single assemblies, products,
or pallet loads along variable
routes in factory or warehouse

Moving large quantities of items over
fixed routes in a factory
or warehouse

Moving products along a manual
assembly line

Sortation of items in a distribution
center

Moving large, heavy items
in factories, mills, warehouses, etc.

Industrial trucks are divided into two categories: nonpowered and powered. The nonpow-
ered types are often referred to as hand trucks because they are pushed or pulled by human
workers. Quantities of material moved and distances are relatively low when this type of
equipment is used to nanspor t materials. Hand trucks are classified as either two-wheel or
multiple-wheel. Two-wheel hand trucks, Figure 1O.1(a), are generally easier to manipulate

("J (b)

Figure 10.1 Examples nf non-powered industrial trucks (hand
trucks): (a) two-wheel hand truck,(b) four-wheel dolly, and (c) hand-
operated low-lift pallet truck.

P'((:t.yf,," P"(('~~._~~
(oj

Medium cost
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by the worker but are limited to lighter loads. Multiple-wheeled hand trucks are available
in several types and sizes. Two common type, <Ire dollies and pallet trucks. Dollies arc sim-
ple frames or platforms as shown in Figure 1O,1(b). Various wheel configurations are pos-
sible. including fixed wheels and caster-type wheels. Pallet trucks. Figure 1O.1(c),have two
forks that can be inserted through the openings in a pallet. A lift mechanism is actuated by
the worker to lift and lower the pallet off the ground using small diameter wheels near th.e
end of the forks. In operation, the worker inserts the forks into the pallet, elevates the load,
pulls the truck to its destination, then lowers the pallet. and removes the forks.

Powered trucks are self-propelled to relieve the worker of manually having to move
the truck. Three common types are used in factories and warehouses: (a) walkie trucks,
(b) forklift rider trucks, and (c) towing tractors. Walkie trucks, Figure 1O.2(a), are battery-
powered vehicles equipped with wheeled forks for insertion into pallet openings but with
no provision for a worker to ride on the vehicle. The truck is steered by a worker using a
control handle at the front of the vehicle. The forward speed ofa walkie truck is limited to
around 3 mi/hr (5 km/hr). which is about equal to the normal walking speed of a human.

Forklift rider trucks. Figure lO.2(b), arc distinguished from walkie trucks by the pres-
ence of a modest cab for the worker to sit in and drive the vehicle. Forklift trucks range in
load carrying capacity from about 450 kg (l,000 10) up to more than 4500 kg (10,000 Ib).
The various applications for which forklift trucks are used have resulted in a variety of ve.
hide fe"lun;;:~ "IlU configurations. These include trucks with high reach capacities for ac-
cessing pallet loads 011 high rack systems and trucks capable of operating in the narrow~~~;~~::,~PO.
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Figure 10.2 Three principal types of powered trucks: (a) walkie
truck, (b) fork lift truck, and (c) towing tractor.
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An automated guided vehicle system (AGVS) is a material handling system that uses in-
dependently operated, self-propelled vehicles guided along defined pathways. The vehi-
cles arc powered by on-board batteries that allow many hours of operation (8-16 hr is
typical) between recharging. A distinguishing feature of an AGVS. compared to rail guid
ed vehicle systems and most conveyor systems, is that the pathways are unobtrusive, An
AOVS is appropriate where different materials are rnovco from various load points to var-
ious unload points. An AGVS is therefore suitable for automating material handling in
batch production and mixed model production. The first AGV was operated in 1954 (His
torical Note 10.1)

295

:~~:~~;i~,~;~~~~::'rg:~::;l:~~ra!.:ks. Puwer sources for forklift trucks arc either internal

motors fusing on-board
towing tractors. figure 1O.2(e). arc designed to pun one or more trailing

carts over the relatively smooth surfaces found in factories and warehouses, They are gen-
erally used for moving large amounts of materials between major collection and distribu-
tion areas. The runs between origination and destination points are usually fairly long
Power is supplied either by electrical motor (battery-powered) or internal combustion en-
gine, 'tow tractors also find significant applications in air transport operations for moving
baggage and air freight in airports.

10.2 AUTOMATED GUIDED VEHICLE SYSTEMS

Sec, 10.2 I Automated Guided Vehicle Systems

Historical Note 10.1 Automated guided vehicles [21, 151

Around

10.2.1 Types of Vehicles and AGVS Applications

Automated guided vehicles can be divided into the following three categories: (1) driver-
less trains. (2) pallet trucks. and (3) unit load carriers, illustrated in Figure 10.3. A driver-
less [ruin consists of a towing vehicle [which is the AGV) that pulls one or more trailers 10
form a train. as in Figure 10.3(a). It was the first type of AGVS to be introduced and is still
widely used today. A common application is moving heavy payloads over large distances
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figure 10.3 Three types of automated guided vehicles: (a) driverless
automated guided train, (b) AGV pallet truck, and (c) unit load
carrier.
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in warehouses or factories with or without intermediate pickup and drop-off points along
the route. For trains consisting of five to ten trailers, this is an efficient transport system.

Automated guided pellet trucks. Figure lO.3(b), are used to move palletized loads
along predetermined routes. In the typical application the vehicle is backed into the loaded
pallet by a human worker who steers the truck and uses its forks to elevate the load slight.
ly.Then the worker drives the pallet truck to the guidepath, programs its destination, and
the vehicle proceeds automatically to the destination for unloading. The capacity of an
AGVS pallet truck ranges up to several thousand kilograms, and some trucks are capable
of handling two pallets rather than one. A more recent introduction related to the pallet
truck is the fork lift AGV. This vehicle can achieve significant vertical movement of its
forks to reach loads on racks and shelves.

AGV unit load carriers are used to move unit loads from one station to another. They
are often equipped for automatic loading and unloading of pallets or tote pans by means
of powered rollers, moving belts, mechanized lift platforms, or other devices built into the
vehicle deck. A typical unit load AGV is illustrated in Figure 10.3(c). Variations of unit
load carriers include light load AGVs and assembly line AGVs. The light load AGV is a rel-
atively small vehicle with corresponding light load capacity (typically 250 kg or less). It
does not require the same large aisle width as a conventional AGY. Light load guided ve-
hicles are designed to move small loads (single parts. small baskets or tole- pans of parts,
etc.) through plants of limited size engaged in light manufacturing. An assembly line AGV

'Drive wheels
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Palle~
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is designed to carry a partially completed subassembly through a sequence of assembly
workstations to build the product.

Automated guided vehicle systems are used in a growing number and variety of ap-
plications. The applications tend to parallel the vehicle types previously described. We have
already described driverless train operations, which involve the movement of large quan-
tities of rnarerial over re.lativety hug ••dlstanc ••.s

A second application area is in storage and distribution, Unit load carriers and pallet
trucks are typically used in these applications. which involve movement of material in unit
loads.The applications etten interface the AGVS with some other automated handling or
storage system. such as an automated storage/retrieval system (AS/RS, Section 11.4.1) in
a distribution center.TheAGVS dehvcrs incoming unit loads contained on pallets from the
receiving dock to the ASIRS, which places the items into storage, and the ASJRS retrieves
individual palletloads from storage and transfers them to vehicles for delivery to the ship-
ping dock. Storageidistribution operations also include light manufaeturingand assembly
plants in which work-in-process is stored in a central storage area and distributed to indi-
vidual workstations for processing. Electronics assembly is an example of these kinds of ap-
plications. Components are "kiued'' at the storage area and delivered in tote pans or trays
by the guided vehicles to the assembly workstations in the plant. Light load AGVs are the
appropriate vehicles in these applications.

A(iV systems are used in assembly line applications, based on a trend that began in
Europe. Unit load carriers and light load guided vehicles are used in these lines. In the
usual application. the production rate is relatively low (the product spending perhaps
4-10 min per station), and there are several different product models made on the line,
each requiring a different processing time. Workstations are generally arranged in paral-
lel to allow the line 10 deal with differences in assembly cycle time for different products.
Between stations. components are kitted and placed on the vehicle for the assembly op-
erations to be performed at the next station. The assembly tasks are usually performed
with the work unit on-board the vehicle, thus avoiding the extra time required for un-
loading and reloading

Another application area for AGVS technology is flexible manufacturing systems
/FMSs, Chapter 16). In the typical operation, starting workparts are placed onto pallet fix-
tures by human workers in a staging area, and the AGVs deliver the parts to the individ-
ual workstations in the system.\Vhcn the AGY arrives at the assigned station, the pallet is
transferred from the vehicle platform to the station (such as the worktable of a machine
tool) for processing.At the completion of processing a vehicle returns to pick up the work
and transport it to the next assigned station. An AGVS provides a versatile material han-
dling system to complement the flexibility of the FMS.

Other applications of automated guided vehicle systems include office mail delivery
and hospital material transport. Hospital guided vehicles transport meal trays, linen, med-
ical and laboratory supplies, and other materials between various departments in the build-
ing. These transports typically require movement of vehicles between different floors in the
hospital, and hospital AGV systems have the capability to summon and use elevators for
this purpose

AGVS technology is still developing. and the industry is continually working to de-
sign new systems to respond to new application requirements. An interesting example that
combines two technologies involves the use of a robotic manipulator mounted on an au-
tomated guided vehicle to provide a mobile robot for performing complex handling tasks
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at various locations in a plant. These robot-vehicles have potential applications in clean
rooms In the semiconductor industry

10.2.2 Vehicle Guidance Technology

The guidance system is the method by which AGVS pathways are defined and vehicles
are controlled to follow the pathways. In this section, we discuss three technologies that are
used in commercial systems for vehicle guidance: (1) imbedded guide wires, (2) paint strips,
and (3)sclf-guidcd vehicles.

Imbedded Guide Wires and Paint Strips. In the imbedded guide wire method,
electrical wires are placed in a small channel cut into the surface of the floor. The channel
is typically .1-12 mm (1/R-l/2 in) wide and 11-26 mm (1/2-1.0 in) deep. After the guide
wire is installed, the channel is filled with cement to eliminate the discontinuity in the floor
surface. The guide wire is connected to a frequency generator, which emits a low-voltage,
low-current signal with a frequency in the range 1-15 kHz. This induces a magnetic field
along the pathway that can be followed by sensors on-board each vehicle. The operation
of a typical system is illustrated in figure lOA. Two sensors (coils) arc mounted on the ve-
hicle on either side of the guide wire. When the vehicle is located such that the guide wire
is directly between the two coils, the intensity of the magnetic field measured by each coil
will be equal. If the vehicle strays to one side or the other, or if the guide wire path changes
direction, t:1C magnctic field intensity at the two sensors will be different. This difference
is used to control the steering motor, which makes the required changes in vehicle direc-
tion to equalize the two sensor signals, thereby tracking the guide wire.

A typical AGVS layout contains multiple loops, branches, side tracks, and spurs, as well
as pickup and drop-off stations. The most appropriate route must be selected from the al-
ternative pathways available to a vehicle in its movement 10 a specified destination in the
system. When a vehicle approaches a branching point where the guide path forks into two
(or more) pathways, a means of deciding which path to take must be provided. The two prin-
cipal methods of making this decision in commerciaJ wire guided systems are: (1) the fre-
quency select method and (2) the path switch select method. In the frequency select method,
the guide wires leading into the two separate paths at the switch have different frequen-

Figure 10.4 Operation of the on-board sensor system that uses two
coils to track the magnetic field in the guide wire.
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cics, As the vehicle enters the switch. it reads an identification code on the floor to deter-
mine its location. Depending on its programmed destination, the vehicle selects the correct
guidepath b~ Iullowrng only one of the frequencies, This method requires a separate fre-
quency generator for each different frequency used in theguidepath layout. Thepalh switch
sctect method operates with a single frequency throughout the guidepath layout.To control
the path of a v"hi<:lc at a switch, the po",er is turned off in all other branches except the
one that the vehicle i~ to travel on. To accomplish routing by the path switch select method.
the guidepath layout is divided into blocks that are electrically insulated from each other.
The blocks can he turned on and off either by the vehicles themselves or hy a central con-
trolcomputer

When paint smps are used to define the pathway, the vehicle uses an optical sensor
system capable of tracking the paint. The strips can be taped, sprayed, or painted on the
floor. One system uces 11 loin-wide paint strip containing fluorescent particles that reflect
<Inultraviolet (UV) light source from the vehicle. An on-board sensor detects the reflect-
ed light in the strip and controls the steering mechanism to follow it. Paint strip guidance
is useful in environments where electrical noise renders the guide wire system unreliable
or when the installation of guide wires in the floor surface is not practical. One problem with
this guidance method is that the paint strip deteriorates with time. It must be kept clean and
periodically repainted.

Self-Guided Vehicles. Self-guided vehicles (SGVs) represent the latest AGVS
guidance technology. Unlike the previous two guidance methods, SQVs operate without
continuously defined pathways. Instead. they use a combination of dead reckoning and
beacons located throughout the plant, which can be identified by on-board sensors. Dead
reckoning refers to the capability of a vehicle to follow a given route in the absence of a
defined pathway in the floor. Movement of the vehicle along the route is accomplished by
computing the required number of wheel rotations in a sequence of specified steering an-
gles. The computations are performed by the vehicle's on-board computer. As one would
expect, positioning accuracy of dead reckoning decreases with increasing distance. Ac-
cordingly, the location of the self-guided vehicle must be periodically verified by compar-
ing the calculated position with one or more known positions. These known positions are
established using beacons located strategically throughout the plant. There are various
types of beacons used in commercial SOV systems. One system uses bar-coded beacons
mounted along the aisles. These beacons can be sensed by a rotating laser scanner on the
vehicle. Based on the positions of the beacons, the on-board navigation computer uses tri-
angulation to update the positions calculated by dead reckoning. Another guidance system
uses magnetic beacons imbedded in the plant floor along the pathway. Dead reckoning is
used to move the vehicle between beacons. and the actual locations of the beacons provide
data to update the computer's dead reckoning map.

It should be noted that dead reckoning can be used by AGV systems that are normally
guided by m-floor guide wires or paint strips. This capability allows the vehicle to cross
steel plates in the factory floor where guide wires cannot he installed or to depart from the
guidcpath for positioning at a load/unload station. At the completion of the dead reckon-
ing maneuver. the vehicle is programmed to return to the guidepath to resume normal
guidance control

The advantage of self-guided vehicle technology over fixed pathways (guide wires and
paint strips) is its flexibility. The SGV pathways are defined in software. The path network
can be changed by entering the required data into the navigation computer. New docking
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points can be defined. The pathway network can be expanded by installing new beacons.
These changes can be made quickly and without major alterations to the plant facility.

10.2.3 Vehicle Management and Safety

For the AGVS to operate efficiently, the vehicles must be well managed. Delivery tasks
must be allocated to vehicles 10 minimize waiting times at load/unload stations. Traffic con-
gestion in the guidepath network must be minimized. And the AGVS must be operated safe-
ly. In this section we consider these issues.

Traffic Control. The purpose of traffic control in an automated guided vehicle sys-
tem is to minimize interference between vehicles and to prevent collisions. Two methods
of traffic control used in commercial AGV systems are: (1) on-board vehicle sensing and
(2) zone control.The two techniques are often used in combination. On-board vehicle sens-
ing, also calledforwardw'nsing, involves the use of one or more sensors on each vehicle to
detect the presence of other vehicles and obstacles ahead on the guide path. Sensor tech-
nologies include optical and ultrasonic devices. When the on-board sensor detects an ob-
stacle in front of it, the vehicle stops. When the obstacle is removed, the vehicle proceeds.
If the sensor system is 100% effective, collisions between vehicles are avoided. The effec-
tiveness of forward sensing is limited by the capability of the sensor to detect obstacles
that are in front of it on the guide path. These systems are most effective on straight path-
ways. They are less effective at turns and convergence points where forward vehicles may
not be directly in front of the sensor.

In zone control, the AGVS layout is divided into separate zones, and the operating
rule is that no vehicle is permitted to enter a zone if that zone is already occupied by an-
other vehicle. The length of a zone is at least sufficient to hold one vehicle plus allowances
for safety and other considerations. Other considerations include number of vehicles in
the system, size and complexity of the layout, and the objective of minimizing the number
of separate zone controls. For these reasons, the zones are normally much longer than a ve-
hicle length. Zone control is illustrated in Figure 10.5 in its simplest form. When one vehi-
cle occupies a given zone, any trailing vehicle is not allowed to enter that zone. The leading
vehicle must proceed into the next zone before the trailing vehicle can occupy the current
zone. By controlling the forward movement of vehicles in the separate zones, collisions are
prevented, and traffic in the overall system is controlled.

One means of implementing zone control is to use separate control units mounted
along the guide path. When a vehicle enters a given zone, it activates the block in that zone
to prevent any trailing vehicle from moving forward and colliding with the present vehi-
cle. As the present vehicle moves into the next (downstream) zone, it activates the block

Figure 10.5 Zone control to implernern blocking system. ZOnes A,
B, and D are blocked. Zone C is free. Vehicle 2 is blocked from en-
tering Zone A by Vehicle 1. Vehicle 3 is free to enter Zone C

G~idepalh
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in that 7.00Cand deactivates the block in the previous zone. In effect. zones ate turned on
and off to control vehicle movement by the blocking system. Another method to implement
zone control is to use a central computer. which monitors the location of each vehicle and
attempts to optimize the movement of all vehicles in the system.

Vehicle Dispatching. For an AGVS to serve its function. vehicles must be dis-
patched in a timely and efficient manner tu the points in the system where they are need-
ed. Several methods arc used in AU\' systems to dispatch vehicles: (1) on-board control
panel. (2) remote call stations, and (3) central computer control. These dispatching meth-
ods are generally used in combination to maximin responsiveness and efficiency.

Each guided vehicle is equipped with some form of on-board control panel for the pur-
rme of manual vehicle control. vehicle programming, and other functions. Most commer-
cial vehicles can be dispatched by means of this control panel to a given station in the
AGVS layout. Dispatching with an on-board control panel represents the lowest level of
,ophistication among the possible methods. It provides theAGVS with flexibility and time-
liness in coping with changes and variations in delivery requirements.

Remote call .\taliom represent another method for an AGVS to satisfy delivery re-
quirements, The simplest can station is a press button mounted at the load/unload station
This transmit> a hailing signal for any available vehicle in the neighborhood to dock at the
station and either pick up or drop off a load. The on-board control panel might then be used
to dispatch the vehicle to the desired destination point. More sophisticated remote call sta-
tions permit the vehicle's destination to be programmed at the same time the vehicle is
called, This is a more-automated dispatching method that is useful in AGV systems capa-
ble of automatic loading and unloading operations.

In a large factory or warehouse involving a high degree of automation, the AGVS ser-
vicing the facility must also be highly automated to achieve efficient operation of the en-
tire productlon-sturage-handling system. Central computer control is used to accomplish
automatic dispatching of vehicles according to a preplanned schedule of pickups and de-
liveries in the layout and/or in response to calls from the various load/unload stations. In
this dispatching method. the central computer issues commands to the vehicles in the sys-
tem concerning their destinations and the operations they must perform. To accomplish the
dispatching function, the central computer must possess current information on the loca-
tion of each vehicle in the system so that it can make appropriate decisions about which
vehicles to dispatch to what locations. Hence, the vehicles must continually communicate
their whereabouts to the central controller. Radio frequency (RF) is commonly used to
achieve the required communication links.

A useful tool in systems management is a performance report for each shift (or other
appropriate time period) of AGVS operation. Periodic reporting of system performance
provides summary information about uptime and downtime, number of deliveries made
during a shift. and other data about each station and each vehicle in the system. Reports
containing this type of information permit managers to compare operations from shift to
shift and month to month to identify differences and trends and to maintain a high level
of system performance

Safety. The safety of humans located along the pathway is an important objective
in AGVS dcsif:ll, An inherent safety feature of an AGV is that its truvcfing speed is slow-
er than the normal walking pace of a. human. This minimizes the danger of overtaking a
human walking along the guide path III front of the vehicle.
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In addition. AGVs are usually provided with several other features specifically for
safety reasons. A safety feature included in most guidance systems is automatic stopping of
the vehicle if it strays more than a short distance, typically 5(}-150 mm (2-6 in), from the guide
path. The distance is referred to as the vehicle's acquisition distance. This automatic stop-
ping feature prevents a vehicle from running wild in the building. Ahernatively. in the event
IhM the vehide is off the guidepath (e.g., for loading), its sensor ,ystem is cilpable of lock,
ing onto the guide path when the vehicle is moved to within the acquisition distance.

Another safety device is an ohstacle detection sensor located on each vehicle. This is
the same on-board sensor used fOTtraffic control. The sensor can detect obstacles along the
forward path, including humans. The vehicles are programmed either to stop when an ob-
stacle is sensed ahead or to slow down. The reason for slowing down is that the sensed ob-
ject may be located off to the side of the vehicle path or directly ahead but beyond a tum
in the guide path, or the obstacle may he a person who will move out of the way as the
AGV approaches. In any of these cases, the vehicle is permitted to proceed at a slower
(safer) speed until it has passed the obstacle. The disadvantage of programming a vehicle
to stop when it encounters an obstacle is that this delays the delivery and degrades system
performance.

A safety device included on virtually all commercial AGVs is an emergency bumper.
This bumper is prominent in several of our figures. The bumper surrounds the front of the
vehicle and protrudes ahead 01 it by a distance of 300 mm (12 in) or more. When the bumper
makes contact with an object, the vehicle is programmed to brake immediately. Depend-
ing on the speed of the vehicle, its load, and other conditions, the braking distance will vary
from several inches to several feet. Most vehicles are programmed 10 require manual
restarting after an obstacle has been encountered by the emergency bumper. Other safe-
ty devices on a typical vehicle include warning lights (blinking or rotating lights) and/or
warning bells, which alert humans that the vehicle is present.

10.3 MONORAILS AND OTHER RAIL GUIDED VEHICLES

The third category of material transport equipment consists of motorized vehicles that are
guided by a fixed rail system. The rail system consists of either one rail (called a monorail)
or two parallel rails. Monorails in tacrones and warehouses are typically suspended over-
head from the ceiling. In rail guided vehicle systems using parallel fixed rails, the tracks gen-
erally protrude up from the floor. In either case, the presence of a fixed rail pathway
distinguishes these systems from automated guided vehicle systems. As with AGVs, the ve-
hicles operate asynchronously and are driven by an on-board electric motor. But unlike
AGVs, which are powered by their own on-board batteries, rail guided vehicles pick up
electrical power from an electrified rail (similar to an urban rapid transit rail system).This
relieves the vehicle from periodic recharging of its battery; however, the electrified rail
system introduces a safety hazard not present in an AGVS.

Routing variations are possible in rail guided vehicle systems through the use of
switches. turntables. and other specialized track sections. This permits different loads to
travel different routes, similar to an AGVS. Rail guided systems are generally considered
to be more versatile than conveyor systems but less versatile than automated guided ve.
hicle systems. One of the original applications of nonpowered monorails was in the meat
processing industry before 1900. For dressing and cleaning, the slaughtered animals were
hung from meat hooks attached to overhead monorail trolleys. The trolleys were moved
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through the different departments of the plant manually by the workers. It is likely that
Henry Ford got the rdea for the assembly line from observing these meat packing opera-
tions. Today, tf-e automotive industry makes considerable use of electrified overhead mono-
rails to move large components and subassemblies in its manufacturing operations,

10.4 CONVEYOR SYSTEMS

Conveyors are used when material must he moved in relatively large quantities between
specific locations over a fixed path. The fixed path is implemented by a track system, which
may be in-the-Floor. above-the-Floor, or overhead. Conveyors divide into two basic cate-
gories: (I) powered and (2) non-powered. In powered conveyors, the power mechanism is
contained in the fixed path, using chains. belts, rotating rolls, or other devices to propel
loads along the path. Powered conveyors arc commonly used in automated material trans-
port systems in manufacturing plants, warehouses, and distribution centers. lnnon-powered
conveyors. materials are moved either manually by human workers who push the loads
along the fixed path or by gravity from one elevation to a lower elevation.

10.4.1 Types of Conveyors

A variety of conveyor equipment is commercially available. In the following paragraphs,
we describe the major types of powered conveyors. organized according to the type of me-
chanical power provided in the fixed path

Roller and Skate Wheel Conveyors. These conveyors have rolls or wheels on
which the loads ride. Loads must possess a flat bottom surface of sufficient area to span sev-
eral adjacent rollers. Pallets. tote pans. or cartons serve this purpose well. The two main en-
tries in this category are roller conveyors and skate wheel conveyors. pictured in Figure 10.6.

In roller conveyors, the pathway consists of a series of tubes (rollers) that are per-
pendicular to the direction of travel, as in Figure 1O.6(a). The rollers are contained in a
fixed frame that elevates the pathway above floor level from several inches to several feet
Flat pallets or lote pans carrying unit loads are moved forward as the rollers rotate. Roller
conveyors can either be powered or non-powered. Powered roller conveyors are driven

~ l.J
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figllre 10.6 (a) Roller conveyor and (b) skate wheel conveyor.

Skalcwheet,
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by belts or chains. Non-powered roller conveyor, are often driven by gravity so thai the
pathway has a downward slope sufficientto overcome rolling friction. Roller conveyors are
used in a wide variety of applications, including manufacturing. assembly, packaging, SOT-
lalion, and distribution

Skme-whect conveyors are virnilar in operation to roller convcyon.lnslcad of rollers,
they lISC skate wheels rotating On shaftc <:onnectedto a frame to roll pallets or tote pans
or other container» along the pathway, as in Figure In.o(b). This provides the skate wheel
conveyor with a Jightcrweight construction than the roller convevor.Applications of skate-
wheel conveyors are similar to those of roller conveyors, except that the loads must gen.
orally be lighter since the contacts between the loads and the conveyor are much more
concentrated. Because of their light weight, skate wheel conveyors are sorneumes buill as
portable equipment that can be used tor loading and unloading truck trailers at shipping
and receiving docks at factories and warehouses.

Belt Conveyors. Belt conveyors consist of a continuous loop: Halfits length is used
for delivering materials, and the other half is the return run. as in Figure 10.7. The belt is
made of reinforced elastomer (rubber}, so that it possesses high flexibility but low exten-
sibility. At one end of the conveyor is a drive roll that powers the belt. The flexible belt is
supported by a frame that has rollers or support sliders along its forward loop. Belt con-
veyors are available in two common forms: (1) flat belts for pallets, individual parts. or
even certain types of bulk materials; and (2) troughed belts for bulk materials. Materials
placed on the belt surface lravel along the moving pathway. In the case of troughed belt con-
veyors. the rollers and supports give the flexible belt a v-shape on the forward (delivery)
loop to contain bulk matenals such as coal. gravel, grain, or similar particulate materials.

Conveyors Driven by Chains and Cables. The conveyors in this group arc dri-
ven by a powered chain or cable that forms an endless loop. In some cases, the loop forms
a straight line. with a pulley at each end. This is usually in an over-and-under configura-
tion. In other conveyors, the loop has a more-complex path, with more than two pulleys
needed to define the shape of the path. We discuss the following conveyors in this category:
(I) chain. (2) sial, (3) in-floor towline. (4) overhead trolley, and (5) power-and-free over-
head trolley

Chai" conveyors consi~t of chain loops in an over-and-under configuration around
powered sprockets at the ends of the pathway. One or more chains operating in parallel may

t'igure 10.7 Bell (flat! conveyor (support frame not shown).
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be used travd along channel~ in the floor that

line

it, continuous loop.
Another variation of the chain conveyor is the in-floor towline conveyor- These con-

veyorv make use of Jour-wheel carts powered by moving chains or cables located in trench-
es in the Floor, as in FIgure 10.8. The chain or cable is called a towline: hence. the name of
the conveyor. Pathways For the conveyor system are defined by the trench and cable. and
the cable is driven as a powered pulley system. Switching between powered pathways is pos-
sible in II towline system to achieve flexibility in routing. The carts lise steel pins that pro-
ject below floor level into the trench to engage the chain for towing. (Gripper devices are
substituted for pins when cable is used as the pulley system. similar to the San Francisco
trolley.) The pin can be pulled out of the chain (or the gripper releases the cable) to dis-
engage the cart tor loading, unloading, switching.accumulation of parts, and manually push-
ing a cart off the main pathway. Towline conveyor systems are used in manufacturing plants
and warehouses,

All of the preceding chain and cable drive conveyors operate at floor level or slight-
ly above. Chain-driven conveyors can also be designed to operate overhead, suspended
from the ceiling or the facility so as not to consume floorspace. The most common types are
overhead trolley conveyors. These are available either as constant speed (synchronous) or
as power-and-free (asynchronous) systems

Figure 10.8 In-floor towline conveyor.
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Figure 10.9 Overhead trolley conveyor.

A trolley in material handling is a wheeled carriage running on an overhead rail from
which loads can be suspended. An overhead trolley conveyor, Figure 10.9, consists of mul-
tiple trolleys. usually equally spAced along a fixed track. The trolleys are connected to-
gether and moved along the track by means of a chain Of cable that forms a complete loop.
Suspended from the trolleys are hooks, baskets, or other receptacles to carry loads. The
chain (or cable) is attached to a drive wheel that supplies power to move the chain at a con-
stant velocity, The conveyor path is determined by the configuration of the track system,
which has turns and possible changes in elevation. Overhead trolley conveyors are often
used in factories to move parts and assemblies between major production departments.
They can be used for both delivery and storage.

A power-and-free overhead trolley conveyor is similar to the overhead trolley con-
veyor.except that the trolleys arc capable of being disconnected from the drive chain,pro-
viding this conveyor with an asynchronous capability. This is usually accomplished by using
two tracks, one just above the other. The upper track contains the continuously moving
endless chain, and the trolleys that carry loads ride on the lower track, Each trolley in-
cludes a mechanism by which it can be connected to the drive chain and disconnected from
it. When connected, the trolley is pulled along its track by the moving chain in the upper
track. When disconnected, the trolley is idle.

Other Conveyor Types. Other powered conveyors include cartoon-track, screw,
vibration-based systems, and vertical lift conveyors. Cartoon-track conveyors consist of in-
dividual carts riding on a track a few feet above floor level. The carts are driven by means
of a rotating shaft, as illustrated in Figure 10.10. A drive wheel, attached to the bottom of
the cart and set at an angle to the rotating tube, rests against it and drives the cart forward.
The cart speed is controlled by regulating the angle of contact between the drive wheel and
the spinning tube. When the axis of the drive wheel is 450

, the cart is propelled forward.
When the axis of the drive wheel is parallel to the tube, the cart does not move. Thus, con-
trol of the drive wheel angle on the cart allows power-and-tree operation of the conveyor.
One of the advantages of cart-on, track systems relative to many other conveyors is that the
carts can be positioned with high accuracy. This permits their use for positioning work dur-
ing production. Applications of cart-on-track systems include robotic spot welding lines in
automobile body plants and mechanical assembly systems.

"""Pull
force

Trolley

Chain

load suspended
r",mlrolley
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FIgure 10.10 Cart-an-track conveyor. (Diagram courtesy of SI Han-
dlingSystcms.)

Screw conveyors arc based on the Archimedes screw, the water-raising device de-
vised in ancient times (circa 236 B.C.). consisting of a large screw inside a cylinder, turned
by hand to pump water up-hill for irrigation purposes. Vibration-based conveyors use a flat
track connected to an electromagnet that imparts an angular vibratory motion to the track
to propel items in the desired direction. This same principle is used in vibratory bowl feed-
ers to ddiver components in automated assembly systems (Section 19.1.2). Vertkalliftcon-
veyors include a variety of mechanical elevators designed to provide vertical motion, such
as between Ihxsrs or to link floor-based conveyors with overhead conveyors. Other conveyor
types include nonpowered chutes, ramps. and lubes, which are driven by gravity.

10.4.2 Conveyor Operations and Features

As indicated by our preceding discussion. conveyor equipment covers a wide variety of
operations and features. Let us restrict our discussion here to powered conveyors, exdud-
ing nonpowered types. Conveyor systems divide into two basic types in terms of the char-
acteristic motion of the materials moved by the system: (1) continuous and (2) asynchronous.
Continuous motion conveyors move at a constant velocity Vc along the path. They include
belt, roller, skate-wheel. overhead trolley, and slat conveyors,

Asynchronous conveyors operate with a stop- and-go motion in which loads, usually
contained in carriers (e.g., hooks, baskets, carts), move between stations and then stop and
remain at the station until released. Asynchronous handling allows independent move-
ment of each earner in the system. Examples of this type include overhead power-and-
free trolley, in-floor towline, and cartoon-track conveyors. Some roller and skate-wheel

Spinningl.lbe

Drive
'1 wheel
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conveyors can also be operated asynchronously. Reasons for using asynchronous convey-
ors include: (1) to accumulate loads, (2) temporary storage, (3) to allow tor differences in
production rates between adjacent processing areas, (4) to smooth production when cycle
times vary at stations along the conveyor. and (5) to accommodate different conveyor
speeds along the pathway

Conveyors can also be classified as: (J) single direction, 12) continuous loop. and
(3) recirculating. In the following paragraphs. we describe the operating features of these
categories. In Section 10.6.3. we present equations and techniques with which to analyze
these conveyor systems. Single direction conveyors are used to transport loads one way
from ongination point to destination point, as depicted in Figure 10,11(a), These systems
are appropriate when there is no need to move loads in both directions or to return con-
tainers or caners from the unloading stations back to the loading stations. Single direction
powered conveyors include roller, skate wheel, belt. and chain-in-floor types. In addition,
all gravity conveyors operate in one direction.

Continuous tooo conveyors form a complete circuit, as in Figure 1O.I1(b). An over-
head trolley conveyor is an example of this conveyor type, However, any conveyor type can
be configured as a loop, even those previously defined as single direction conveyors, sim-
ply by connecting several single direction conveyor sections into a closed loop. A contin-
uous loop system allows materials to be moved between any two stations along the pathway.
Continuous loop ,::oll"":y"n are used when loads are moved in carriers (e.g.. hooks, baskets)
between load and unload stations and the carriers are affixed to the conveyor loop. In this
design. the empty carriers are automatically returned from the unload station back to the
toad station.

The preceding description of a continuous loop conveyor assumes that items loaded
at the load station are unloaded at the unload station. There are no loads in the return
loop; the purpose of the return 100).' is simply to send the empty carriers back for reload-
ing. This method of operation overlooks an important opportunity offered by a dosed-
loop conveyor: to store as well as deliver parts. Conveyor systems that allow parts to remain
on the return loop for one or more revolutions are called recirculating conveyors. In pro-
viding a storage function, the conveyor system can be used to accumulate parts to smooth
out effects of loading and unloading variations at stations in the conveyor. There are two

~C"nvernfpalb ~
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Figure 10.11 (a) Single direction conveyor and (b) continuous loop
conveyor
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problems that can plague the operation of a recirculating conveyor system. One is that
there may be times during the operation of the conveyor that no empty carriers are irn-
mediatelv available at the loading station when needed. The other problem is that no
)oaded carriers are immediately available at the unloading station when needed.

It i<;possible to construct branching and merging points into a conveyor track to per-
mit different routings for different loads moving in the system. In nearly all conveyor sys-
tems, it is possible to build switches, shuttles, or other mechanisms to achieve these alternate
routings. In some systems, a push-pull mechanism or lift-and-carry device is required to
actively move the load from the current pathway onto the new pathway.

10.5 CRANES AND HOISTS

The fifth category of transport equipment in material handling consists of cranes and hoists.
Cranes are used for horizontal movement of materials in a facility, and hoists are used for
vertical lifting. A crane invariably includes a hoist; thus. the hoist component of the crane
lifts the load, and the crane transports the load horizontally to the desired destination. This
class of material handling equipment includes cranes capable of lifting and moving very
heavy loads, in some cases over 100 tons.

A notst is a mechanical device that can be used to raise and lower loads. As seen in
Figure 10.12, a hoist consists of one or more fixed pulleys, one or more moving pulleys, and
a rope. cable, or chain strung between the pulleys. A hook or other means for attaching
the load is connected to the moving pulley(s). The number of pulleys in the hoist determines
its mechanical advantage, which is the ratio of the load weight to the driving force required
to lift the weight. The mechanical advantage of the hoist in our illustration is 4.0. The dri-
ving force to operate the hoist is applied either manually or by electric or pneumatic motor.

(a) (hi

Figure 10.12 A hoist with a mechanical advantage of a.O: (a) sketch
of the hoist and (b) diagram to illustrate mechanical advantage.

-LoadW-
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Crane! include a variety of material handling equipment designed for lifting and mov-
ing heavy loads using one or more overhead beams for support Principal types of cranes
found in factories include: (a) bridge cranes, (b) gantry cranes, and (c) jib cranes. In all
three types, at least one hoist is mounted to a trolley that rides on the overhead beam of
the crane. A bridge cram! consists of one or two horizontal girders or beams suspended be-
tween fixed rails on either end which are connected to the structure of the building, as
shown in Figure lO.13(a).The hoist trolley can be moved along the length of the bridge, and
the bridge can be moved the length of the rails in the building. These two drive capabili-
ties provide motion in the x- and y-axes of the building, and the hoist provides motion in
the z-axis direction. Thus the bridge crane achieves vertical lifting due to its hoist and
achieves horizontal movement of the material due to its orthogonal rail system. Large
bridge cranes have girders that span up to 36.5 m (120 it) and are capable of carrying loads
up to 90,000 kg (100 tons), Large bridge cranes are controlled by operators riding in cabs
on the bridge. Applications include heavy machinery fabrication, steel and other metal
mills, and power-generating stations.

A gantry crane is distmguished from a bridge crane by the presence of one or two ver-
tical leg, that support the horizontal bridge. As with the bridge crane.a gantry crane includes
one or more hoists that accomplish vertical lifting. Gantries are available in a variety of sizes
and capacities. the largest possessing spans of about 46 m (150 ft) and load capacities of
136,000 kg (150 ronsj.A double gaflfry crune has two legs. Other types include half gantries
and cantilever gantries. A half gantry crane, Figure 1O.13(b), has a single leg on one end of
the bridge, and the other end is supported by a rail mounted on the wall or other structural
member of a building. A cantilever gantry crane is identified by the fact that its bridge ex-
tends beyond the span created by the support legs.

Ajib crane consists of a hoist supported on a horizontal beam that is cantilevered from
a vertical column or wall support, as illustrated in Figure 9.2( e). The horizontal beam is piv-
oted about the vertical axis formed by the column or wall to provide a horizontal sweep
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Figure 10.13 Tho types of cranes: (a) bridge crane and (b) gantry
crane (shown is a half gantry crane).
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for the crane. The beam also serves as the track for the hoist trolley to provide radial trav-
el along the length of the beam. Thus. the horizontal area included by a jib crane is circu-
lar or semicircular. As with other cranes, the hoist provides vertical lift and lower motions.
Standard capacities of jib cranes range up to about 5000 kg. Wall-mounted jib cranes can
achieve a swing of about 180°,while floor-mounted jib cranes using a column or post as its
vertical support can sweep a fu1l10f1°

10.6 ANALYSIS OF MATERIAL TRANSPORT SYSTEMS

Charting techniques are helpful for visualizing the movement of materials. and quantita-
tive models are useful for analyzing material !low rates, delivery cycle times, and other as-
pects of performance. Research on these analysis methods is encouraged and supported by
the College Industry Council on Material Handling Education (CICMHE) and the Mate-
rial Handling Institute (MHI)I, which hold a semiannual Research Colloquium whose Pro-
ceedings [11] are available through MHI. In this section, we discuss the following:
(1) charting techniques in material handling, (2) analysis of vehicle-based systems, and (3)
conveyor analysis,

10.6.1 Charting Techniques in Material Handling

A useful charting technique for displaying information about material flow is the From- To
Chart. illustrated in Table 10.2. In this table, the left-hand vertical column lists origination
points (loading stations) from which trips are made, and the horizontal row at the top of
the chart lists destination points (unload stations).The chart is organized for possible ma-
terial flows in both directions between the load/unload stations in the layout. From-To
Charts can be used to represent various parameters of the material flow problem, includ-
ing number of deliveries or flow rates between locations in the layout and travel distances
between from-to locations. 'fable 10.2 represents one possible format to display both flow
rates and corresponding distances for a given material handling problem.

TABLE 10.2 From-ToChart Showing Flow Rates. loads/hr
(Value Before the Slash Mark) and Travel

Distances, m (Value After the Slash Mark)
Between Stations in a layout

To

From 9/50 5/120 6/205 0
0 0 0 9/80
0 0 2185 3/170
0 0 0 8/85
0 0 0 0

'The Material HamJlinglnstitute. based in Charlotte,North Carolina.Is the research and educationa&CllCY
OftheMateriaJHandhnglnduslryof~erica,thetradeassociationrepresentingcompanies that sell material han·
dlmg products and ,serVIces In the VOited States. The College Indust!), Council on Material Handling Education
consists ofacadem,c and mdustryrepresentatlves and reports to the Ma teriaJ Handling lnatitute.
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Figun- 10.14 Flow diagram showing material deliveries between
load/unload stations. Arrows indicate flow rates and distances (same
data <1$ in Table 10.2), and nodes represent load/unload stations

Muther and Haganas [19J suggest several graphical techniques for visualizing trans
por~s, including.ma.thematical plots and flow ~iagrams of differen.t tvpes, The.flow diagram
in FIgure 10.14 Indicates movement ofmatena!s and corresponding origination and desti-
nation points of the moves. In this diagram, origination and destination points are repre-
sented by nodes, and material flows He depicted by arrows between the points. The nodes
might represent production departments between which parts are moved or load and un-
load stations in a facility. Our flow diagram portrays the same information as in the From-
To Chart of Table to.2.

10.6.2 Analysis of Vehicle-Based Systems

Mathematical equations can be developed to describe the operation of vehicle-based ma-
terial transport systems. Equipment used in such systems include industrial trucks (both
hand trucks and powered trucks}, automated guided vehicles, monorails and other rail
guided vehicles, certain types of conveyor systems (e.g., in-floor towline conveyors), and cer-
tain crane operations. We assume that the vehicle operates at a constant velocity through-
out its operation and ignore effects of acceleration, deceleration, and other speed differences
that might depend on whether the vehicle is traveling loaded or empty or other reasons.
The time for a typical delivery cycle in the operation of a vehicle-based transport system
consists of; (1) loading at the pickup station. (2) travel time to the drop-off station, (3) un-
loading at the drop-off station, and (4) empty travel time of the vehicle between deliver-
ies. The total cycle time per delivery per vehicle is given by

(10.1)

where T,- = delivery cycle lime (min/del), TL = time to load at load station (min),
La = distance the vehicle travels between load and unload station (m, ft). v, = carrier vc-
tociry (m! min, ft/min), Tu - time to unload at unload station (mill), and Lc = distance the
vehicle travels empty until the start of the next delivery cycle (m. ft).

T,calculated by Eq. (10.1) must be considered an ideal value, because it ignores any
time losses due to reliability problems, traffic congestion, and other factors that may slow
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down a delivery. In addition, not all dehvery cycles are the same. Originations and desti-
nations may be different from one delivery [0 the next, which will affect the La and L,
terms in the preceding equation. Accordingly, these terms arc considered to be average
values for the population of loaded and empty distances traveled by the vehicle during the
course of a sh ift or other period of analysis.

The delivery cycle time can be used to determine certain parameters of interest in the
vehicle-based transport system. Let us make use of T, to determine two parameters: (1) rate
of deliveries per vehicle and (2) number of vehicles required to satisfy a specified total de-
livery requirement. Wc will base our analysis on hourly rates and requirements; however,
the equations can readily be adapted for other periods

He hourly rate of deliveries per vehicle is 60 min divided by the delivery cycle time
T,. adjusting for any time losses during the hour.The possible time losses include: (1) avail-
ability, (2) traffic congestion. and (3) efficiency of manual drivers in the case of manually
operated trucks. Availability (symholized A) is a reliability factor (Section 2.4.3) defined
as the proportion of total shift time that the vehicle is operational and not broken down
or being repaired.

To deal 'With the time losses due to traffic congesrion. let us define the trafficfactor
T, as a parameter for estimating the effect of these losses on system performance. Sources
of inefficiency accounted for by the traffic factor include waiting at intersections, blocking
of vehicles (as in an AGVS), and waiting in a queue at load/unload stations. If there is no
blocking of vehicles, then f, = 1.0. As blocking increases, the value of F, decreases. Block-
ing. wailing at intersections. and vehicles waiting in line at load/unload stations are affect-
ed by the number of vehicles in the system relative to the size of the layout. If there is ani)'
one vehicle .n the system, little or no blocking should occur, and the traffic factor will be
very close (0 1.0. For systems with many vehicles, there will be more instances of blocking
and congcvtion. and the traffic factor will take a lower value. Typical values of traffic fac
tor for an AGVS range between OJt~and 1.0 [4j.

For systems based on industrial trucks, induding both hand trucks and powered trucks
that are operated by human workers, traffic congestion is probably not the main cause of
the low operating performance sometimes observed in these systems. Their performance
is very dependent on the work efficiency of the operators who drive the trucks. Let us de-
fine efficiency here as the actual work rate of the human operator relative to work rate ex-
pected under standard UJ normal performance. Let E symbolize the worker efficiency.

With these factors defined, we can now express the available time per hour per vc
hide as 60 min adjusted hy A, Tf,llnd E. That IS,

(lO.2)

whereAT -= available time (min/hr pervehic1e),A = availability, TJ = trafficfactor,and
E = worker efficiency. The parameters A, Tr, and E do not take into account poor vehi-
cle routing, poor guidepath layout, or poor management of the vehicles in the system. These
factors should be minimized, hut if present they are accounted for in the values of Ld and
L,.

We can now write equations for the two performance parameters of interest. The
rate of deliveries per vehicle is given by:

(10.3)
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where Rd,. '" hourly delivery rate per vehicle (del./hr per vehicle), T, = delivery cycle
time computed by Eq. (10.1) (minjde1),and AT = the available time in 1 hr with adjust
ments for time losses (min/hr).

The total number of vehicles (trucks, AGVs. trolleys, carts, eto.} needed to satisfy a
specified total delivery schedule RJ in, t~e system can be esti~ated by first calculating t~e
total workload required and then dividing by the available time per vehicle. Workload IS
defined as the total amount of work, expressed in terms of time, thai must be accomplished
by the material transport system in 1 he This can be expressed as follows:

/l0.4)

where WL = workload (min/hr),Rf = specified flow rate of tot a! deliveries per hour for
the system (del/hr), and To = delivery cycle time (min/del). Now the number of vehicles
required to accomplish this workload can be written as

no.sj

where n, = number of carriers required, WL = workload (min/hr), and AT == available
time per vehicle (min/hrper vehicle). It can be shown that Eq. (10.5) reduces to the follow-
ing:

110.6)

where n, == number of carriers required, Rf == total delivery requirements in the system
(del/hr), and Rd~ == delivery rate per vehicle (del/hr per vehicle ).Although the traffic fac-
tor accounts for delays experienced by the vehicles, it does not include delays encountered
by a load/unload station that must wait for the arrival of a vehicle. Because of the random
nature of the load/unload demands, workstations are likely to experience waiting time while
vehicles are busy with other deliveries. The preceding equations do not consider this idle time
or its impact on operating cost. If station idle time is to be minimized, then more vehicles
may be needed than the number indicated by Rqs, (10.5) or (10.6). Mathematical models
based on queueing theory are appropriate to analyze this more-complex stochastic situation.

EXAMPLE to.t Determining Number oCVebides in an AGVS

Given the AGVS layout shown in Figure 10.15. Vehicles travel counterclockwise
around the loop to deliver loads from the load station to the unload station.
Loading time at the load station = 0.75 min, and unloading time at the unload
station = 0.50 min. It is desired to determine how many vehicles are required
to satisfy demand for this layout if a total of 4fI de1/hr must be completed by the
AGVS. The foUowing performance parameters are given: vehicle veloci-
ty = SOmjmin,availability = 0.95,trafficfaetor = O.90,andoperatorefficiency
docs not apply, 50 E = 1.0. Determine: (a) travel distances loaded and empty,
(b) ideal delivery cycle time, and (c) number of vehicles required to satisfy the
delivery demand.
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Figure 10.15 AGVS loop layout for Example 10.1. Key: Unld
= unload. Man > manual operation, dimensions in meters (m).

Solution: (8) Ignoring effects of slightly shorter distances around the curves at corners of
the loop, the values of La and L, are readily determined from the layout to be
110 m and 80 rn, respectively.
(b) Ideal cycle lime per delivery per vehicle is given by Eq. (10.1)

T, = 0.75 -to ¥*+ 0.50 + ~ = 5.05 min

(c) To determine the number of vehicles required to make 40 del/hr. we com-
pute the workload of the AGVS and the available time per hour per vehicle.

WL = 40(5.05) == 202 min/hr

AT == 60(0.95)(0.90)(1.0) == 51.3 min/hr per vehicle

Therefore, the number of vehicles required is

nr == :~ == 3.94 vehicles

This value should be rounded up to no == 4 vehicles, since the number of vehi-
cles must be an integer.

Determining the average travel distances, La and L<,requires analysis of the partic-
ular AGVS layout. For a simple loop layout such as in Figure lO.15,determining these val-
ues is straightforward. For a complex AGVS layout, the problem is more difficult. The
following example illustrates this issue.

EXAMPLE 10.2 Determining La ror a More-Complex AGVS I,ayout

The layout for this example is shown in Figure 10.16, and the Prom-To Chart is
presented in Table 10.2. The AGVS includes load station 1 where raw parts

lJnld

M'"
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AGV
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Figure 10.16 AGVS layout for production system of Example 10.2.
Key: Proc = processing operation, Aut = automated, Unld '" un-
load. Man = manual operation, dimensions in meters (m).

enter the system for delivery to any of three production stations 2, 3, and 4. Un-
load station 5 receives finished parts from the production stations. Load and
unload times at stations 1 Jlnd 5 are each 05 min. Production rates for each
workstation are indicated by the delivery requirements in Table 10.2. A com-
plicating factor is that some parts must be transshipped between stations 2 and
3. Vehicles move in the direction indicated by the arrows in the figure. Deter-
mine the average delivery distance, Ld

Solution. Table 10.2 shows the number of deliveries and corresponding distances between
the stations. The distance values are taken from the layout drawing in Figure
10.l6.To determine the value of Ld, a weighted average must be calculated
based on the number of trips and corresponding distances shown in the From-
To Chart for the problem.

9(50) + 5(120) + 6(205) + 9(80) + 2(85) + 3(170) + 8(85) 4360
LJ= n,~,F,n,_,~,~ -42""=103.8m

Determining L" the average distance a vehicle travels empty during a delivery
cycle, is more complicated. It depends on the dispatching and scheduling methods used

O"echonof
vehicle movement

-



Sec. 10.6 I Analysis of Material Transport Systems 317

to decide how a vehicle should proceed from its last drop-off to its next pickup. In Fig-
ure 10.16, if each vehicle must travel back to station 1 after each drop-off at stations 2,
3. and 4, then the empty distance between pick-ups would be very large indeed. L, would
be greater than Lif' On the other hand, if a vehicle could exchange a raw work part for a
finished part while stopped at a given workstation. then empty travel time for the vehi-
cle would be minimized. However, this would require a two-position platform at each
station to enable the exchange. So this issue must be considered in the initial design of
the AGVS.ldeally, L, should be reduced to zero. It is highly desirable to minimize the av-
erage distance a vehicle travels empty through good AOVS design and good scheduling
of the vehicles. Our mathematical model of AOVS operation indicates that the delivery
cycle time will be reduced if L,. is minimized, and this will have a beneficial effect on the
vehicle delivery rate and the number of vehicles required to operate the AOVS. Tho of
our exercise problems at the end of the chapter ask the reader to determine L, under dif-
ferent operating scenarios

10.6.3 Conveyor Analysis

Conveyor operations have been analyzed in the research literature, some of which is iden-
tified in our list ofreferences [8], [9], [14]-[17]. In our discussion here, we consider the
three basic types or conveyor operations discussed in Section 10.4.2: (1) single direction con-
veyors, (2) continuous loop conveyors, and (3) recirculating conveyors.

Single Direction Conveyors. Consider the case of a single direction powered con-
veyor with one load station at the upstream end and one unload station at the downstream
end, as in Figure 1O.11(a). Materials are loaded at one end and unloaded at the other. The
materials may be parts, cartons, pallet loads, or other unit loads. Assuming the conveyor op-
erates at a constant speed, the time required to move materials from load station to unload
station is given by:

(10.7)

where T~ = delivery time (min), Ld = length of conveyor between load and unload stations
(rn, ft), and Vc = conveyor velocity (m/min, it/min).

The flow rate of materials on the conveyor is determined by the rate of loading at the
load station. The loading rate is limited by the reciprocal of the time required to load the
materials. Given the conveyor speed, the loading rate establishes the spacing of materials
on the conveyor. Summarizing these relationships,

(JOB)

where R, = material flow rate (parts/min), RL = loading rate (parts/min), s, = center-
to-center spacing of materials on the conveyor (m/part, It/part]. and TL = loading time
(min/part). One might be tempted to think that the loading rate RLis the reciprocal of the
lo~ding time TL_ H.owever, RL is set hy the flow rate requirement Rf, while TL is deter-
mined by crgonorruc factors. The worker who loads the conveyor may be capable of per-
forming the loading task at a rate that is faster than the required flow rate. On the other
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hand. the flow rate requirement cannot be set faster than it is humanly possible to per-
form the loading task.

An additional requirement for loading and unloading is that the time required to un-
load the conveyor must be equal 10 or less than the loading time. That is,

(10.9)

where T0 = unloading time (min/part). If unloading requires more time than loading,
then unremoved loads may accumulate or be dumped onto the floor at the downstream end
of the conveyor.

We are u~ing parts as the material in Eqs. (10.8) and (lO.9),but the relationships apply
to other unit loads as well. The advantage of the unit load principle (Table 9.3, Principle 5)
can he demonstrated by transporting "r parts in a carrier rather than a single part. Re-
casting Eq. (l0.8) to reflect this advantage, we have

(10.10)

where Rf = flow rate (parts/min), Tlp = number of parts per carrier,sc = center-to-cen-
tcr spacing of carriers on the conveyor (m/carrier, ft/carrier), and TL = loading time per
carrier (min/carrier). The flow rate of parts transported by the conveyor is potentially
much greater in this case. However, loading time is still a limitation, and TL may consist of
not only the time to load the carrier onto the conveyor but also the time to load parts into
the carrier. The preceding equations must be interpreted and perhaps adjusted for the
given application.

EXAMPLE 10.3 Single Direction Conveyor

A roller conveyor follows a pathway 35 m long between a parts production de-
partment and an assembly department. Velocity of the conveyor is 40 m/min.
Parts are loaded into large tote pans, which are placed onto the conveyor at the
load station in the production department.Two operators work the loading sta-
lion. The first worker loads parts into tote pans, whieh takes 2S sec. Each toto
pan holds 20 parts. Parts enter the loading station from production at a rate
that is in balance with this 25-sec cycle. The second worker loads tote pans onto
the conveyor, which takes only 10 sec. Determine: (a) spacing between tote pans
along the conveyor, (b) maximum possible flow rate in parts/min. and (c) the
minimum time required to unload the tote pan in the assembly department.

Solution: (a) Spacing between tote pans on the conveyor is determined by the loading
time. It takes only 10 sec to load a tote pan onto the conveyor.but 25 sec are re-
quired to load parts into the tote pan. Therefore, the loading cycle is limited by
this 25 sec. At a conveyor speed of 40 m/min, the spacing will be

s, = (25/60 min)(40 m/min) = 16.67m

(b) Flow rate is given by Eq. (10.10):

n, ~ 21i.:~) ~ 48 parts/min



Sec. 10.6 !Analysis of Material Transport Systems 319

This is consistent with the parts loading rate of 20 parts in 25 sec, which is
0.8 parts Zsec ur 48 parts/min.
(c) The minimum allowable time to unload a tote pan must be consistent with
the flow rate of tote pans on the conveyor. This flow rate is one tote pan
e'iery25 sec,SO

Tv 5: 25 sec

Continuous Loop Conveyors. Consider a continuous loop conveyor such as an
overhead trolley in which the pathway is formed by an endless chain moving in a track
loop, and carriers are suspended from the track and pulled by the chain. The conveyor
moves parts in the carriers between a load station and an unload station. The complete
Loop is divided into two sections: a delivery (forward) loop in which the carriers arc loaded
and a return loop in which the carriers travel empty, as shown in Figure 1O.11(b). The length
of the delivery loop is La, and the length of the return loop ts Le. Total length of the con-
veyor is therefore L = La - Le. The total time required to travel the complete loop is

(10.11)

where T, = total cycle time (min),and v, = speed of the conveyor chain (m/min,ft/min).
The time a load spends in the forward loop is

(10.12)

where Ta = delivery time on the forward loop (min).
Carriers arc equally spaced along the chain <Ita distance Sc apart. Thus, the total num-

ber of carriers in the loop is given by:

(10.13)

where n, = number of carriers, L = total length of the conveyor loop (m, tt), and Sc =
center-to-center distance between carriers (rn/carrier, ftjcarrier).The value of nc must be
an integer. and so Land Sc must be consistent with that requirement.

Each carrier is capable of holding np parts on the delivery loop, and it holds no parts
on the return trip. Since only those carriers on the forward loop contain parts, the maximum
number of parts in the system at anyone time is given by:

(10.14)

As in the single direction conveyor, the maximum flow rate between load and unload
stations is
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where Rf '" parts per minute. Again, this rate must be consistent with limitations on the
time it takes to load and unload the conveyor, as defined in Eqs. (10.8)-(10.10).

Recirculating Conveyors: Kwo Analysis. Recall (Section 10.4.2) and the two
problems complicating the operation of a recirculating conveyor system: (1) the possibili-
ty that 110empty carriers Ufe immediately available' at the loading station when needed
and (2) the possibility that no loaded carriers are immediately available at the unloading
station when needed. In the Kwo analysis [8], [9J.the case of a recircuiatingconveyor with
one load station and one unload station is considered. According to Kwo, there are three
basic principles that must be obeyed in designing such a conveyor system:

(1) Speed Rule. This principle states that the operating speed of the conveyor must be
within a certain range. The lower limit of the range is determined by the required
loading and unloading rates at the respective stations. These rates are dictated by the
external systems served by the conveyor. Let RL and RI) represent the required load-
ing and unloading rates at the two stations, respectively. Then the conveyor speed
must satisfy the following relationship:

(mI5)

where RL "" required loading rate (parts/min), and RI) "" the corresponding un-
loading rate. The upper speed limit is determined by the physical capabilities of the
material handlers to perform the loading and unloading tasks. Their capabilities are
defined by the time required to load and unload the carriers, so that

(10.16)

where TL = time required to load a carrier (min/carrier), and Tu = time required
to unload a carrier. In addition to Eqs, (10.15) and (10.16), another limitation is of
course that the speed must not exceed the technological limits of the mechanical con-
veyoritself

(2) Capacity Constraint. The flow rate capacity of the conveyor system must be at least
equal to the flow rate requirement to accommodate reserve stock and allow for the
time elapsed between loading and unloading due to delivery distance. This can be
expressed as follows:

(10.17)

In this case. Rf must be interpreted as a system specification required of the recircu-
lating conveyor,

(3) U'.u!ormiry Principle. This priuctple states that parts (loads) should be uniformly dis-
tnbuted throughout the length of the conveyor, so that there will be no sections of the
conveyor in which every carrier is full while other sections are virtually empty. The
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reason for the uniformity principle is to avoid unusuany long waiting times at the
load or unload stations for empty or fun carriers (respectively) to arrive,

EXAMPLE: 10.4 Recirculating Conveyor Analysis: Kwe

A recirculating conveyor has a total length of 300 rn.Its speed is60 m/min. and
the spacing of part carriers along its length is 12 m. Each carrier can hold two
parts. The task time required to load two parts into each carrier is 0.20 min and
the unload time is the same, The required loading and unloading rates are both
defined by the specified flow rate, which is 4 parts/min, Evaluate the conveyor
system design with respect to Kwo's three principles.

Solution; Speed Rule: The lower limit on speed is set by the required loading and un-
loading rates, which is 4 parts/min. Checking this against Eq. (10.15),

.Q parts.:~a:~:;r~:rm/min) _ 10 parts/min > 4 parts/min

Checking the lower limit:

Wm/min ... f 1 1) .
12m/carrier = 5 carriers /rnin s, MmlD.2'02 = Mm{5,5} = 5

The Speed Rule is satisfied.
Capacity Constraint; The conveyor flow rate capacity = 10 parts/min as

computed above. Since this is substantially greater than the required delivery
rate of4 part/min, the capacity constraint is satisfied. Kwo provides guidelines
for determining the flow rate requirement that should be compared to the con-
veyor capacity [81, [9]

Uniformity Principle: The conveyor is assumed to be uniformly loaded
throughout its length, since the loading and unloading rates are equal and the
flow rate capacity is substantially greater than the load/unload rate. Conditions
for checking the uniformity principle are available, and the reader is referred
to the original papers by Kwo [8], [91.
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Charting Techniques

10.1 A flexible manufacturing system is being planned. It has a ladder layout as pictured in fig-
ure P10.l and uses a rail guided vehicle system to move parts between stations in the lay-

out.AlI workparts are loaded into the system at station 1, moved to one of three processing
stations (2, 3, or 4), and then brought back to station 1 for unloading. Once loaded onto its
RGV,each work part stays onboard the vehicle throughout its time in the FMS. Load and un-

load times at station 1 are each 1.0 min. Processing times at other stations are: 5.0 min at sta-
tion 2, 7.0 min at station 3, and 9.0 min at station 4. Hourly production of parts through the

system is: 7 parts through station 2,6 parts through station 3, and 5 parts through station 4
(a) Develop the From-To Chart for trips and distances using the same format as Table 10.2.

(b) Develop the flow diagram for this data similar to Figure lO.14.The From-To Chart de-
veloped here is used in Problem 10.4.

In Example 10.2 in the text, suppose that the-vehicles operate according to the following
scheduling rules: (1) vehicles delivering raw workparts from station 1 to stations 2,3,and4
must return empty to station 5; and (2) vehicles picking up finished parts at stations 2,3,and

10,2
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Figure PIO.r FMS layout for Problem 10.1.

4 [or delivery to station 5 must travel empty from station J. Determine the empty lUIvel
distances associated with each delivery and develop a From-To Chart ill the format uflablc
10.2 in the text. The From-To Chart developed here is used in Problem 10.5
In Example 10.2 in the text, suppose that the vehicles operate according tn lh~ foll{)wlng
scheduling rule to minimize the distances the vehicles travel emptyVehicles delivering raw
workpans trom station 1 to stations 2, 3, and 4 must pick up finished parts 01\ these rcspec-
tive stations for delivery to station 5,l)etermine the empty tr avel distances a,sociatcd with
each delivery and develop a From-To Chart in the format ofTablc 10.2 in the text. The From-
To Chart developed here is used in Problem 10.6

Analysis of Vehicle-Based Systems

10.4 This ISa continuation of Problem 10,1. Determine the number of rail guided vehicles that
are needed to meet the requirements of the flexible manufacturing system, it vehicle speed
= 50 mjminand the anticipated traffic Iactor » O.SS.Assume availability A = !OOO!., atnl ct-
ficiencyE = 1.0

10.5 This problem is a continuation of Problem 10.2. which extends Example [0.2 in the text
Snppo..~ th~ AGVs travel at II speed of 40 mjmin. and the traffic factor = 0,90, As deter-
mined in Example 10.2, the delivery distance = 103.8m. (a) Determine the value of I." for
the layout based on your table. (b) How many automated guided vehicles will be required
to cperere ue system? Assume avanamnty A. = 100% and efficiency E = [,0

10.6 This problem is a continuation of Problem 10.3, which extends Example 10.2 in the te,1
Suppose the AGYs travel at a speed of 40 mj'min, and the traffic factor 0.90. A~ deter
mined in Example 10.1. the delivery distance = 103.8m. (a) Dererrmne the value of I., lor
the layotJl ba~ed on your table. (b) How maIlY automated guided vehicles wdl be re<julred
to ope-ate the system? Assume availability A = 100% and efficiency E -= 1,0

10.7 A planned fleet of forklift trucks has an average travel distance per delivery = 500ttll1ftded
and an average empty travel distance = 3."0ft. The fleet must make a tolal of 60 delyhr
Load and unload times are each 0.5 min and the speed of the vehicles = 300 It/min, The twf-
fic factor for the system = O.SS.Availability is expected to he 0.95 and worker efficiency i,
assumed to be 0.90. Determine: (a) ideal cycle time per delivery. (b) the resulting average
number of deliveries per hour thai a forkhtt truck can make. and (c) how many trucks Me
required to accomplisb the 60 del/hr.
A" automated guided vehicle system h""m ",',m,"'"'O> ,"",,""'" 2(Hl m

~"~:::::~~~~::::~;::~~,~~,';~:~~~: :O:.99~.How'"m","'",'",,''"h'" ''',ns' a"""',,',, ''''''''dt "0sati,h ,l
V~I - 0.95.
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10.9 Four[orklifltrucksareusedtodeJiverpaJlerloadsofparrsbelweenwork celJsin a factory.
Average travel distance loaded is 350 n. and the travel distance empty is estimated to be

the same. The trucks are driven at an average speed of 3 mijhr when loaded and 4 mi/hr
when empty. Terminal time per delivery averages LO min (load = 05 min and un-
load = 0.5 min), If the traffic factor is assumed to be 0.90, availability = 1.0and work effi-
ciency = 0.95, what is the maximum hourly delivery rate cf the four trucks?

10.10 An AGVS has an average loaded travel distance per delivery '" 400 ft. The average empty
travel distance is nor known. Required number of deliveries per hour = 60. Load and un-
load times are each 0.6 min and the AOV speed = 125 ft/min. Anticipated traffic fac-
tor = 0.80. Availability <= 0.95. Develop an equation that relates the number of vehicles
required to operate the system as a function of the average empty travel distance Lt.

10.11 A rail guided vehicle system is being planned as part of an assembly cell. The system con-
sists of two parallel lines, as in Figure PIO.II. In operation, a base part is loaded at station I
and delivered to either station 2 or 4, where components are added to the base part. The ROY
then goes to either station 3 or 5, respectively, where further assembly of components is ac-
complished. From stations 3 or 5, the product moves to station 6 for removal from the sys-
tem. Vehicles remain with the products as they move through the station sequence; thus,
there is no loading and unloading of parts at stations 2, 3, 4, and 5, After unloading parts at
station 6, the vehicles then travel empty back to station 1 for reloading. The hourly moves
(parts/hr) and distances [ft] are listed in the table below. ROV speed » 100 ft/min. As-
sembly cycle times at stations 2 and 3 = 4.0 min each and at stations 4 and 5 = 6.0 min each.
Load and unload times at stations 1 and 6,respectively, are each 0.75 min.Ttaffic factor = 1.0.
Huw many vehicles are required to operate the system? Assume A = 1.0

To:

From: 0/0 14L/200 GINA 9L/150 O/NA O/NA
GINA 0/0 14L/50 O/NA O/NA O/NA
DINA O/NA 0/0 O/NA °/NA 14L/50
D/NA OINA °/NA 0/0 9L/5D DINA
O/NA °INA GINA °INA 0/0 9L/100

23EI400 OINA D/NA OINA O/NA 0/0

Figure PlfUI Layout for Problem 10.11.

10,12 An AGVS will be used to satisfy material f10W1;indicated in the From-To Chart in Ihe (01-
lowing .Iaale, which shows deliveries per hour between stations (above the slash) and dis.
tan.ces In met~rs ?etween stall,ons (below the slash}. Moves indicated by "L" are Irips in
which the vehicle,ls loaded, while "E" indicates moves in which the vehicle is empty. A trat-
fie factor = 0.85 ISassumed, Assume availability A = 0.90. Speed of an AGV = 0.9 m/s. If
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load handling time per delivery = 1,0min, determine the number of vehicles needed to sat.
Istv the indicated deliveries per hour'!

To:

a/a
5E/90

7E/12D
9E/75

7L/12D
DINA
a/a

DINA

5L/75
4L/8D
DINA
a/a

9L/90
a/a

D/NA
O/NA

10.13 An automated guided vehicle system is being proposed to deliver parts between 40 work-
station, in a factory. Loads must be moved from each station about once every hour; thus,
thc delivery ratc = 40 loads/hr. Average travel distance loaded isestimated to be 250ft and
travel distance empty ISestimated to be 300 ft.Vehicles move at a speed = 200ft/min. Total
handling time per delivery = 1.5min (load = 0.75 min and unload '" 0.75min),Ttafficfae-
torF,becomes increasingly significant as the number of vehicles »,increases. this can bc
modeled as

F, = 1.0 - 0.05('1, - 1) forn, = Integer> 0

Determine the minimum number of vehicles needed in the foctory to meet the flow rate
requirement.AssumeA = 1.0

10.14 An automated guided vehicle system ISbeing planned for a warehouse complex. The AGVS
will be a driverless train system, and each train will consist of the towing vehicle plus four
pulled carts.The speed of the trains will be 160ft/min. Only the pulled carts carry loads.The
average loaded travel distance per delivery cycle is 2000 ft and empty trave I distance is the
same. Anticipated travel factor == 0.95. The load handling time per train per delivery is ex-
pected to be 10 min, If the requirements on the AGVS are 25 cart loads/hr, determine the
number of trains required. Assume A = 1.0

10.lS The From-To Chart in the table below indicates the number of loads moved per 8-hr day
(above the slash) and the distances in feet (below the slash) between departments in a par-
ticular factory. Fork lift trucks are used to transport materials between departments. They
move at an average speed = 275 ft/min (loaded) and 350 ft/min (empty). Load handling
time per delivery is 15 min, and anticipated traffic factor = 0.9.Assume A '" 0.95 and work-
er efficiency = 110%. Determine the number of trucks required under each of the follow-
ing assumptions: (a) The trucks never travel empty, and (b) the trucks travel empty 11distance
equal to their loaded distance.

To Dept. o
From Dept. A

B
C
D
E

62/500 51/450
o

45/350
22/400

o
a
a

76/200
65/150

10.16 Major appliances are assembled on a production line at the rate of 55 per hour. The prod-
ucts arc moved along the line OJ' work pallets (one product per pallet). At the final work.
stauon the finished products are removed trom the pallets.The pallets are then removed from
the lire and delivered back to the front of the line for reuse. Automated guided vehicles are
used 10transport the pallets to the front of the line, a distance of 600 ft. Return trip distance
(empty) to the end of the line is also 600 ft. Each AGV carries four pallets and travels at a

FlOm:
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speed of 150 ft/min (either loaded ur empty). The pallets form queues at each end of the line,

<;0 that neither the production hnc nor the AGVsare ever starved for pallets. TIme required
to load each pallet onto an AGV = 15 sec: ume to release a loaded AGV and move an
empty AGV into position for loading at the end of the line = 12 sec. The same times apply
for pallet handling and release/positioning at the unload statio n located at the front of the
production line. Assume thc traffk factor is 1.0 since the route is a simple loop. Also, as-
sume A = l.o. How man} vehicles are needed to operate the AOV system?

10.17 For the production line in Problem 10.16, assume that a single AGV train consisting of a
tractor and multiple trailers is used to make deliveries rather than separate vehicles. Time

required to load a pallet untu a trailer = 15 sec, and the time to release a loaded train and
move an empty train intu position for loading at the end of the production line = 30 sec. The
same times apply for pallet handling and reteesezpos.uonmg at the unload station located
at the front of the production line. If each trailer is capable of carrying four pallets, how
manv trailers should be includedin the train'!

Analysis of Conveyor Systems

10.18 An overhead troltey conveyor is configured as a conlinuous dosed loop. The delivery loop
has a length of 120 m and the return loop = 80 m. All parts loaded at the load station are

unloaded at the unload station, Each hook on the conveyor can hold one part. and the hook,
are separated by 4 m. Conveyor speed = 1.25 m/s. Determine: (a) maximum number of

parts in the conveyor system, (b) parts flow rate. and (c) maximum loading and unloading
limes that are compatible with the operation of the conveyor system.

10.19 A 300-ft long roller conveyor. which operates at a velocity = 80 ft/min. is used 10 move pal-

lets between load and unload stations. Each pallet carries 12 parts. Cycle time to load a pal
let is 15 sec, and one worker at the load station is able to load pallets at the rate of 4 per

minute. It takes tz secro unload at the unload station. Determine: ( a) center-to-center dis-
tance between pallets. (b) the number of pallets on the conveyor at one time. and (cl hourly

flow rate of parts, (d) By how much must conveyor speed be increased to increase flow rate
(03lXXJparts/hr'!

10.20 A roller conveyor moves tote pans in one direction at 150ft/min between a load station
and an unload station, a distance of 200 ft. The time to load parts into a tote pan at the load

station is 3sec per part. Each tote pan holds8 parts, In addition, it takes9sec to load a tote
pan onto the conveyor. Determine: (a) spacing between tote pan centers flowing in the con-
veyoi sY't~m and (b) flow rate of parts on the conveyor system. (c) Consider the effect of
the unit load principle. Suppose the tote pans were smaller and could hold only one part
rather than eight. Determine the flow rate in this case if it takes 7 sec to load a tote pan onto

tbeconveyor(insteadof9 sec for the larger rote.panj.and it take s the same 3 sec to load the
partinto thetote pan

10.21 A dosed loop overhead conveyor mUSI be designed to deliver parts from one load station

to one unload station. The specified flow rate of parts that must be delivered between the
two stations is 300pans/hr.Thcconveyor has carriers spaced at a ce nter-to-center distance
that is to he determined. Each carrier holds one part. Forward and return loops will each be
90 m long. Conveyor speed = 0.5 m/s, Times to load and unload parts at the respective sta-
nons are each = 12:> Is the system feasible. and If so, what is the appropriate number 01
carriers and spacing hetween carriers that will achieve the specifie d Ilow rate?

10.22 Consider Problem 10.21, only that the carriers are larger and capable ~fholding up to four
parts(n" = 1, 2, a.or 4).The loading tIme TL = 9 + 3llp,wherc T, is in seconds. With other
parameters defined iii; in Ihc prGvious prohlem, determine which of the four values 01llp
are feasible. For those values that are feasible, specify the appropriate design parameters
for (a) spacing between carriers and (b) number of carriers that will achieve this flow rate
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10.23 ,,,';0':"";:' ~"~';;,'~"~':::;':;," ;,:::":;~~g;:;,~;~~;:n~:"';::~"~~:~:;i~:~:;:~:fo~~P,~;
:~::.:;';~::~o;:,~~;:;

A remculalmg conveyor has a total length of 200 m and a speed of 50 m/min. Spacing or
part carriers = 5 m. Each carrier hold, two parts. Time needed to load a part carri-
er = 0.15 min, Unloading time is the same, The required loading and unloading rates are
6 parts/min. Evaluate the conveyor system design with respect to the three Kwo principles.

10.25 There is a plan to install a continuous loop conveyor system with a total length of 1000 It and
a speed of 50 It/min.The conveyor will have carriers that are separated by 25 ft. Each car-
rkr will be capable of holding one part. A load station and an unload station are to be 10-
ealed 500 ft apart along the conveyor loop. Each day, the conveyor system is pranned to
operate as follows, starting empty at the beginning of the day. The load station will load
parts at the rate of one part every 30 sec, continuing this loading operation for 10 min, then
resting for 10 min, during which no loading occurs. It will repeat this zu-mm cycle through-
out the s-nr stun. The unload station will wait until loaded carriers begin to arrive, then will
unload parts at the rate of 1 part/min during the 8 hr, continuing until all carriers are empty.
(a) If the length of each station is 10 ft. and so loading and unloading must be accomplished
on a m<wing conveyor within that space, what is the maximum time available to perform
the loading and unloading operations? (b) Will the planned conveyor system work') Pre-
~enlcalculati<)n,andargumentstojustifyy<)uranswer.

16.24
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Storage Systems

CHAPTER CONTENTS
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The function of a material storage system is to store materials for a period of time and to
permit access to those materials wh.en required. Materials stored by manufacturing firms
include a variety of types, as indicated in Table 11.1. Categories (1)--(5) relate directly to the
product, (6)-(8) relate to the process, and (9) and (10) relate to overall support of factory
operations. The different categories of materials require different storage methods and
controls. Many production plants use manual methods for storing and retrieving items, The
storage function is often accomplished inefficiently, in terms of human resources, factory
floor space, and materia! control. Automated methods are available to improve the effi-
ciency of the storage function.

In this chapter, we begin by defining the most important measures of storage system
performance. We also discuss the different strategies that can be used to decide appropri-
ate locations for items in the storage system. We then describe the types of storage equip-
ment and methods, dividing these into conventional and automated types. The final section
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Type

Sec. 11.1 I Storage System Performance

Description

TABLE 11.1 Types of Materials Typically Stored in a Factory

10 Rawmaterlals

2. Purchased parts

3. Work-In-process

4. Finished product
5. Rework and scrap
6. Refuse

7. Tooling

8. Spare parts
9. Office supplies

10. Plant records

Raw stock to be processed la.g. bar stock, sheet metal, plastic molding
compound)

Parts from vendors to be processed or assembled te.q., castings, purchased
components)

Partially completed parts between processing operations or parts awaiting
assembly

Completed product ready for shipment
Parts that are out of specification, either to be reworked or scrapped
Chips, swart, oils, other waste products left over after processing; these

materials must be disposed of, sometimes using special precautions
Cutting toots. jigs, fixtures, molds, dies, welding wire, and other looling used

in manufacturing and assembly; supplies such as helmets, gloves, etc"
are usually included

Parts needed for maintenance and repair of factory equipment
Paper, paper forms, wriling instruments, and other items used in support

of plant office
Records on product, equipment, and personnel

presents a quantitative analysis of automated storage systems, whose performance is gen-
erally measured in terms of capacity and throughput.

11,1 STORAGE SYSTEM PERFORMANCE

The performance of a storage system in accomplishing its function must be sufficient to jus-
tify its investment and operating expense. Various measures used to assess the performance
of a storage system include: (1) storage capacity, (2) density, (3) accessibility, and (4) through-
put. In addition, standard measures used for mechanized and automated systems include
(5) utilization and (6) reliability.

Storage capacity can be measured in two ways: (1) as the total volumetric space avail-
able or (2) as the total number of storage compartments in the system available for items
or loads. In many ~turiigt: systems, materials are stored in unit loads that are held in stan-
dard size containers (pallets, tote pans, or other containers). The standard container can
readily be handled, transported, and stored by the storage system and by the material han-
dling system that may be connected to it. Hence, storage capacity is conveniently measured
as the number of unit loads that can be stored in the system. The physical capacity of the
storage system should be greater than the maximum number of loads anticipated to be
stored, to provide available empty spaces for materials being entered into the system and
to allow for variations in maximum storage requirements.

Storage density is defined as the volumetric space available for actual storage rela-
tive to the total volumetric space in the storage facility. In many warehouses, aisle space and
wasted overhead space account for more volume than the volume available for actuaJ stor-
age of materials. Floor area is sometimes used to assess storage density, because it is con-
venient to measure this on a floor plan of the facility. However, volumetric density is USUally
a more-appropriate measure than area density.

For efficient use of space, the storage system should be designed to achieve a high den-
sity. However, as storage density is increased, accessibility, another important measure of
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storage performance, is adversely affected. Accessibility refers to the capability to access
any desired item or load stored in the system. In the design of a given storage system, trade-
offs must be made between storage density and accessibility.

System throughput is defined as the hourly rate at which the storage system (1) re-
ceives and puts loads into storage and/or (2) retrieves and delivers loads 10 the output sta-
tion.ln many factory ann warehouse operations, there are certain periods of the day when
the required rate of storage and/or retrieval transactions is greater than at other times. The
storage system must be designed for the maximum throughput thai will be require" dur-
ingtheday

System throughput is limited by the time 10 perform a storage or retrieval (SIR) trans-
acnon.A typical storage transaction consists of the folluwing elements: (1) pick up load at
input station, (2) travel to storage location, (3) place load into storage ~w:ation, and (4) trav-
el back to input station. A retrieval transaction consists of: (1) travel to storage location,
(2) pick item from storage, (3) travel to output station, and (4) unload at output station. Each
element takes time. The slim of the element times is the transaction lime that determines
throughput of the storage system. Throughput can sometimes be increased by combining
storage and retrieval transactions in one cycle, thus reducing travel time; this is catled a
dual command cycle. When either a storage or a retrieval transaction alone is performed
in the cycle, it is called a single command cyefe

There are variations in the way a storage/retrieval cycle is performed, depending On
the type of storage system. In manually operated systems, time is often test looking up the
storage location of the item being stored or retrieved. Also, element times are subject to
the variations and motivations of human workers, and there is a lack of control over the op-
erations. The ability to perform dual command cycles rather than single command cycles
depends on demand and scheduling issues. If. during a certain portion of the day, there is
demand for only storage transactions and no retrievals, then i~is not possible to include both
types of transactions in the same cycle. If both transaction types are required, then greater
throughput will be achieved by scheduling dual command cycles. This scheduling is more
readily done by a computerized (automated) storage system.

Throughput is also limited by the capability of the material handling system that i~
interfaced to the storage system. If the maximum rate at which loads can be delivered to
the storage system or removed from it by the handling system is less than the SIR cycle rate
of the storage system, then throughput will be adversely affected.

Two additional performance measures applicable to mechanized and automated stor-
age systems are utilization and availability. Utili~aJionis defined as the proportion of time
that the system is actually being used for performing storage and retrieval operations com-
pared with the time it is available. Utilization varies throughout the day, ,as requirements
change from hour to hour. It is desirable to design an automated storage system for reta.
tlvely high utilization, in the range 80-90%. If utilization is too low, then the system is prob-
ably overdesigned. If utilization is too high, then there is no allowance for rush periods or
system breakdowns.

Availaoility is a measure of system reliability, defined iI-S the proportion of time that
the system is capable of operating (not broken down) compared with the normally sched-
uled shift hours. Malfunctions and failures of the equipment cause downtjrne. Reasons for
downtime include computer failures, mechanical breakdowns, load jams, improper main-
~enancc, and incorrect procedures by personnel using the system. The reliability of an ex,
isttng system can be improved by good preventive maintenance procedures and by having
repair parts on hand for critical components. Backup procedures should be devised to mit-
igate the effects of system downtime.
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There are several strategies that can be used to organize stock in a storage. system. These
storage location strategies affect several of the performance measures discussed above.
The two basic strategies are (1) randomized storage and (2) dedicated storage. Let \IS ex-
plain these strategies as they arc commonly applied in warehousing operations. Each item
type stored in a ware house ts known as a stock-keeping-unit (SKU). The SKU uniquely
identifies that item type, The inventory records of the storage facility maintain a count of
the quantities of cadi SKU that arc in storage, In randomized storage, items are stored in
any available location \II the storage system. In the usual implementation of randomized

placed into storage in the nearest available open location
is received for a g'",eSKU. the stock is retrieved from storage according

the items held in storage the longest are used to make
up the order.

In dedicated "lOrage,SKUs are assigned to specific locations in the storage facility. This
means thatlocations are reserved for all SKUs stored in the system, and so the number of
storage locations for each SKU must be sufficient to accommodate its maximum invento-
ry level. The basis for specifymg the storage locations is usually one of the following:
(1) Items are stored in part number or product number sequence; (2) items are stored ac-
cording 10 activity level. the more acuve SKUs being located closer to the input/output
station: or (3) items are stored according to their activity-to-space ratios, the higher ratios
being located closer 10 the input/output station.

When comparing the benefits of the two strategies, it is generally found that less total
space is required in a storage system that uses randomized storage, but higher throughput
rates can usually be achieved when a dedicated storage strategy is implemented based on
activity level. Example 11.1 illustrates the advantage of randomized storage in terms of its
better storage density

EXAMPLE 11.1 Comparison ofSlorage Siralegies

Suppose that a total of 50 SKUs must be stored in a storage system. For each
SKU, average order quantity = 100 cartons, average depletion rate = 2 car-
tons/day. and safety stock level = 10 cartons. Each carton requires one storage
location in the system. Based on this data, each SKU has an inventory cycle
that lasts 50 days. Since there are SO SKlis in all, management has scheduled in-
coming orders so that a different SKU arrives each day. Determine the number
of storage locations required in the system under two alternative strategies:
(a) randomized storage and (b) dedicated storage.

Solution; Our estimates uf space requirements are based on average order quantities and
other values in the problem statement. Let us first calculate the maximum in-
ventory level and average inventory level for each SKU. The inventory for each
SKI] varies over time as shown in Figure I1,1.The maximum inventory level,
which occurs just after an order has been received. is the sum of the order quan-
tity and safety stock level.

Maximum inventory level "'- 100 + 10 = 110 cartons

The average inventory is the average of the maximum and minimum invento-
ry levels under the assumption of uniform depletion rate. The minimum value

Sec, 11.2 / Storage Location Strategies
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Figure 11.1 Inventory level as a function of time for each SKU in
Example 11.1.

occurs just before an order is received when the inventory is depleted to the safe-
ty stock level.

Minimum inventory level = 10 cartons

Average inventory level = (110 + 10)12 = 60 cartons

(a) Under a randomized storage strategy, the number of locations required for
each SKU is equal to the average inventory level of the item.since incoming or-
ders are scheduled each day throughout the 50-day cycle. This means that when
the inventory level of one SKU near the beginning of its cycle is high, the level
for another SKU near tile end of its cycle is low. Thus, the number of storage lo-
cations required in the system is:

Number of storage locations = (50 SKUs)(60 cartons) = 3000 locations

(b) Under a dedicated storage strategy, the number of locations required for
each SKU must equal its maximum inventory level. Thus, the number of stor-
age locations required in the system is:

Number of storage locations = (50 SKUs){110 cartons) .,..,5500 locations

Some of the advantages of both storage strategies can be obtained in a class-based
dedicated storage allocation, in which the storage system is divided into several classes ac-
cording to activity level, and a randomized storage strategy is used within each class. The
classes containing more-active SKUs are located closer to the input/output point of the
storage system for increased throughput, and the randomized locations within the classes
reduce the total number of storage compartments required. We examine the effect of class.
based dedicated storage on throughput in Example 11.4 and several of our end-of-chapter
problems.

11.3 CONVENTIONAL STORAGE METHODS AND EOUIPMENT

A variety of storage methods and equipment are available to store the various materials
listed in Table 11.1. The choice of method and equipment depends largely on the material
to be stored, the operating philosophy of the personnel managing the storage facility, and

~":.e!agem_v..:n!.~_ry_level

..§~,:!yst",::~t~v":l_

Time
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TABLE 11.2 ApplicatIOn Characteristics of the Types of Storage Equipment and Methods

Bulk storage

Rack systems

Shelves and bins

Drawer storage

Automated storage
systems

Highest density is possible
Low accessibility
Lowest possible cost per sq ft

Low cost
Good storage density
Good accessibility

Some stock items not clearly
visible

Contents of drawer easily visible
Good accessibility
Relatively high cost

High throughput rates
Facilitates use of computerized

inventory control system
Highest cost equipment
Facilitates interface to

automated material handling
systems

T'lpicalApplications

Storage of tow turnover, large stock
or large unit loads

Patletized loads in warehouses

Storage of individual items on shelves
Storage of commodity items in bins

Small tools
Sma Iistock items
Repair parts

Work-in-process storage
Final product warehousing and

distribution center
Order picking
Kining of parts for ereotroruo

assembly

hudgctary limitationsIn this section. we discuss the traditional [nonautcmated} methods
and equipment types. Automated storage systems are discussed in the following seetion.Ap-
plication characteristics for the different equipment types are summarized in Table 11.2.

Bulk Srorage. Bulk storafJerefers to the storage of stock in an open floor area.
The stock is generally contained in unit loads on pallets or similar containers, and unit
loads are stacked on top of each other to increase storage density. The highest density is
achieved when unit loads are placed next to each other in both floor directions, as in Fig-
ure 11.2(a). However, this provides very poor access to internal loads. To increase

••(aJ

Figure 11.2 Various bulk storage arrangements: (a) high-density
hulk storage provides low accessibility; (b) bulk storage with loads
arranged to form rows and blocks for improved accessibility.

(0)
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accessibility, bulk storage loads can be organized into rows and blocks, so that natural aisles
are created between palletloads, as in Figure 11.2(b).The block widths can be designed to
provide an appropriate ba~ance hetwe~n density and accessibility. Depe~d~ng on the sh~pe
and physical support provided by the Items stored. there may be a restnctron on how high
the unit loads can be stacked. In some cases, loads cannot be stacked all top of each other,
cit her because ofthe physical shape or limited compressive strength of the individual loads.
The inahilitv to stack loads in hulk storage reduces storage density, removing one of its
principal be~efits

Although bulk storage is characterized by the absence ofspecific storage equipment,
material handling equipment must he used to put materials into storage and to retrieve
them. Industrial trucks such as pallet trucks and powered forklifts (Section 10.1) are typi"
cally used for this purpose.

Rack Systems. Rack systems provide a method of stacking unit loads vertically
without the need for the loads themselves to provide support. One of the most common rack
system, is the palter rack, consisting of a frame that includes horizontal load-supporting
heams, as illustrated in Figure 11.3. Pallet loads are stored on these horizontal beams. Al-
ternative storage rack systems include'

• Cumilt:nT rtltks, which verve a similar function as pallet racks except the supporting
horizontal beams are cantilevered from the vertical central frame. Elimination of the
vertical beams at the front of the frame provides unobstructed spans, which facili-
tates storage of longmateriab such as rods, bars,and pipes.

• Portable racks, which consist of portable box-frames that hold a single pallet load
and can be stacked on lop of each other, thus preventing load crushing that might
occur in bulk vertical storage

• Drive-through racks. These consist of aisles, open at each end, having two vertical
columns with supporting rails for pallet loudv on either side but no obstructing beams
spanning the aisle. The rails are designed to support pallets of specific widths (Table
9.4). Forklift trucks are driven into the aisle to place the pallets onto the supporting
rails. A related rack system is the drive-in rack, which is open at one end, permitting
forklifts to access loads from one direction only.

• Flow-through racks. In place of the horizontal load-supporting beams in a conven-
tional Tack system, the flow-through rack uses long conveyor tracks capable of sup-
porting a row of unit loads. The unit loads are loaded from one side of the rack and
unloaded from the other side, thus providing first-in-first-out stock rotation. The con-
veyor tracks are often inclined at a slight angle to allow gravity to move the loads to-
ward the output side of the rack system.

Shelving and Bins. Shelves represent one of the most common storage equip-
ment types. A shefjis a horizontal platform, supported by a walt or frame.on which mate-
rials are stored. Steel shelving sections are manufactured in standard sizes, typically ranging
from about 0.9 to 1.2 m (3 to 4 it) long (in the aisle direction), from 0.3 to 0.6 m (12 to
24 in) wide. and up to 3.0 m (10 ft) tall. Shelving often includes bins, which are containers
or boxes that hold loose items.

Drawer Storage. Finding items in shelving can sometimes be difficult, especially
if the shelf IS either far above or below eye level for the storage attendant. Storage draw-
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Pallet
load

Upright
frame

Support
beam

Figure 11.3 Pallet rack system for storage of unit loads on pallets.

ers. Figure 11.4, can alleviate this problem because each drawer pulls out to allow its en-
tire contents to be readily seen. Modular drawer storage cabinets are available with a va-
riety of drawer depths for different item sizes and are widely used for storage of tools and
maintenance items.

11.4 AUTOMATED STORAGE SYSTEMS

The storage equipment described in the preceding section requires a human worker to ac-
cess the items in storage. The storage system itself is static. Mechanized and automated
storage systems are available that reduce or eliminate the amount of human intervention
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Figure 11.4 Drawer storage.

required to operate the system. The level of automation varies. In less-automated systems,
a human operator is required in each storage/retrieval transaction. In highly automated
systems, loads are entered or retrieved under computer control, with no human participa-
tion except to input data to the computer. Table 11.2 lists the advantages and disadvan-
tages as well as typical applications of automated storage systems.

An automated storage system represents a significant investment, and it often re-
quires a new and different way of doing business. Companies have different reasons for au-
tomating the storage function. Table 11.3 provides a list of possible objectives that a
company may want to achieve by automating its storage operations.Automated storage sys-
tems divide into two general types: (1) automated storage/retrieval systems and (2) carousel
storage systems. These two types are discussed in the following sections.

11.4.1 Automated Storage/Retrieval Systems

An automatrd \"toragdretrievaf system (ASIRS) can be defined as a storage system that
performs storage and retrieval operations with speed and accuracy under a defined de-
gree of automation. A wide range of automation is found in commercially available AS/R

TABLE 11.3 Possible Objectives for Automating a Company's Storage Operations

• To increase storage capacity

• To increase storage density

• To recover factory floor space presently used for storing work-in-process

• To improve security and reduce pilferage

• To reduce labor cost and/or increase labor productivity in storage operetlons

• To improve safety in the storage function

• To improve control over inventories

• To improve stock rotation

• To improve customer service

• To increase throughput

Drawer!

Cahinet
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svstems At the most sophisticated level. the operations are totally automated, computer
c~ntrolled, and fully integrated with factory and/or warehouse oporarionsrat the other ex-
treme, human workers control the equipment and perform the storage/retrieval transac-
tions. Automated storage/retricval sy~tcms life custom designed for each application,
although the designs are based on standard modular components available from each re-
spective AS/RS supplier.

Our definition can be interpreted to include carousel storage systems. However, in the
material handling industry, the carousel-based systems arc distinguished from AS/RSs. The
biggest difference is in the construction of the equipment. The basic AS/R$ consists of a
rack structure for storing loads and a storage/retrieval mechanism whose motions are lin-
ear (x-y-z rnotious). By contrast, a basic carousel system uses storage baskets suspended
from an overhead conveyor that revolves around an oval track loop to deliver the baskets
to a load/unload station. The differences between an ASiRS and a carousel storage system
are summarized in Table 11.4.

An AS/RS consists of one or more storage aisles that are each serviced by a stor-
age/retrieval !,SIR) machine. (The SIR machines are sometimes referred to as cranes.)The
aisles have storage racks for holding the stored materials. The SIR machines arc used to de-
liver materials to the storage racks and to retrieve materials from the racks. Each AS/RS
aisle has one or more input/uutput stations where materials are delivered into the storage
system or moved out of the system. The input/output stations are called pickup-and-deposit
(P&D) stations in AS/RS terminology P&D stations can be manually operated or interfaced
[0 some form of automated handling system such as a conveyor or an AOVS.

AS/RS Types and Applications. Several important categories of automated stor-
age/retrieval system can be distinguished. The following are the principal types:

• Unit load AS/RS. The unit load AS/RS is typically a large automated system designed
to handle unit loads stored on pallets or in other standard containers. The system is
computer controlled, and the SIR machines are automated and designed to handle the
unit load containers. A unit load AS/RS is pictured in Figure 11.5. The unit load sys-
tem is the generic AS/RS. Other systems described below represent variations of the
unit load ASfRS.

TABlE 11.4 Differences Between an AS/RS and a Carousel Storage Svstarn

Feature Basic AS/RS

Baskets suspended from overhead
conveyor trolleys

Storage structure Rack system to support pallets or
shelf system to support tote bins

Motions linear motions of SIR machine

Storage/retrieval
operation

SJRmachinetravelsto
compartments in rack structure

Replication of Mnrage
capacity

Multiple aisles, each consisting
of rack structure and SJR machine

Basic Carousel Storage System

Revolution of overhead conveyor
trolleys around oval track

Conveyor revolves to bring
baskets to ioad/unload station

Multiplecarousels •••"ch
consisting of oval track and
suspended bins
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Piek-and-depcsit
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FIgure 11.5 A unit load automated storage/retrieval system.

• Deep-lone AS/RS. The deep-lane AS/RS is ahigh-density unit load storage system that
is appropriate when large quantities of stock are stored, but the number of separate
steer types (SKUs) is relatively small. Instead of storing each unit load so that it can
be accessed directly from the aisle (as in a conventional unit load system), the deep-
lane system stores ten or more loads in a single rack, one load behind the next. Each
rack is designed for "flow-through," with input on one side and output on the other
side. Loads are picked from one side of the rack by an SIR-type machine designed for
retrieval, and another machine is used on the entry side of the rack for load input.

• Mini/oad ASiRS. This storage system is used to handle small loads (individual parts
or supplies) that are contained in bins or drawers in the storage system. The SIR ma-
chine is designed to retrieve the bin and deliver it to a P&D station at the end of the
aisle so that individual items can be withdrawn from the bins. The P&D station is
usually operated by a human worker. The bin or drawer must then be returned to its
location in the system. A miniload AS/R system is generally smaller than a unit load
AS/RS and is often enclosed for security of the items stored.

• Man-an-board ASiRS A man-an-board (also called man-aboard) storage/retrieval
system represents an alternative approach to the problem of retrieving individual
items from storage. In this system, a human operator rides on the carriage of the SIR

ShJrag",U'udure
(raek Irameworkl>

SfRmaohino
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machine. Whereas the mini load system delivers an entire bin to the end-of-aisle pick
station and must return it sUbseq~ently to its proper storage compartment. the man-
on-board system permits individual item, to he picked directly at their storage loca-
tions. This offers an opportunity to increase system throughput

• Automated item retrieval srstem. These storage systems are also designed for retrieval
of indi~idual items or _mall product cartons: however. the items are stored in lanes
rather than bins or drawers. When an item is retrieved. it is pushed from its lane and
drops onto a conveyor for delivery to the pickup station. The operation is somewhat
similar to a candy vending machine, except that an item retrieval system has more
storage lane, and a conveyor to transport items to a central location. The supply of
items in each lane is periodically replenished, usually from the rear of the system so
that there is flow-through of items, thus permitting first-in.first-out inventory rotation

• Vertical' lift storage modules (VLSM) [10]. These are also called vertical lift automat
ed storage/retrieval systems (VL-ASJRS) [7].AIl of the preceding ASJRS types are
designed around a horizontal aisle. The same principle of using a center aisle (0 ac-
cess loads is used except that the aisle is vertical. Vertical lift storage modules, some
with heights of 10 m {30 ft) or more, are capable of holding large inventories while
saving valuable floor space in the factory.

M<J5tapplications of AS-IRS lecl'Jlology have been associated with warehousing and dis-
tribution operations. An ASiRS can also be used to store raw materials and work-in-process
in manufacturing. Three application areas can be distinguished for automated storage/retrieval
systems: (1) unit load storage and handling, (2) order picking, and (3) work-in-process stor-
age systems. Unit load storage and retrieval applications are represented by the unit load
AS/RS and deep-lane storage systems. These kinds of applications are commonly found in
warehousing for finished goods in a distribution center. rarely in manufacturing, Deep-lane
systems are used in the food industry. As described above, order picking involves retrieving
materials in less than fuU unit load quantities. Miniload. man-an-board. and item retrieval sys-
tems arc used for this second application area,

Work-in-process (WIP) storage is a more recent application of automated storage
technology. While it is desirable to minimize the amount of work-in-process, it is also im-
portant to effectively manage WIP that unavoidably does exist in a factory, Automated
storage systernv either automated storage/retrieval systems or carousel systems, represent
an efficient way of storing materials between processing steps, particularly in batch and
job shop production, In high production, work-in-process is often carried between opera-
tions by conveyor systems, which thus serves both storage and transport functions.

The merits of an automated WIP storage system for batch and job shop production
can best be seen be comparing it with the traditional way of dealing with work-in-process.
The typical factory contains multiple work cells, each performing its own processing op-
erations on different parts. At each cell. orders consisting of one or more parts are waiting
on the plant floor to be processed, while other completed orders are waiting to be moved
10 the next cell in the sequence. It is not unusual for a plant engaged in batch production
to have hundreds of orders in progress simultaneously, all of which represent work-in-
process, The disadvantages of keeping all of this inventory in the plant include: (1) time
spent searching for orders, (2) parts or even entire orders becoming temporarily or per-
manently lost, sometimes resulting in repent orders to reproduce the lost parts, (3) orders
not being processed according to their relative priorities at each cell.and (4) orders spending
too much time in the factory, causing customer deliveries to be late. These problems indi-
cate poor control of work-in-process.
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Automated storagelretrieval systems are also used in high-production operations.
Examples are found in the automobile industry, where some final assembly plants lise large
capacity ASiR systems to temporarily store car and small truck bodies between major as-
semblv steps. The AS/RS can be used for staging and sequencing the work units according
to the most efficient production schedule [1].

Automated storage systems help to regain control overWIP. Reasons that justify the
installation of automated storage systems for work-in-process include:

• Buffer storage in production. A storage system can be used as a buffer storage zone
between two processes whose production rates are significantly different. A simple
example is a two-process sequence in which the first processing operation feeds a
second process, which operates at a slower production rate. The first operation re-
quires only one shift to meet production requirements, while the second step requires
two shifts to produce the same number of units. An in-process buffer is needed be-
tween these operations to temporarily store the output of the first process.

• Support ofjust-in-time delivery. Just-in-time (JIT) is a manufacturing strategy in which
parts required in production and/or assembly are received immediately before they
are needed in the plant (Section 26.7). This results in a significant dependency of the
factory on its suppliers to deliver the parts on time for use in production. To reduce
the chance of stuck-outs due to late supplier deliveries, some plants have installed au"
tomated storage systems as storage buffers for incoming materials. Although this ap-
proach subverts the objectives of HT, it also reduces some of its risks.

• Kitting of parts for assembly. The storage system is used to store components for as-
sembly of products or subassemblies. When an order is received, the required com-
ponents are retrieved, collected into kits (tote pans), and delivered to the production
floor for assembly.

• Compatible with automatic identification systems. Automated storage systems can be
readily interfaced with automatic identification devices such as bar code readers. This
allows loads to be stored and retrieved without human operators to identify the loads.

• Computer control and tracking of materials. Combined with automatic identification,
an automated WIP storage system permits the location and status of work-in-process
to be known.

• Support of rae to ry.wide automation. Given the need for some storage of work-in.
process in batch production, an appropriately sized automated storage system be-
comes an important subsystem in a fully automated factory.

Components and Operating Features of an AS/RS. Virtually all of the auto-
mated storage/retrieval systems described above consist of the following components,
shown in Figure 11.5: (1) storage structure, (2) SIR machine, (3) storage modules (e.g., pal-
lets for unit loads), and (4) one or more pickup-and-deposit stations. In addition, a control
system is required to operate the AS/RS.

The storage structure is the rack framework, made of fabricated steel, wh.ich supports
th~ loads contained in the AS/RS. The rack structure must possess sufficient strength and
rigidity that it does not deflect significantly due to the loads in storage or other forces on
the framework. The individual storage compartments in the structure must be designed to
accept and h.old the storage modules used to contain the stored materials. The rack stmc-
tur~ may also be used. to support the roof and siding of the building in which the AS/RS
resides. Another function of the storage structure is to support the aisle hardware required
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10 the SiR machines with respect to the storage compartments of the AS/RS. This
includes guide rails at the top and bottom of the structure as well as end stops,

and other features required to provide safe operation.
The ':o/R machine is uved to accomplish storage transactions, delivering loads from

the input station into storage, and retrieving loads from storage and delivering them to the
output station. To perform these transactions. the storage/retrieval machine must be capa-
hie of horizontal and vertical travel to align its carriage (which carries the load) with the
storage compartment in the rack structure. The SIR machine consists of a rigid mast on
which is mounted a rail svstern for vertical motion of the carriage. Wheels are attached at
the base of the mast to permit horizontal travel along a rail system that runs the length of
the aisle. A parallel rail at the top of the storage structure is used to maintain alignment of
the mast and carriage with respect to the rack structure.

The carriage includes a shuttle mechanism to move loads into and from their stor-
age compartments. The design of the shuttle system must also permit loads to he trans-
ferred from the SiR machine to the P&D station or other material-handling interface
with the AS/RS. The carriage and shuttle are positioned and actuated automatically in
the usual ASIRS. Man-ott-board SIR machines are equipped for a human operator to ride
on the carriage.

To accomplish the desired motions of the SIR machine, three drive systems are re-
quired: horizontal movement ot the mast. vertical movement of the carriage, and shuttle
transfer between the carriage and a storage compartment. Modem SIR machines are avail-
able with horizontal speeds up to 200 m/min (600 ft/min) along the aisle and vertical or
lift speeds up to around 50 m/min(150 ft/min).These speeds determine the time required
for the carriage to travel from the P&D station to a particular location in the storage aisle.
Acceleration and deceleration have a more-significant effect on travel time over short dis-
ranees, The shuttle transfer is accomplished by any of several mechanisms, including forks
(for pallet loads) and friction devices for flat bottom tote pans.

The storage modules are the unit load containers of the stored material. These in-
clude pallets. steel wire baskets and containers, plastic tote pans, and special drawers (used
in miniload systems). These modules are generally made to a standard base size that can
be handled automatically by the carriage shuttle of the SIR machine. The standard size is
also designed to fit in the storage compartments of the rack structure.

The pick -and-deposit station is where loads are transferred into and out of the AS/RS.
They are generally located at the end of the aisles for access hy the external handling sys-
tem that brings loads to the AS/RS and takes loads away. Pickup stations and deposit sta-
tions may be located at opposite ends of the storage aisle or combined at the same location.
This depends on the origination point of incoming loads and the destination of output
loads. A P&D station must be designed to compatible with both the SIR machine shuttle
and the external handling system. Common methods to handle loads at the P&D station
include manual load/unload, fork lift truck, conveyor (e.g.,roller),and AGVS.

The principal ASIRS controls problem is positioning the SIR machine within an ac-
ceptable tolerance at a storage compartment in the rack structure to deposit or retrieve a
load. The locations of materials stored in the system must be determined to direct the SIR
machine to a particular storage compartment. Within a given aisle in the AS/RS, each com-
partment is identified by its horizontal and vertical positions and whether it is on the right
side or left side of the aisle. A scheme based on alphanumeric codes can be used for this
purpose. Using this location identification scheme, each unit of material stored in the sys-
tem can be referenced to a particular location in the aisle. The record of these locations is
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called the "item location file." Each time a storage transaction is completed, the transac-
tion must be recorded into the item location file.

Given a specified storage compartment to go to, the SIR machine must be controlled
to move to that location and position the shuttle for load transfer. One positioning method
uses a counting procedure in which the number of bays and levels are counted in the di-
rection of travel (horizontal lv and vertically) to determine position.An alternative method
is a numerical identification 'procedure in which each compartment is provided with a re-
flective target with binary-coded location identifications on its face. Optical scanners are
used 10 read the target and position the shuttle for depositing or retrieving a load.

Computer controls and programmable logic controllers are used to determine the
required location and guide the SIR machine to its destination. Computer control permits
the physical operation of the AS/RS to be integrated with the supporting information and
record-keeping system. Storage transactions can be entered in real-time, inventory records
can be accurately maintained, system performance can be monitored, and communications
can be facilitated with other factory computer systems. These automatic controls can be su-
perseded or supplemented by manual controls when required under emergency conditions
or for man-an-board operation of the machine.

11.4.2 Carousel Storage Systems

A carousel storage system consists of a series of bins or baskets suspended from an over-
head chain conveyor that revolves around a long oval rail system, as depicted in Figure
11.6. The purpose of the chain conveyor is to position bins at a load/unload station at the
end of the oval. The operation is similar to the powered overhead rack system used by dry
cleaners to deliver finished garments to the front of the store. Most carousels are operat-
ed by a human worker located at the load/unload station. The worker activates the pow-
ered carousel to deliver a desired bin to the station. One or more parts are removed from
or added to the bin, and then the cycle is repeated. Some carousels are automated by using
transfer mechanisms at the load/unload station to move loads into and from the carousel.

Carousel Technology. Carousels can be classified as horizontal or vertical. The
more common horizontal connguranon. as in Figure 11.6, comes in a variety of sizes, rang-
ing between 3 m (10ft) and 30 m (100 ft) in length. Carousels at the upper end of the range
have higher storage density, but the average access cycle time is greater. Accordingly.most
carousels are 1D-16 m (3D-50 ft) long to achieve a proper balance between these compet-
ing factors,

The structure of a horizontal carousel storage system consists of welded steel frame-
work that supports the oval rail system. The carousel can be either an overhead system
(called a top-driven unit) or a floor-mounted system (called a bottom-driven unit). In the
top-driven unit. a motorized pulley system is mounted at the top of the framework and
drives an overhead trolley system. The bins are suspended from the trolleys. In the bottorn-
driven unit, the pulley drive system is mounted at the base of the frame, and the trolley sys-
tem rides on a rail in the base. This provides more load-carrying capacity for the carousel
storage system. It also eliminates the problem of dirt and oil dripping from the overhead
trolley system in top-driven systems.

The design of the individual bins and baskets of the carousel must be consistent with
the loads to be stored. Bin widths range from about 50 to 75 ern (20 to 30 in), and depths
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~~~-
F1gure lL6 A horizontal storage carousel.

are up to about Sf em (22 in). Heights of horizontal carousels are typically 1.8-2.4 m (6-8 ft).
Standard bins are made of steel wire to increase operator visibility.

Vertical carousels are constructed to operate around a vertical conveyor loop. They
occupy much less floor space than the horizontal configuration, but require sufficient over-
head space. The ceiling uf the building limits the height of vertical carousels, and there-
fore their storage capacity is typically lower than for the average horizontal carousel.

Controls for carousel storage systems range from manual call controls to computer
control. Manual controls include foot pedals, hand switches, and specialized keyboards
Foot pedal control allows the operator at the pick station to rotate the carousel in either
direction to the desired bin position. Hand control involves use of a hand-operated switch
that is mounted on an ann projecting from the carousel frame within easy reach of the op-
erator. Again, bidirectional control is the usual mode of operation. Keyboard control per·
mits a greater variety of control features than the previous control types. The operator can
enter the desired bin position, and the carousel is programmed to determine the shortest
route to deliver the bin to the pick station.

Computer control increases opportunities for automation of the mechanical carousel
and for management of the inventory records. On the mechanical side, automatic loading
and unloading is available on modem carousel storage systems. This allows the carousel to
be interfaced with automated handling systems without the need for human participation
in the load/unload operations. Data management features provided by computer control
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include the capability to maintain data on bin locations, items in each bin, and other in-
ventory control records.

Carousel Applications. Carousel storage systems provide a relatively high through-
put and are often an attractive alternative to a rniniload AS/RS in manufacturing opera-
tions where its relatively low cost, versatility, and high reliability are recognized. Typical
applications of carousel storage systems include: (1) storage and retrieval operations,
(2) transport and accumulation, (3) work-in-process, and (4) unique applications.

Storage and retrieval operations can be efficiently accomplished using carousels when
individual items must be selected from groups of items in storage. Sometimes called "pick
and load" operations, this kind of procedure is common in order-picking of tools in a tool-
room, raw materials in a stockroom, service parts or other items in a wholesale firm, and
work-in-process in a factory. In small electronics assembly, carousels are used for kitting of
parts to be transported to assembly workstations.

In transport and accumulation applications, the carousel is used to transport andlor
sort materials as they are stored. One example of this is in progressive assembly opera-
tions where the workstations are located around the periphery of a continuously moving
carousel, and the workers have access to the individual storage bins of the carousel. They
remove work from the bins to complete their own respective assembly tasks, then place their
work into another bin for the next operation at some other workstation. Another example
of transport and accumulation applications is sorting and consolidation of items. Each bin
is defined for collecting the items of a particular type or customer. When the bin is full, the
collected load is removed for shipment or other disposition.

Carousel storage systems often compete with automated storage and retrieval systems
for applications where work-in-process is to be temporarily stored. Applications of carousel
systems in the electronics industry are common. Unique applications involve specialized uses
of carousel systems. Examples include: electrical testing of components, where the carousel
is used to store the item during testing for a specified period of time; and drawer or cabi-
net storage, in which standard drawer-type cabinets are mounted on the carousel.

11.5 ENGINEERING ANALYSIS OF STORAGE SYSTEMS

Several aspects of the design and operation of a storage system are susceptible to quanti.
tative engineering analysis. In this section, we examine capacity sizing and throughput per-
tormance for the two types of automated storage systems.

11.5.1 Automated Storage/Retrieval Systems

While the methods developed here are specifically for an automated storage/retrievat sys-
tem, similar approaches can be used fur analyzing traditional storage facilities, such as
warehouses consisting of pallet racks and bulk storage.

Sizing the AS/RS Rack Structure. The total storage capacity of one storage aisle
depends on how many storage compartments are arranged horizontally and vertically in
the aisle. as indicated in OUf diagram in Figure 11.7. This can be expressed as follows;

Capacity per aisle = 2 n?n. (11.1)
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Figure 11.7 Top and side views of a unit load AS/RS, with nine stor-
age compartments horizontally (n,. = 9) and six compartments vet-
tically(n, = 6). .

where n_ == number of toad compartments along the length of the aisle, and n, = number
of load compartments that make up the height of the aisle. The constant, 2, accounts for the
fact that loads are contained on both sides of the aisle.

If we assume a standard size compartment (to accept a standard size unit load), then
the compartment dimensions facing the aisle must be larger than the unit load dimensions.
Let x and y - the depth and width danensious of 1I unit load (e.g., \I standard pallet size
as given in Table 9.4), and z = the height of the unit load. The width, length, and height of
the rack structure of the ASlRS aisle are related to the unit load dimensions and number
of compartments as follows [6]:

W = 3(x+tl)

L = ny(Y + b)

H = n,(z + c)

(l1.2a)

(11.2b)

(11.2c)

where W, L, and H are the width, length, and height of one aisle of the AS/RS rack struc-
lure (mm, in); .r, y,and Z are the dimensions of the unit load (mm, in); and a, b, and care
allowances designed into each storage compartment to provide clearance for the unit load
and to account for the size of the supporting beams in the rack structure (rnrn, in). For the
case of unit loads contained on standard pallets, recommended values for the allowances
[6]are:1l = lSOmm(6in),b = 200mm(8in),andc = 250mm(lOin).ForanAS/RSwith
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multiple aisles. W is simply multiplied by the number of aisles to obtain the overall width
of the storage system. The rack structure is built above floor level by 300-600 mm (12-24 in),
and the length of the AS/RS extends beyond the rack structure to provide space for the
P&Dstation.

EXAMPLE iL2 Sizing an ASIRS System

Each aisle of a four-aisle AS/RS is to contain 60 storage compartments in the
length direction and 12 compartments vertically. All storage compartments will
be the same size to accommodate standard size pallets of dimensions: x = 42 in
and J ""48 in. The height of a unit load e = 36 in. Using the allowances,
a = 6 in, b = 8 in, and c = 10 in, determine: (a) how many unit loads can be
stored in the ASIRS, and (b) the width. length, and height of the AS/RS.

Solution: (a) The storage capacity is given by Eq. (11.l):
Capacity per aisle = 2(60)(12) = 1440 unit loads.
With four aisles, the total capacity is:

AS/RS capacity > 4(1440) '" 5760 unit loads

(b) From Bqs, (11.2), we can compute the dimensions of the storage rack structure:

W = 3(42 + 6) '" 144 in = 12ft/aisle

Overall width of the AS/RS = 4(12) = 48 ft

L '" 60(48 + 8) '" 3360 in = 280ft

H '" 12(36 + 10) = 552 in = 46ft

AS/RS Throughput. System throughput is defined as the hourly rate of SIR trans"
actions that the automated storage system can perform (Section 11.1). A transaction in-
volves depositing a load into storage or retrieving a load from storage. Either one of these
transactions alone is accomplished in a single command cycle. A dual command cycle ac-
complishes both transaction types in one cycle; since this reduces travel time per transac,
tion, throughput is increased by using dual command cycles,

Several methods are available to compute ASIRS cycle times to estimate through-
put performance. The method we present is recommended by the Material Handling In-
stitute [2]. It assumes: (1) randomized storage of loads in the AS/RS [i.e., an)'
compartment in the storage aisle is equally likely to be selected for a transaction)
(2) storage compartments are of equal size, (3) the P&D station is located at the base and
end of the aisle, (4) constant horizontal and vertical speeds of the SIR machine, and (5) si-
multaneous horizontal and vertical travel. For a single command cycle, the load to be
entered or retrieved is assumed to be located at the center of the rack structure, as in Fig-
ure 11.8(a). Thus, the SIR machine must travel half the length and half the height of the
AS/RS, and it must return the same distance. The single command cycle time can there-
fore be expressed by:

(
0.5£ O.SH) (L H)T«=2Max -,- + 2Tpd ,=Mall; --,- +2Tpd

vy v, vy Vz
(l13a)
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(a)
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l<1gure11.8 Assumed travel trajectory of the SIR machine for (a) sin-
gle command cycle and (b) dual command cycle,

where 1;_, = cycle lime of a single command cycle (min/cycle),L = length of the AS/RS
rack structure (m, ft), v~ = velocity of the SIR machine along the length of the AS/RS
(m/min. ft/min), H = height of the rack structure (rn, It), Vz = velocity of the SIR ma-
chine in the vertical direction of the AS/RS (m/min, ft/min), and T r;d = pickup-and-deposit
lime (min). Two P&D times are required per cycle. representing load transfers to and from
the SIR machine.

For a dual command cvcle, the SIR machine is assumed to travel to the center of the
rack structure to deposit a ioad, and then it travels to 3/4 the length and height of the
AS/RS to retrieve a load. as in Figure 11.8(b). Thus, the total distance traveled by the SIR
machine i~ 3/4 the length and 3/4 the height of the rack structure, and back. In this case,
cycle time is given by:

where T,-d = cycle time for a dual command cycle (min/cycle}, and the other terms are de-
fined above.

System throughput depends on the relative numbers of single and dual command cy-
cles performed by the system. Let R" = number of single command cycles performed per
hour. and R,-d = number of dual command cycles per hour at a specified or assumed uti-
lization level. We can formulate an equation for the amounts of time spent in performing
single command and dual command cycles each hour:

(11.4)

where U = system utilization during the hour. The right-hand side of the equation gives
the total number of minutes of operation per hour. To solve Eq. (11.4), the relative pro-
portions of Res and Red must be determined, or assumptions about these proportions must
be made, Then the total hourly cycle rate is given by

(11.5)

where R, = tolal SIR cycle rate (cycles/hr). Note that the total number of storage and re-
trieval transactions per hOUI will be greater than this value unless Red = Il, since there are
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two transactions accomplished in each dual command cycle. Let R, = the total number of
transactions performed per hour: then

R, -= n; + 2Rcd (11.6)

EXAMPLE 11.3 ASiRS Throughput Analysis

Consider the ASIRS from previous Example 11.2. in which an SIR machine is
used for each aisle. The length of the storage aisle = 2&) it and its height = 46 ft.
Suppose horizontal and vertical speeds of the SIR machine are 200 it/min and
75 ft/min. respectively. The SIR machine requires 20 sec to accomplish a P&D
operation. Find: (a) the single command and dual command cycle times peT
aisle. and (11) throughput per aisle under the assumptions that storage system
utilization = 90~1,and the number of single command and dual command "-'Y-
cles are equal.

Solution: {a) We first compute the single and dual command cycle times by Eqs. (11.3)

T", = Max{280,i200.46n5} + 2(20/60) = 2.066 min/cycle

T"j = Max{1.5 x 280/200. 1.5 x 46(75} + 4(20/60) = 3.432 min/cycle

fb) From Eq. (11.4), we can establish the single command and dual command
activity levels each hour as follows:

2.066 R" ~ 3.432 RCd = 60(0.90) = 54.0 min

According to the problem statement. the number of single command cycles is
equal to the number of dual command cycles. Thus, R<, = Rcd'

Substituting this relation into the above equation, we have

2.066 R,_. + 3.432 R,., = 54

5.49f!R" = 54

R", = 9.822 single command cyclea/hr

R'J = R" = 9.822 dual command cyclea/hr

System throughput = the total number of SIR transactions per hour from
Eq. (11.6):

R, = R" + 2R'd = 29.46 transactions/hr

With four aisle, R, for the AS/RS -= 117.84 transactions/hr

EXAMPLE 11.4 ASIRS Throughput Using a Cjess-Besed Dedicated Storage Strategy

The aisles in the AS/RS of the previous example will be organized following a
class-based dedicated storage strategy. There will be two classes, according to
activity level. The more-active stock is stored in the half of the rack system that
is located closest to the input/output station. and the less-active stock is stored
in the other half of the rack system farther away from the input/output station.
Within each half of the rack system, random storage is used. The more-active
stock accounts for 75% of the transactions. and the less-active stock accounts for
the remaining 250/,. As before, assume that system utilization = 90%, and the
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number of single command cyctes e the number of dual command cycles. De-
terrnine the throughput of the AS/RS, basing the computation of cycle times
on the same kinds of assumptions used in the MHI method.

Solution: With a total length of 280 It.each half of the rack system will be 140 ft long and
46 ft high. Let us identify the stock nearest the input/output station (account-
ing tor 750/" of the transactions) as Class A, and the other half of the stock (ac-
counting for 25% of the transactions) as Class B. The cycle times are computed
as follows
For Class A stock'

)140 46)
T'<A '" Max\200'"75 + 2(0.333) '" 1.366 min

f1.5 x 140 1.5 x 46)
TJc!l = Maxr-"2(Xj-'-7-' - + 4(0.333) = 2.382 min

For Class B stock:

f 140 + 0.5( 140) 0.5(46») .
T,c8 = 2 Max \--2-00--' ~ + 2(0.333) = 2.766 mm

f140 + 0.75(140) 0.75(46») .
TJ,·s = 2 Max\ 200 '-7-5- + 4(0.333) = 3.782mm

Consistent with the previous problem, let us conclude that

R"A = R,tlA and R"'8 = RedB

We are also given that 7570 of the transactions are Class 1 and 25% are Class 2.
Accordingly,

(b)

We can establish the following equation for how each aisle spends its time
during 1 hr:

Rcs!lT"1l + Rcd,4T"d!l I RnsTesB + RcdBTcdB = 60(.90)

Based on Eqs. (a),

Based on Eqs.(b),

3(1.366) RcsB + 3(2.382) R"R + 2.766 R"R + 3.782 RC<R = 54

17.792RcsB = 54

R".,B = 3.035

Rail = 3 Re'B = 9.105

R'dB = RcsB '" 3.035

R'd4 '" 3 R"dfl = 9,105
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For one aisle,

R, = Re'A + RoB + 2(RcdA + RedO)
= 9.105 + 3.035 + 2(9.105 + 3.035) = 36.42 transactions/hr

For four aisles, R, = 145.68 transactions/hr
This represents almost a 24% improvement over the randomized storage

strategy in Example 11.3

11.5.2 Carousel Storage Systems

Let us develop the corresponding capacity and throughput relationships for a carousel
storage system. Because of its construction, carousel systems do not possess nearly the vol-
umetric capacity at an AS/RS. However, according to our calculations, a typical carousel
system is likely to have higher throughput rates than an AS/RS.

Storage Capacity. The size and capacity of a carousel can be determined with ref-
erence to Figure 1Lo.jndividuel bins or baskets are suspended [rom carriers that revolve
around the carousel oval rail. The circumference of the rail is given by

C = 2(L - W) + JrW (11.7)

where C = circumference of oval conveyor track (m, ft), and Land Ware the length and
width ofthe track oval (m, ft).

The capacity of the carousel system depends on the number and size of the bins (or
baskets) in the system. Assuming standard size bins each of a certain volumetric capacity,
then the number of bins can be used as our measure of capacity. As illustrated in Figure 11.9,
the number of bins hanging vertically from each carrier is nb,and nc = the number of car-
riers around the periphery of the rail. Thus,

Total number of bins = ncnb (11.8)

Top view

Side view

Figure 11.9 Top and side views of horizontal storage carousel with
18 carriers (no = 18) and 4 bins/carrier (nb '" 4).

Load
Urud

Carrier
n.=18

>Bim
nb=4



Sec. '1.5 I Engineering Analysis of Storage Systems 35'

The carriers are separated by a certain distance to maximize storage density yet avoid
the suspended bins interfering with each other while traveling around the ends of the
carousel. Let s, = the center-to-center spacing of carriers along the oval track. Then the fol-
towing relationship must be satisfied by the values of Sc and n.;

sen, = C (!1.9)

where C = circumference (m, ft), s, = carrier spacing (m/carrier, ftjcarrier), and
1l, = number of carriers, which must be an integer value.

Throughput Analysis. The storage/retrieval cycle time can be derived based on the
following assumptions. First, only single command cycles are performed; a bin is accessed
in the carousel either to put items into storage or to retrieve one or more items from stor-
age. Second, the carousel operates with a constant speed Vc; acceleration and deceleration
effects ale ignored. Third, random storage is assumed; that is, any location around the
carousel is equally likely to be selected for an SIR transaction. And fourth, the carousel can
move in either direction. Under this last assumption of bidirectional travel, it can be shown
that the mean travel distance between the load/unload station and a bin randomly locat-
ed in the carousel is C/4. Thus. the SIR cycle time is given by

(ILlO)

where T, = SIR cycle time (min),C = carousel circumference as given by Eq.(IL7) (m,ft),
v, = carousel velocity (m/min, ft/min), and Tpa = the average time required to pick or de-
posit items each cycle by the operator at the load/unload station (min). The number of
transactions accomplished per hour is the same as the number of cycles and is given by
the following:

(11.11)

EXAMPLE 11.5 Carousel Operation

The oval rail of a carousel storage system has length = 12 m and width = 1 m.
There are 75 carriers equally spaced around the oval. Suspended from each
carrier are six bins. Each bin has volumetric capacity = 0.026 m'. Carousel
speed = 20 m/min. Average P&D time for a retrieval = 20 sec. Determine:
(a) volumetric capacity of the storage system and (b) hourly retrieval rate of the
storage system.

Solution: (a) Total number of bins in the carousel is

n,nb = 75 x 6", 450 bins

Total volumetric capacity = 450(0.026) = 11.7 mJ

(b) The circumference of the carousel rail is determined by Eq. (11.7):

C = 2(12 - 1) + I1r = 25.14m



352

REFERENCES

PROBLEMS

Chap. 11 I Storage Systems

Cycle time per retrieval is given by Eq. (11.10):
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SIZING TIIE ASIRS RACK STRVCTURE

Sizing the ASfRS Rack Structure

ILl Each aisle of a six-aisle Automated Storage/Retrieval System is to contain SO storage com-
par1111cnts in thc length direction and eight compartments in the vertical direction. All stor-

age compartments will be the same size to accommodate standard size pallets of dimensions:
x = 36 in and y = 48 in. The height of a unit load z = 30 in. Using the allowances a = 6 in,

b = Rin.and c = lOin.determme:(a) how many unit loads can be stored in theASIRS and
(b) Ihe width, length, and height of the ASIRS, The rack structure will be built 18 in abo~'e
floorlevel

11.2 A unit load ASIRSis being designed to store 1000 pallet loads ina distribution center located
next to the factory. Pallet dimensions are; x = WOO mm, y = 1200 mm, and the maximum
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IlA

AS/RS Throughput AnaIY$i'5

11.5 The length of the storage aisle in an ASIRS = 240 ft and Its height = 60 fl. Suppose bon-
zontal and vertical speeds of the SIR machine are 300 ftjmin and 60 It/min, respectively.The
SIR machine requires 18 sec tu accomplish a pick-and-deposit operation. Find: (a) the sin-
gle command and dual command cycle times per aisle and (h) throughput for the aisle under
the essumpnon, that storage system utilization = 859:. and the numbers of single command
and dual command cycles arc equal

11.6 Solve Problem 11.5 except that the ratio of single command to dual command cycles is 3: I
instead of lrl

IL7 AnASIRS is used for work-in-process storage in a manufacturing facility.The ASIRS has five
aisles, each aisle being 120 ft long and 40ft high. The horizontal and vertical speeds ufthe
SIR machine are 400 ftlmin and 50 n/rntn, respectively. The SIR machine requires 21 sec 10
accomplish a pick-and-deposit operation. The number of single command cycles equals the
number of dual command cycles. II the requirement is that the ASIRS must have 11through-
put rate of 200 SIR transactions/hr during periods of peak activity. wilt the ASIRS satisfy
this requrrement? If so, what is the utilization of the AStRS during peak hours?

11.8 An automated storage/retrieval system installed in a warehouse has five aisles.The storage
racks in each aisle are 30 ft high and 150fl long.The SIR machine for each aisle travels at a
horizontal speed of 350 It/min and a vertical speed of 60 ft/min. The pick-and-deposit
lime = 0.35 mm.Assume that the number of single command cycles per hour is equal to the
number of dual command cycles per hour and that thc system operates at 75% utilil.atiun.
Determine the throughput rate [loads moved per hour) of the ASIRS

lL9 A In-aisle automated storage/retrieval sy~tem is located in an integrated factory-warehouse
facility.The storage racks in each aisle are IS m high and 95 m long.The SIR machine for
each aisle travels at a horizontal speed uf 1.5 m/sec and a vertical speed of 0.5 m/sec.Pick-
and-deposit time = 20 sec. Assume thai the number of single command cycles per hour is
one-hall the number of dual command cycles per hour and that the system operates at ROo/.,
utilization. Determine the throughput rate (loads moved per hour] uf the ASJRS
An automated storage/retrieval system fur work-in-process has five aisles.The storage racks
in each aisle are 10 m high and 50 m long. The SIR machine for each aisle travels at a hori-
zontal speed of 2.0 m/sec and a vertical speed of 0.4m/sec, Pick-and-deposit lime = IS sec

= 200 mmand c -

11.3

u.m
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Assume that the number of single command cycles per hour is equal to three times the num-
be: of dual command cycles per hour and that the system operate~ at 90% utilization. De-
terrmne the throughput rate (loads moved per hour) of the ASIRS

11.11 The length of one aisle in an ASIRS is ~CJ?m and it~height is 20 m. Horizontal travel speed
is 2.0 rn/sec. The vertical speed I,SpCClfICdso that the storage systernrs "squarein time,'
which means that L]»; = H it',. The pick-and-deposit time is i5 sec. Determine the ex-
pectl:'d thr<,1Ughputrate (trar.sactions per hour) for the aisle if the expected ratio of the
number of transactions performed under single command cycles to the number of transac-
tion, performed under dual command cycles is 2: 1.The system operates continuously dur-
ing thc hour

11.12 An automated storage/retrieval system has four aisles.The storage racks in each aisle are 40 ft
high and 200 ftlong. The SiR machine for each aisle travels at a horizontal speed of
400 ft/min and a vertical speed of 60 ft/min. If the pick-and-depostttirne = 0.3 nun, deter-
minc the throughput rate (loads moved per hour) of the ASIRS. under the as~umption that
time spent each hour performing single command cycles is twice the time spent performing
dual command cycles and that the AS/RS operates at 90% utilization

n.13 An ASIRS with one aisle is 300 It long and 60 It high. The SIR machine has a maximum
specdof300ft/mininthehorizontaidirection,Itacce!eratesfromOto300ft/mininadis·
tance of 15 ft. On approaching its target position (where the SIR machine will transfer a
load onto or off of Its platforrnl.It decelerates from 300ft/min to a full stop in IS ft.The max-
imum vertical speed is 60 ft/min, and rne acceleralion and dec",lnalioll Llislanc",~aTCoecn
3 ft. Assume simultaneous horizontal and vertical movement and that the rates of accejer-
aticn and deceleration are constant in both directions. The pick_and_deposit timc = 0.3 min.
Using the general approach of the MHI method for computing cycle time but adding con-
siderations of acceleranon and deceleration, determine the single command and dual corn-
mand cyclc times.

11.14 An ASIRS with four aisles is 80 m long and 18 m high. The SIR machine has a maximum
spcedofl,Gm/secinthchurilOntaldirection.ltacceleratesfrom0101.6mjsecinadistancc
of 2.0 ill, On approaching its target position (where the SIR machine will transfer a load
onto or off of its platform), it decelerates fro:n 1.6 m/sec to a full stop in 2.0 m. The maxi-
mum vertical speed isO,5 rn/sec. and the acceleration and decelerati on distances are each
0.3 m. Rates of acceleration and deceleration are constant in both directions. Pick-and-de-
posit time = 12 sec. Utilization of the ASIRS is assumed to be 9O';{"and the number of dual
command cycles equal; the number of single command cycles. (a) Calculate the single corn-
mand ar.d dual command eycle times. including enn.iti"rMinn.' for ~ec"kmrion i'ln<1dec~l-
erauon. (b) Determinethe throughput rate for the system

11.15 Your company is seeking proposals for an automated storage/retrieval system that will have
a throughput rate of 300 storage/retrieval transactionslhr dunng the one 8-hr shift/day, The
request for proposals indicates that the number of single command cycles is expected to be
four times the number of dual command cycles.The first proposal received is from a ven-
dorwhospecifie~thefollowing:tenaisles,eachaisleI50ftlongand 50 ft high: horizontal and
vertical speeds of the SIR machine = 200ft/min and 66.67 ft/min, respectively; and pick-and-
deposit time = 0.3 min. As the responsible engineerforthe project.you must analyze the
proposal and make recommendations accordingly,One of (he difficulties you see in the pro-
posed AS/RS is the large number of SIR machines that would he required-one for each of
the ten aisles. This makes the proposed system very expensive. Your recommendation is to
reduce thc number of aisles from ten to six and to select an SIR machine with horizontal and
vertical speeds of 300 ft/min and 100 ft/min, respectively, Although each high-speed SIR
machine is shghtly more expensive than the slower model,'reducin~ the number of machill<"
from ten to six will ~ignificalllly reduce total cost. Also, fewer aisles will reduce the cost of
the rack structure. even though each aislewiH be somewhat larger-since total storage capacity
must remain the same.The problem is that throughput rate willbe adversely affected. (a) De-
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terrnine the throughput rate ufthe proposed ren.arsje AS/RS and ca lculate its utilizetion
relative to the specified 300 transactions/hr. (b) Determine the length and height of a six-aisle
ASIRS whose storage capacity would be the same as the proposed ten-aisle system, (c) De-
terminc the throughput rate of the six-aisle AS/RS and calculate its utilization relative to the
specified 3(Xllransactionslbr. (d) G,ven the dilemma now confronting you, what other al-
rcmauves would you analyze.and what recommendations would you make to improve the
design of the system?

11.16 A unit load automated storage/retrieval system has five aisles.1'h e srorage racks are 60 ft high
and 280 It long. The SiR machine travels at a horizontal speed of 200 ftlmin and a vertical
speed of!lO ft/min. The pick-and-deposit time = 0,30 min. Assume that the number of sin-
gle command cycles per hour is four times the number of dual command cycles per hour
and that the system operates atllO% utilization. A dedicated stora ge scheme is used for or-
ganizing the stock, in which unit loads are separated into two classes, according to activity
level.The more-active stock is stored in the half of the rack system located closest to the
inputluutputstation,andtheless-active&tockisstoredintheotherhalfofthe rack system
(farther away from the input/output station), Within each half of the rack system. random
srorage is used. The morc-acnve stock accounts for 75% of the transactions, and the less-ac-
tive stock accounts for the remaining 25'70 of the transactions. Determine the throughput
rate (loads moved per hour into and out of storage) of the AS/RS, basing your computation
of cycle times on the same types of assumptions used in the MHI method. Assume that when
dual command cycles arc performed, the 2 transactions/cycle are both in the same class.

11.17 The ASIRS aisle of Problem Ll.S will be organized following a class-based dedicated stor-
age strategy, There will be two classes. according to activity level. The more-active stock is
stored in the half of the rack system that is located closest to the mput/ourput station, and
tlte less-active stock is stored in the other half of the rack system, farther away from the
input/output station, Within each half uf the rack system, random storage is used. The more-
active stock accounts for 8ll%ofthe transactions, and the less-act ivestockaccountsforthe
remaining 20%. Assume that systcm utilization is 85% and the number of single command
cycles equals the number of dual command cycles in each half of the AS/RS. (a) Determine
the throughput of the ASIRS, basing the computation of cycle times on the same kinds of as-
sumptiuns used in the MHI method. (h) A class-based dedicated storage strategy is sup-
posed to increase throughput. Why is throughput less here than in Problem 11.57

Carousel Storage Systems

ILlS A single carousel storage system is located in a factory mak.ing small assemblies, It is 20 m
long and 1.Um wide. The pick-and-deposit time is 0.25 min. The speed at which the carousel
operates is 0.5 misec. The storage system has a 90% utilization. Determine the hourly
throughput rate

IL19 A storage system serving an electronics assembly plant has three storage carousels, each
with its own manually operated pick-and-deposit station. The pick-and-deposit time is
0.30 min. Each carousel is 60 ft long and 2.5 ft wide.The speed at which the system revolves
is 85 It/min. Determine the throughput rate of the storage system

11.2G A single carousel storage system has an oval rail loop that is30ft long and Lft wideSixty
camersareequallyspaced around the oval. Suspended from each earn er are five bins.Each
bin ~a, a volumetri~ capacity '= 0.75ft3.Carousel speed '= 100ft/min.Average pick-and-de-
POSIt(,m" for a retneval = 20 sec. Determine: (a) volumetric capacity of the storage system
and (b) hourly retrieval rate of the storage system.

11.21 A ca~ousel storage system is to b.edesigned 10 serve a mechanical assembly plant.The spec-
if'catlOIlSon the system are that u must have a total of 400 stmage bins and a throughput of
at least 125 SIR transactions/hr. Two alternative configurations are being considered: (1) a
one-carousel system and (2) a two-carousel system. In both cases, the width of the carousel



356 Chap. 11 I Storage Systems

is to be 4.0 ft and the spacing between carriers =' 2.5 ft. One picker-operator will be required
for the one-carousel system and two picker-operators will be required for the two-carousel
system. In either system v, = 75 ft/min. For the convenience of the picker-operator, the
height of the carousel will be limited to five bins.The standard time for a pick-and-deposit
operation at the load/unload station w 0.4 min if one part is picked or stored per bin and
0.6 min if more than one part is picked or stored. Assume that 50% of the transactions wi!!
involve more than one component. Determine: (a) the required length and (b) correspond-
ing throughput rate of the one-carousel system and (c) the required length and (d) corre-
sponding throughput rate of the two-carouse! system. (e) Which system better satisfies the
design specifications?

11.22 Given your answers to Problem 11.21, the costs of both carousel systems arc to be com-
pared. The one-carousel system has an installed cost of $50,000,and the comparable cost of
the two-carousel system is $75,000. Labor cost for a picker-operator is $20/hr, including
fringe benefits and applicable overhead. The storage systems will be operated 250 day/yr for
7 hrs/day.although the operators will be paid for 8 hr. Using a 3-yrperiod in your analysis
and a 25% rate of return, determine: (a) the equivalent annual cost for the two design al-
ternatives. assuming no salvage value at the end of 3 yr; and (b) the average cost per star-
agefretrievaltransaetion.
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The term automatic data capture (ADe), also known as automatic identification and data
capture (AIDe). refers to the technologies that provide direct entry of data into a computer
or other microprocessor controlled system without using a keyboard. Many of these tech-
nologies require no human involvement in the data capture and entry process. Automatic
identification systems are being used increasingly to collect data in material handling and
manufacturing applications. In material handling, the applications include shipping and re-
ceiving, storage, sortation, order picking. and kitting of parts for assembly. In manufactur-
ing, the applications include monitoring the status of order processing, work-in-process,
machine utilization, worker attendance, and other measures of factory operations and per-
formance. Of course, ADC has many important applications outside the factory.including
retail sales and inventory control. warehousing and distribution center operations, mail
and parcel handling, patient identification in hospitals, check processing in banks, and
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security systems. Our interest in this chapter emphasizes material handling and manufec-
turing applications,

The alternative to automatic data capture is manual collection and entry of data. This
typically involves recording the data on paper and later entering them into the computer
by means of a keyboard. There are several drawbacks to this method:

1. Errors occur in both data collection and keyboard entry of the data when accom-
phshed manually. The average error rate of manual keyboard entry is one error per
300 characters.

2. Timefactor, When manual methods are used, there is a time delay between when the
activities and events occur and when the data on status are entered into the com-
puter.In addition, manual methods are themselves inherently more time consuming
than automated methods.

3. Labor cost. The fun-time allen/ion of human workers is required in manual data col-
lection and entry, with the associated labor cost.

These drawbacks are virtually eliminated when automatic identification and data capture
are used. With AOC, the data on activities, events, and conditions are acquired at the lo-
cation and time of their occurrence and entered into the computer immediately or short"
lythereafter.

Automatic data capture is often associated with the material handling industry. The
ADC industry trade association, the Automatic Identification Manufacturers Association
(AIM), started as an affiliate of the Material Handling Institute, Inc. Many of the applica-
tions of this technology relate to material handling. But automatic identification and data
capture has also become a technology of growing importance in shop floor control in man-
ufacturing plants (Chapter 26). In the present chapter, we examine the importantAOC
technologies as related to manufacturing.

12.1 OVERVIEW OF AUTOMATIC IDENTIFICATION METHODS

Nearly all of the automatic identification technologies consist of three principal components,
which also comprise the sequential steps in AOC [7];

1. Encoded data. A code is a set of symbols or signals (usually) representing alphanu-
meric characters. When data are encoded, the characters are translated into a ma-
chine-readable code. (For most ADf: techniques. the encoded data are not readable
by humans.) A label or tag containing the encoded data is attached to the item that
is to be later identified.

2. Machine reader or scanner, This device reads the encoded data, converting them to
alternative form, usually an electrical analog signal.

3. Decoder, This component transforms the electrical signal into digital data and final-
ly back into the original alphanumeric characters.

Many different technologies arc used to implement automated identification and
data collection. Within the category of bar codes alone (bar codes are the leading AI v: tech.



Sec. 12.1 I Overview of Automatic Identification Methods 359

nology). more than 2S0 different bar code schemes have been devised. ADC technologies
can be divided into the following six categories [19]'

I. Optical. Most of these technologies use high-contrast graphical symbols that can be
interpreted by an optical scanner. They include linear (one-dimensional) and two-
dirncnstonal bar codes, optical character recognition, and machine vision.

2. Magnetic. which encode data magnetically, similar to recording tape. The two im-
portant techniques in this category are (a) magnetic stripe, widely used in plastic
credit cards and bank access cards.and (b) magnetic ink character recognition. wide-
ly used in the banking industry for check processing,

3. Electromagnetic. The important ADC technology in this group is radio frequency
identification (RFlD).

4. Smart curd. This term refers to small plastic cards (the size of a credit card) imbed-
ded 'Withmicrochips capable of containing large amounts of information. Other terms
used for this technology include chip card and integrated circuit card.

S. Touch techniques; such as touch screens and button memory.
6. Biometric, These technologies are utilized to identify humans or to interpret vocal

commands of humans. They include voice recognition, fingerprint analysis, and reti-
nal eye scans

Not all of these techniques are used in factory operations. According to a survey of indus-
try users conducted by Modern Material Handling magazine and the industry trade asso-
dation AIM USA, the most widely used ADC methods in the factory (in approximate
descending order of application frequency lit time of writing) are [2J: (1) bar codes, by far
the most widely used, (2) radio frequency methods, (3) magnetic stripe, (4) optical charac-
ter recognition, and (5) machine vision, Bar codes include two basic forms: one-dimen-
sional or linear bar codes and two-dimensional. At time of writing, the linear codes are
much more widely used, although two-dimensional codes are being adopted by certain in-
dustries that require high data density in a relatively small area. We discuss both types of
bar code technologies in Section 12.2 and the other methods in Section 12.3. The features
of these techniques are compared in Table 12.1.

According to the same industry survey [2], the most common applications of ADC
technologies (in approximate descending order of application frequency) are: (1) receiv-
ing, (2) shipping, (3) order picking, (4) finished goods storage, (5) manufacturing process-
ing, (6) work-in-process storage, (7) assembly, and (8) sortatton

Some of the automated identification applications require workers to be involved in
the dam collection procedure, usually to operate the identification equipment in the ap-
plication, These techniques are therefore semiautornated rather than automated methods.
Other applications accomplish the identification with no human participation. The same
basic sensor technotogles may be used in both cases. For example, certain types of bar code
readers arc operated by humans, whereas other types operate automatically.

As indicated in our chapter introduction, there are good reasons for using automat-
ic identification and data collection techniques: (1) data accuracy, (2) timeliness, and (3)
labor reduction. First and foremost, the accuracy of the data collected is improved with
ADC, in many cases by a significant margin. The error rate in bar code technology is ap-
proximately 10,000 times lower rnon in manual keyboard data entry. The error rates of
most of the other technologies are not as good as for bar codes but are still better than
manual-based methods, The second reason for using automatic identification techniques
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Advantagesf(Disadvantages}Technique Time to Enter~ Error Rate** Equipment Cost

Manual entry Slow High Low

Barcodes: 1-0 Medium low Low

Bar codes: 2-D Medium Low High

Radio frequency Fast High

Magnetic stripe Medium Low Medium

OCR Medium Medium Medium

Machine vision Fast Very high

applications

Low initial cost
Aequireshuman operator
(Slow,:;pf!f!rll
{High error rate)

High speed
Good flexibility
(Low data density)

High speed
High data density
(High equipment cost}

Labe\need not be visible
(Expensive labeling)

Muchdala can be encoded
Data can be changed
(Vulnerable to magnetic fields)
tcontect required for reading)

Can be read by humans
(Low <Jala density)
(High error rate)

Equipment expensive
(Not suited to general) ADC

SOUfClr. Based on deta from [1JI

'Tim"to anlllr data is bssed on a 20..:he,"cter field. All techniques except machine Vision use a human to eithar antar the data Imanua
antry) or to operate the AOC equlpmant (b.r codes, RFiD, magnetic stdpe. OCR). Key: Slow = 5-10 sac, Medium. 2-5 sec, Fa.t = < 2 sac

••Substitution errOr rate (SER); setl dafjn~ion (S<lCtion 12.1).
···Applicationdependent.

is to reduce the time required by human workers to make the data entry. The speed of data
entry for handwritten documents is approximately 5-7 characters/sec and it is 10---15char-
acters/sec (at best) for keyboard entry [lS].Automatic identification methods are capable
of reading hundreds of characters per second. This comparison is certainly not the whole
story in a data collection transacnon.but the time savings in using automatic identification
techniques can mean substantial labor cost benefits for large plants with many workers.

Although the error rate in automatic identification and data collection technologies
is much lower than for manual data collection and entry, errors do occur in ADC. The in-
dustry has adopted two parameters to measure the errors:

1. First Read Rate (FRR). This is the probability of a successful (correct) reading by the
scanner in its initial attempt.

2. Substitution Error Rate (SER). This is the probability or frequency with which the
scanner incorrectly reads the encoded character as some other character. In a given
set of encoded data containing n characters, the expected number of errors = SER
multiplied by n,

Obviously, it is desirable for the ADC system to possess a high first read rate and a low sub-
stitution error rate. A subjective comparison of substitution error rates for several ADC
technologies is presented in Table 12.1.
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12.2 BAR CODE TECHNOLOGY

As indicated earlier, bar codes divide into two basic types: (1) linear, in which the encod-
ed data are read using a linear sweep of the scanner, and (2) two-dimensional, in which
the encoded data must be read in both directions. These two important optical technolo-
gies are discussed in this section

12.2.1 linear (One-Dimensional) Bar Codes

As mentioned previously. linear bar codes are currently the most widely used automatic
identification and data collection technique. There are actually two forms of linear bar
code syrnbologies.illustrated in Figure 12.1: (a) width.modutated.uv which the symbol con-
sists of bars and spaces of varying width; and (b) heigm-modulated, in which the symbol con-
SIStS of evenly spaced bars of varying height. The only significant application of the
height-modulated bar code symbologies is in the U.S. Postal Service for ZIP Code identi-
fication, so our discussion will focus on the width-modulated bar codes, which are used
widely in retailing and manufacturing. .

In linear width-modulated bar code technology, the symbol consists of a sequence of
wide and narrow colored bars separated by wide and n<\lTOWspaces (the colored bars are
usually black and the epeces alt: white [UJ high contrast). The pattern or cars and spaces is
coded to represent numeric or alphanumeric characters. Palmer [13] USllS the interesting
analogy that bar codes might be thought of as a printed version of the Morse code, where
narrow bands represent dots and wide bands represent dashes. Using this scheme, the bar
code for the familiar SOS distress signal would be as shown in Figure 12.2. The difficulties
with a "Morse" bar code symbology are that: (1) only the dark bars are used, thus increas-
ing the length of the symbol. and (2) the number of bars making up the alphanumericchar.
acters differs, thus making decoding more difficult [13].

Bar code readers interpret the code by scanning and decoding the sequence of bars
The reader consists of the scanner and decoder. The scanner emits a beam of light that is
swept past the bar code (either manually or automatically) and senses light reflections to

1",111"1,11"",1,111",1",1,1.1,,1,1,11,.,11,,,,1,1,1",11

Ib)

Figure 12.1 Twofonns of linear bar codes; (a) width-modulated.ex-
emplified here by the Universal Product Code; and (b) height-mod-
ulated, exemplified here by Postnet, used by the U.S. Postal Service.

Figure 12.2 The 50S distress signal in "Morse" bar codes.

22170"22024"
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(b)

Figure 12.3 Conversion of bar code into a pulse train of electrical sig-
nale: (a) bar code and (b) corresponding electrical signal.

distinguish between the bars and spaces. The light reflections are sensed by a photodetec-
lor, which converts the spaces into an electrical signal and the bars into absence of anelec-
trical signal. The width of the bars and spaces is indicated by the duration of the
corresponding signals. The procedure is depicted in Figure 12.3.The decoder analyzes the
pulse train 10 validate and interpret the corresponding data.

Certainly a major reason fur the acceptance of bar codes is their widespread use in
grocery markets and other retail stores. In 1973, the grocery industry adopted the Univer-
sal Product Code (UPC) as its standard for ltcrn identification (Historical Note 12.1). This
is a 12-digit bar code that uses six digits to identify the manufacturer and five digits to iden-
tify the product. The final digit is a check character. The U.S. Department of Defense pro-
vided another major endorsement in 1982 by adopting a bar code standard (Code 39) that
must be applied by vendors on product cartons supplied to the various agencies of DOD.
The UPC is a numerical code (0-9). while Code 39 provides the full set of alphanumeric
characters plus other symbols (44 characters in all). These two linear bar codes and sever-
al others are compared in Table 12.2.

TABLE 12.2 Some Widely Used Linear Bar Codes

Description Applications

UPC" 1973 Numeric only, length '= 12 Widely used in U.S. and Canada grocery and
digits other retail stores

Codabar 1972 Only 16 characters: Q-9, Used in libraries, blood banks, and some parcel
s. :,/,., +,- freight applications

Code 39 1974 Alphanumeric. See text for Adopted by Dept. of Defense, automotive, and
description other manufacturing industries

Code 93 1982 Sunuar to Code 39 but higher Same applications as Code 39
density

Code 128 1981 Alphanumeric, but higher Substitutes in some Code 39 applications
density

Pcstnet 1980 Numeric only"" U.S. Postal Service code for ZIP code numbers
Soun;tJ",Ne18onI12],Pa,merl13].

'UPC ~ UnillersalProduclCodll,adopledbythllgrocIlryinduSlryln t973 and based on a symbol deve]oped by IBM Corp. In earlygrocllry
tllstS. A Similar standard bar oode sy"lerr was devllioped for Europe. called the European Article Numbering systllm lEANI. III t978

**This iSlhe only heighl·modul.tad barcode in thetabie Allothe," "rewidth-moduI8ted

$wepo[
li~hlj",a'"
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Historical Note 12.1 Barcodes [121, [131.

The first patent relating to a bar code was issued to L'L Kerrnode in 1934(US. Patenll,985,03S).
It used [our bars to sort hilling areas for the Cleveland Gas & Electric Co.The bar code industry
began in the 1960s as small working groups in large companies. Some of the early companies
involved with the technology included IBM, Magnavox. RCA, Sylvania, Bcndix,and General
Electric. What wc believe was the first har code scanning system was at a Scott Paper Compa-
ny plant in Wisconsin installed In 1960 by the General Atromcs Division of Magnavox Corp.
The system was used to identify and divert cartons moving along a conveyor. No laser scan-
ners were al'ailable at that time, and the Atronics system used photocells responding to light
reflected ft(lm two rows of nars on the cartons.Although the crude system worked well, top
CJ<CCUllv<:satMagnavox dJd not believe that barcode technology had much ofa future, and so
in 1971thcv sold the division to Al Wurz. who changed the name to Accu-Sort

By the early lenos, the major companies in the bar code scanning business were Accu-
Sort, Computer ldentics.Identicon, and Bendix Recognition Systems. It is of interest to note
how each of these companies developed. We have already mentioned that Accu-Sort was pur-
chased from Magnavox. Computer Idenucs and Idenricon were started by former employees
of Sylvania, And Bendix later decided to exit the business. based on the same kinds of per-
ceptions th~t influenced Magnavolt to sellout: There WIlS no profitable future in bar codes.

In 1972.the companies involved in bar code technology formed the Automatic Identifi-
cation Manufacturers Association (AIM) as a product section in the Material Handling Insti-
tute (the trade association [or material handling companies at that time). In 1983, AIM
separated from MHI to become an independent trade association. The starting membership
of AIM in t972 consisted often companies: Accu-Sort, Bendix Recognition, Computer Iden-
tics, Contra: Logic, Electronics Corp. of America (Photoswitch Div.},General Electric, Gould
(Data Systems Div.). Idcnticon, Mekontrol, and 3M Company_ (At time of writing. there are
more than 150 members of AIM.)

In 1973,the Uniform Product Code (UPC) was adopted by the grocery industry, which
had been working for several years to Implement barcode teehnolo gy Ior productidentifica-
non. inventory control. and automation uf the check-out procedure. All producers of over-the-
counter goods for the grocery industry were now required to bar code their products. Other
significant events motivating the development of bar code technology included the Department
or Detense requirement in 19R2that its 33.000suppliers use bar codes.And about one year later,
the Automotive Industry Action Group established the requirement that the industry's 16,000
suppliers must bar code a11of their dehvenes, By now, the importance of bar code technology
had become clcarer to business leaders.

In 1987,Code 49, the first two-dimensional code. was developed hy D. Ailais and lntro-
dueed by Intertncc to reduce the area of the conventional barcode label and to increase the
d",nsity of thc data contained in the symhol.

The Bar Code Symbol. The bar code standard adopted by the automotive indus-
try, the Department of Defense, the General Services Administration, and many other man-
ufacturing industries is Code 39, also known as AIM USD-2 (Automatic Identification
Manufacturers Uniform Symbol Desctiption-Zj, although this is actually a subset of Code
39. We describe this tormat as an example of linear bar code symbols [3], (4], [13]. Code 39
uses a series of wide and narrow elements (bars and spaces) to represent alphanumeric
and other characters, The wide elements are equivalent to a binary value of one and the nar-
row elements art equal to zero, The width of the wide bars and spaces is between two and
three times the width of the narrow bars and spaces. Whatever the wide-to-narrow ratio,
the width must be uniform throughout the code for the reader to be able to consistently in-
terpret the resulting pulse train. Figure 12.4 presents the character structure for USD--2, and
Figure 12.5 illustrates how the character set might be developed in a typical bar code
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Figure 124 Character set in USD-2 bar code.a subset of Code 39 [4].

Tile reason for the name Code 39 is that nine elements (bars and spaces) are used in
each character and three of the elements are wide. The placement of the wide spaces and
bars in the code is what uniquely designates the character. Each code begins and ends with
either a wide or narrow bar. The code is sometimes referred to as code three-of-nine. In ad-
dition to the character set in the bar code. there must also be a so-called "quiet zone" both
preceding and following the bar code, in which there is no printing that might confuse the
decoder. This quiet zone is shown in Hgure 12.5.
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Figure 12.5 A typical grouping of characters to form a bar code in
Code 39. (Reprinted from [4] by permission of Automatic Identifi-
cation Manufacturers, Inc.}

Bar Code Readers. Bar code readers come in a variety of configurations; some re-
quire a human to operate them and others are stand-alone automatic units. They are lISU-

ally classified as contact or noncontact readers. Con/act bar code readers are hand-held
wands or light pens operated by moving the tip of the wand quickly past the bar code on
the object or document. The wand tip must be in contact with the bar code surface or in
very dose proximity during the reading procedure. In II factory data collection epplica-
tion, they are usually part of a keyboard entry terminal. The terminal is sometimes referred
to as a stationary terminal in the sense that it is placed in a fixed location in the shop. When
a transaction is entered in the factory, the data are usually communicated to the comput-
er system immediately. In addition to their use in factory data collection systems, station-
ary contact bar code readers are widely used in retail stores to enter the item identification
in a sales transaction.

Contact bar code readers are also available as portable units that can be carried
around the factory or warehouse by a worker. They are hattery-powered and include a
solid-state memory device capable of storing data acquired during operation. The data can
subsequently be transferred to the computer system. Portable bar code readers often in-
clude a keypad that can be used by the operator to input data that cannot be entered via
bar code. These portable units are used for order picking in a warehouse and similar ap-
piications that require a worker to move large distances in a building.

Noncontact bar code readers focus a light beam on the bar code, and a photodetec-
tor reads the reflected signal to interpret the code. The reader probe is located a certain
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distance from the barcode (several inches to several feet) during the read procedure. Non-
contact readers are classified as fixed beam and moving beam scanners. Fixed beam read-
ers are stationary units that use a fixed beam of light. They are usually mounted beside a
conveyor and depend on the movement of the bar code past the light beam for their op-
eration. Applications of fixed beam bar code readers are typically in warehousing and rna-
terial handling operations where large quantities of materials must be identified as they flow
past the scanner on conveyors. Fixed beam scanners in these kinds of operations repre-
sent some of the first applications of bar codes in industry.

Moving beam scanners use a highly focused beam of light, actuated by a rotating mir-
ror to traverse an angular sweep in search of the bar code on the object. Lasers are often
used to achieve the hight)' focused light beam, A scan is defined as a single sweep of the
light beam through the angular path. The high rotational speed of the mirror allows for very
high scan rates-c-up to 1440 scans/sec Pl. This means that many scans of a single bar code
can be made during a typical reading procedure, thus permitting verification of the read-
ing. Moving beam scanners can be either stationary or portable units. Stationary scanners
are located in a fixed position to read bar codes on objects as they move past on a conveyor
or other material handling equipment.They are used in warehouses and distribution cen-
ters to automate the product identification and sortation operations. A Iypical setup using
a stationary scanner is illustrated in Figure 12.6. Portable scanners are hand-held devices
that the user points at the barcode like a pistol. The vast majority of bar code scanners used
in factories and warehouses are of this type [21].

Bar Code Printers. In many bar code applications, the labels are printed in medi-
um-to-large quantities for product packages and the cartons used to ship the packaged
products. These preprinted bar codes are usually produced off-site by companies special-
izing in these operations. The labels are printed in either identical or sequenced symbols.
Printing technologies include traditional techniques such as letterpress.offset lithography,
and flexographic printing.

Bar codes can also be printed on-site by methods in which the process is controlled
by microprocessor to achieve individualized printing of the bar coded document or item
labeL These applications tend to require multiple printers distributed at locations where
they are needed. The printing technologies used in these applications include [8J, [13J:

• Dot I1Ultrix.ln this technique. the bars are printed by overlapping dots to form wide
or narrow bands. Dot matrix is a low-cost technique, but the quality of the printed bars

Figure ll.6 Stationary moving beam bar code scanner located along
a moving conveyor.

Barco,de
Carton

Moving beam

-Scanner

Conveyor
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depends on the degree of overlap: accordingly, there is a lower limit on the size of
the barcode

• Ink-jet, Like dot matrix. the ink-jet bars are formed by overlapping dots, but the dots
are made by ink droplets, Recent advances in ink-jet technology,motivated by the per-
sonal computer market, have improved the resolution of ink-jet printing, and so bar
codes of higl1er density than dot matrix bars are possible at relatively low cost

• Direct mcrmat.tn this technique, light-colored paper labels are coated with aheat-sen-
sitive chemical that darkens when heated. The printing head of the thermal printer
consists of a linear array of small heating elements that heat localized areas of the label
as u moves past the head.causing the desired bar code image to be formed. Bar codes
by direct thermal printing are of good quality, and the cost is low. Care must be taken
with the printed label to avoid prolonged exposure to elevated temperatures and ul-
traviolet light.

• Thermal transfer. This technology is similar to direct thermal printing, except that
the thermal printing head is in contact with a special ink ribbon that transfers its ink
to the moving label in localized areas when heated. Unlike direct thermal printing
plain (uncoated) paper can he used, and ,0 the concerns about ambient temperature
and ultraviolet light do not apply. The disadvantage is that the thermally activated ink
ribbon is consumed in the printing process and must be periodically replaced.

• Laser printing. Laser printing is the technology that is widely used in printers for Psr-
sonal computers. In laser printing, the bar code image is written onto a photosensi.
tive surface (usually a rotating drum) by a controllable light source (the laser),fonning
an electrostatic image on the surface. The surface is then brought into contact with
toner particles that are attracted to selected regions of the image. The toner image is
then transferred to plain paper (the label) and cured by heat and pressure. High-
quality bar codes can be printed by this technique.

In addition. a laser etching process can be used to mark bar codes onto metal parts. The
process provides a permanent identification mark on the item that is not susceptible to
damage in the harsh environments that are encountered in man)' manufacturing process-
es. Other processes are also used to form permanent 3-D bar codes on parts, including
molding. casting, engraving, and embossing (5J. Special 3-D scanners are required to read
these codes.

Examples of applications of these individualized bar code printing methods include:
keyboard entry of data for inclusion in the bar code for each item that is labeled, auto-
mated weighing scales and other inspection procedures in which unique grading and la-
beling of product is required, unique identification of production lots for pharmaceutical
products, and preparation of route sheets and other documents included in a shop packet
traveling with a production order, as in Figure 12.7. Production workers use bar code read-
ers to indicate order number and completion of each step in the operation sequence.

12.2.2 Two-Dimensional Bar Codes

The first two-dimensional (2-D) bar code was introduced in 1987. Since then, more than a
dozen 2-D symbol schemes have been developed, and the number is expected to increase.
The advantage of 2-D codes is their capacity to store much greater amounts of data at
higher area densities. Their disadvantage is that special scanning equipment is required to
read the codes, and the equipment is more expensive than scanners used for conventional
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Figun' U.' Bar-coded production order and route sheet. (Courtesy
of Computer Identics Corp.).

bar codes. Two-dimensional symbologies divide into two basic types: (1) stacked bar codes
and (2) matrix symbologies.

Sracked Bar Codes. The first 2-D bar code to be introduced was a stacked sym-
bology. It was developed in an effurllo reduce the area required for a conventional bar
code. But its real advantage is that it can contain significantly greater amounts of data. A
stacked bar code consists of multiple rows of conventionallinear bar codes stacked on top
of each other. Several stacking schemes have been devised over the years, nearly all of
which allow for multiple rows and variations in the numbers of encoded characters possi-
ble. Several of the stacked bar code systems are listed and compared in Table 12.3. An ex-
ample of a 2-D stacked barcode is illustrated in Figure 12.8.

The encoded data in a stacked bar code are decoded using laser-type scanners that
read the lines sequentially. The technical problems encountered in reading a stacked bar
code include: (1) keeping track of the different rows during scanning, (2) dealing with scan-
ning swaths that cross between rows, and (3) detecting and correcting localized errors [13].
As inlinear bar codes, printing defects in the 2-D bar codes are also a problem.
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TABLE 12.3 2-D Bar Codes

Symbology Type Date (Company or Inventor) Relative Data Density"

Code 49 Stacked 1987 Ilntermec) 5.8
Code 16K Stacked 19BB (T. Williams) 5.8
PDF417 Steckec 1990 (Symbol Technology) 7.2

Code One Matrix 1992 (T.Wiliiams) 30
DataMatrix Matrix 1989 (Priddy &: Cymbalski) "MaxiCode Matrix 1992 (UPS) 1.5

Source:Pelme,[13)
*Comparison i.l0 Code 39 based Qn 20alphanume,!c Ch","C1ers, Relal Ivedata den.ily of Code 39 "1.0. Higher

density meens more dale per unitsquare erea.

Figure U.s A 2-D stacked bar code. Shown is an example of a
POF417 symbol.

Matrix Symbologies. A matrix symbology consists of 2-D patterns of data cells that
are usually square and are colored dark (usually black) or white. The 2-D matrix symbol-
ogies were introduced around 1990, and several of the more common symbologies are list.
ed in Table 12.3. Their advantage over stacked bar codes is their capability to contain more
data. They also have the potentia] for higher data densities, although that potential is not
always exploited, as shown in Table 12.3 for the case of MaxiCode.1 Their disadvantage
compared to stacked bar codes is that they are more complicated, which requires more-so-
phisticated printing and reading equipment. The symbols must be produced (during print-
ing) and interpreted (during reading) both horiwntally and vertically; therefore they are
sometimes referred to as area symbologies. An example of a 2-D matrix code is illustrat-
ed in Figure 12.9.

Applications of the matrix symbologies are currently found in part and product iden-
tification during manufacturing and assembly. These kinds of applications are expected 10

grow as computer-integrated manufacturing becomes more pervasive throughout industry.

t MaxiCode was developed by United Parcel Service for automated sortlllion application,,- Smell 'ymb01
size WBsnol a rlIajor factor in ilsdevelopmeul
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Figure 129 A 2-D matrix bar code. Shown is an example of the Data
Matrix symbo1.

The semiconductor industry has adopted Data Matrix ECC200 (a variation of the Data Ma-
trix code listed illTable 12.3 and shown in Figure 12.9) as its standard for marking and
identifying wafers and other electronic components [11].

12.3 OTHER AOC TECHNOLOGIES

The other automated identification and data collection techniques arc either used in spe-
cial applications in factory operations, or they are widely applied outside the factory. Brief
descriptions of them arc provided in the following.

12.3.1 Radio Frequency Identtfication

Of the alternative ADC technologies, radio frequency identification (RFID) represents the
biggest challenge to the predominance of bar codes. III addition, radio frequency (RF)
technology is widely used to augment bar code identification (and other ADC techniques)
by providing the communication link between remote bar code readers and some central
terminal, This latter application is called radio frequency data communication (RFDC), as
distinguished from RFID. In radio frequency identification, an "identification tag" con-
taining electronically coded data is attached to the subject item and communicates these
data by RF to a reader as the item passes. The reader decodes and validates the RF signal
prior to transmitting the associated data to a collection computer system.

Although the type of RF signal is similar to those used in wireless television trans-
mission, there are differences in how RF technology is used in product identification. One
difference is that the communication is in two directions rather than in one direction as in
commercial radio and TV. The identification tag is a transponder, which is a device capa·
ble of emitting a signal of its own when it receives a signal from an external source. To be
activated, the reader transmits a low-level RF magnetic field that serves as the power source
for the transponder when in close-enough proximity. Another difference between RFID and
commercial radio and TV is that the signal power is substantially lower in identification ap-
plications (from miUiwatts to several watts), and the communication distances usually range
between several millimeters and several meters. The communication distance can be
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increased by the use of battery-powered tags, capable of transmitting the 10 data over
greater distances (typically 10 m and more).These battery-powered tags are called active
lags, as opposed to the traditional passive lags, which have no battery.

One of the initial uses of RFIO was for tracking railway cargo. In this application. the
term "tag" may be misleading, because a brick-sized container was used to house the elec-
tronics for data storage and RF communications. Subsequent applications lise tags avail-
ahle in a variety of different forms, such as credit-card-sized plastic labels for product
identification and very small glass capsules injected into wild animals for tracking and re-
search purposes.

Identification tags in RFIO are usually read-only devices that contain up to 20 char-
acters of data representing the item identification and other information that is to be com-
municated. Advances in the technology have provided much higher data storage capacity
and the ability to change the data in the tag (read/write tags). This has opened many new
opportuniucs tor incorporating much more status and historical information into the au-
tomatic identification tag rather than using a central data base.

Advantages of RFlO include: [I} Identification does not depend on physical contact
or direct line of sight observation hy the reader. (2) much more data can be contained in
the identification tag than with most AOC technologies, and (3) data in the read/write tags
can be altered for historical usage purposes or reuse of the tag. The disadvantage of RFIO
is that the hardware lends to be more expensive than for most other ADC technologies. For
this reason, RFID systems are generally appropriate only for data collection situations in
which environmental factors preclude the use of optical techniques such as bar codes. For
example, RF systems are suited for identification of products with high unit values in man-
ufacturing processes that would obscure Imy optically coded data (such as spray painting)
They are also used for identifying railroad cars and in highway trucking applications where
the environment and conditions make other methods of identification infeasible.

12.3.2 Magnetic Stripes

Magnetic stripes attached to the product or container are used for item identification in fac-
tory and warehouse applications. A magnetic stripe is a thin plastic film containing small
magnetic particles whose pole orientations can be used to encode bits of data into the film.
The film can be encased in or attached to a plastic card or paper ticket for automatic iden-
tification. These are the same kinds of magnetic stripes used to encode data onto plastic
credit cards and bank access cards. Although they are widely used in the financial com-
munity, their use seems to be declining in shop floor control applications for the following
reasons: (1) The magnetic stripe must be in contact with the scanning equipment for read-
ing to be accomplished, (2) unavailability of convenient shop floor encoding methods to
write data into the stripe, and (3) the magnetic stripe labels are more expensive than bar
code labels. Two advantages of magnetic stripes are their large data storage capacity and
the ability to alter the data contained in them.

12.3,3 Optical Character Recognition

Optical character recognition (OCR) refers to the use of specially designed alphanumeric
charac.ters that are machine readi'lhl~ hy. an optic:al reading device. Optical character recog-
nition. IS a 2-0 symbology, and scanrung involves interpretation of both the vertical and hor-
izontal features of each character during decoding. Accordingly, when manually operated
scanners are used, a certain level of skill is required by the human operator, and first read
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rates are relatively low (often less than 50% [13]). The substantial benefit of OCR technology
is that the characters and associated text can be read by humans as well as by machines.

As an interesting historical note, OCR was selected as the standard automatic iden-
tification technology by the National Retail Merchants Association (NRMA) shortly after
the UPC bar code was adopted by the grocery industry. Many retail establishments made
the investment in OCR equipment at that time. However, the problems with the technol-
ogy became apparent by the mlo-tveus [13J: (1) low first read rate and high substitution
error rate when hand-held scanners were used, (2) lack of an omnidirectional scanner for
automatic checkout. and (3) widespread and growing adoption of bar code technology.
NRMA was subsequently forced to revise its recommended standard from OCR technol-
ogy to bar codes

For factory and warehouse applications. the list of disadvantages includes: (1) the re-
quirement for near-contact scanning, (2) lower scanning rates, and (3) higher error rates
compared to bar code scanning.

12.3.4 Machine Vision

The principal application of machine vision currently is for automated inspection tasks
(Section 23.6). For ADC applications.machine vision systems are required to read 2-D ma-
trix symbols.such as Data Matrix (Figure 12.9), and they can also be used for stacked bar
codes, such as PDF-417 (Figure 12.8) [9]. Applications of machine vision also include other
types of automatic identification problems, and these applications may grow in number as
the technology advances. For example, machine vision systems are capable of distinguish-
ing between a limited variety of products moving down a conveyor so that the products can
be sorted. The recognition task is accomplished without requiring that a special identifi-
cation code be placed on the product. The recognition by the machine vision system is
based on the inherent geometric features of the object.
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In this part of the book, we consider how automation and material handling technologies
are synthesized to create manufacturing systems. We define a manufacturing system to be
a collection of integrated equipment and human resources, whose function is to perform
one or more processing and/or assembly operations on a starting raw material, part, or set
of parts. The integrated equipment includes production machines and tools, material han-
dling and work positioning devices, and computer systems. Human resources are required
either full time or periodically to keep the system running. The manufacturing system is

"5
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Figure 13.1 The position of the manufacturing system in the larger
production system

where the value-added work is accomplished on the part or product. The position of the
manufacturing system in the larger production system is seen in Figure 13.1. Examples of
manufacturing systems include:

• one worker tending one machine, which operates on semi-automatic cycle
• a duster of semi-automatic machines, attended by one worker
• a fully automated assembly machine, periodically attended by a human worker
• a group of automated machines working on automatic cycles to produce a family of

similar parIs
• a team of workers performing assembly operations on a production line.

In the present chapter, we classify these manufacturing systems and examine their features
and performance. In other chapters in this part of the book, we discuss the various manu-
facturing systems of greatest commercial and technological importance.

13.1 COMPONENTS OF A MANUFACTURING SYSTEM

A manufacturing system consists of several components. In a given system, these compo-
nents usually include:

• production machines plus tools, fixtures, and other related hardware
• material handling system
• computer systems to coordinate and/or control the above components
• human workers

In this section, we discuss each of these components and the variety of types within each
category. In the following section, we consider how these components are combined and
organized in different ways to achieve various objectives in production.
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13.1.1 Production Machines

In virtually all modern manufacturing systems, most of the actual processing or assembly
work is accomplished by machines or with the aid of tools. The machines can be classified
as (1) manually operated, (2) semi-automated.or (3) fully automated. Manually operated
machines are directed or supervised by a human worker. The machine provides the power
for the operation and the worker provides the control. Conventional machine tools (e.g.,
lathes, milling machines, drill presses) fit into this category. The worker must be at the ma-
chine continuously.

A semi-automated machine performs a portion of the work cycle under some fonn of
program control, and a human worker tends to the machine for the remainder of the cycle,
by loading and unloading it or performing some other task each cycle. An example of this
category i~a CNC lathe controlled for most of the work cycle by the part program, but rc-
quiring a worker to unload the finished part and load the next workpiece at the end of the
part program. In these cases, the worker must attend to the machine every cycle, but con-
tinuous presence during the cycle is not always required. If the automatic machine cycle
takes,say,lO min, w hiie the part unloading and loading portion of the work cycle only takes
1 min, then there may be an opportunity for one worker to tend more than one machine.
We analyze this possibility in Chapter 14 (Section 14.4.2).

What distinguishes a fully automated machine from its semi-automated cousin is its
capacity to operate for extended periods of time with no human attention. By extended pe-
riods of time, we generally mean longer than one work cycle. A worker is not required to
be present during each cycle. Instead, the worker may need to tend the machine every
tenth. cycle or every h.undredth cycle. An example of this type of operation is found in many
injection molding plants, where the molding machines run on automatic cycle, but period-
ically the collection bin full of molded parts at the machine must be taken away and replaced
by an empty bin.

In manufacturing systems, we use the term workstation 10 refer 10 a location in the
factory where some well-defined task or operation is accomplished by an automated ma-
chine, a worker-and-machine combination, or a worker using hand tools and/or portable
powered tools. In this last case, there is no definable production machine at the location.
Many assembly tasks are in this category. A given manufacturing system may consist of
one or more workstations. A system with multiple stations is called a production line, or as-
sembly line, or machine cell, or other name, depending on its configuration and function.

13.1.2 Material Handling System

In most processing and assembly operations performed on discrete parts and products. the
following ancillary functions must be provided: (J) loading and unloading work units and
(2) positioning the work units at each station. In manufacturing systems composed of mul-
tiple workstations, a means of (3) transporting work units between stations is also required.
These functions are accomplished by the material handling system. In many cases, the units
are moved by the workers themselves, but more often some form of mechanized or auto-
mated material transport system (Chapter 10) is used to reduce human effort. Most mate-
rial handling systems used in production also provide (4) a temporary storage function.
The purpose of storage in these systems is usually to make sure that work is always pr~-
sent for the stations, that is, that the stations are not starved (meaning thai they have noth-
ing to work on).



378 Chap. 13 I Introduction to Manufacturing Systems

Some of the issues related to the material handling system are often unique to the par-
ticular type of manufacturing system. and so it makes sense to discuss the details of each
handling system when we discuss the manufacturing system itself in later chapters. OUT
discussion here is concerned with general issues relating to the material handling system.

LUliding. PUI:iWuning, (1f1(J Unloading. These matenal haudliug functions occur
at each workstation. Loading involves moving the work units into the production machine
or processing equipment from a source inside the station. For example, starting parts in
batch processing operations are often stored in containers (pallets, tote bins.etc.] in the im-
mediately vicinity of the station. For most processing operations, especially those requir-
ing accuracy and precision. the work unit must be positioned in the production machine.
Positioning provides for the part to be in a known location and orientation relative to the
wurkhead or tooling that performs the operation. Positioning in the production equipment
is often accomplished using a workholder.A workholder is a device that accurately locates,
orients, and clamps the part for the operation and resists any forces that may occur during
processing. Common workhotders include jigs, fixtures, and chucks. When the production
operation bas been completed, the work unit must be unloaded, that is, removed from the
production machine and either placed in a container at the workstation or prepared for
transport to the next workstation in the processing sequence. "Prepared for transport" may
consist of simply loading the part onto a conveyor leading to the next station.

When the production machine is manually operated or semi-automatic, loading, po-
sitioning, and unloading are performed by the worker either by hand or with the aid of a
hoist. In fully automated stations, a mechanized device such as an industrial robot, parts
feeder. coil feeder (in sheet metal stamping), or automatic pallet changer is used to ac-
complish these material handling functions.

Work Transport Between Stations. In the context of manufacturing systems, work
transport means moving parts between workstations in a multi-station system. The trans-
port function can be accomplished manually or by the most appropriate material trans-
port equipment.

In some manufacturing systems, work units are passed from station to station by
hand. Manual work transport can be accomplished by moving the units one at a lime or in
batches, Moving parts in batches is generally more efficient, according to the Unit Load
Principle (Section 9.3). Manual work transport is limited to cases in which the parts are small
and light, so that the manual labor is ergonomically acceptable. When the load to be moved
exceeds certain weight standards, powered hoists (Section 10.5) and similar lift equipment
are used. Manufacturing systems that utilize manual work transport include manual as-
sembly lines and group technology machine cells.

Various types of mechanized and automated material handling equipment are wide-
ly used to transport work units in manufacturing systems, We distinguish two general cat-
egories of work transport, according to the type of routing between stations; (1) variable
r?uting and (2) fixed routing. In V{lfiab~e routing, work units are transported through a va-
nety of different station sequences. ThIS means that the manufacturing system is process-
ing or assembling different work units. Variable routing transport is associated with job
shop production and many batch production operations. Manufacturing systems that use
variable routing include group technology machine cells (Chapter 15) and flexible manu-
facturing systems (Chapter 16). In fixed routing, the work units always flow through the
same sequence of stations. This means that the work units are identical or similar enough
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Figure 13.2 'Types of routing in multiple station manufacturing sys-
tems: (a) variable routing and (b) fixed routing.

TABLE 13.1 Common Material Transport Equipment Used for Variable
and Fixed Routing in Multiple Station Manufacturing
Systems

Type of Part Routing Material Handling Equipment"

Variable routing Automated guided vehicle system
Power-and-free overhead conveyor
Monorail system
Cert-on-treck convsvor

Fixed routing Powered roller conveyor
Belt conveyor
Drag chain conveyor
Overhead trolley conveyor
Rotary indexing mechanisms
Walking beam transfer equipment

•Described in Chapte,s 10and 18

that the processing sequence is identical. Fixed routing transport is used on production
lines (Chapters 17 and 18). The difference between variable and fixed routing is portrayed
in Figure 13.2. Table 13.1 lists some of the typical material transport equipment used for the
two types of part routing.

Pallet Fixtures and Work Carriers in Transport Systems. Depending on the
geometry of the work units and the nature of the processing and/or assembly operations

;,~;:~~~~Slarting
wurkunits

Starting
workunns

Wurkstations
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to be performed, the transport system may be designed to accommodate some form of pal-
let fixture. A pailel future is a workholder that is designed to be transported by the mate-
rial handling system. The part is accurately attached to the fixture on the upper face of the
pallet, and the under portion of the pallet is designed to be moved, located, and damped
in position at each workstation in the system. Since the part is accurately located in the
fixture, and the pallet is accurately clamped at the station, the part is therefore accurately
located at each station for processing or assembly. Use of pallet fixtures is common in au-
tomated manufacturing systems, such as single machine cells with automatic pallet chang-
ers, transfer lines, and automated assembly systems.

The fixtures can be designed with modular features that allow them to be used for
different workpart geometries. By changing components and making adjustments in the fix-
ture, variations in part sizes and shapes can be accommodated. These modular pallet fIX-
tures are ideal for use in flexible manufacturing systems.

Alternative methods of workpart transport avoid the use of pallet fixtures. Instead,
parts are moved by the handling system either with or without work carriers. A work car-
rier is a container (e.g., tote pan, flat pallet, wire basket) that holds one or more parts and
can be moved in the system. Work carriers do not fixture the part(s) in an exact position.
Their role is simply to contain parts during transport. When the parts arrive at the desired
destination, any locating requirements for the next operation must be satisfied at that sta-
tion. (This is usually done manually.)

An alternative to using pallet fixtures or work carriers is direct transport, in which
the transport system is designed to move the work unit itself. The obvious benefit of this
arrangement is that it avoids the expense of pallet fixtures or work carriers as well as the
added cost of providing for their return to the starting point in the system for reuse. In
manually operated manufacturing systems, direct transport is quite feasible, since any po-
sitioning required at workstations can be accomplished by the worker. In automated man-
ufacturing systems, in particular systems that require accurate positioning at workstations,
the feasibility of direct transport depends on the part's geometry and whether an auto-
mated handling method can be devised that is capable of moving, locating, and clamping
the part with sufficient precision and accuracy, Not all part shapes allow for direct han-
dling by a mechanized or automated system.

13.1.3 Computer Control Syatem

In roday's automated manufacturing systems. a computer is required to control the auto-
mated and semi-automated equipment and to participate in the overall coordination and
management of the manufacturing system. Even in manually driven manufacturing sys-
terns, such as a completely manual assembly tine, a computer system is useful to support pro-
duction.Typical computer system functions include the following:

• Communicate instructions to workers. In manually operated workstations that perform
different tasks on different work units, processing or assembly instructions for the
specific work unit must be communicated to the operator,

• Download part programs to computer-controlled machines (e.g., CNC machine tools).
• Material handling system control. This function is concerned with controlling the ma-

tenal handling system and coordinating its activities with those of the workstations.
• Schedule production. Certain production scheduling functions are accomplished at the

site of the manufacturing system.
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13.1.4 Human Resources

In many manufacturing systems, humans perform some or all ofthe value-added work that
is accomplished on the parts or products, In these cases, the human workers are referred
to as directlabor. Through their physicallabor, they directly add to the value of the work
unit by performing manual work on it ur by controlling the machines that perform the
work. In manufacturing systems that are full',' aumrnared.dlrect labor is still needed 10 per-
form such aetivilies ns loading and unloading paris to and from the 3ystcm, changing tools,
resharpening toots. and similar functions. Human workers are also needed for automated
manufacturing systems to manage or support the system as computer programmers.com-
purer operators, part programmers for CNC machine tools (Chapter 6),maintenanee and
repair personnel. and similar indirect labor tasks. In automated systems, the distinction be-
tween direct and indirect labor is not always precise.

13.2 CLASSIFICATION OF MANUFACTURING SYSTEMS

In this scctior, we explore the variety of manufacturing system types and develop a clas-
sificauon scheme based on the factors that define and distinguish the different types. The
factors arc: (I) types of operations performed.(2) number of workstations and system lay-
out. (3) level of auromauon.and (4) part (}T product variety. The four factors in our man
ufacturing systems classification scheme are defined in Table 13.2 and discussed below.

TABLE 13.2 Factors in Manufacturing Systems Classification Scheme

Factor Alternatives

Types of operations
performed

Number of workstations and
system layout

level of automation

Processing operations versus assembly operations
Type of processing or assembly operation
One station versus more than one station
For more than one station, variable routing versus fixed routing
Manual or semi-automated workstations that requirefull-time

operator attention versus fully automated that
require only periodic worker attention

All work units identicat versus variations in work units
that require differences in processing

Part or product variety

• Safety Moniroring. This function ensures that the system does not operate in an un-
sate condition. The goal of safety monitoring is to protect hoth the human workers
manning the vvsrcrn and the equipment comprising the system

• Qualif v Control, The purpme ~,r this ([>ntJUI fuuctiou is to detect ,md possibly reject
defective work units produced by the system.
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13.2.1 Types of Operations Performed

First of all. manufacturing systems are distinguished by the types of operations they per-
form.At the highest level. the distinction is between (1J processing operations on individ-
ual work units and (2) ussemhty operations to combine individual parts into assembled
entities, Beyond this distinction. there are the technologies of the individual processing
and assembly operations (Section 2.2.1)

Additional parameters of the product that playa role in determining the design of the
manufacturing system include: type of material processed, size and weight of the part or
product, and part geometry. For example. machined parts can be classified according to
part geometry as rotational or nonrotanonal. Rotational parts arc cylindrical or disk-shaped
and require turning and related rotational operations. Non rotational (also called pnnner-
ic) parts are rectangular or cube-like and require milling and related machining operations
to shape them. Manufacturing systems that perform machining operations must be distin-
guished according to whether they make rotational or nonrotational parts. The distinction
is important not only because of differences in the machining processes and machine tools
required. but also because the material handling system must be engineered differently
for the two cases,

13.2.2 Number of Workstations and System layout

The number of workstations is a key factor in our classification scheme. It exerts a strong
influence on the performance of the manufacturing system in terms of production capaci-
ty, productivity, cost per unit, and maintainability. Let us denote the number of workstations
in the system hy the symbol n, The individual stations in a manufacturing system can be
identified by the subscripts, where i '" 1,2, ... ,n. This might be useful in identifying para-
meters of the individual workstations, such as operation time or number of workers at a
station

The numher of workstations in the manufacturing system is a convenient measure of
its size. As the number of stations is increased, the amount of work that can be accom-
plished by the system increases. This translates into a higher production rate, certainly as
compared with a single workstation's output, but also compared with the same number of
single stations working independently. There must be a synergistic benefit obtained from
multiple stations working in a coordinated manner rather than independently; otherwise,
it makes more sense for the stations to work as independent entities. The synergistic hen-
efit might be denved from the fact that the totality of work performed on the part or prod-
uct is too complex to engineer at a single workstation. There are too many individual tasks
to perform at one workstation. By assigning separate tasks to individual stations, the task
performed at each station is simplified.

More stations also mean that the system is more complex and therefore more diffi-
cult to manage and maintain. The system consists of more workers, more machines, and
more parts being handled. The logistics and coordination of the system becomes more in-
volved. Maintenance problems occur more frequently.

Closely related to number of workstations is the arrangement of the workstations, that
is, the wily the stations are laid out-This, of course.applies mainly to systems with multiple
stations. Are the stations arranged for variable routing or fixed routing? Workstation lay-
outs organized for variable routing can have a variety of possible configurations, while lay-
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outs organized for fixed routing are usually arranged linearly, as in a production line. The
layout of stations i, an important factor in determining the most appropriate material han-
dling systern

Our classification scheme is applicable to manufacturing systems that perform either
processing or assembly operations. Although these operations are different, the manufac-
turing sy<;terns to perform them possess similar configurations. According to number of
stations and the layout of the stations, our classification scheme has three levels:

TYPe I Single station. This is the simplest case, consisting of one workstation (n '" I),
usually including a production machine that can be manually operated, semi-au-
tomated, or fully automated.

Type H Multiple stations with variable routing. This manufacturing system consists of two
or more stations (n > 1) that are designed and arranged 10 accommodate the
processing or assembly of different part or product styles.

Type HI Multiple stations with fixed routing. This system has two or more workstations
(n > 1), which are laid out as a production line.

13.2.3 level of Automation

The level of automation is another factor that characterizes the manufacturing system. As
defined above, the workstations (machines) in a manufacturing system can be manually op-
erated, semi-automated, or automated.

Manning Level. Closely correlated with the level of automation is the proportion
of time that direct labor must be in attendance at each station. The manning level of a
workstation, symbolized M" is the proportion of time that a worker is in attendance at the
station. If M, '" 1 for station i, it means that one worker must be at the station continuously.
If one worker tends four automatic machines. then M, = 0.25 for each of the four ma-
chines, assuming each machine requires the same amount of attention. On portions of an
automobile final assembly line, there are stations where multiple workers perform assem-
bly tasks on the car, in which case M, = 2 or 3 or more. In general, high values of M,
(M, 2: 1) indicate manual operations at the worketation, while low values (M, < 1) denote
some form of automation.

The average manning level of a multi-station manufacturing system is a useful indi-
cator of the direct labor content of the system. Let us define it as follows:

(13.1)

where M "" average manning level for the system; Wu = number of utility workers assigned
to the system; w, = number of workers assigned specifically to station i; for i = 1,2, ... ,11;
and w = total number of workers assigned to the system. Utility workers are workers who
are not specifically assigned to individual processing or assembly stations; instead they per-
form functions such as: (1) relieving workers at stations for personal breaks, (2) maintenance
and repair of the system, (3) 1001 changing, and (4) loading andior unloading work units to
and from the system. Even a fully automated multi-station manufacturing system is likely
to have one or more workers who are responsible for keeping it running.
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Automation in the Classification Scheme. Including automation in our classifi-
cation scheme, we have two possible automation levels for single stations and three possi-
ble levels for multi-station systems. The two levels for single stations (type I) are:
M = manned station and A = fully automated. The manned station is identified by the fact
that one or more workers must be at the station every cycle. This means that any machine
at the station is manually operated or semi-automatic and that manning is equal to or
greater than one (M 2:: 1). However, in some cases, one worker may be able to attend
more than one machine, if the semi-automatic cycle is long relative to the service required
each cycle of the worker (thus, M < I). We address this issue in Section 14.4.2.A fully au-
tomated station requires less than full-time attention of a worker (M < 1). For multi-sta-
tion systems (types II and III), the levels M and A are applicable, and a third level is possible:
H = hybrid, in which some stations are manned and others are fully automated. Listing the
alternatives, we have the following

Type I M Single-station manned cell. The basic case is one machine and one worker
(n '" 1,w = l).The machine is manually operated or semi-automated, and the
worker must be in continuous attendance at the machine.

Type I A Single station automated cell. This is a fully automated machine capable of un-
attended operation (M < 1) for extended periods of time (longer than one
machine cycle). A worker must periodically load and unload the machine or
otherwise service it

Type II M Multi-station manual system with variable routing. This has multiple stations that
are manually operated or semi-automated.The layout and work transport sys-
tem allow for various routes to be followed by the parts or products made by
the system. Work transport between stations is either manual or mechanized.

Type II A Multi-station automated system with variable routing. This is the same as the
previous system, except the stations are fully automated (n > 1, w, = 0,
M < 1). Work transport is also fully automated.

Type II H Murti-sration hybrid system with variable routing. This manufacturing system
contains both manned and automated stations. Work transport is manual, au-
tomated, or a mixture (hybrid).

Type III M Multi-station manual system with fized routing. This manufacturing system
consists of two or more stations (n > 1), with one or more workers at each sta-
tion (U', ~ 1). The operations are sequential, thus necessitating a fixed rout-
ing, usually laid out as a production line. Work transport between stations is
either manual or mechanized.

Type III A Multi-station automated system with fixed routing. This system consists of two
or more automated stations (n > 1, U', == 0, M < 1) arranged as a produc-
tion line or similar configuration. Work transport is fully automated.

'Iype III H Multi-station hybrid system withftxed routing. This system includes both manned
andautomatedstations(n > 1,w, ~ 1 for some stations,w, == o for other sta-
tions, M > 0). Work transport is manual, automated, or a mixture (hybrid).

The eight types of manufacturing system are depicted in Figure 13.3.
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Figure 13.3 Classification of manufacturing systems: (a) single station manned cell.
(b) single station automated cell, (c) multi-station manual system with variable routing,
(d) multi-station automated system with variable routing, (e) multi-station hybrid sys-
tem with variable routing, (f) multi-station manual system with serial operations,
(g) multi-station automated system with serial operations, and (h) multi-station hybrid
system with serial operations. Key: Man = manned station, Aut '" automated station.

13.2.4 Part or Product Variety

A fourth factor that characterizes a manufacturing system is the degree to which it is ca-
pable of dealing with variations in the parts or products it produces. Examples of possible
variations that a manufacturing system may have to cope with include:

• variations in type and/or color of plastic of molded parts in injection molding
• variations in electronic components placed on a standard size printed circuit board
• variations in the size of printed circuit boards handled by a component placement machine
• variations in geometry of machined parts
• variations in parts and options in an assembled product on a final assembly line

In this section, we borrow from the terminology of assembly lines to identify three types of man-
ufacturinp,sysrems,distinguishcd by their capacity to cope with part or product variety. We then
discuss two ways in which manufacturing systems can be endowed with this capability.

"'(Automated)M{Ma"uall
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TABLE 13.3 Three Types of Manufacturing System According to Their Capacity to Deal

with Product Variety

System Type Symbol Typical Product Variety Flexibility

Single model S No product variety None required

Batch model B Hard product variety typical" Most flexible

Mixed model X Softproductvarietytypical" Someflexibi1ity

'Ha,dand$oftproduClva,;elya'EldafioadinChapta'$1,Sectionl,1Jand2(S""tion2.J.1).

Model Variations: Three Cases. Manufacturing systems can be distinguished ac-
cording to their capability to deal with variety in the work units produced. Terminology used
in assembly line technology (Section 17.1.4) can be applied here. Three cases of part or
product variation in manufacturing systems are distinguished: (1) single model, (2) balch
model, and (3) mixed model. The three cases can be identified by letter, S, B, and X, re-
apectively, The typical level of product variety can also be correlated with the three cate-
gories.These features are summarized inTable 133.

In the single model case, all paris or products made by the manufacturing system
are identical. There are no variations. In this case, demand for the item must be sufficient
to justify dedication of the system to production of that item for an extended period of
time, perhaps several years. Equipment associated with the system is specialized and de-
signcd for highest possible efficiency. Fixed automation (Section 1.3.1) in single model
systems is common.

In the balch model case, different parts or products are made by the system, but they
are made in batches because a changeover in physical setup and/or equipment program-
ming is required between models. Changeover of the manufacturing system is required
because the differences in part or product style are significant enough that the system can-
not cope unless changes in tooling and programming are made. It is a case of hard prod-
uct variety (Section 1.1). The time needed to accomplish the changeover requires the
system to be operated in a batch mode, in which a batch of one product style is followed
by a batch of another, and so on. Batch production is illustrated in Figure 13.4. The plot
shows production quantity as a function of time, with interruptions between batches for
changeover (setup).

Figure 13.4 The sawtooth plot of production quantity over time in
batch production. Key: T,u = sctup time, Qj = batch quantily,
Tel = cycle time for part or productj. Production runs vary because
batch. quantities and production rates vary.

PrO~~~fl/

Sefup
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In the mixed model case different parts or products are made by the manufacturing
system, but the system is ahie to handle these differences wi~houllhe need for a changeover
in setup and/or program. Thrs means that the mixture of different styles can be produced
continuouslv rather than in hatches. The requirement for continuous production of differ-
ent work unit styles i~ thai the manufacturing system be designed so that whatever adjust-
ments need 10 he made from ~n.e part or product style to the ne.xt..these adj~stments can
he made quickly enough that It lS economical to produce the uruts 11\ hatch srzes of one

FleXibility in Manufacturing Systems. Flexibility is the term used for the attribute
that allows a mixed model manufacturing system to cope with a certain level of variation
in part or product style without interruptions in production for changeovers between mod-
els. Flexibility is generally a desirable feature of a manufacturing system. Systems that pos-
sess it are called fknble menutactunng systems, or flexible assembly systems, or similar
names. They can produce different part styles or-can readily adapt to new part styles when
the previous ones become obsotete.To be flexible, a manufacturing system must possess the
following capabilities'

• Identification of the different work unltv. Different operations are required on differ-
ent part or product styles, The manufacturing system must identify the work unit to
perfurm the correct OpCI atiou. In a manually operated or semi-automatic system,
this task is usually an easy one for the workerfs}, In an automated system, some means
of automatic work unit identification must be engineered.

• Quick changeover of operating mstructlOlL~. The instructions, or part program in the
case of computer-controlled production machines, must correspond 10 the correct
operation for the given part. In the case of a manually operated system. this gener-
ally means workers who (I) are skilled in the variety of operations needed to process
or assemble the different work unit styles. and (2) know which operations to perform
on each work unit style. In semi-automatic and fully automated systems, it means
that the required part programs arc readily available to the control unit.

• Quick changeover ot ohvsicat setup, Flexibility in manufacturing means that the dif-
ferent work units are not produced in batches. For different work unit styles to be pro-
duced with no time lost between one unit and the next, the flexible manufacturing
system must be capable of making any necessary changes in fixturing and tooling in a
very short time. (The changeover time should correspond approximately to the time
required to exchange the completed work unit for the next unit to be processed.)

These capabilities are often difficult to englneer.Ln manually operated manufacturing sys-
tems. human errors can cause problems: operators not performing the correct operations
on the different work unit stylesIn automated systems, sensor systems must be designed
to enable work unit identification, Part program changeover is accomplished with relative
ease using tcday's computer technology. Changing the physical setup is often the most
challenging problem, and its solution becomes more difficult as part or product variety in-
creases. Endowing a manufacturing system with flexibility increases its complexity. The
material handling system and/or pallet fixtures must be designed to hold a variety of part
shapes. The required number of different tools increases. Inspection becomes more com-
plicated because of part variety The logistics of supplying the system with the correct quan-
tities of different starting wurkparts is more involved. Scheduling and coordination of the
system become more difficult.
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Flexibility itself is a complex issue. cert~inly mor~ complex than we have d.iscllssecI
in this inrroductorv treatment of it. It IS recognized as a significantly important attribute for
a system 10 possess. We dedicate a more in-depth discussion of the issue In Chapter 16 on
flexible manufacturing systems

Recentiourebte Manuf8cturing Systems. In an era when new product styles are
being introduced with ever-shortening life cycles, the cost of designing, building, and in-
stalling a new manufacturing system every time a new part or product must be produced
is becoming prohibitive. both in terms of time and money. One alternative is to reuse and
reconfigure components of the original system in a new manufacturing system. In modern
manufacturing engineering practice. even single model manufacturing systems arc being
built with features that enable them to be changed over to new product styles when this be-
comes necessary. These kinds of features include (1]:

• Ease of mobility. Machine tools and other production machines designed with a three-
point base that allows them be readily lifted and moved by a crane or forklift truck.
The three-point base facilitates leveling of the machine after moving

• Modular design of system components. This permits hardware components from dif-
ferent machine builders to be connected together

• Open architecture in computer controls. This permits data interchange between soft-
ware packages from different vendors.

• eve workstations. Even though the production machines in the system are dedicat-
ed to one product, they are nevertheless computer numerical controlled to allow for
upgrades in software, engineering changes in the part currently produced, and
changeover of the equipment when the production run finally ends

13.3 OVERVIEW OF THE CLASS,FlCAnON SCHEME

Our manufacturing systems classification scheme is defined by four factors: (1) type of
processing or assembly operations performed. (2) number of stations and layout. (3) au-
tomation level. and (4) flexibility to deal with part or product variety. In Table 13.4, we list
some examples of manufacturing systems in the classification scheme. These systems are
described in Chapters 14-19.

A sense of the relative flexibility and productivity of the various types of manufac.
turing systems is provided in the P-Q chart of Figure 13.5(a).1YPe I systems, in particular
manual systems, inherently possess the greatest flexibility in terms of part or product va-
riety. However. single stations are limited in terms of the part or product complexity they
can cope with. as indicated in Figure 13.5(b). We have suggested that the number of com-
ponents in an assembly and the number of processing steps for a part are reasonable quan-
titative measures of part or product complexity (Section 2.3_2). If the work unit is simple,
requiring only one or a few processing or assembly operations, then a single station system
can be justified for high production as well as low production. As the complexity of the
work unit increases, the advantage shifts toward a multi-station manufacturing system. The
larger number of tasks and additional tooling required for more-complex parts or products
begins to overwhelm a single station, By dividing the work among multiple stations (as in
division of labor). the complexity becomes more manageable. If there is no product vari-
ety or very soft product variety, then a type II1 system is appropriate. As product variety
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TABLE 13.4 Examples in the Manufacturing Systems Classification Schemes

Product
Variety CaseType Description Operation

1M Single station manned cell Processing (machining)

Processing (stamping)

Assembly (welding)

I A Single station automated Processing (machining)
cell

Assemb\ylmechanical)

11M Multi-station manual Processing (machiningi
system with variable
routing

Processing (machinlnql

SorB

5 orB

s o- a or X

389

Example

Worker at CNC lathe

Worker at stamping press

Welder and fitter at arc
welding setup

BorX

SorX

A eNC machining center
with parts carousel
operating in an
unattended mode

An assembly system in
which one robot
performs multiple
assembly tasks to
complete a product

IIA Mutti-station autornated Processing (machining I
system with variable
routing

111M Multi-station manual Assembly
system with fixed
routing

lilA Muttt-stetton automateo Processing (rnachinlng)
system with fixed
routing Assembly

III H Multi-station hybrid Assembly and processing
system with fixed (spot welding. spray
routing painting, and mechanical

essemoiv!

A group technology
machine cell that
machines a family of
metal parts

Asmalljobshopwitha
process layout might be
considered a type II M
system. It produces a
variety of different part
or product styles
requiring a variety of
process routings

A flexible manufacturing
system

S or B or X A manual assembly line
that produces small
power tools

A machining transfer line

An automated assembly
machine with a
carousel-type transfer
system for work
transport

An automobile final
assembly plant, in
which many of the spot
welding and spray
pllinting oparatlons are
automated while other
assembly is manual
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Figure 13.5 (a) P-Q chart for the types of manufacturing systems in our
classification scheme, indicating trends in flexibility and productivity;
and (b) part or product complexity for the three basic manufacturing
system types. Key: I = single station system, II = multi-station system
with variable routing, III = multi-station system with fixed routing,

increases, a type IT system with variable routing becomes more appropriate. Our charts ill-

dicate thai the type III systems are the most productive.
Let us briefly describe types 1,11, lind III manufacturing systems. In subsequent chap-

ters, these systems are discussed in greater detail.

13.3.1 Tvpe I Manufacturing Systems: Single Stations

Applications of single workstations are widespread. The typical case is a worker-machine
cell. Our classification scheme distinguishes two categories: (I) type M: manned worksta-
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tions, in which a worker must he in attendance either continuously or for a portion of each
work cycle, and (2) type A: automated stations, in which periodic attention is required less
frequently than every cycle, In either case. these systems arc used for processing as well as
for assembly operations, and their applications include single model, balch model, and
mixed model production

Reasons for the popularity of the single model workstation include: (1) It is the eas-
iest and least expensive manufacturing method to implement, especially the manned ver-
sion: (2) it is the most adaptable, adjustable, and flexible manufacturing system; and (3) a
manned single workstation can be converted to an automated station if demand tor the
parts or products made in the station justifies this conversion.

13.3.2 Type II Manufacturing Systems; Multi-Station Cells

A multiple station system with variable routing is a group of workstations organized to
achieve some special purpose. It is typically intended for-production quantities in the medi-
um range (annual production = 102_](f parts or pnxlucts),although its applications some-
times extend beyond these boundaries. The special purpose may be any of the following:

• Production of a family of parts having similar processing operations.

• Assembly of a family of products having similar assembly operations.

• Production of the complete set of components used in the assembly of one unit of final
product. By producing all of the parts in one product. rather than batch production
of the parts, work-in-process inventory is reduced.

As our list of examples indicates, the multi-station system with variable routing is applic-
able to either processing or assembly operations. It also indicates that the applications usu-
ally involve a certain degree of pari or product variety, which means differences in
operations and sequences of operations that must be performed. The machine groups must
possess flexibility to cope with this variety.

The machines in the group may be manually operated, semi-automatic, or fully au-
tomated. In our classification scheme, manually operated machine groups are type II M.
These groups are often caned machine cells, and the use of these cells in a factory is called
cellular manufacturing. Cellular manufacturing and its companion topic, group technolo-
gy, are discussed in Chapter 15.When the machines in the group are fully automated, with
automated material handling between workstations, it is classified as type II A. If an au-
tomated machine group is flexible, it is referred to as a flexible manufacturing system or
flexible manufacturing cell. We discuss flexibility and flexible manufacturing systems in
Chapter 16,

13.3.3 Type III Manufacturing Systems: Production Lines

A multi-station manufacturing system with fixed routing is a production line. A production
line consists of a series of workstations laid out ,0 that the part or product moves from one
station to the next. and 8 portion of the total work is performed on it at each station. Pro-
duction lines are generally associated with mass production (104-t!f parts or products per
year). Conditions that favor the use of a production line are:
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• The quantity of part, or products to be made is very high (UP to millions of units).
• The work units are identical QT very similar. (Thus they require the same or similar

opera.ions to be performed in the same sequence.)
• 1 he total work can be divided into separate tasks of approximately equal duration

that can be assigned 10 individual workstations.

The production rate of the line is determined by its slowest station. Workstations
whose pace is faster than the slowest must ultimately wait for that bottleneck station.Trans-
fer of work units from one station to the next is 'usually accomplished by a conveyor or
other mechanical transport system, although in some cases the work is simply pushed be-
tween stations by hand.

Production lines are used for either processing or assembly operations. It is unusual
for both types of operation to be accomplished on the same line. Production lines are ei-
ther manually operated or automated. In our classification scheme, the manual lines are des-
ignated type III M. and the automated lines are designated type 1fT A. Manual production
lines usually perfonn assembly operations, and we discuss manual assembly lines in Chap-
ter 17. Automated lines perform either processing or assembly operations, and we discuss
these two system types in Chapters 18 and ]9. There are also hybrid systems (type 1lI H),
in which both manual and automated stations exist in the same line. This case is analyzed
in Section 19.3.4.

13.4 MANUFACTURING PROGRESS FUNCTIONS (LEARNING
CURVES}

A phenomenon manifested in virtually all manufacturing systems is the learning curve,
which was first observed and studied in aircraft assembly in the 1930s [8J. It applies to any
repetitive activity. The learning curve phenomenon occurs when the cycle time required to
perform a given activity decreases as the number of cycles increases. It is easiest to visual-
ize learning in terms of an individual human worker. When a given task is performed re
peatedly by thc worker, it is gradually learned so that the time required to perform it
decreases with each successive work unit. At first, the learning effect is rapid, and the time
per work unit decreases significantly with each consecutive unit. As the worker completes
more and more units, the reduction in task time with each additional unit becomes less
and less. The improvement that results from learning occurs at a diminishing rate.

Although it is easier to envision learning when applied to individual humans, the
same kind of cycle time reduction occurs in the repetitive operations of work teams, large
organizations, and manufacturing systems. In these cases, the phenomenon is called the
manufacturing progress function.

For the case of an automated manufacturing system, one might think that since the
cycle is set by the machine(s), then cycle time reduction is not possible. However, it must
be realized that in all but the simplest of systems, there is invariably a beginning period after
the system is first installed during which "bugs" in the system are being worked out, and
the people responsible for operating the system are learning what makes it work. This is
often called the break-in period or a similar name. Production tends 10 be very low during
this break-in period. But repairs are made, the bugs are fixed, and the system is "tuned;
so that the production rate increases. Learning has taken place. After the break-in period,
if learning and "fine-tuning" arc allowed to proceed in the spirit of continuous improvement
that is encouraged by many organizations, the learning curve will continue
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Figure 13.6 The learning curve phenomenon for a learning rate
of 80%

According to learning curve theory. there is a constant learning rate that applies to a
given task. Different learning rates are associated with different types of tasks. And different
workers have different learning capabilities that affect the learning rate. Whatever the
learning rate, its effect is mosr identifiable every time the number of units doubles. This dou-
bling effect can be seen in our hypothetical plot in Figure 13.6. Assuming a learning rate
of HOo/r, as in our figure, the time to produce the second unit is 800/,·of thaI for the first unit;
the time to produce the fourth unit is 80% of that for the second; and so forth. Every time
the number of units doubles, thc task time per unit has been reduced \0 80% of its previ-
ous value. Between these points, the unit task times gradually decrease, We can calculate
the expected time for the NIh work unit by means of the following equation:

(13.4)

where 1"., = task time for the Nth unit of work; 71 = task time for the first work unit;
,'Ii = the number of the unit produced in the series; and m = an exponent that depends on
the learning rate. The value of m can be determined as follows:

In(LR)
III = ];;(2f (13.5)

where LR - learning rate, expressed as a decimal fraction, such as 0.80. The natural log-
arithrn of 2 ir; the denominator manifests the doubling effect of the learning rate, This caus-
es the curve to plot as a straight line in a log-log graph, as in Figure 13.7. Typical values of
the learning rate for various types of work are compiled in Table 13.5. The following ex"
ample demonstrates the effect of learning in assembly line work.

EXAMPLE 13.3 The Learning Curve

A certain mechanical assembly task required 3.15 min to complete when a
skilled worker did it for the first time. The task will be performed on all as-
sembly line used to produce 1UUUunits of a particular product. The line is cur-
rently operating no a pilot basis, while workers are learning their respective
tasks. The line will run on this basis for 50 units, after which it will go into reg-



394

REFERENCES

Chap. 13 I Introduction to Manufacturing Systems

L"~

0.1 ~

til
•. Figure 13.7 The learning curve plots as a

iriOO N straight line on a log-log graph.

TABLE 13.5 Typicallaarning Rates for Various Typas of Work

Type of Work

Assembly, electrical harness
Assembly, electronic
Assembly, mechanical
Assembly of prototypes
Inspection
Machining
Sheet metal working
Welding

Typical Learning Rate (%)

85
85
84
65
8'9()..9,
90
85

SOU{C~ 16LI8l

ular production. (a) If the leaming rate for tasks of this type is 84% (Table 135),
what will the task time be for the 50th unit and (b) for the lOOOthunit?

Solution: (a) To determine the task lime for any numbered unit, we need to compute the
exponent m from Eq. (13.5),

m "= ~~:;-) = ~.2515

The task time for the SOth unit is found tccnn Eq. (13.4):

T.\o = 3.7S(50rO.2'15 = 3.75(0.3738) 1.402 min
(b) The task time for the lOOOth unit:

TlOoo = 3.75(jOOO)-{\.:!:i)j = O.660min

This example demonstrates the powerful effect of learning curves (manufacturing
progress functions) in manufacturing systems As mentioned, the learning curve phenom-
enon applies to both manual work as well as automated systems, if continuous improvement
is allowed to take place.

[1] AWNSON.R.B, "Operation Plug-and- Play isOn the Way,"Manufl1uuring Engineering, March
1997,pp.l0S'll2.
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learning Curves

13.1 A certain electrical harness assembly job required 35.0min to complete when a skilled work-
er dtdrt the first limc.Thejobwill be performed to produce 100 harness eaIf the learning
rate is,<;5%(Table 13.5).what will the time be (a) for the 10th unit and (b) for the l00th unit?

B.2

13..3 In an aircraft assembly plant. it took 54 min to assemble the 7th control panel. It took 49 min
to assemble the 12th panel, If you developed a learning curve to predict assembly times for
this operation. (a) what would bc the percentage learning and (b) how long would it take to
assernblethe Z'ith pancl?

13.4 One hundred units of a special pump product are scheduled to be made for a middle east-
ern country to move water across the desert. The pumps are being assembled at one work-
stauon by a team of four workers Time records for the first unit were not kept; however, the
second and thu-d un;ts took 15.0 hr and 13.4hr, respectively. to complete. Determine: (a) (hc
percentage learning rate: (b) the most likely time it took to do the fin tunit;and(c)ifthe
learning rate continues. how long il will lake to complete the last unit (IOOlhunit).

13.5 Four units of a welded steel product were assembled by one welder and one fitter in an arc
welding setup. Total time to complete all four units was 100 hr.If the learning rate applica-
ble to the fabrication of products of this type is known to be 85% (Table 13.5).how much time
did each of the four units take?
The learning curve phenomenon is one of the important reasons why an assembly line with
n stations is capable ofoutproducingn single workstations, where each single station does
Iheenlircworkcontentoflhejob.Considertheeaseofaproductwhoselheoreticalwork
contenttime for the first unit is 20 min. The effect of an 84% learning rate ISto be compared
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for two cases: lOsingie station manual cells, each doing the entire asse mblytask.end one per-
fectly balanced 10-81al100 manual assembly line, where each station does 2.0 min ofthe total
work content. For the lOOOthunit produced, determine the rate of production of: (a) the 10
single workstations and (b) the iu-stauon assembly line.

13.7 A worker at a single station manual cell produces seven parts during the first day on a new
job. and the seventh part takes 45 min. The worker produces 10 parts on the second dav,
and the 10th part on the second day lakes 30 min. GIven Ihb information. what is the per-

centage learning rate?

One ailhe great examples or the learning curve phenomenon wa, the improvement in labor
hours per ear at Ford Motor Company during the early years of Model T production. Dur·
ing these years, assembly lines and other manufacturing systems were installed, and a van-
etv of process and methods improvements were made in the assembly of the Model T and

the fabncation of its component parts. The table below presents data 0[\ several years of
production of the Model T as the improvements were being made [Data based on K. Williarr.s
et al.Ref 9]. (a) What is the learning rate demonstrated by these data? (Hint:Tb find Nf(of

each year, use the midpoint of units produced; that is, for year 1Q09, which is assumed to be
the first year of production, N = ]4,00012 = 7,000 and T7000 = 357 hr: for 1910,
N = 14,000 + 21,00012 = 24,500 and T24.500 = 4OOhr',and so on. Plot the data or use re-
gression analysis to determine slope m, (b) Based on your result from part (a), what is your
best guess for the time 10 assemble the very first unit (that is.find Tt)?

Ye., Units Produced Average Labor (hrlunit) Selling Price ($)

1909 14,000 357 850
1910 21,000 400 950
1911 54,000 222 780
1912 83,000 250 690
1913 199,000 216 600
1914 250,000 127 550
1915 369,000 123 440
1916 585,000 134 360
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Single stations constitute the most common manufacturing system in industry. They oper-
ale independently of other workstations in the factory, although their activities are coor-
dinated with the larger production system. Single station manufacturing cells are used for
either processing or assembly operations. They can be designed for single mode! produc-
tion (where all parts or products made by the system are identical), for batch production
(wh.ere different part styles are made in batches), or for mixed-model production (where
different parts are made sequentially; i.e., not in batches). In our classification scheme of
the previous chapter (Section 13.2), we identified the single station category as type I man-
ufacturing systems. There are two forms of type I systems'

I. Singte suuion manned ceu (type I M)
2. Single station automated celt (type I A).

3.7
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These manufacturing systems are discussed in this chapter. We also examine two analysis
issues that must be considered ill the planning of single station systems: (l) how many
workstations are required to satisfy production requirements, and (2) how many machines
can be assigned to one worker in a machine cluster. A machine cluster is a collection of
two or more identical or similar machines that are serviced by one worker

14.1 SINGLE STATiON MANNED CELLS

The single station manned cell, the standard model for which consists of one worker tend-
ing one machine, ISprobably the most widely used production method today. It dominates
job shop production and batch production, and it is not uncommon even in high produc-
tion. There are many reasons for its widespread adoption.

• It requires the shortest amount of lime to implement. The user company can quick-
ly launch production of a new part or product, while it plans and designs a more au-
tomated production method.

• It requires the least capital investment of all manufacturing systems.
• Technologically, it is the easiest system to install and operate.
• For many situations, particularly for low quantities, it results in the lowest cost per

unit produced.
• In general, it is the most flexible manufacturing system with regard to changeovers

from one part or product style to the next.

In the one machine-one worker station (n '" 1, W = 1), the machine is manually op-
erated or semi-automated. In a manually operated station, the operator controls the machine
and loads and unloads the work. A typical processing example is a worker operating a stan-
dard machine tool such as an engine lathe, drill press, or forge hammer. The work cycle re-
quires the attention of the worker either continuously or for most of the cycle (e.g., the
operator might relax temporarily during the cycle when the machine feed is engaged on the
lathe or drill press). An assembly example is a worker assembling components to a one-of-
a-kind printed circuit board in an electronics plant. The task requires the constant atten-
tion of the worker.

The manually operated workstation also includes the case of a worker using hand
tools (e.g., screwdriver and wrench in mechanical assembly) or portable powered tools
(e.g., powered hand-held drill, soldering iron, or arc welding gun). The key factor is that the
worker performs the task at one location (one workstation) in the factory.

In a semi-automated station, the machine is controlled by some fonn of program, such
as a part program that controls a CNC machine tool during a portion of the work cycle, and
the worker's function is simply to load and unload the machine each cycle and periodical-
ly change cutting tools. In this case, the worker's attendance at the station is required every
work cycle, although the worker's attention may not be continuously occupied throughout
the cycle.

There are several variations from the standard model of a one machine-one worker
station, Even though they do not perfectly fit the model, they are nevertheless best classi-
fied as type I M workstations. First. the single station manned cell classification includes the
case where two or more workers are needed full-time to operate the machine or to ac-
complish the task at the workplace (n = 1, W > I). Examples include:
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• two workers required to manipulate heavy forgings in a forge press
• a welder and fitter working in an arc welding setup
• multiple workers combining their efforts to assemble one large piece of machinery

at a single assembly station.

Another variation of the standard case occurs when there is a principal production
machine plus other equipment in the station that supports the principal machine. The other
equipment is clearly subordinate to the main machine; otherwise, this situation should be
classified as a type II or type III manufacturing system. Examples of clearly subordinate
equipment include:

• drying equipment used to dry plastic molding powder prior to molding in a manual-
ly operated injection molding machine

• a grinder used at an injection molding machine to grind the sprues and runners from
plastic moldings for recycling

• trimmingshears used in conjunction with a forge hammertotrim flash from the forgings.

14.2 SINGLE STATION AUTOMATED CELL

The single station automated cell (type I A) consists of a fully automated machine capable
of unattended operation for a time period longer than one machine cycle. A worker is not
required to be at the machine except periodically to load and unload parts or otherwise tend
it. Reasons why this system category is important include the following:

• Labor cost is reduced compared with the single manned station.
• Among automated manufacturing systems, the single station automated cell is the

easiest and least expensive system to implement.
• Production rates are generally higher than for a comparable manned machine.
• It often represents the first step in implementing an integrated multi-station auto-

mated system. The user company can install and debug the single automated ma-
chines imlividually and subsequently integrate them (1) electronically by means of a
supervisory computer system and/or (2) physically by means of an automated mate-
rial handling system. Recall the automation migration strategy from Chapter 1 (Sec-
tion 1.5.3).

The issue of supporting equipment arises in single station automated cells, just as it
does in manned single station cells. In the case of a fully automated injection molding ma-
chine that uses drying equipment for the incoming plastic moldingcompound,the drying
equipment clearly plays a supporting role to the molding machine. Other examples of sup-
porting equipment in automated cells include:

• A robot loading and unloading an automated production machine. The production
machine is the principal machine in the cell, and the robot plays a supporting role.

• Bowl feeders and other parts feeding devices used to deliver components in a single
robot assembly cell. In this case, the assembly robot is the principal production ma-
chine in the cell, and the parts feeders are subordinate.
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Let us consider some of the technological features of this type I A manufacturing system,
beginning with the enablers that make it possible.

14.2.1 Enablers for Unattended Cell Operation

A key feature of a single station automated cell is its ability to operate una~tended for ex-
tended periods of lime. The enablers required for unattended operation m single and batch
model production must be distinguished from those required for mixed model production.

Enablers for Unattended Single Model and Batch Model Production. The
technical attributes required for unattended operation of a single model or batch model cell
arc the following:

• Programmed cycle that allows the machine to perform every step of the processing
or assembly cycle automatically.

• Parts storage subsystem and a supply of parts that permit continuous operation be-
yond one machine cycle. The storage system must be capable of holding both raw
workparts and completed work units. This sometimes means that two storage units
are required, one for the starting workparts and the second for the completed parts .

•.Automatic transfer of work parts between the storage system and the machine (auto-
matic unloading of finished parts from the machine and loading of raw workparts to
the machine); this transfer is a step in the regular work cycle. The pans storage sub-
system and automatic transfer of parts are discussed in more detail in Section 14.2.2.

• Periodic attention of a worker who resupplies raw workparts, takes away finished
parts, changes tools as they wear out (depending on the process), and performs other
machine tending functions that are necessary for the particular processing or 3S1>em-
bly operation.

• Built-in safeguards that protect the system against operating under conditions that
may be (1) unsafe or destructive to itself or (2) destructive to the work units being
processed or assembled. Some of these safeguards may simply be in the form of very
high process and equipment reliability. In other cases. the cell must be furnished with
the capability for error detection and recovery (Section 3.2.3).

Enablers for Mixed Model Production. The preceding list of enablers applies to
single model and batch model production. In cases when the system is designed to process
or assemble a variety of part or product styles in sequence [i.e., a flexible manufacturing
workstation), then the following enablers must be provided in addition to the preceding:

• Work identification subsystem that can distinguish the different raw work units en-
tering the station, so that the correct processing sequence can be used for thai part
or product style. This may take the form of sensors that can recognize the features
of the work unit. Or the identification subsystem may consist of automatic identifi-
cation methods such as bar codes (Chapter 12). In some cases, identical starting work
units are subjected to different processing operations according to a specified pro-
duction schedule. If the starting units are identical, a workpart identification subsys-
tem is unnecessary.

• Program downloading capability to transfer the machine cycle program correspond-
ing to the identified part or product style. This assumes that programs have been pre-
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pared in advance for all part styles and that these programs are stored in the ma-
chine control unit or that the control unit has access to them.

• Quick setup changeover copobituv so that the necessary workholding devices and
other tools for each part are available on demand.

lhe same enablers that we have described here are required for the unattended operation
of workstations in multi-station flexible manufacturing systems discussed in later chapters.

14.2.2 Parts Storage Subsystem and Automatic Parts Transfer

The parts storage subsystem and automatic transfer of parts between the storage subsys-
tcm and the processing station are necessary conditions for a single station automated cell,
that is, a cell that operates unattended for extended periods of time. The storage subsys-
tem has a designed parts storage capacity np.Accordingly, the cell can theoretically oper-
ate unattended for a length oftime given by:

(14.1)

where UT = unattended time of operation of the manufacturing cell (min), np = parts
storage capacity of the storage subsystem (pc),and To = cycle time of the automated work-
station (min/pc). This assumes that one work unit is processed each cycle. In reality, the un-
attended time of operation will be somewhat less than this amount (by one or more cycle
times), because the worker needs time to unload all of the finished pieces and load start-
ing work units into the storage subsystem.

Capacities of parts storage subsystems range from one part to hundreds.As Eq. (14.1)
indicates, the time of unattended operation increases directly with storage capacity, so there
is an advantage in designing the storage subsystem with sufficient capacity to satisfy the
plant's operational objectives.Typical objectives include the following, expressed in terms
of the time periods of unattended operation:

• A fixed time interval that allows a worker to tend multiple machines
• The time between scheduled tool changes, so that tools and parts can be changed

during the same machine downtime
• One complete shift
• Overnight operation, sometimes referred to as lights our operation. The objective is

to keep the machines running with no workers in the plant during the middle and/or
night shifts.

Storage Capacity of One Part. The minimum storage capacity of a parts storage
subsystem is one workpart. This case is represented by an automatic parts transfer mech-
anism operating with manual loading/unloading rather than with a parts storage subsystem.
An example of this arrangement in machining is a two-position automatic pallet changer
(APC), used as the parts input/output interface for a CNC machining center. The APC is
used to exchange pallet fixtures between the machine tool worktable and the load/unload
position. The work pans are clamped and located on the pallet fixtures, so that by accu-
rately positioning the pallet fixture in front of the spindle, the part itself is accurately lo-
cated. Figure 14.1 shows an APC setup for the manual unloading and loading of parts.
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Figure 14.1 Automatic pallet changer integrated with a CNC ma-
chining center, set up for manual unloading and loading of work-
parts. At the completion of the machining cycle, the pallet currently
at the spindle is moved onto the automatic pallet changer (APC),
and the APe table is rotated 180" to move the other pallet into po-
sition for transfer to the machine tool worktable.

When the storage capacity is only one part, this usually means that the worker must
be in attendance at the machine full-time, which makes this a type I M manufacturing sys-
tem rather than a type I A. While the machine is processing one workpart, the worker is
unloading the piece just finished and loading the next workpart to be processed. This is an
improvement over no storage capacity, in which case the processing machine is not being
utilized during unloading and loading. If Tm '" machine processing time and T. = worker
service time (to perform unloading and loading or other tending duties), then the overall
cycle time of the single station with no storage is

(14.2)

By contrast, the overall cycle time for a single station with one part storage capacity, such
as the case in Figure 14.1,is

(14.3)

where T, '" the repositioning time to move the completed part away from the processing
head and move the raw workpart into position in front of the workhead. In most instances,
the worker service time is less than the machine processing time, and machine utilization
is high. If T, > Tm, the machine experiences forced idle time during each work cycle.and
this is undesirable.

Storage Capacities Greater Than One. Larger storage capacities allow unat-
tended operation, as long as loading and unloading of all parts can be accomplished in less
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Figure 14.2 Alternative designs of parts storage subsystems that
might be used with CNC machining centers: (a) automatic pallet
changer with pallet holders arranged radially, parts storage capaci-
ty = 5; Ib ) in-line shuttle cart system with pallet holders along its
length, parts storage capacity = 16; (c) pallets held on indexing table,
parts storage capacity = 6: and (d) parts storage carousel.parts stor-
age capacity = 12. Key: Me = machining center.

time than the machine processing time. Figure 14.2 shows several possible designs of parts
storage subsystems for CNC machining centers. The parts storage unit is interfaced with
an automatic pallet changer. shuttle cart, or other mechanism thai is interfaced directly
with the machine tool. Comparable arrangements are available for turning centers, in which
an industrial robot is commonly used to perform loading and unloading between the ma-
chine tool and the parts storage subsystem. Pallet fixtures are not employed; instead, the
robot uses a specially designed dual gripper (Section 7.3.1) to handle the raw parts and
finished parts during the unloading/loading portion of the work cycle.

In processes other than machining, a variety of techniques are used to achieve parts
storage. In many cases, the starting material is not a discrete workpart. The following ex-
amples illustrate some of the methods

• Sheer metal stamping. In sheet metal pressworking, automated operation of the press
is accomplished using a starting sheet metal coil, whose length is enough for hun-
dreds or even thousands of stampings. The stampings either remain attached to the
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remainder of the coil or are collected in a container. Periodic attention is required by
a worker to change the starting coil and to remove the completed stampings.

• Plastic injection molding. The starting molding compound is in the form of small pel-
lets. which are loaded into a hopper above the heating barrel of the molding machine.
The hopper contains enough material for dozens or hundreds of molded parts. Prior
to loading into the hopper, the molding compound is often subjected to a drying
process to remove moisture and this represents another material storage unit. The
molded parts drop by gravity after each molding cycle and are stored temporarily in
a container beneath the mold.A worker must periodically attend the machine to load
molding compound into the dryer or the hopper (if no dryer is used) and to collect
the molded parts.

• Plastic extrusion, Plastic extrusion operations are similar to injection molding except
that the product is continuous rather than discrete. The starting material and the
methods for loading into the extrusion machine are basically the same as for injec-
tion molding. The product, if pliable, can be collected in a coil. If rigid, it is usually cut
to standard lengths. Either method can be automated to allow unattended operation
of the extrusion machine

In single station automated assembly systems, P:lrts storage must he provided for
each component as well as for the assembled work unit. A variety of parts storage and
delivery system, are used in practice. We discuss these systems in Chapter 19 on auto-
mated assembly.

14.3 APPUCATIONS OF SINGLE STATION CEliS

Single station cells are abundant. Most industrial production operations are based on the
use of single station manned and automated cells. Let us distinguish the applications be-
tween manned and automated single stations.

14.3.1 Applications of Single Station Manned Cells

Our examples in Section 14.1 illustrate the variety of possible manually operated and semi-
automatic workcells (type I M manufacturing systems). Let us expand the list here:

• A CNC machining center. The machine executes a part program for each part. The
parts are identical.A worker is required to be at the machine at the end of each pro-
gram execution to unload the part just completed and load a raw workpart onto the
machine table.

• A CNC turning center. The machine executes a part program for each part. The parts
are identical. A worker is required to unload finished parts and place them in a tote
pan and then load raw parts from another tote pan. This is similar to the preceding
machining center, but a different machining process is performed.

• Same as the preceding except the parts are not identical. In this case, the machine op-
erator must call the appropriate part program and load it into the CNC control unit
for each consecutive workpart

• A duster of two CNC turning centers, each producing the same part but operating in-
dependently from its own machine control unit.A single worker attends to the load-
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ing and unloading of both machines. The parI programs are long enough relative to
the load/unload portion of the work cycle that this can be accomplished without
forced machine idle time.

• A plastic injection molding machine on semi .automatic cycle, with a worker present
to remove the molding, sprue, and runner system when the mold opens each mold-
ing cycle. Parts are placed in a box hy the worker. A nother worker must periodical.
ly exchange the tote box and resupply molding compound to the machine.

• A worker at an electronics assembly workstation placing components onto printed
circuit boards in a batch operation. The worker must periodically delay production
and replace the supply of components that are stored in tote bins at the station. Start-
ing and finished boards are stored in magazines that must be periodically replaced by
another worker.

• A worker at an assembly workstation performing mechanical assembly of a sim-
ple product (or subassembly of a product) from components located in tote bins
at the station

• A stamping press that punches and forms sheet metal parts from flat blanks in a stack
ncar the press. A worker is required to load the blank into the press.actuate the press,
and then remove the stamping each cycle. Completed stampings are stored in four-
wheel trucks that have been especially designed for the part.

14.3.2 Applications of Single Station Automated Cells

Following are examples of single station automated cells. We have taken each of the pre-
ceding examples of type I M cells and converted them to a type I A cell.

• A CNC machining center with parts carousel and automatic pallet changer,as in the
layout of Figure 14.2(d). The parts are identical, and the machining cycle is controlled
by a part program. Each part is held on a pallet fixture. The machine cuts the parts
one-by-one. when all of the parts in the carousel have been machined, a worker re-
moves the finished pieces from the carousel and loads starting workparts. Loading and
unloading of the carousel can be performed while the machine is operating.

• A CNC turning center with parts storage tray and rcbot. The robot i.~equipped with
a dual gripper to unload the completed piece and load a starting workpart from the
parts storage tray each cycle. The parts storage tray can hold a certain quantity of
parts. In effect. this is the same case as the CNC machining center, just a different
machining process.

• Same as the preceding except the parts are not identical. In this case, the appropri-
ate part program is automatically downloaded to the CNC control unit for each con-
secutive workpart, based on either a given production schedule or an automatic part
recognition system that identifies the raw part.

• A cluster of ten CNC turning centers, each producing a different part. Each work-
station has its own parts carousel and robotic arm for loading and unloading between
the machine and the carousel. A single worker must attend all ten machines by peri-
odically unloading and loading the storage carousels. The time required to service a
carousel is short relative to the time each machine can run unattended, so all ten ma-
chines can be serviced with no machine idle time.

• A plastic injection molding machine on automatic cycle, with mechanical ann to en-
sure removal of the molding, sprue, and runner system each molding cycle. Parts are
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l'unohpress.

Figure 14.3 Stamping press on automatic cycle producing stamp-
ings from a sheet metal coil.

collected in a tote box beneath the mold. A worker must periodically exchange the
tote box and resupply molding compound to the machine.

• An automated insertion machine assembling electronic components onto printed cir-
cuit boards in a batch operation. Starling boards and finished boards are stored in
magazines for periodic replacement by a human worker. The worker must also peri-
odically replace the supply of components, which are stored in long magazines.

• A robotic assembly cell consisting of one robot that assembles 8 simple product (or
subassembly of a product) from components presented by several parts delivery sys-
tems(e.g.,bowlfeeders).

• A stamping press that punches and forms small sheet metal parts from a long coil, as
depicted in Figure 14.3. The press operates et a rate of 180 cycles/min, and 9000 parts
can be stamped from each coil. The stampings are collected in a tote box on the out-
put side of the press. When the coil runs oUI, it must be replaced with a new coil, and
the tote box is replaced at the same lime.

14.3.3 CNC Machining and Turning Centers

Several of our application examples of single station manufacturing cells consisted of CNC
machining centers and turning centers. Let us discuss this important class of machine tool,
which was identified in Section 6.4.1. The machining center, developed in the late 1950s
before the advent of computer numerical control (eNC), is a machine tool capable of per"
fanning multiple machining operations on a workpart in one setup under NC program
control. Today's machining centers lire CNC. Typical cutting operations performed on a
machining center are those that use II rotating cutting tool, such as milling. drilling, ream-
ing, and tapping.

Machining centers are classified as vertical, horizontal, or universal. The designation
refers to the orientation of the machine spindle. A vertical machining center has its spin-
dle on a vertical axis relative to the worktable, and a horizontal machining center has its
spindle on a horizontal axis. This distinction generally results in a difference in the type of
work that is performed on the machine. A vertical machining center is typically used for
flat work that requires tool access from the top. A horizontal machining center is used for
cube-shaped parts where tool access can best be achieved on the sides of the cube. Universal

Trim d;c and
Sl'rapchopp<r

Purls
c"nlHiner

Pun"h

Slick

Coilstuck

Stock:
straighten'"

COils!ock:

R~C'Die RoUfeed



Sec, 14.3 I Applications of Single Station Cells ..,
machining centers have workheads that swivel their spindle axes to any angle between
horizontal and vertical, thus making this a very flexible machine tool.

Numerical control machining centers are usually designed with features to reduce
nonproductive time. These features include the following:

• Automatic tool-changing, A variety of machining operations means that a variety of
cutting tools is required. The tools are contained in a tool storage unit that is integrated
with the machine tool. When a cutter needs to be changed, the tool drum rotates to
the proper position, and an automatic tool changer (ATC), operating under part pIO-
gram control, exchanges the tool in the spindle for the tool in the tool storage unit.
Capacities of the tool storage unit commonly range from 16 to 80 cutting tools.

• Automatic workpon positioning. Many horizontal and universal machining centers
have the capability to orient the workpart relative to the spindle. This is accomplished
by means of a rotary table on which the workpart is fixtured. The table can be ori-
ented at any angle about a vertical axis to permit the cutting 1001 to access almost the
entire surface of the part in a single setup.

• Automatic pallet changer. Machining centers are often equipped with two (ormore) sep-
arate pallets that can be presented to the cutting tool using an automatic pallet chang-
er (Section 14.2.2). While machining is being performed with one pallet in position at
the machine, the other pallet is in a safe location away from the spindle. In this safe lo-
cation. the operator can unload the finished part from the prior cycle and then fixture
the raw workpart for the next cycle while the current workpiece is being machined.

A numerically controlled horizontal machining center, with many of the features de-
scribed above, is shown in Figure 14.1.

The success of NC machining centers motivated the development uf NC turning oen-
ters, A modem NC turning center, Figure 14.4, is capable of performing various turning

1\ItTelrortlll'ninBloo!s

Figure 14.4 Front view of a CNC turning center showing two tool
turrets. one for single point tuming tools and the other for drills and
similar tools. Turrets can be positioned under NC control to cut the
workpiece.
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and related operations, contour turning, and automatic tool indexing, all under computer
control In addition, the most sophisticated turning centers can accomplish: (1) workpart
gaging: checking key dimensions after machining, (2) tool monitoring: sensing when the
tools are worn, (3) automatic tool changing when tools become worn, and (4) automatic
workpart changing at the completion of the work cycle

Another development in NC machine tool technology is the mill-turn center. This
machine has the general configuration of a turning center. However, it also has the capa-
bility to position a cylindrical workpart at a specified angle so that a rotating cutting tool
such as a milling cutter can machine features into the outside surface of the part, as illus-
trated in Figure 14.5. The mill-turn center has the traditional x- and z-axes of an NC lathe.
In addition, orientation of the work provides II third axis, while manipulation of the rota-
tional tool with respect to the work provides two more axes. A conventional NC turning
center docs not have the capability to stop the rotation of the workpart al a defined angular
position, and it does not possess rotating tool spindles.

CNC machining centers, turning centers, and mill-turn centers can be operated ei-
th.er as type I M or type I A manufacturing systems. Whether a center operates with a work-
er in continuous attendance or as an automated single station depends on the existence of
an integrated parts storage subsystem with automatic transfer of work parts between the rna-
chine tool and the storage unit. These machine tools can also be used in flexible machine
cells (type II M and type II A manufacturing systems, Chapters 15 and 16)

'b,
ligure 14.5 Operation of a mill-tum center: (a) example part with
turned, milled, and drilled surfaces; and (b) sequence of cutting op-
erations: (1) turn smaller diameter; (2) mill flat with part in pro-
grammed angular position, four positions for square cross-section;
(3) drill hole with part in programmed angular position, and (4) cut-
off of the machined piece.
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14.4 ANALYSIS OF SINGLE STATION SYSTEMS

Two analysis issues related to single station manufacturing systems are the determination
of: (1) the number of single stations required to satisfy specified production requirements
and (2) the number of machines to assign to a worker in a machine cluster

14.4.1 Number of Workstations Required

Any manufacturing system must be designed to produce a specified quantity of parts or
products at a specified production rate. In the case of single station manufacturing sys-
tems, this may mean that more than one single station cell is required to achieve the spec-
ifications. The problem we address here is to determine the number of workstations
required to achieve a given production rate or produce a given quantity of work units. The
basic approach is: (1) determine the total workload that must be accomplished in a certain
period (hour, week, month,year), where workload is defined as the total hours required to
complete a given amount of work or to produce a given number of work units scheduled
during the period: and (2) then divide the workload by the hours available on one work-
station in the same period.

Workload is figured as the quantity of work units to be produced during the period
of interest multiplied by the time (hours) required for each work unit. The time required
for each work unit is the cycle time on the machine, in most cases, so that workload is given
by the following:

(J4.4)

where WL == workload scheduled for a given period (hr of work/hr or hr of work,lwk),
Q = quantity to be produced during the period (pc/hror pc/wk,etc.),and T, = cycle time
required per piece (hr fpc). If the workload includes multiple part or product styles that can
all be produced on the same type of workstation, then the following summation can be used:

(J4.5)

where QJ = qWlntity of part or product style j produced during the period (pc), TCj = cycle
time of part or product style j (hr/pc), and the summation includes all of the parts or prod-
ucts to be made during the period. In step (2) the workload is divided by hours available
on one station; that is,

WL
n = AT (14.6)

where n == number of workstations, and AT = available time on one station in the period
(hr/period). Let us illustrate the use of these equations with a simple example and then
consider some of the complications.

EXAMPLE 14.1 Determining the Number ofWorksllltions

A total of 800 shafts must be produced in the lathe section of the machine shop
during a particular week. Each shaft is identical and requires a machine cycle
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time T, = 11.5 min. All of the lathes in the depar~~nt are eq~valent in terms
of their capability to produce the shaft in the specified cycle ume, How many
lathes must be devoted to shaft production during the given week, if there are
40 he of available time on each lathe?

Solution: The workload consists of 800 shafts at 11.5 min/shaft.

WL = 800(11.5 min) = 9200 min = 153.33 hr

Time available per lathe during the week AT = 40 hr.

n = 15~33 = 3.83 lathes

This calculated value would probably be rounded up 10 four lathes that are as-
signed to the production of shafts during the given week.

There are several factors present in most reallife manufacturing systems thai complicate
the computation of the number of workstations. These factors include:

• Setup lime in batch production. During setup, the workstation is not producing.
• Availability. This is a reliability factor that reduces the available production time.
• Utilization. Workstations may not be fully utilized due to scheduling problems, lack

of work for a given machine type, workload imbalance among workstations, and
other reasons.

• Worker efficiency. This occurs when the work is highly manual, and the worker per-
forms either above- or below-standard performance for the given task.

• Defect rate. The output of the manufacturing system may not be 100% good quality.
Defective units are produced at a certain fraction defect rate. This must be account-
ed for by increasing the total number of units processed.

These factors affect how many workstations or workers are required to accomplish a given
workload. They influence either the workload or the amount of time available at the work-
station during the period of interest. In addition, the workload may also be affected by the
learning curve phenomenon, as discussed in Section 13.4.

Setup time in batch production occurs between batches because the tooling and fix-
turing must be changed over from the current part style to the next part style, and the
equipment controller must be reprogrammed. Time is lost when no parts are produced
(except perhaps trial parts to check out the new setup and program). Yet it consumes avail-
able time at a workstation. The following two examples illustrate two possible ways of
dealing with the issue, depending on the information given.

EXAMPLE 14.2 Including Setup TIme in Workstation Calculations: Case 1

In previous Example 14.1, suppose that a setup will be required for each lathe
that is used to satisfy the production requirements. The lathe setup for this type
of part takes 3.5 hr. Huw many lathes are required during the week?

Solution: In this problem formulation. the number of hours available on any lathe used for
the shaft order is reduced by the setup time. Hence AT = 40 - 3.5 = 36.5 hr.
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The work load to actually produce the parts remains the same 153.33 hr. Hence,

11 = 153.33 = 4.20 lathes
36.5

This would round up to five lathes that must bc devoted to the shaft job. That's
a shame. became th", lathes wi]] not be fully utilized. With five lathes, utilize
tion will be

U == 4;0 == 0.840 (84.0%)

Given this unfortunate result, it nught be preferable to offer overtime to the
workers on four 01 the lathes, How much overtime above the regular 40 hr will
be required?

01' = (3.5 + 15:.33) - 40 = (3.5 + 38.33) - 40 = 1.lB nr

This is a total of 4(1.83 hr) = 7.33 hr for the four machine operators.

EXAMPLE 14.3 Including Setup Time in Workstation Calculations: Case 2

This is another variation of Example 14.1. A total of 800 shafts must be produced
in the lathe section of the machine shop during a particular week. The shafts are
of 20 different types, each type being produced in its own batch, Average batch
size is40 parts. Each batch requires a setup and the average setup time is 3.5 hr.
The average machine cycle time to produce a shaft T, = 11.5 min. How many
lathes are required during the week?

Solution: In this case we know how many setups are required during the week, because
we know how many batches will be produced: 20. We can determine the work-
load for the 20 setups and the workload for 20 production batches.

WL == 20(3.5) + 20(40)(11.5/60) = 70 + 15133 = 223.33 hr

Given that each lathe is available 40 hr/wk (since setup is included in the work-
load calculation},

- 5.58 lathes

Again.rounding up, the shop would have to dedicate six lathes to the shaft work.

Availability and utilization (Section 2.4.3) tend to reduce the available time on the
workstation. The available time becomes the actual clock time in the period multiplied by
availability and utilization. In equation form.

AT = TAU (14.7)

where AT == available time {hr ). T = actual clock time during the period (hr),A = avail-
ability: and U = utilization. A and U are expressed as decimal fractions.
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Worker efficiency is defined as the number of work units actually completed by the
worker in a given time period divided by the number of units that would be produced at
standard performance. If standard performance is 40 pieces per 8-hr shift, and the worker
actually produces 48 pieces during the shift, then the worker's efficiency is 48/40 = 1.20 or
[20%. An efficiency greater than 1.00 reduces the workload, while an efficiency less than
1.00 increases the workload. Worker efficiency is a factor in manned systems but can be ne.
glected in automated systems.

Defect rate is the fraction of parts produced that are defective. We discuss the issue
of fraction defect rate in more detail later (Sectiun 22.5). A defect rate greater than zero
increases the quantity of work units that musl be processed in order to yield the desired
quantity. If a process is known to produce parts at a certain average scrap rate, then the
starting batch size is increased by a scrap allowance 10 compensate for the defective parts
that will be made. The relationship between the starting quantity and the quantity pro-
duced is the following:

Q ~ Qo(l - q) (14.8)

where Q = quantity of good units made in the process, Qo = original or starting quanti-
ty, and q = fraction defect rate. Thus, if we want to produce Q good units, we must process
a cotal of Q" starting units, which is

(14.9)

The combined effect of worker efficiency and fraction defect rate is given in the Iol.
lowing equation, which amends the workload formula, Eq. (14.4):

(14.10)

where E••, = worker efficiency, expressed as a fraction, and q = fraction defect rate

EXAMPLE 14.4 Including Availability, Utilization, Efficiency, and Defect Rate
in Ihe Calculations

Suppose in Example 14.3 that the anticipated availability of the lathes is 95%,
and the expected utilization for calculation purposes is 100%, The expected
worker efficiency during production = 110% and during setup = 1000/(. The
fraction defect rate for lathe work of this type is 3%. Other data from Example
14.1 are applicable. How many lathes are required during the week, given this
additional information?

Solution: When there is a separation of tasks between two or more types of work (in this
problem,setup and run are two separate types of work], we must be careful to
use the various factors only where they are applicable. For example, fraction
defect rate does not apply to the setup time. Availability is also assumed not to
apply to setup. (How can the machine break down if it's not running?) We see
that tf.1eworker efficiencies differ between setup and run. Accordingly, it is ap-
propnate to compute the number of equivalent workstations for setup sepa-
rately from the number for running production.
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For setup, the workload is simply the time spent performing the 20 setups.
adjusted by the worker efficiency (in this case, worker efficiency is 1.0):

WL = = 70,Ohr

The available hours during the week are

AT = 4U(1.0)(1,0) = 40

Thus, the number of lathes required just for setup IS determined as follows

n[setup ) = ~ = L751athes

The total workload for the 2U production runs is, from E'1. (14.10)

WL= :~~~~~;1~5t.:~- 143.7hr

The available time is affected by the 95~{,availability:

AT = 40(0.95) = 38 hr/maehine

n(run) == 1~~.7 = 3.78

Total machines required = 1.75 + 3.78 == 5.53 lathes
This should be rounded up to six lathes, unless the remaining time on the

sixth lathe can be used for other production.
Note that the rounding up should occur after adding the machine frac-

tions; otherwise, we risk overestimating machine requirernenrs (not in this
problem, however).

14.4.2 Machine Clusters

When the machine in a single workstation does not require the continuous attention of a
worker during its semi-automatic machine cycle. an opportunity exists to assign more than
one machine to the worker. The workstation is still classified as type r M because opera-
tor attention is required every work cycle. However, the manning level of the workstation
i~ reduced from M = I to M = *- where n = # machines assigned to the worker. This
kind of machine organization has sometimes been referred to as a "machine cell": howev-
er. we <Iremore comfortable with the term machine cluster. A machine cluster is defined
here as a collection of two or more machines producing parts or products with identical
cycle times and is serviced (usually loaded and unloaded] by one worker. By contrast, e mn-
chine cell consists of one or more machines organized to produce a family of parts or prod-
ucts. Machine clusters are classified as type Isystems, whereas machine cells are classified
as type II.We discuss machine cells in Chapters 15 and Ifi,

Several conditions must be satisfied to organize a collection of machines into a ma-
chine cluster: (1) the scrni-autornatic machine cycle is long relative to the service par/ion
of the cycle that requires the worker's attention: (2) the semi-automatic machine cycle lime
is the same for all machines: (3) the machines that the worker would service are located in
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close enough proximity to allow time to walk between them; and (4) the work rules of the
plant permit a worker to service more than one machine.

Consider a collection of single workstations, all producing the same parts and oper-
ating on the same semi-automatic machine cycle time. Each machine operates for a certain
portion of the total cycle under its own control Tm (machine cycle), and then it requires ser-
vicing hy the worker; which takes time T,. Thus, assuming the worker is always available
when servicing is needed, so that the machine is never idle, the total cycle time of a machine
is To = .T,« + T,. If more than one machine is assigned to the worker, a certain amount of
time will be last because of walking from one machine to tbe next, referred to here as the
repositioning time T" The time required for the operator to service one machine is there-
fore T, + Tr. and the time to service n machines is n(T, + r.). For the system to be per-
fectly balanced in terms of worker time and machine cycle time,

n(Ts + T,) = T", + r,

We can determine from this the number of machines that should be assigned to one work-
er by solving for n:

n ~ Tm + Ts

r, + T,
(14.11)

where n = number of machines, Tm = machine semi-automatic cycle time (min),
T, = worker service time per machine (min), and T, = worker repositioning time between
machines (min).

It is likely that the calculated value of 'I will not be an integer, which means that the
worker time in the cycle, that is, n(T, + T,),cannot be perfectly balanced with the cycle
time T, of the machines. However, the actual number of machines in the manufacturing sys-
tem must be an integer, so either the worker or the machines will experience some idle
time. The number of machines will either be the integer that is greater than n from Eq.
(14.11) or it will be the integer that is less than n, Let us identify these two integers as 'II

and n2_ We can determine which of the alternatives is preferable by introducing cost fac-
tors into the analysis. Let CL = the labor cost rate and Cm = machine cost rate (certain
overheads may be applicable to these rates, see Section 2.5.3). The decision will be based
on the cost per work unit produced by the system.

Case 1: If we use nl = maximum integer s:: 'I, then the worker will have idle time, and the
cycle time of the machine cluster will be the cycle time of the machines
Te"" Tm + T,. Assuming one work unit is produced by each machine during a
cycle, we have the following cost:

(14.12)

where Cpc(nd = cost per work unit ($/pc), CL = labor cost rate ($/min), Cm = cost rate
per machine ($/min), and (Tm + T,) is expressed in minutes.

Case 2: If we use n2 = minimum integer> fl. then the machines will ha ve idle time, and
the cycle time of the machine cluster will be the time it takes for the worker to
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service the n: machines, which is n,( T, + T,). The corresponding cost per piece
is given by

(14.13)

The selection of fl, or n2 is based on whichever case results in the lower value of cost
per work unit

In the absence of cost data needed 10 make these calculations. the author's view is that
it is generally preferable to assign machines to a worker such that the worker has some idle
time and the machines are utilized 1009{..The reason for this is that the total hourly cost
rate of n production machines is usually greater than the labor rate of one worker. There-
fore, machine idle time costs more than worker idle time. The corresponding number of ma-
chines to assign the worker IS therefore given by:

. Tm + T,
nl = maximum Integer ~ T, + T, (14.14)

EXAMPLE 14.5 How Many Machines for One Worker?

A machine shop contains muny CNC lathes that operate on a semi-automatic
machining cycle under part program control. A significant number of these ma-
chines produce the same part, whose machining cycle time = 2.75 min. One
worker is required to perform unloading and loading of parts at the end of each
machining cycle. This takes 25 sec. Determine how many machines one work-
er can service if it takes an average of 20 sec to walk between the machines and
no machine idle time is allowed.

Solution: Given that Tm = 2.75 min, Ts = 25 sec == 0.4167 min, and
T, = 20 sec = 0.3333 min, Eq. (14.14) can be used to obtain nj:

(
2.75 + 0.4167 3.1667 )

n, == maximum integer es 0.4167 + 0.3333 - -----o:iS == 4.22 = 4 machines

Each worker can be assigned four machines. With a machine cycle
Fe = 3.1667 min, the worker will spend 4(0.4167) = 1.667 min servicing the
machines,4(OJ333) == 1.333 min walking between machines, and the worker's
idle time during the cycle will be D,lo? min (10 sec).

Note the regularity that exists in the worker's schedule in this example. If we imag-
ine the four machines to be laid out on the four comers of a square, the worker services each.
machine and then proceeds clockwise to the machine in the next comer. For each cyde,ser-
vicing and walking take 3.0 min, with a slack time of 10 sec left over.

If this kind of regularity characterizes the operations of a cluster of single station au-
tomated cells (or, for that matter. a cluster of multiple station automated systems), then the
same kind of analysis can be applied to determine the number of cells (or systems) to as-
sign to one worker. If, on the other hand, servicing is required at random and unpredictable
intervals by each cell, then there will be periods when several cells require servicing si-
rnuttaneoustyovertoadtng the capabilities of the human worker; whereas in other periods,
the worker will have no cells to service. Queueing analysis is appropriate in this case of ran-
dom service requirements.
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Unattended Operation

14.1 A CNC machining center has a programmed cycle time = 25.0 min for a certain part. The
time to unload the finished part and load a starting work unit e 5.0 min. (a) If loading and
unloading are done directly onto the machine tool table and no automatic storage capacity
exists at the machine, what are thc total cycle time and hourly production rate? (b) If the ma-
chine tool ha~ an automatic pallet changer so that unloading and loading can be accom-
plished while the machine is cutting another part, what are the rota1cycle time and hourly
production rate'! (c) If the machine tool has an automatic pallet changer that interfaces with
a parts storage unit whose capacity is 12 parts, and the repositioning time = 30 sec, what
are the total cycle time and hourly production rate? Also, how long does it take to perform
the loading and unloading of paris hy the human worker, and what is the timc the machine
can operate unattended between parts changes?

Determining Workstation Requirements

14.2 An emergency situation has occurred in the milling department because the ship carrying a
certain quantity of a required part from an overseas supplier sank on Friday evening.A cer-
tain number of machines in the department must therefore be dedicated to the production
of this part during the next week. A total of lOOO of these parts must be produced, and the
production cycle time per part e t6.0 min. Each milling machine used for this emergency
production job must first he set up, which takes 5.0 hr. A scrap rate of 2% can he expected.
(a) If the production week consists of 10 shifts at 8.0 hr/sbift.how many machine" will he
required? (b) It so happens that only two milling machines can be spared [or this emergency
job,due to other priority jobs in the department.To cope with the emergency situation, plant
management has authorized a three-shift operation for 6 days next week. Can the 1000re-
placement parts be completed within these constraints?

14.3 A machine shop has dedicated one CNC machining center to the production of two parts
(A and B) used in the final assembly of the company's main product. The machining center
is equipped with an automatic pallet changer and a parts carousel that holds ten parts. One
thousand units of the product are produced per year, and one of each part is used in the
product. Part A has a machining cycle time of SO min. Part B has a machining cycle time of
80 min. These cycle times include the operation of the automatic pallet changer. No other
changeover time is lost between parts. The anticipated scrap rate is zero. The machining
cellt"r b 95% reliable. The machine shop operates 250 day Iyr. How many hours.on average,
must the CNC machining center be operational each day to supply parts for the product?
Future production requirements in a machine shop call for several automatic bar machines
to be acquired to produce three new parts (A, B,and C) that have been added to the shop's
product line. Annual quantities and cycle times for the three parts are given in the table
below. The machine shop operates one 8-hr shift for 250 day/yr. The machines are expect-

14.4
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Pan Annual Demand Machining Cycle 77me (min)

25,000
40,000
50,000

5.0
7.0

10.0

14.5 A single product plant will operate 250 day/yr using a single g.hr shift caoh daySales re-
quirements arc 100.000 units/yr. The product consist, of two major components: A and B
(one of each component gocs into each product). The operations required to produce each
component are given III the table below as are the associated standa rd time and scrap rates,
Equipment utilization IS expected to he 90% during each g.hr shift. Determine how many ma-
chine, are required of each type. assuming that a product layout willbe used.Therefore.no
machme will he shared between operations, thus eliminating the need for letup changes.

Cornoonent
Production

Time (min/pc) Scrap RlJlt: (%)Operation Mechine

A
A
B
B
B

lathe
Milling machine
lathe
Miliingmachlne
Drill

7.0
10-0
5.0

13.0
4.0

14.6 A certain type of machine will be used to produce three products: A, B, and C. Sales fore-
casts for these productsare:52,000.65,CXXJ.and70,()')(Junits yr.respectlve IyProductlon rates
for the three products are. respectively, 12, 15,and 10 pc hr; and scrap rates arc, respective-
Iy,5%, 7%, and 9%.The plant will operate 50 wk/yr, 10 shifts/wk. and 8 hr/shift. ft is antic-
ipated that production machines of this type will be down for repairs on average 10% of the
time. How many machines will be required to meet the demand'!

14.7 A plastic injection molding plant will be built to produce 6 million molded parts per year
The plant will run three 8-hr shifts per day, 5 day/wk. 50 wk/yr. For planning purposes. the
average order size = 5000 moldings, average changeover time between orders = 6 hr, and
average molding cycle time per part = 30 sec, Assume scrap rate = 2%, and average up-
time proportion (reliability) per molding machine = m" which applies to both run time and
changeover time. How many molding machines are required in the new plant?

14.8 A stamping plant must be designed to supply an automotive engine plant with sheet metal
stampings. The plant will operate one 8-hr shift for 250day/yr and must produce 15,000,000
good quality starnpings annuallyBatch size = 10,UOO good stampings produced per batch
Scrap rate '" 5%. On average, it takes 1 0 see to produce each stamping when the presses
are running. Before each batch.jhe press must be set up, and it takes 4 hr 10 accomplish
each setup. Presses are 90% reliable during production and lOOo/c reliable during setup. How
many presses are needed'!

14.9 A new forging plant must supply parts to the automotive industry, Because forging is a hot
operation, the plant will operate 24 hr /day, five day/wk, 50 wk/vr. Total uutput from the
plant must tic 10,000.000 Iurgiugs/yr in batches of 1250 parts/batch. Anticipated scrap
rate = J'Yr.Each torgir.gcell will consist ofa furnace to heat the parI;., a forging press, and
a trim press. Parts are placed in the furnace an hour prior 10forging: they are then removed
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and forged and trimmed one et u time. On average the forging and trimming cycle takes
O,b min to complete one parI. Each umc a new batch IS started, the forging cell must be
changed over, which consists of changing the forging and trimming dies fur the next part
style It takes 2.0 hr on average lUcomplete a changeover between batches. Each cell is c~n.
stdcrcd to be %% reliable during operation and 100%reliable during changeover. Detennme
the number uf furging cells that will be required in the new plant

14.10 A plastic eXlrusion plant will be built 10 produce 30 million meters of plastic extrusions per
year.The plant will run three g-hr shifts per day, 360 day/yr. For pia nning purposes.tbe av-
erage run .ength = 3000 meters of extruded plastic, The average changeover time between
runs = 2.5 hr. and average extrusion speed = '5 m/mm. Assume scrap rate = 1%, and av-
erage uptime proportion per extrusion machine = 950/, during run time. Uptime propor-
tion during changeover is assumed to be 100%,If each extrusion machine requires 500 sq.
ft of floor space, and there is an allowance of 40% for aisles and office space, what is the
total area of the extrusion plant?

Machine Clusters

14.11 The CNC grinding section has a large number of machines devoted to grinding of shafts for
the automotive industry. The grinding machine cycle takes 3.6 min. At the cnd of this cycle,
an operator must be present to unload and load parts. which takes 40 sec. (a) Determine
how many grinding machines the worker can service if it takes 20 sec to walk between the
machines and no machine idle time is allowed, (b) How many seconds during the work cycle
is the worker idle? (c) What is thc hourly production rate of thrs machine cluster?

14.12 A worker IS currently responsible for tending two machines (n = 2) in a machine cluster,
The service time per machine T, = 0.35 min, and the lime to walk between machine,
T, = 0.15 min. The machine automatic cycle time Tm ~ 1.90 min, If the worker's hourly
rate = $12jhr and the hourly rate for each machine = $18jhr, determine: (a) the current
hourly rate for the cluster and (b) the current cost per unit of product .given that two units
are produced by each machine during each machine cycle. (c) What is the percentage idle
time of the worker? (d) What is the optimum number of machines that should be used in the
machine cluster ,if minimum cost per unit of product is the decision criterion?

14.13 In a machine cluster, the appropriate number of production machines to assign to the work-
er is to be determined. Let n = the number of machines. Each production machine is iden-
tical and has an automatic processing time Tm = 4.0 min.The servicing time T, = 12sec for
each machine. The full cycle time for each machine in the cell is Tc = T, + T",_ The walk
time lor the worker is given hy T, = 5 + 3n,where T, is in seconds. T, increases with n be-
cause the distance between machines increases with more machines. (a) Determine the
maximum number of machines in the cell if no machine idle time is allowed. For your an-
swer.compute (b) the cycle time and (c) the worker Idle time expressed a, a percentage of
the cycle time.

14.14 An industrial robot will service n production machines in a machine cluster. Each produc-
tion machine is identical and has an automatic processing time Tm = 50 sec.The robot ser-
vicing time for each machine is grven by the equation T, = 10 + 4n, where T, is the servicing
time in seconds. T,increases with n because mote time is needed to move the robot arm as
n increases. The full cycle time for each machine in the cell is T, = T, + T••.(a) Determine
the maximum number of machines in the cell such that there is no machine interference. For
your answer, (b) what is the machine cycle time, and (c) what are the robot klle time and ma-
chine idle time expressed as a percentage of the cycle time T,?

14.15 A factory production department consists of a large number of workcells. Each cell consists
of one human worker performing electlUniu; assembly tasks. The cells are organized into sec-
tions within the department, and each section is supervised by one foreman. It is desired to
know how many workcens should be assigned to each foreman. The foreman's job consists
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of two tasks: (1) providing each cell with a sufficient supply of parts that it can work for
4.0 hr before it needs to be resupplied and (2) preparing production reports for each work-
celt. Task (1) takes 18.0 min on average per workcell and must be done twice per day The
foreman must schedule the resupply of parts to every cell so that no idle time occurs in any
cell.Task (2) takes 9.0 min/workceU and must be done once per day.The plant operates one
shift which 188.0 working hours. and neither the workers nor the foreman are allowed to work
more than 8.0 hr/day. Each day, the cells continue production from where they stopped the
day before. (a) What is the maximum number of workcells that should be assigned to a fore-
man, wah !he proviso lhat the workcells are never idle? (b) With the number of workcells
from part (a). how many idle minutes does the foreman have each day?
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Batch manufacturing is estimated to be the most common form of production in the Unit-
ed States, constituting more than 50% of total manufacturing activity. There is a growing
need to make hatch manufacturing more efficient and productive. In addition, there is an
increasing trend toward achieving a higher level of integration between the design and
manufacturing functions in a firm. An approach directed at both of these objectives is
group technology (GT).

Group technology is a manufacturing philosophy in which similar parts are identified
and grouped together to take advantage of their similarities in design and production. Sim-
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ilar parts are arranged into part/amities. where each part family possesses similar design
and/or manufacturing characteristics. for example, a plant producing 10,000 different part
numbers may be able 10 group the vast majority of these parts into 30-40 distinct families
It is reasonable to believe that the processing of each member of a given family is similar.
and this should result in manufacturing efficiencies. The efficiencies are generally achieved
hy arranging the production equipment into machine groups, or cells, to facilitate work
flow. Grouping the production equipment into machine cells, where each cell specializes in
the production of a part family. is called cellular manufacturing. Cellular manufacturing
is an example of mixed model production (Section 13.2.4). The origins of group technolo-
gy and cellular production can be traced to around 1925 (Historical Note 15.!)

Historical Note 15.1 Grouptechnology

In 1925.R

Lamson Company that would today group technology. In 1937. A.
Sokclovskiy of the Soviet Union described the essential features of group technology by propos-
iJlglhalparl,()f,imilarc()nfiglirali<Jnb"pr",Jl1c~dbyastao.dardprocess sequence, thus per-
milling flow line techniques to be used for work normally accomplished by batch production.
In 1949.A. Koding of Sweden presented a paper (in Paris. France) on "group production."
whose principles are an adaptation of production line techniques to batch manufacturingIn
the paper. he describes how work is decentralized into independent grcups, each of which con-
tainst~_emaehillcsandlO{}ling\Qproduce"aspecialcategoryofparts."

lnl959,researcherS.MilrofanuvoftheSovietUnionpublishedabook entitled Scten-
tiftc Principles of Group Ttchnology. Thc book was widely read and is considered rcspcnsi-
b1eforoverROOplantsinthcSovietUnionusillggrouptechnologybyJ965.Anotherresearchcr,
H. Opitz in Gcrrnanv studied work parts manufactured by the German machine tool industry
and developed the well-known parts classification and coding system for machined parts that
bears his name (Section 15.2.2).

In the United States, the first appucatton of group technology was at the Langston Dr
vision of Harris-Intertype in New Jersey around 1969.Traditionally a machine shop arranged
as a process type layout, the company reorganized into "family of parts" lines, each of which
specialized III producing a given part configuration. Part families were identified by taking pho-
tos of about 151;;: of the parts made in the plant and grouping them into families. When implc-
merueu.me cnanges improved producnvtty by 50%and reduced lead times from ••••eeks to days

Group technology and cellular manufacturing are applicable in a wide variety of
manufacturing situations. GT is most appropriately applied under the following conditions:

• The plant currently uses traditional batch production and a process type layout
(Section 1.1.2), and this results in much material handling effort, high in-process in-
ventory, lind long manufacturing lead times .

• The parts can be grouped Into part families. This is a necessary condition, Each ma-
chine cell is designed to produce a given part family, or limited collection of part fam-
ilies, so it must be possible to group parts made in the plant into families. However,
it would be unusual to find a mid-volume production plant in which parts could not
he grouperl into part families

There are two major tasks that a company must undertake when it implements group
technology. These two tasks represent significant obstacles to the application of GT.



422 Chap. 15 I Group Technology and Cellular Manufacturing

1 Identifying the part families. If the plant makes 10,000 different parts, reviewing all
of the part drawings and grouping the parts into families is a substantial task that
consumes a significant amount of time.

2. Rearranging production machines into machine cells. It is time consuming and cost-
ly 10 plan and accomplish this rearrangement, and the machines are not producing
during the changeover

Group technology offers substantial benefits to companies that have the perseverance
to implement it. The benefits include:

• GT promotes standardization of tooling, fixturing. and setups.
• Material handling is reduced because parts are moved within a machine cell rather

than within the entire factory.
• Process planning and production scheduling are simplified
• Setup times are reduced, resulting in lower manufacturing lead times.
• Work-in-process is reduced.
• Worker satisfaction usually improves when workers collaborate in a OT cell.
• Higher quality work is accomplished using group technology.

In this chapter, we discuss group technology, cellular manufacturing, and several related
topics. Let us begin by defining an underlying concept of group technology: part families.

15.1 PART FAMILIES

Apart family is a collection of parts that are similar either because of geometric shape and
size or because similar processing steps are required in their manufacture. The parts with-
in a family are different, but their similarities are close enough to merit their i.nclusion as
members of the part family. Figures 15.1 and 15.2 show two different part families. The two
parts in Figure 15.1 are very similar in terms of geometric design, but quite different in
terms of manufacturing because of differences in tolerances, production quantities, and
material. The ten parts shown in Figure 15.2 constitute fl. part f<lmily in manufacturing, but
their different geometries make them appear quite different from a design viewpoint.

One of the important manufacturing advantages of grouping workparts into fami-
lies can be explained with reference to Figures 15.3 and 15.4. Figure 15.3 shows a process

Figure 15.1 Two parts of identical shape and size but different man-
ufacturing requirements: (a) 1.000,OOOpc/yr, tolerance = ±O.OlOin,
material = 1015 CR steel, nickel plate; and (b) 100 pc/yr, toler-
ance = ±D.DO! in, material = 18 - 8 stainless steel.
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Figure 15.2 A family of parts with similar manufacturing process
requirements but different design attributes. All parts are machined
from cylindrical stock by turning; some parts require drilling and/or
nulling.

Figure 15.3 Process type plant layout. (Key: "Thm" = turning,
"Mill" = milling,"Drll" = drilling,"Gmd" = grinding,"Asby" = as-
sembly, "Man" == manual operation; arrows indicate work flow
through plant, dashed lines indicate separation of machines into
departrnerrts.}

Shipping and
rece,vl1lg
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Figure 15.4 Group technology layout. (Key: "Turn" = turning,
"Mill" = milling,"Drll" = drillingrGmd" = grindmg.-Asby'' = as--
sembly, "Man" = manual operation; arrows indicate work flow in rna-
chine cella}

type plant layout for batch production in a machine shop. The various machine tools are
arranged by function. There is a lathe department, milling machine department, drill
press department, and so all. To machine a given part, the workpiece must be transport-
ed between departments, with perhaps the same department being visited several times.
This results in a significant amount of material handling, large in-process inventory, many
machine setups, long manufacturing lead times, and high cost. Figure 15.4 shows a pro-
duction shop of equivalent capacity, but the machines are arranged into cells. Each cell
is organizt;:d to specialize in thc production of a particular part family. Advantages of reo
duced workpiece handling yield lower setup times, fewer setups (in some cases, no setup
changes are necessary), less in-process inventory, and shorter lead times.

The biggest single obstacle in changing over to group technology from a conven-
tional production shop is the problem of grouping the parts into families. There are three
general methods for solving this problem. All three are time consuming and involve the
analysis of much data by properly trained personnel. The three methods are; (1) visual in-
spection, (2) parts classification and COding, and (3) production flow analysis. Let us pro-
vide a brief description of the visual inspection method and then examine the second and
third methods in more detail.

The visual inspection method is the least sophisticated and least expensive method.
It involves the classification of parts into families by looking at either the physical parts or
their photographs and arranging them into groups having similar features. Although this
method is generally considered to be the least accurate of the three. one of the first major-
success stories of GT in the United States made the changeover using the visual inspection
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method. This was the Langston Division of Harris Intertype in Cherry Hill, New Jersey
[18] [HistoricalNote rs.u

15.2 PARTS CLASSIFICATION AND CODING

lhis is the most time consuming of the three methods. In parts classification and coding,
similarities among parts are identified, and these similarities are related in a coding system.
Two categories of part similarities can be distinguished: (1) design attributes, which arc
concerned with part characteristics such as geometry, size, and material; and (2) manufae--
turing attributes, which consider the sequence of processing steps required to make a part.
While the design and manufacturing attributes of a part are usually correlated, the corre-
tauon is less than perfect. Accordingly, classification and coding systems are devised to in-
clude both a part's design attributes and its manufacturing attributes. Reasons for using a
coding scheme include:

• Design retrieval. A designer faced with the task of developing a new part can use
a design retrieval system to determine if a similar part already exists. A simple
change in an existing part would take much less time than designing a whole new
part from scratch.

• Automated process planning. The part code for a new part can be used to search for
process plans for existing parts with identical or similar codes

• Machine cell design. The part codes can be used to design machine cells capable of
producing all members of a particular part family, using the composite part concept
(Section 15.4.1).

To accomplish parts classification and coding requires examination and analysis of the
design and/or manufacturing attributes of each part. The examination is sometimes done
by looking in tables to match the subject part against the features described and dia-
grammed in the tables. An alternative and more-productive approach involves interaction
with a computerized classification and coding system, in which the user responds to ques-
tions asked by the computer. On the basis of the responses, the computer assigns the code
number to the part. Whichever method is used, the classification results in a code number
that uniquely identifies the part's attributes.

The classification and coding procedure may be carried out on the entire list of ac-
tive parts produced by the finn, or some sort of sampling procedure may be used to establish
part families. For example, parts produced in the shop during a certain time period could
be examined to identify part family categories. The trouble with any sampling procedure
is the risk that the sample may be unrepresentative of the population.

A number of classification and coding systems are described in the literature [13], [16],
[31], and there are a number of commercially available coding packages. However, none
of the systems has been universally adopted. One of the reasons for this is that a classifi-
cation and coding system should be customized for it given company or industry. A system
that is best for one company may not be best for another company.
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15.2.1 Features of Parts Classification and Coding Systems

The principal functional areas that utilize a parts classification and coding system are design
and manufacturing. Accordingly. parts classification systems fall into one of three categorie,;

1. systems based on part design attributes
2. systems based on part manufacturing attributes
3. systems based on both design ond manufocturing attributes

Table 15.1 presents a list of the common design and manufacturing attributes typically in-
cluded in classification schemes. A certain amount of overlap exists between design and
manufacturing attributes, since a part's geometry is largely determined by the sequence of
manufacturing processes performed on it.

In terms of the meaning of the symbols in the code, there are three structures used
in classification and coding schemes:

1. hierarchicalstructure, also known as a monaeode, in which the interpretation of each
successive symbol depends on the value of the preceding symbols

2. dO;'I.type structUN!,also known as a polyoode, in which the interpretation of each
symbol in the sequence is always the same; it does not depend on the value of pre-
ceding symbols

3. mixed-mode structure. which is a hybrid of the two previous codes

To distinguish the hierarchical and chain-type structures, consider a two-digit code num-
ber for a part, such as 15 or 25. Suppose the first digit stands for the general shape of the
part: 1 means the part is cylindrical (rotational), and 2 means the geometry is rectangular.
In a hierarchical structure, the interpretation of the second digit depends on the value of
the first digit. If preceded by 1, the 5 might indicate a length-to-diameter ratio; and if pre-
ceded by 2, the 5 indicates an aspect ratio between the length and width dimensions of the
part. In the chain-type structure, the symbol 5 would have the same meaning whether pre-
ceded by 1 or 2. For example, it might indicate the overall length of the part. The advan-
tage of the hierarchical structure is that in general. more information can he included in a

Part Design Attributes

TABLE 15.1 Design and Manufacturing Attributes Typically Included in a Group
Technology Classification and Coding System

Part Manufacturing Attributes

Basic external shape
Basic internal shape
Rotational or rectangular shape
Langth-to-diameter ratio (rotational parts)
Aspect ratio (rectangularpartsl
Material type
Part function
Major dimensions
Minor dimensions
Tolerances
Surface finish

Majorprocasses
Minor operations
Oparation sequence
Major dimension
Surface finish
Machine too!
Production cycle time
Batch size
Annual production
Fixtures required
Cutting tools
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is the most common structure

The number of digits in the code can range from 6 to 30. Coding schemes that con-
tain only design data require fewer digits. perhaps 12 or fewer. Most modem classification
;lntl cntlin!!-~)'~If'm"include hnth rlecign and manufacturing data, and this usually requires
20-30 digits. This might seem like too many digits fur a human reader to easily comprehend,
but it must be remembered that most of the data processing of the codes is accomplished
by computer. for which a large number of digits is of minor concern

15.2.2 Examples of Parts Classification and Coding Systems

Some of the important systems (with emphasis on those in the United States) include: {he
Opitz classification system, which is nonproprietary; the Brisch Sy,tem (Brtsoh-Birn, Inc.);
CODE (Manufacturing Data Systems. lnc.]: CUTPLAN (Metcut Associates); DCLASS
(Brigham Young University): MultiClass (OIR: Organization for Industrial Research);and
Part Analog System (Lovelace. Lawrence & Co., Inc.). Reviews of these systems and oth-
ers can be found in [161 and [23J.

In the following. we discuss two classification and coding systems: the Opitz System
and MultiClass. The Opitz system is 0' interest because it was one of the first published clas-
sification and coding schemes for mechanical parts [31] (Historical Note 15.1) and is still
widely used. MultiClass is acommercial product offered by the Organization for Industri-
a! Research (OIR)

Opitz Classification System. This system was developed by H. Opitz of the Uni-
versity of Aachen in Germany. It represents one of the pioneering efforts in group tech-
nology and is probably the best known, if not the most frequently used, of the parts
classification and coding systems. It is intended for machined parts. The Opitz coding
scheme uses thc following digit sequence:

12345 6789 ABCD

The basic code consists of mne digits, which can be extended by adding four more digits.
The first nine arc intended to convey both design and manufacturing data. The interpre-
tation of the first nine digits is defined in Figure 15.5. The first five digits, 12345, are called
thc/onn code. It describes the primary design attributes of the part, such as external shape
(e.g., rotational vs. rectangular) and machined features (e.g., holes, threads, gear teeth, etc.].
The next four digits, 6789, constitute the supplementary code, which indicates some of the
attributes that would be of use in manufacturing (e.g., dimensions, work material, starting
shape, and accuracy). The extra four digits,ABCD, are referred to as the secondary code
and are intended to identify the production operation type and sequence. The secondary
code can be designed by the user firm to serve its own particular needs.

The complete coding system is too complex to provide a comprehensive description
here. Opitz wrote an entire book on his system [31]. However, to obtain a general idea of
how it works, let us examine the form code consisting of the first five digits. defined gen-
erally in Figure 15.5. The first digit identifies whether the part is rotational or nonrota-
tional.1t also describes the general shape and proportions of the part. We limit our survey
here to rotational parts possessing no unusual features, those with first digit values ofO, 1,

Sec. 15.2 I Parts Classification and Coding
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I)Lgl12

supp~~~m.ry

Figu1'f'15.5 Basic structure of the Opitz system of parts classification
and coding.

or2. For this etas, of work parts, the coding of the first five digits is defined in Figure 15,6.
Consider the following example to demonstrate the coding of a given part.

EXAMPLE 15.1 Opitz Part Coding System

Given the rotational part design in Figure 15.7, determine the form code in the
Opitz parts classification and coding system

Solution: With reference to Figure 15.6, the five-digit code is developed as follows:

Length-to-diameter ratio, LID = 1.5 Digit 1 = 1

External shape: stepped on both ends with screw thread on one end Digit 2 = 5

Internal shape: part contains a through-hole Digit 3 == 1

Plane surface machining: none Digit 4 == 0

Auxiliary holes, gear teeth, etc.: none Digit 5 = 0

The form code in the Opitz system is 15100.

MultiClass. MultiClass is a classification and coding system developed by the Or-
ganization for Industrial Research (OIR). The system is relatively flexible, allowing the
user company to customize the classification and COlling scheme 10 a large extent to fit its
own products and applications. Multi Class can be used for a variety of different types of
manufactured items, including machined and sheer metal parts, tooling, electronics, pur-

Rotot;onRI PI."e,urfa<e Addll;onalhob
machLn"'g machlmn. l••lh and fo,mlllg
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Figure 15.6 Form code (digits 1-5) for rotational parts in the Opitz
coding system. The first digit of the code is limited to the value 0,
1.0r2.
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Figure 15.7 Part design for Example 15.1.



430 Chap. 15 I Group Technology and Cellular Manufacturing

chased pam, assemblies and subassemblies, machine tools, and other elements. Up to nine
different types of components can be included within a single MultiClass software structure

Multif.lass uses a hierarchical or decision-tree coding structure in which the suc-
ceeding digits depend on values of the previous digits. In the application of the system, a
series of menus, pick lists, tables, and other interactive prompting routines are used to code
the part. This helps to organize and provide discipline to the coding procedure.

The coding structure consists of up to 30 digits. These are divided into two regions,
one provided by GIR, and the second designed by the user to meet specific needs and re-
quirements. A prefix precedes the code number and is used to identify the type of part
(e.g., a prefix value of 1 indicates machined and sheet metal parts). For a machined part,
the coding for the first 18 digit positions (after the prefix) is summarized in Table 15.2.

TABLE 15.2 First 18 digits of the Murtretess Classification
and Coding System

Digit Function

o Code system preflx
1 Main shape category

2,3 External and internal configuration
4 Machinedsecondary ••lernents

5,6 Functional descriptors
7-12 Dimensional data !length, diameter, etc.)

13 Tolerances
14,15 Material chemistry

16 Raw material shape
17 Production quantity
18 Machined element orientation

EXAMPLE 15.2 MuitiClass Coding System

Given the rotational part design in Figure 15.8, determine the IS-digit code in
Ihe MultiClass parts coding system

5i16-18UNC2A(2)r© ;oowru. I

-8:----

I

O.0l5~~::R(2J

Fig~lre 15.8 Workpart of Example 15.2. (Courtesy of OIR, Organi-
zeuon for Industnal Research.)
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Figun: 15.9 MultrClass code number determined for part in Exam-
ple 15.2. (Courtesy of OIR, Organization for Industrial Research.]

Solution: The Multi'Class code number for the given part is developed in Figure 15.9.

15.3 PRODUCTION FLOW ANALYSIS

This is an approach to part family identification and machine cell formation that was pic-
necred by J. Burbidge [6]-[R].Productionflow analysis (PFA) isa method for identifying
part families and associated machine groupings that uses the information contained 011
production route sheets rather than on part drawings. Work parts with identical or similar
routings are classified into part families. These families can then be used to form logical ma-
chine cells in a group technology layout. Since PFA uses manufacturing data rather than
design data to identify part families, it can overcome two possible anomalies that can occur
in parts classification and coding. First, parts whose basic geometries are quite different may
nevertheless require similar or even identical process routings. Second, parts whose georne.
tries are quite similar may nevertheless require process routings that are quite different.

The procedure in production flow analysis must begin by defining the scope of the
study, which means deciding on the population of parts to be analyzed. Should all of the
parts in the snop be Included in the study, or should a representative sample be selected
for analysis! Once this decision is made, then the procedure in PFA consists of the fol-
lowing steps:
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1. Data collection. The minimum data needed in the analysis are the part number and
operation sequence, which is contained in shop documents called route sheets or op-
eration sheets or some similar name. Each operation is usually associated with a par-
ticular machine, so determining the operation sequence also determines the machine
sequence.Additional data.such as 101size, time standards, and annual demand might
be useful for designing machine cells of the required production capacity.

2. Sonatton of process routings. In this step, the parts are arranged into groups ac-
cording to the similarity of their process routings. To facilitate this step, all operations
or machines included in the shop are reduced to code numbers, such as those shown
in Table 15.3. For each part, the operation codes are listed in the order in which they
are performed. A sortation procedure is then used to arrange parts into "packs,"
which are groups of parts with identical routings. Some packs may contain only one
part number, indicating the uniqueness of the processing of that part. Other packs will
contain many parts, and these will constitute a part family.

3. PFA chart. The processes used for each pack are then displayed in a PFA chart, a sun.
plified example of which is illustrated in Table 15.4.1 The chart is a tabulation of the
process or machine code numbers for all of the part packs. In recent GT literature [30],
the PFA chart has been referred to as part-machine incidence matrix. In this rna.
trix, the entries have a value Xii = lor 0: a value of X;j = 1 indicates that the corre-
sponding part i requires processing on machine j, and X'I = 0 indicates that no
processing of component i is accomplished on machine j. For clarity of presenting
the matrix, the D's are often indicated as blank (empty) entries, as in our table.

4. Cluster analysis. From the pattern of data in the PFA chart. related groupings are
identified and rearranged into a ncw pattern that brings together packs with similar
machine sequences. One possible rearrangement of the original PFA chart is shown
in Table 15.5, where different machine groupings are indicated within blocks. The
blocks might be considered as possible machine cells. It is often the case (but not in
Table 15.5) that some packs do not fit into logical groupings. These parts might be an-
alyzed to see if a revised process sequence can be developed that fits into one of the
groups. If not, these parts must continue to be fabricated through a conventional
process layout. In Section 15.6.1, we examine a systematic technique called rank order
dusterlnR that can be used to perform the cluster analysis.

TABLE 15.3 Possible Code Numbers indicating
Operations and/or Machines for
Sortation in Production Flow Analysis
(Highly Simplified)

Operation or Machine Code

Cutoff
Lathe

Turret lathe
Mill

Drilf:manual
NCdri/i
Grind

01
02
03
04
05
ee
07

l For clarity in the p~-machine incidence matrices and related discussion, we are identifying parts by al-
phabellc cbracter and machInes by number. In practice, number, would be nsed lor both
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TABLE 15.4 PFA Chart, Also Known as a Part-Machine Incidence Matrix

Parts

Machines

TABLE 15.5 Rearranged PFA Chart. Indicating Possible Machine Groupings

Parts

Machines A

1 , ,
, ,

, 1

1 , ,
, ,

, , ,
, 1

The weakness of production flow analysis is that the data used in the technique are
derived from existing production route sheets. In all likelihood, these route sheets have
been prepared by different process planners, and the routings may contain operations that
are non optimal, illogical, or unnecessary. Consequently, the final machine groupings ob-
tained in the analysis may be suboptimal. Notwithstanding this weakness, PFA has the
virtue of requiring less time than a completc parts classification and codmg procedure.
This virtue is attractive to many firms wishing to introduce group technology into their
plant operations.



Chap. 15 / Group Technology and Cellular Manufacturing

15.4 CELLULAR MANUFACTURING

Whether part families have been determined by visual inspection. parts classification and
coding, or production flow analysis, there is advantage in producing those parts using group
technology machine cells rather than a traditional process-type machine layout. When the
machines are grouped. the term cellular manufacturing is used to describe this work orga-
nization. Cdlular manufacturing is an application of group technology in which dissimi-
lar machines or processes have been aggregated into cells, each of which is dedicated to the
production of a pari or product family or a limited group of families. The typical objectives
in cellular manufacturing are similar to those of group technology:

• To shorten manufacturing lead times, by reducing setup, workpart handling, waiting
times, and batch sizes

• To reduce work-in-process inJ!enIOry. Smaller batch sizes and shorter lead times re-
duce work-in-process.

• To tmprove quality. This is accomplished by allowing each cell to specialize in pro-
ducing a smaller number of different parts. This reduces process variations.

• To simplify production scheduling. The similarity among parts in the family reduces
the complexity of production scheduling. Instead of scheduling parts through a se-
quence of machines in a process-type shop layout, the parts are simply scheduled
though the cell.

• To reduce setup times. This is accomplished by using group tooling (cutting tools,
jigs, and fixtures) that have been designed to process the part family, rather than part
tooling, which is designed for an mdividual part. This reduces the number of indi-
vidual tools required as well as the time to change tooling between parts.

Additional reasons for implementing cellular manufacturing are given in Table 15.7. In
this section, we consider several aspects of cellular manufacturing and the design of ma-
chineceils.

15.4.1 Composite Part Concept

Part families are defined by the fact that their members have similar design and/or manu-
facturing features. The composite part concept takes this part family definition to its logi-
cal conclusion. It conceives of a hypothetical part, a composite part for a given family,
which includes all of the design and manufacturing attributes of the family. In general. an
individual part in the family will have some of the features that characterize the family but
not all of them. The composite part possesses all of the features.

There is always a correlation between part design features and the production op-
erations required 10 generate those features. Round holes are made by drilling, cylindrical
shapes are made by turning, flat surfaces by milling, and so on. A production cell designed
for the part family would include those machines required to make the composite part. Such
a cell would be capable of producing any member of the family, simply by omitting those
operations corresponding to features not possessed by the particular part. The cell would
also be designed to allow for size variations within the family as well as feature variations.

To illustrate, consider the composite part in Figure 15.1O(a).1l represents a family of
rotational parts with features defined in Figure 15.1O(b). Associated with each feature is a
certain machining operation as summarized in Table 15.6. A machine cell to produce this
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Figure 15.10 Composite part concept: (a) the composite part for a
family of machined rotational parts and (b) the individual features
of the composite part. See Table 15.6 for key to individual features
and corresponding manufacturing operations.

Label

TABLE 15.6 Design Features of the Composite Part in Figure 15.10 and the
Manufacturing Operations Required to Shape Those Features

Corresponding Manufacturing OperationDesign Feature

Externalcylinder
Cvtlnder teca
Cylindrical step
Smooth surface
Axial hole
Counterbore
Internal threads

Turning
Facing
Turning
External cylindricaf grinding
Drilling
Counterboring
Tapping

part family would be designed with the capability to accomplish all seven operations re-
quired to produce the composite pan (the last column in the table). To produce a specific
member of the family, operations would be included to fabricate the required features of
the part. For parts without all seven features, unnecessary operations would simply be
omitted. Machines, fixtures, and tools would be organized for efficient flow of workparls
through the cell,

In practice, the number of design and manufacturing attributes is greater than seven,
and allowances must be madc for variations in overall size and shape of the parts in the fam-
ily. Nevertheless, the composite part concept is useful for visualizing the machine cell de-
sign problem.

15.4.2 Machine Cell Design

Design of the machine cell is critical in cellular manufacturing. The cell design determines
to a great degree the performance of the cell. In this subsection, we discuss types of machine
cells, ceJllayouts, and the key machine concept.
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Types of Machine Cefls and Layouts. GT manufacturing cells can be classified
according to the number of machines and the degree to which the material flow is mech-
anized between machines. In our classification scheme for manufacturing systems (Section
13.2), all GT cells are classified as type X in terms of part or product variety (Section 13.2.4,
Table 13.3). Here we identify four common GT cell configurations (with system type iden-
tified in parenthesis from Section 13.2):

1. single machine cell (type I M)
2. group machine cell with manual handling (type n M generally, type III M less common)
3. group machine cell with semi-integrated handling (type II M generally, type III M

less common)
4. flexibie manufacturing cell or flexible manufacturing system (type IT A generally,

type III A less common)

As its name indicates, the single machine cefl consists of one machine plus support-
ing fixtures and tooling. This type of cell can be applied to workparts whose attributes
allow them to be made on one basic type of process, such as turning or milling. For exam-
ple, the composite part of Figure 15.10 could be produced on a conventional turret lathe,
with the possible exception of the cylindrical grinding operation (step 4)

The group machine cell with manual handling is an arrangement of more than one
machine used collectively to produce one or more part families. There is no provision for
mechanized parts movement between the machines in the cell. Instead, the human opera-
tors who run the cell perform the material handling function. The cell is often organized
into a Ij-ehaped layout, as shown in Figure 15.11. This layout is considered appropriate
when there is variation in the work flow among the parts made in the cell. It also allows the
multifunctional workers in the cell to move easily between machines [29].

The group machine cell with manual handling is sometimes achieved in a conventional
process type layout without rearranging the equipment. This is done simply by assigning
certain machines to be included in the machine group and restricting their work to speci-
fied part families. This allows many of the benefits of cellular manufacturing to be achieved
without the expense of rearranging equipment in the shop. Obviously, the material handling
benefits of OT are minimized with this organization.

•••

Workout•••
Figure 15.11 Machine cell with manual handling between machines.
Shown is a If-shaped machine layout. (Key: "Proc" 0= processing
operation (e.g., mill. turn, etc.), "Man" = manual operation; arrows
indicate work flow.)

Work in

Maaualbandling
between machines
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The group machine cell with semi-integrated handling uses a mechanized handling
system, such as a conveyor, to move parts between machines in the cell. Theflexible man-
ufacturing system (FMS) combines a fully integrated material handling system with auto-
mated processing stations. The FMS is the most highly automated of the group technology
machine cells. The following chapter is devoted to this form of automation, and we defer
discussion till then.

A variety of layouts are used in GT cells, The Ucshape, as in Figure 15.11, is a popu-
lar configuration in cellular manufacturing. Other GT layouts include in-line, loop, and
rectangular, shown in Figure 15.12 for the case of semi-integrated handling.

Mechanized

~ I

~"~~
(oj

Wmbo AA ~w;;;:; ••• (- ...
OOJ

(bj

[;ill @ill Mechanlzed

~

P'::"R:;::WO'k,,",dliO'
Work in VO\I ~ \'t--... --WorkDut ~-... - ~

OOJ OOJ

(,j

Figure 15.12 Machine cells with semi-integrated handling: (a) in-
line layout, (b) loop layout, and (c) rectangular layout. (Key'
"Proc'' = processing operation (e.g., mill,turn, etc.]. "Man" = man.
ual operation; arrows indicate work now)

Mechanized
wo~khandling
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(1) Repeal

QOP""';OP (3)8,_p.".gmo'O

"~""""~"~Man Man Man Man
(I)

In-sequence

(4) Backtracking
move

Figure 15.13 Four types of part moves in a mixed model production
system. The forward flow of work is from left to right.

Determining the most appropriate cell layout depends on the routings of parts pro-
duced in the cell. Four types of part movement can be distinguished in a mixed model part
production system. They are illustrated in Figure 15.13 and are defined as follows, where
the forward direction of work flow isdefined a~heing from left to right in the figure:(l) re-
peat operation, in which a consecutive operation is carried out on the same machine, so that
the part does not actually move; (2) in-sequence move, in which the part moves from the
current machine to an immediate neighbor in the forward direction; (3) by-passing move,
in which the part moves forward from the currenl machine to another machine that is two
or mort machines ahead; and (4) backtracking move, in which the part moves from the cur-
rent machine in the backward direction to another machine.

When the application consists exclusively of in-sequence moves, then an in-line lay-
out is appropriate. A V-shaped layout also works well here and has the advantage of clos-
er interaction among the workers in the cell. When the application includes repeated
operations, then multiple stations (machines) are often required. For cells requiring by-
passing moves, the Li-shape layout is appropriate. When backtracking moves are needed,
a loop or rectangular layout is appropriate to accommodate recirculation of parts within
the cell. Additional factors that must be accounted for in the cell design include:

• Quantity of work to be done by the cdt. This includes the number of parts per year
and the processing (or assembly) time per part at each station. These factors deter-
mine the workload that must be accomplished by the cell and therefore the number
of machines that must be included, as well as total operating cost of the cell and the
investment that can be justified .

• Part size, shape, weight, and other physical attributes. These factors determine the
size and type of material handling and processing equipment that must be used.

Key Machine Concept. In some respects, a GT machine cell operates like a man.
ual assembly line (Chapter 17), and it is desirable to spread the workload evenly among the
machines in the cell as much as possible. On the other hand, there is typically a certain rna-
chine in a cell (or perhaps more than one machine in a large cell) that is more expensive
to operate than the other machines or that performs certain critical operations in the plant
This machine is referred to as the key machine. It is important that the utilization of this
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key machine be high. even if it means that the other machines in the cell have relatively low
utilization. The other machines are referred to as.mpporting machines, and they should be
organized in the cell to keep the key machine busy. In a sense, the cell is designed so that
the key machine becomes the bottleneck in the system.

The key machine concept is sornetnues used to plan the GT machine cell. The ap-
proach i~ to decide what parts should be processed through the key machine and then de-
termine what supporting machines are required to complete the processing of those parts.

There are generally two measures of utilization that are of interest in a GT cell: the
utilization of the kev machine and the utilization of the overall cell. The utilization of the
key machine can be'measured using the usual definition (Section 2.4.3). The utilization of
each of the other machines can also be evaluated similarly. The cell utilization is obtained
by taking a simple arithmetic average of all the machines in the cell. One of the exercise
problems at the end of the chapter serves 10 illustrate the key machine concept and the de-
termination of utilization

15.5 APPLICATION CONSIDERATIONS IN GROUP TECHNOLOGY

In this section, WP, ,~onsider how and where group technology is applied, and we report on
the results of a survey of industry ahout cellular manufacturing in the United States [38]

15.5.1 Applications of Group Technology

Tn our introduction to this chapter, we defined group technology as a "manufacturing phi-
losophy." GT is not a particular technique, although various tools and techniques, such as
parts classification and coding and production flow analysis, have been developed to help
implement it. The group technology philosophy can be applied in a number of areas, Our
discussion focuses on the two main areas of manufacturing and product design.

Manufacturing Applications. The most common applications of GT are in man-
ufacturing. And the most common application III manufacturing involves the formation of
cells of one klnd or another, Not all companies rearrange machines to form cells. There are
three ways in which group technology principles can be applied in manufacturing [24]:

1. Informal scheduling and routing of similar parts through selected machines. This
approach achieves setup advantages. but no formal part families are defined, and no
physical rearrangement of equipment is undertaken.

2. Virtual machine celkThis approach involves the creation of part families and ded-
ication of equipment to the manufacture of these part families, but without the phys-
ical rearrangement of machines into formal cells. The machines in the virtual cell
remain in their original locations in the factory. Use of virtual cells seems to facilitate
the sharing of machines with other virtual cells producing other part families [25J.

3. Formal machine cells. This is the conventional GT approach in which a group of dis-
similar machmes are physically relocated into a cell that is dedicated to the produc-
tion of one or a limited set nfp:lTI families (Section 15.4.2). The machines in a formal
~achine cell are located in close proximity to minimize part handling, throughput
nrne.serup time, and work-in-process.
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Other GT applications in manufacturing include process planning (Chapter 25), fam-
ily tooling, and numerical control (NC) part programs. Process planning of new parts can
be facilitated through the identification of part families. The new part is associated with an
existing part family. and generation of the process plan for the new part follows the rout-
ing of the other members of the part family. This is done in a formalized way through the
use of parts classification and coding.The approach is discussed in the context of auto
mated process planning (Section 25.2.1).

In the ideal, all members of the same part family require similar setups, tooling, and
fixturing. This generally results in a reduction in the amount of tooling and fixturing need-
edInstead of determining a special tool kit for each part, a tool kit is developed for each
part family. The concept of a modular fixture can often be exploited, in which a common
base fixture is designed and adaptations are made to switch between different parts in
the family

A similar approach can be applied in NC part programming. Called parametric pro-
/lTamming. [28], it involves the preparation of a common NC program that covers the en-
lire part family. The program is then adapted for individual members of the family by
inserting dimensions and other parameters applicable to the particular part. Parametric
programming reduces both programming time and setup time.

Product Design Applications. The application of group technology in product
design is found principally in the use of design retrieval systems that reduce part prolif-
eration in the firm. It has been estimated that a company's cost to release a new part de-
sign ranges between $2000 and $12.000 [37]. In a survey of industry reported in [36], it
was concluded that in about 20% of new part situations, an existing part design could be
used. In about 4(J% of the cases, an existing part design could be used with modifications,
The remaining cases required new part designs. If the cost savings for a company gen-
erating 1000 new part designs per year were 75% when an existing part design could be
used (assuming that there would still be some cost oftime associated with the new part
for engineering analysis and design retrieval) and 50% when an existing design could be
modified, then the total annual savings to the company would lie between $700,000 and
$4,200,000, or 35% of the company's total design expense due to part releases. The kinds
of design savings described here require an efficient design retrieval procedure. Most
part design retrieval procedures lin: based on parts classification and coding systems
(Section 15.2).

Other design applications of group technology involve simplification and standard-
ization of design parameters, such as tolerances inside radii on corners, chamfer sizes on out-
side edges, hole sizes, thread sizes, and so forth. These measures simplify design procedures
and reduce part proliferation. Design standardization also pays dividends in manufactur-
ing by reducing the required number of distinct lathe tool nose radii, drill sizes,and fastener
sizes. There is also a benefit in terms of reducing the amount of data and information that
the company must deal with. Fewer part designs, design attributes, tools, fasteners, and so
on mean fewer and simpler design documents, process plans, and other data records.

15.5.2 Survey of Industry Practice

A number of surveys have been conducted to learn how industry implements cellular man
ufacturing [24], [36], [38J. The surveyed companies represent manufacturing industries,
such as machinery, machine tools, agricultural and construction equipment, medical equip-
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TABLE 15.7 Benefits of Cellular Manufacturing Reported by Companies in Survey

441

Reason for Installing Manufacturing Cells

Average
Improvement ('Yo)Rank,

2
3
4
5
6
7
8
9
10

"

Reduce throughput time IManufacturing lead time)
Beduce work-ln-process
Improve partand/or product quality
Reduce response time for customer orders
Reduce rnove d.stances
Increase manufacturing flexibility
Reduce unit costs
Simplify production planning and control
Facilitate employee involvement
Reduce setup times
Reduce finished goods inventory

6'
48
28
50
61

16

44
39

merit. weapons systems. diesel engines. and piece parts. Processes grouped into cells in the
companies included machining, joining and assembly, finishing, testing, and metal forming

Companies in the survey were asked to report their reasons for establishing machine
cells and the benefits they enjoyed from implementing cellular manufacturing in the op-
erations. Results are listed in Table 15.7. The reasons are listed in the relative order ofim-
penance as indicated by the companies participating in the survey. We also list the average
percentage improvement reported by the companies, rounded to the nearest whole per-
centage point. Reasons 6, 8, and 9 are difficult to evaluate quantitatively, and no percent-
age improvements are listed in these cases.

One of the questions considered in the 1989 survey [36] was: What are the approaches
used by companies to form machine ccus'' The results are listed in Table 15.8. The most com-
mon approach consisted of visually grouping similar parts with no consideration given to
existing routing information and no parts classification and coding. The use of a part-ma-
chine incidence matrix was not widely reported, perhaps because the formal algorithms
for reducing this matrix, such as rank order clustering (Section 15.6.1) were not widely
known at the time of the survey

Companies also reported costs associated with implementing cellular manufacturing
j3o].Thc reponed cost categories are listed in Table 15.9 together with the number of com-
panies reporting the cost. No numerical estimates of actual costs are provided in the report.

Approach to Cell Formation

TABLE 15.a Approaches to Cell Formation Used in Industry

19 Section 15.1

11 Section 15.4.2
~ Section 15.3, Section 15.6.1

Visual inspection to identify family of
similar parts

Key machine concept
Use of part-machine incidence matrix
Other methods (••_g., From·to diagram",

simple sorting of routings)

S(Jurce:Wemmerlovandliye,1361

Number of Companies
Employing the Approach Text Reference
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TABLE 15.9 Costs of Introducing Cellular Manufacturing Reported by Companies
in Survey

Number of Companies
Cost Reporting

1. Relocation and installation of machines 16
2. Feasibility studies, planning and design, and related costs 8
3. New equipment and duplication of equipment 6
4. Training 6
5. New tooling and fixtures 5
6. Programmable controllers, computers, and software 4
7. Material handtinq equiprnent 2
8. Lost production time during installation 2
9. Higher operator wages 1

Source-Wem.-nerlovandHyar[36]

Topping the list wa.s the expense of equipment relocation and installation. Most of the
companies responding tu the survey had implemented cellular manufactunng by moving
equipment in the factory rather than hy installing new equipment to form the cell.

15.6 QUANTITATIVE ANALYSIS IN CELLULAR MANUFACTURING

A number of quantitative techniques have been developed to deal with problem areas in
group technology and cellular manufacturing. In this section, we consider two problem
areas: (1) grouping parts and machines into families, and (2) arranging machines in a GT
cell. The first problem area has been and still is an active research area, and several of the
more significant research publications are listed in our references [2}, [3}, [II}, [12], [26}, [27}.
The technique we describe in the current section for salving the part and machine group-
ing problem is rank orderciustering [26J. The second problem area has also been the sub-
ject of research, and several reports are listed in the references [1], [6], [8]. [17). In Section
15.6.2. we describe two heuristic approaches introduced by Hollier II7].

15.6.1 Grouping Parts and Machines by Rank Order
Clustering

The problem addressed here is to determine how machines in an existing plant should be
grouped into machine cells. The problem is the same whether the cells are virtual or for-
mal (Section 15.5.1 ).It is basically the problem of identifying part families. By identify-
ing part families, the machines required in the cell to produce the part family can be
properly selected. As previously discussed, the three basic methods to identify part fam-
ilies are (1) visual inspection, (2) parts classification and coding, and (3) production flow
analysis.

The rank order clustering technique. first proposed by King [26J, is specifically ap-
plicable in production flow analysis. It is an efficient and easy-to-use algorithm for group-
ing machines into celts. In a starting part-machine incidence matrix that might be compiled
to document the part ruutings in a machine shop (or other job shop), the occupied locations
in the matrix are organized in a seemingly random fashion. Rank order clustering works
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bv reducing the part-machine incidence matrix to a set of diagonalized blocks that repre-
sent part families and associated machine groups. Starting with the initial part-machine in-
cidence matrix. the algorithm consist, of the following steps:

1. In each row of the matrix. read the series of ls and G's (blank entries = D's) from left
to fight as a binary number. Rank the rows in 01 del uf decreasing value. In case of a
tie, rank the rows in the same order as they appear in the current matrix

2. Numbering from top to bottom, is the current order of rows the same as the rank order
determined in the previous step? If yes, go to step 7, If no, go to the following step.

3, Reorder the rows in the part-machine incidence matrix by listing them in decreasing
rank order, starting from the top

4. In each column ot tbe matrix. read the series of I 's and O's (blank entries = (j's) from
top to bottom as a binary number. Rank the columns in order of decreasing value, In
case of a tie. rank the columns in the same order as they appear in the current matrix.

5. Numbering Irom left to right, is the current order of columns the same as the rank
order determined in the previous step? If yes. go to step 7. If no.go to the following step.

6. Reorder the columns in the part-machine incidence matrix by li~ling them in de-
creasing rank order, starting with the left column. Go to step I.

7 Stop

For readers unaccustomed to evaluating binary numbers in steps 1 and 4, it might be help-
ful to convert each binary value into its decimal equivalent (e.g., the entries in the first row
of the matrix in Table 15.4 are read as 100100(10). This is converted into its decimal equiv-
alent as follows: lx28 + Ox2' + Ox2b + 1x25 + Ox24 + Ox23 + Ox22 + Ix2] + Ox2° =

256 + 32 + 2 = 290. It should be mentioned that decimal conversion becomes impracti-
cal for the large numbers of parts found in practice, and comparison of the binary numbers
is preferred

EXAMPLE 15.3 Rank Order Cfuseering Technique

Apply the rank order clustering technique to the part-machine incidence ma-
trixinTable 15.4

Solution: Step I consists 01 reading the series of 1 's and D's in each row as a binary num-
ber. We have done this in Table 15.IO(a). converting the binary value for each
row to its decimal equivalent. The values are then rank ordered in the far right-
hand column. In step 2. we see that the row order is different from the starting
matrix. We therefore reorder the rows in step 3. In step 4, we read the series of
I's and D's in each column from top to bottom as a binary number (again we have
converted to the decirnalcquivajenr], and the columns are ranked in order of
decreasing value, as shown in Table 15.10(b).ln step 5, we see that the column
order is different from the preceding matrix. Proceeding from step 6 back to
steps 1 and 2, we see that a reordering of the columns provides a row order that
is in descending value. and the algorithm is concluded (step 7). The final sotu-
riou is shown in Table 15.10(c), A close comparison of this solution with Table
15,5 reveals that they are the carne part-machine groupings,
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TABLE 15.10{a} First Iteration {Step 1) in the Rank Order Clustering Technique Applied to Example

15.3

a a " a " "
Parts Decimal

Equivalent Rank

290

17

81

13.

258

65

140

Machines

TABLE 15.101bJ Second Iteration (Steps 3 and 4) in the Rank Order Clustering Technique Applied
to Example 15.3

Parts

Machines

a

a

a

a

a

"
a

Decimal 96
Equivalent

64 24 16 96

Rank

Binary Values
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TABLE 1S.10Ic) Solution of Example 15.3

Parts

Machines

, 1 1

1 1

1 1 1 I

, 1

1 , ,
, ,
1 ,

In the example problem, it was possible to divide the parts and machines into three
mutually exclusive part-machine groups. This represents the ideal case because the part
families and associated machine cells are completely segregated. However, it is not un-
common for there to be an overlap in precessing requirements between machine groups
That is, a given part type needs to be processed by more than one machine group. Let us
illustrate this case and how the rank order clustering technique deals with it in the follow-
ingexampJe.

EXAMPLE 15.4 Overlapping Meehjne RequiremenfS

Consider the part-machine incidence matrix in Table 15.11. This is the same as the
original part-machine incidence matrix in Table 15.4 except that part B requires

TABLE 15.1' Part-Machine Incidenca Matrix for Example 15.4

Parts

Machines
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processing on machines 1.4, and 7 (1 is the additional machine) and partD now
requires processing on machines 1 and 4 (4 is the additional machine). Use the
rank order clustering technique to arrange parts and machine into groups.

Solution: The rank order clustering technique converges to a solution in two iterations,
shown in Tables 15.12(a) and 15.l2(b), with the final solution shown in
Table1.'l.12(c).

TABLE 15.12Ia) First Iteration of Rank Order Clustering Applied to Example 15.4

Machines

2" 2' 2' 2' 2' 2'

Parts Decimal

Equivalent Ran(

418

17

B1

'68

258

65

140

Binary Values 2" 2) 26

TABLE 15.12(b) Second Iteration of Rank Order Clustering Applied to Example 15.4

Parts

Machines A Binary Values

I; 2"

2'

I
2'

I 2'

I

2'

2'

2'

96 68 24 96Decimal
EQuivalent

Rank
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TABLE15.12lcl Solution of Example 15.4

Parts

"-1' I~-, ,
, ,

Parts B and D could be included in either of two machine groups. Our solution
includes them in machine group (-1.7); however, they must also be proee~s,,<J ill machine
group i!. 5)

King [26] refers to the matrix elements Bl and Dj (parts Band D processed on ma-
chine in Table 15.l2(c) as exceptional elemems, He recommends that they each he re-

an asterisk (*) and treated as zeros when applying the rank order clustering
technique. The effect of' this approach in our example problem would be to organize the
machines exactly as we have done in our final solution in Table 15.12(c).Anotherway of
dealing with the overlap h simply to duplicate the machine that is used hy more than one
part family. In Example 15.4, this would mean that two machines of type 1 would be used
in the two censTbe result of this duplication is shown in the matrix ofJable 15.13.where
the two machines are identified as l a and jb. Of course. there may be economic consider-
ations that would inhibit the machine redundancy.

Other approaches to the problem of overlapping machines, attributed to Burbidge
[26J, include: (1) change the routing so that all processing can be accomplished in the pn.
mary machine group. (2) redesign the part to eliminate the processing requirement outside
the primary machine group, and (3) purchase the part from an outside supplier.

15.6.2 Arranging Machines in 8 GT Cell

After part-machine groupings have he en identified hy rank order clustering or other
method. the next problem is to organize the machines into the most logical arrangement.
Let us describe two simple yet effective methods suggested by Hollier [17].2 Both methods
use data contained in From-To charts (Section 10.6.1) and are intended to arrange the ma-
chines in an order that maximizes the proportion of in-sequence moves within the cell
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TABLE 15.13 Solution to Example 15.4 Using Duplicate Machines of Tvpe 1 {Shown

as Machines ta and 1b in the Matrix}

Parts

Machines

" 1 1

1 1

1 1 1

1 1

1 1 1

1 1 1

1 1

1 1

lb

Hollier Method 1. The first method uses the sums of flow "From" and "To" each
machine in the cell. The method can be outlined as follows:

L Df!1'elopthe From-To chartfrom part routing data. The data contained in the chart
indicates numbers of part moves between the machines (or workstations) in the cell.
Moves into and out of the cell are not included in the chart.

2. Delermine the "From" lUId "To" sums for eQch machine. This is accomplished by
summing all of the "From" trips and "To" trips for each machine (or operation). The
"From" sum for a machine is determined by adding the entries in the corresponding
row, and the "To" sum is found by adding the entries in the corresponding column.

3. Assign machines to the cell hosed on minimum "From" or "To" sums. The machine
having the smallest sum is selected. If the minimum value is a "To" sum, then the ma-
chine is placed at the beginning of the sequence. If the minimum value is a "From"
sum, then the machine is placed at the end of the sequence. TIe breaker rules:
(a) If a tie occurs between minimum "To" sums or minimum "From" sums, then the

machine with the minimum "From/To" ratio is selected.
(b) If both "To" and "From" sums are equal for a selected machine,it is passed over

and the machine with the next lowest sum is selected.
(c) If a minimum "To" sum is equal to a minimum "From" sum, then both machines

are selected and placed at the beginning and end of the sequence, respectively.
4. Rejrmnat the From-To chan. After each machine has been selected, restructure the

From-To chart by eliminating the row and column corresponding 10 the selected ma-
chine and recalculate the "From" and "To" sums. Repeat steps 3 and 4 until all ma-
chines have been assigned.
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EXAMPLE 15.5 Group Technology Machine Sequence using HoDier Method 1

Suppose that four machines. I, 2.3, and 4 have been identified as belonging in
a OT machine cell. An analysis of 50 parts processed on these machines has
been summarized in the From-To chart of Table 15.14. Additional information
is that '50 parts enter the machine grouping at machine 3,20 parts leave after pro-
cessing at machine 1, and 30 parts leave after machine 4. Determine a logical ma-
chine arrangement using Hollier Method 1.

Solution: Summing the From trips and To trips for each machine yields the "From" and
"To" sums in Table 15.15(a). The minimum sum value is the "To" sum for ma-
chine 3. Machine 3 is therefore placed at the beginning of the sequence. Elim-
inating the row and column corresponding to machine 3 yields the revised
From-To chart in Table 15.15(b). The minimum sum in this chart is the "To"

TABLE 15.14 From-To Chart for Example 15.5

To:

From: 1

30

10

10

"
15

40

TABLE 15.1518) From and To Sums for Example 15.5: First
Iteration

To: 2 3 4 "Fromwsum.

From: 1 0 5 0 " '0

'0 0 0 15 45

10 40 0 0 50

10 0 0 0 10

wTo"'sums 50 45 0 40 135

TABLE 15.151bJ From and To Sums for Example 15.5:
Second Iteration with Machine 3 Removed

To: "'From'" Sums

From: 1

'0
25

15

ae
45

'0

40 40NTowsums
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TABLE 15.15(cl From and To Sums for Example 15.5: Third
Iteration with Machine 2 Removed

To: 4 MFrom" Sums

10 0 10

tu 25

sum corresponding to machine 2. which is placed at the front at the sequence,
immediately following machine 3. Eliminating machine 2 produces the revised
From-To chart in Tahle 15.15(c). The minimum sum in this chart is the "To"
sum for machine I. Machine I is placed after machine 2 and finally machine 4
is placed at the end of the sequence. Thus, the resulting machine sequence is

3--->2--->1--->4

Hollier Method 2. This approach is based on the use of From/Ib ratios formed by
summing the total flow from and to each machine in the cell. The method can he reduced
to three steps:

1. Develop the From-To chart. This is the same step as in Hollier Method 1.

2. Determine the From/To ratio for each machine. This i~ accomplished by summing
up all of the "From"trips and "To" trips for each machine (or operation). The "From"
sum for a machine is determined by adding the entries in the corresponding row, and
the "To" sum is detcnnined by adding the entries in the corresponding column. For
each machine, the From/To ratio is calculated by taking the "From" sum for each ma-
chine and dividing by the respective "To" sum.

3. Arrunge machines in order of decreasing From/To ratio. Machines with II high
From/To ratio distribute work to many machines in the cell but receive work from few
machines. Conversely, machines with a low Fromffo ratio receive more work than
they distribute. Therefore, machines are arranged in order of descending Prom/Io
ratio. That is, machines with high ratios are placed at the beginning of the work flow,
and machine, with low ratios are placed at the end of the work flow. in case of a tie,
the machine with the higher "From" value is placed ahead of the machine with a
lower value

EXAMPLE 15.6 Group Technology Machine Sequence using Hollier Me.hod 2

Solve Example 15.5 using Hollier Method 2.

Solution: Table 15.15(a), containing the "From" and "To" sums, is repeated in Table 15.16,
along with the From/To ratios given in the last column on the right. Arranging
the machines III order of descending Prom/To ratio, the machines in the cell
should he sequenced as follows'

3--->2~1 __ 4

From'

MTo" sums
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TA.BLE 15.16 From-To Sums and FromfTo Ratios for Example 15.6

To: MFrom~ Sums From/To Ratio

From' 1 30 0.60

30 1.0

10 40 50

10 10

HTo" sums 50 45 40 135

This is the same solution provided by Hollier Method 1.

\() 15

~

O"'25
~Om 3 2 t 4 300ul

5 10 200ul

figure 15.14 Flow diagram for machine cell in Examples 15.5 lind
15.6. Flow of parts into lind out of the cells has also been included.

It is helpful to use one of the available graphical techniques, such as the flow dia-
gram (Section 10.6.1), to conceptualize the work flow in the cell. The flow diagram for the
machine arrangement in Examples 15.5 and 15.6 is presented in Figure 15,14. The work flow
is mostly in-line; however, there is some back fluw or parts that must be considered in the
design of any material handling system that might be used in the ceH. A powered convey
or would be appropriate for the forward flow between machines. with manual handling
for the back flow.

For our example data in Table 1'1.14, Hollier Methods 1 and 2 provide the same so-
lution. This is not always the case. The relative performance of the two methods depends
on the given problem. In some problems.Method J will outperform Method 2.and in other
problems the opposite will happen. In many problems, the twomethods yield identical so-
lutions, as in Examples 15.5 and 15.0. Hollier presents a comparison of these and his other
proposed methods with a variety of problems in [17J.

Two performance measures can be defined to compare solutions to the machine se-
quencing problem: (1) percentage of in-sequence moves and (2) percentage of backtrack-
ing moves. The percentage of in-sequence moves is computed by adding all of the values
representing in-sequence moves and dividing by the total number of moves. The percent-
age of backtracking moves is determined by summing all of the values representing back-
tracking moves and dividing by the total number of moves.

EXAMPLE 15.7 Perfonnance Measures for Alternative Machine Sequence ••in II GT c{"\1

Compute (a) the percentage of in-sequence moves and (b) the percentage of
backtracking moves for the solution in Examples 15.5 and 15.0.
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Solution: From Figure 15.14, the number of in-sequence moves = 40 + 30 + 25 = 95,
and the number of hacktracktng moves = 5 + 10 = 15. The total number of
moves = 135 (totaling either the "From' sums or the "To" sums), Thus,

(a) Percentage of in-sequence rnoves > 95/135 = 0.704 = 70.4%
(b) Percentage of backtracking moves - 15/135 = 0.111 ~ 11.1%
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PROBLEMS

Chap. 15 I Group Technology and Cellular Manufacturing

Parts Classification and Coding

15.1

Figure PIS.! Part for Problem 15.1.
Dimensions are in millimeters.

15.2 Develop the form code (first five digits) in the Opitz System for the part illustrated in Fig-
ureP15.2

Figure P15.2 Part for Problem 15.2.
Dimensions are in millimeters.

15.3 Develop th.e form code (first five digits) in the Opitz System for the part illustrated in Fig-
ur"P15,3

Figure P15.3 Part for Problem 15.3. Dimensions are in millimeters.

(h(llh~nd~)

SpurgellT
36.0piwhdiamereT
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Rank Order Clustering

15.4

Pans

Machines A B,-----
1

Parts

Machines A

15.6 Apply the rank order clustering technique to the part-machine incideuce matrix in thetol.
lo,,;ng table to identify logical pan families and machine groups. Parts are identified by let-
tersand machines are identified numerically

15.5 A~'P~P,:"~':~Y:::~;'~:~!~i~!~~ifl:;:~~:');:::':;:;
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Parts

Machines

15.7 Apply the rank order clustering technique to the part-machine incidence matrix in the fol-
lowing table to identify logical part families and machine groups. Parts are identified by let-
tees, and machines are identified numerically.

Parts

Machines A

15.8 The following table lists the weekly quantities and routings of ten parts that are being oon-
stdered for cellular manufacturing in a machine shop. Parts are identified hylettcrs, and rna-
chines are identified numerically. For the data given, (a) develop the part-machine incidence
matrix.and (b) apply the Tank order clustering technique 10the part-machine incidence rna-
trix to identify logical part families and machine groups.
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Part Weekly Quantitv Machine RoutingP,rt Weekly Quantity Machine Routing

50 3--t2--t7
20 6~1

75 6~5

10 6--t5 ....•1
12 3--t2 ....•7...,.4

60 5 .....•,

5 3 .....•2...,.4

100 3 _ 2 _4...,.7

40 2...,. 4 ...,.7

15 5...,>6...,.1

Machine Cell Organization and Design

15.9 Four machines used to produce a family of parts are to be arranged into a GT cell. The
From-To data for the parts pf<)cess~dby the machine~ are shown in the table below. (a) De-
terrnine the most logical sequence of machines for this data using Hollier Method I. (b) Con-
struct the flow diagram for the data, showing where and how many parts enter and exit the
system. (c) Compute the percentage of in-sequence moves and the percentage of back-
tracking moves in the solution. (d) Develop a feasible layout plan for the cell

To:

From:

a 10 40
o 0 0

50 0 20
o 50 0

15.10 Solve Problem 15.9 except using Hollier Method 2.

15.11 In Problem 15.8. two logical machinr: groups are identified by rank order clustering. For
each machine group, (a) determine the most logical sequence of machines for this data using
Hollier Method 1. (b) Construct the flow diagram for the data. (c) Compute the percentage
of in-sequence moves and the percentage of backtracking moves in the solution

15.12 Solve Problem 15.11 only using Hollier Method 2.
15.13 Five machines will constitute a UT cell.The From-To data tor the machines are shown in the

table below. (a) Determine the most logical sequence of machines lor this data, according to
Hollier Method Land construct the flow diagram for the data.showing where and how many
parts enter and exit the system. (b) Repeat step (a) only using Hollier Method 2, (c) Com-
pute the percentage of in-sequence moves and the percentage of backtracking moves in the
solution for the two methods. Which method is better.according to these measures? (d) De-
velop a feasible layout plan for the cell based on the better of the two Hollier methods.

To:

From'

o
o
o

70
o

10
o
o
o

75

80
o
o

20
o

o
85
o
o

20
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15.14

Operation nme (min)-----
Part Machine 1 Machine 2 Machine 3

4.0
15.0
26.0
15.0
8.0

15,0
18.0
20,0

20.0
16,0

10.0
7.0

15.0
10.0
10.0

15.15 This problem is concerned with the design of a GT cell to machine the components for a f<IIII'

ily of part~ The parts come in several different sizes, and the cell will be designed to quick-
ly change over from one size to the next.This will be accomplished using fast-change fixtu-es
and distr;hllled numerical control (ONe) to download the NC programs from the plant
computer to the CNC machines In the cell.The parts are rotational type, so the cell must be
able to perform turning, boring. facing, drilling, and cylindrical grind ing operaticns.Ac-
cordingly. there will be several machine tools in the cell, of types and numbers to be speci-
fled by the designer To transfer parts between machines in the cell , the designer may elect
to use a belt or similar conveyor system.Any conveyor equipment of this type will be 0.4 m
wide. The arrangement of the various pieces of equipment in the cell is the principal prob-
lem to be considered. The raw workpans will be delivered into the m~chine cellon a bell
conveyor. The finished parts must be deposited onto a conveyor that delivers them to the
assembly department. The input and output conveyors are 0.4 illwide, and the designer must
specify where they enter and exit the cell.The parts are currently machined by convention-
al methods in a process-type layout. In the current production method, there are seven ma-
chi[\e~ involved, but two of the machine, are duplicates. From-To data have been collected
for the jobs that are relevant to this problem.

To:

From: 2 3 4 5 6 7 Parts Out

112 0 61 59 53 0

12 0 0 0 0 226 0 45
74 0 0 35 31 0 180 0

82 0 0 0 23 5 16

73 0 0 0 23 0 14

0 0 0 C 0 0 325
174 16 20 30 20 0 0 0

Parts in 25 0 300 0 0 0 75
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Production Rate
Machine Operation (pcjhr! Machine Dimensions

Turn outside diameter 9 3.5m x 1-5m

Bore inside diameter 15 3,Om x 1.6m

Face ends 10 2.5m x 1.5m

Gnnd outside diarneter 12 3.0m x 1.5m

Grind outside diameter 12 3.0m x 1.5m

Inspect 5 Bench 1.5 m x 1.5 m

Drill 9 1.5m x 2.5m

lhc From- To data indicate the number of workparts moved between
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The flexible manufacturing system (FMS) was identified in the last chapter as one of the
machine cell types used to implement group technology. It is the most automated and tech-
nologically sophisticated of the GT cells. In our classification scheme for manufacturing sys-
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terns (Section 13.2), an FMS typically possesses multiple automated stations and is capa-
ble of variable routings among stations (type II A).1 Its flexibility allows it to operate as a
mixed model system (case X for part or product variety). An FMS integrates into one high-
ly automated manufacturing system many of the concepts and technologies discussed in pre-
vious chapters, induding: flexible automation (Section 1.3.1), CNC machines (Chapters 6
and 14),dhtributed computer control (Section 6.3), automated material handling and stor-
age (Chapters 10 and ll).and group technology (Chapter 15).The concept for FMSs orig-
inated in Britain in the early 1960s (Historical Note 16.1).The first FMS installations in the
United States were made starting around 19b7.These initial systems performed machin-
ing operations on families of parts using NC machine tools.

Historical Note 16.1 Flexible manufacturing systems [23]-[251

The fleXible manufacturing system was first conceptualized for machining, and it required the
prior development ofNe The concept iscredited to David Williamson.a British engineer em-
ployed by Molins during the mid-l96Os. Molins patented the invention (granted in 1965).The
concept was called System 24 because It was believed that the group of machine tools com-
pnsmg the system could operate 24 hr/day, 16 hr of which would be unattended hy human
workers, The original concept included computer control of the NC machines, a variety of
pnrtshcmgproduccd.andtoot T11"gm,i~c5cap"ble"fholdingvariousloofsfordjffcrcntma-

chiningoperations
One of the first FMSs to be installed in the United States was a machining system at In-

gersoll-Rand Company in Roanoke, Virginia. in the late 1960s by Sundstrand (see Example
16,I). Other systems introduced soon alter included a Kearney & Trecker FMS at Caterpillar
Tractor and Cincinnati Milacron's "Variable Mission System," Most of the early FMS installa-
tions in the United States were in large companies, such as Ingersoll-Rand, Caterpillar.John
Deere, an.dGeneral Electric Co.These large companies had the financial resources to make the
major investments necessary, and they aim possessed the prerequisite experience in NC machine
tools. compu:er systems, and manufacturing systems to pioneer the new FMS technology.

FMSs were also installed in other countries around the world. In the Federal Republic
of Germany (West Germany, now Germany), a manufacturing system was developed in 1969
by Hcidlcbcrgcr Druckmascuincn in cooperation with the University of Stuttgart. In the (for-
mer) U.S.s.R (now Russia) anFMS was demonstrated at the 1972Stanki Exhibition in Moscow.
The first Japanese FMS was installed around the same time by Fuji Xerox

By around 1985, the number of FMS installations throughout the world had increased
to about 300,About 20-25% 01these were located in the United States. As the importance of
flexibility in manufacturing grows. the number ofFMSs is expected to increase. In recent years,
there has been an emphasis on smaller, less cxpensive flexible manufacturing cells.

FMS technology can be applied in situations similar to those identified for group
technology and cellular manufacturing; specifically,

• Presently, the plant either (1) produces parts in batches or (2) uses manned GT cells
and management wants to automate .

• It must be possible to group a portion of the parts made in the plant into partfam-
tttes. whose similarities permit them to be processed on the machines in the FMS.

'Allhaugh most flexiblemanufacturingsystemsare type 11A, other types are also possible,such as type
IAandtypelllA.Weshatidiscusstheseafternative,lalermthechapter
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Part similarities can be interpreted to mean that (1) the parts belong to a common
product, and/or (2) the parts possess similar geometries. In either case. the process-
ing requirements of the parts must be sufficiently similar to allow them to be made
on theFMS.

• The parts or products made by the facility are in the mid-volume, mid-variety pro.
duction range. The approprinte production volume range is 5000-75,000 partss'yr
[18). If annual production is below this range,an FMS is likely to be an expensive al-
ternarive.If' production volume is above this range, then a more specialized produc-
tion system should probably be considered

The differences between implementing a manually operated machine cell and installing an
FMS are: (1) the FMS requires a significantly greater capital investment because new equrp-
ment is being installed rather than existing equipment being rearranged. and (2) the FMS
is technologically more sophisticated for the human resources who must make it work.
However, the potential benefits are substantial. The benefits that can be expected from an
FMSinclude:

• increased machine utilization
• fewer machines required
• reduction in factory floor space required
• greater responsiveness to change
• reduced inventory requirements
• lower manufacturing lead times
• reduced direct labor requirements and higher labor productivity
• opportunity for unattended production

We elaborate on these benefits in Section 16.3.2.
In this chapter, we define and discuss flexible FMSs: what makes them flexible, their

components, their applications, and considerations for implementing the technology. In the
final section, we present a mathematical model for assessing the performance of FMSs.

16.1 WHATISANFMS7

Aflexible manufacturing system (FMS) is a highly automated OT machine cell.consist-
ing of a group of processing workstations (usually CNC machine tools), interconnected by
an automated material handling and storage system, and controlled by a distributed com-
puter system. The reason the FMS is calledflexible is that it is capable of processing a va-
riety of different part styles simultaneously at the various workstations, and the mix of part
styles and quantities of production can be adjusted in response to changing demand pat-
terns. The FMS is most suited for the mid-variety, mid-volume production range (refer-to
Figure 1.7).

The initials FMS are sometimes used to denote the termflexible machining system.
The machining process is presently the largest application area for FMS technology. How-
ever, it seems appropriate to interpret FMS in its broader meaning, allowing for a wide
range of possible applications beyond machining.

An FMS relies on the principles of group technology. No manufacturing system can
be completely flexible. There are limits to the range of parts or products that can be made
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in an FMS. Accordingly, an FMS is designed to produce parts (or products) within a defined
range of styles. sizes. and processes. In other words. an FMS is capable of producing a sin-
gle part family or a limited range of part families,

A more appropriate term for an FMS would be flexible automated manufa~tu,ing
system. The usc of the word "automated" would distinguish this type of production tech-
nology from other manufacturing systems that arc flexible but not automated, such as a
manned GT machine cell. On the other hand, tile word "flexible" would distinguish it from
other manufacturing systems that are highly automated but not flexible, such as a con-
ventional transfer line. However, the existing terminology is well established

16.1.1 What Makes It Flexible?

The issue of manufacturing system flexibility was discussed previously in Section 13.2.4. In
that discussion, we identified three capabilities that a manufacturing system must possess
to be flexible: (I) the ablility to identify and distinguish among the different part or prod-
uct styles processed by the system, (2) quick changeover of operating instructions, and
(1) quick changeover of physical setup. Flexibility is an attribute that applies to both man-
ual and automated systems. In manual systems, the human workers are often the enablers
of the system's flexibility. -

To develop the concept of flexibility in an automated manufacturing system, consid-
er a machine cell consisting of two CNC machine tools that are loaded and unloaded by
an industrial robot from a parts carousel, perhaps in the arrangement depicted in Figure
16.1. The cell operates unattended for extended periods of time. Periodically, a worker
must unload completed parts from the carousel and replace them with new workparts. By
any definition, this is an automated manufacturing cell, but is it a flexible manufacturing
cell? One might argue that yes, it is flexible, since the cell consists of CNC machine tools,
and CNC machines are flexible because they can be programmed to machine different

Figure 16.1 Automated manufacturing cell with two machine tools
and robot. Is it atlexiblc cell?

Machincworklabk

-Robot

Machin. toot

Parts carousel
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part configurations. However, if the cell only operates in a batch mode, in which the same
part style is produced by both machines in lots of several dozen (or several hundred) units,
then this does not qualify as flexible manufacturing,

'lb qualify as being flexible, a manufacturing system should satisfy several criteria. The
following ale four reasonable tests of flexibility in an automated manufacturing system:

1. Part variety test. Can the system process different part styles in a nonbatch mode?
2. Schedule change test. Can the system readily accept changes in production schedule,

and changes in either part mix or production quantities?
3. Error recovery test. Can the system recover gracefully from equipment malfunctions

and breakdowns, so that production is not completely disrupted'!
4. New parr test. Can new part designs be introduced into the existing product mix with

relative ease'!

If the answer to all of these questions is "yes" for a given manufacturing system, then the
system can be considered flexible. The most important criteria are (1) and (2). Criteria (3)
and (4) are softer and can be implemented at various levels. In fact, introduction of new part
designs is not a consideration in some FMSs; such systems are designed to produce a part
family whose memoeN are all known in advance.

if the automated system does not meet at least the first three tests, it should not be
classified as an FMS. Getting back to our illustration, the robotic work cell satisfies the cri-
teria if it: (1) can machine different part configurations in a mix rather than in batches;
(2) permits changes in production schedule and part mix; (3) is capable of continuing to op-
erate even though one machine experiences a breakdown (e.g., while repairs are being
made on the broken machine, its work is temporarily reassigned to the other machine);
and (4) as new part designs arc developed,NC part programs are written off-line and then
downloaded to the system for execution. This fourth capability requires that the new part
is within the part family intended for the FMS, so that the tooling used by the CNC machines
as well as the end effector of the robot are suited to the new part design.

Over the years, researchers and practitioners have attempted to define manufactur-
ing flexibility. These attempts are documented in several of our references [3], [7], [23J,
and [26].The result of these efforts IS the conclusion that flexibility in manufacturing has
multiple dimensions; there are various types of flexibility. Table 16.1 defines these flexibil-
ity types and lists the kinds of factors on which they depend.

To a significant degree, the types of flexibility in Table 16.1 are alternative ways of stat-
ing our preceding list of flexibility tests for a manufacturing system. The correlations are
mdicated in Table 16.2.

16.1.2 TypesofFMS

Having considered thc issue of flexibility and the different types of flexibility that are ex-
hibited by manufacturing systems, let us noll. consider the various types of FMSs. Each
FMS is designed for a specific application, that is, a specific family of parts and processes
Therefore, each F\1S is custom engineered; each FMS is unique. Given these circumstances,
one would expect to find a great variety of system designs to satisfy a wide variety of ap-
plication requirements.
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Flexibility Type Definition

TABLE 16.1 Types of Hexibifitv in Manufacturing. These Concepts of Flexibility Are Not Limited to Flexible
Manufacturing Systems, They Apply to Both Manned and Automated Systems. Sources: [3], [7],
[23],[26]

Depends on Factors Such As:

Machinllfl81lihility Capability to adapt a given machine
Iworkstatto-u in the system to a wide
range of production operations and
pert styles. The greater the range of
operations and part styles, the greater
the machine flexibility.

Setup or changeover time
Ease of machine reprogramming (ease

with which part programs can be
downloaded to machines).

Tool storage capacity of machines.
Skill and versatility of workers in the

system.

Production flexibility The range or universe of part stvles Machine flexibility of individual stations.
that can be produced on the system. Range of machine fiexibilities of all

stations in the system

Mix flexibility Ability to change the product mix
while maimaining the same total
production quantitv.thatis, producing
the same parts only In different
proportions.

Productflsxibility esse with Which design changes can
be accommodated. Ease with which
new products can be introduced

Routing fl81libility Capacity to produce parts through
aiternativeworkstation sequences in
response to equipment breakdowns,
tool failures, and other interruptions at
individual stations.

Volumeflexibi/it)' Ability to economically produce parts
in high and low total quantities of
production, given the fixed investment
in the system.

Expansion flexibility Ease with which the system can be
expanded to lncr eaee total production
quantities.

Similarity of parts in the mix.
Relative work content times of parts

produced.
Mechineflexibility.

How closely the new part design matches
the existing part family.

ott-nne part program preparation.
Machine flexibility.

Similarity of parts in the mix
Similarity of workstations.
Duplication of workstations.
Cross-trainingofrnanualworkers.
Common tooling.

Levelofmanuallaborperfurming
production.

Amount invested in capital equipment.

axoense of adding workstations.
Ease with which layout can be expanded.
Type of part handling system used.
Ease with which properly trained workers

can be added.

Flexible manufacturing systems can be distinguished according to the kinds of oper-

ations they perfonn:(l) processing operations or (2) assembly operations (Section 2.2.1).

An FMS is usually designed to perform one or the other but rarely both. A difference that

is applicable to machining systems is whether the system will process rotational parts or

nonrotattonat parts (Section 13.2.1). Fle xihle machining systems with multiple stations

that process rotational parts are much less common than systems that process nonrota-

tiona! parts. Two other ways to classify FMSs are by: (1) number of machines and (2'f level
oftlcxihilily
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Flexibility Tests or Criteria

TABLE 16.2 Comparison of FOLr Criteria of Flexibility in a Manufacturing System and the Seven Types

of Flexibility

Type of Flexibility (Table 16.1)

1. Part variety tast. Can the system process different part styles in
a non-batch mode?

2. Schedule change test. Can the system readily accept changes
in production schedule, changes in either part mix or
production quantities?

3. Error recovery test. Can the system recover gracefuliy from
equipment malfunctions and breakdowns, so that production is
not completely disrupted?

4. Newpart tart, Can new part designs be introduced into the
existing product mix with relative ease?

Machine flexibility
Production flexibility

Mix flexibility
Volume flexibility
Expansion flexibility

Routing flexibility

Productfiexibility

Number of Machines. Flexible manufacturing systems can be distinguished ac-
cording to the number of machines in the system. The following are typical categories:

• single machine cell (type I A in our classification scheme of Section ]3.2)

• flexible manufacturing cell (usually type II A, sometimes type III A, in our classifi-
cation scheme of Section 13.2)

• flexible manufacturing system (usually type II A, sometimes type III A, in our clas-
sification scheme of Section 13.2)

A single machine cell (SMC) consists of one CNC machining center combined with
a parts storage system for unattended operation (Section 14.2), as in Figure 16.2. Com-
pleted parts are periodically unloaded from the parts storage unit, and raw workparts are
loaded into it. The cell can be designed to operate in either a batch mode or a flexible
mode or in combinations of the two. When operated in a batch mode, the machine process-
es parts of a single style in specified lot sizes and is then changed over to process a batch
of the next part s.tyle. When operated in a flexible mode, the system satisfies three of the
four f1exibili1y tests (Section 16.1.1). It is capable of (1) processing different part styles, (2)
responding to changes in production schedule, and (4) accepting new part introductions.
Criterion (3),error recovery,cannot be satisfied because if the single machine breaks down,
production stops.

Aflexible manufacturing all (FMC) consists of two or three processing workstations
(typicatlyCNC machining centers ortuming centers) plus a part handling system. The part
handling system is connected to a load/unload station. In addition, the handling system
usually includes a limited parts storage capacity. One possible FMC is illustrated in Figure
16.3. A flexible manufacturing cell satisfies the four flexibility tests discussed previously.

Aflexible manufacturing system (FMS) has four or more processing workstations
connected mechanically by a common part handling system and electronically by a dis-
tributed computer system. Thus, an important distinction between an FMS and an FMC i~
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Figure 16.2 Single machine cell consisting of one CNC machining
center and parts storage unit.

the number of machines: an FMC has two or three machines, while an FMS has four or
more." A second difference is that the FMS generally includes nonprocesstng worksta-
tions that support production but do not directly participate in it. These other stations in-
clude part/pallet washing stations, coordinate measuring machines, and so on. A third
difference is that the computer control system of an FMS is generally larger and more so-
phisticated, often including functions not always found in a cell, such as diagnostics and
tuul monitoring. These additional functions are needed more in an FMS than in an FMC
because the FMS is more complex.

Some of the distinguishing characteristics of the three categories of flexible manu-
facturing cells and systems are summarized in Figure 16.4. Table 16.3 compares the three
systems in terms of the four flexibility tests.

Level of Flexibility. Another classification of FMS is according to the level offlcx-
ibility designed into the system. This method of classification can be applied to systems

'We havedef\ned the dividing line that ,eparates an FMS from an FMC to be four machines. It should be
noted that not all rTa~titioners would agree with that dividing line; ""me might prefer a higher value while a few
would prefer a lower number. Also, tlte distinction between cell and system seems to apply only to f1eJrible man.
ufacturing systems that are automated, The manned cotmterpartsofthese aystelt1ll discussed inlhe previous chap-
ler are alway' reterreo to 8S <:<ell.,nn matter how many workstations are included.
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Figure 16.3 A flexible manufacturing cell consisting of three iden-
tical processing stations (CNC machining centers), a load/unload
station, and a part handling system.

Flexible
mf,

system

Flexible~;~.
Single

machine
cell ~---'--

20r3 4 "rmOTe l\umbeTol
machines

Figure 16.4 Features of the three categories of flexible cells and
systems.

with any number of workstations, but its application seems most common with FMCs and
FMSs.1\vo categories are distinguished here:

• dedicated FMS
• random-order FMS

W'i,rklrnnsportsystem
(sbuitlelrackj
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TABLE 16.3 Flexibility Criteria Appl'ed to the Three Types of Manufacturing Cells and Systems

Flexibility Criteria 'Tests of Flexibility}

2. Schedule
System Type 1. Part Variety Change 3. Error Recovery 4. New Part--~--~~

V"$inglcmachine Yes, but processing Limited recoverv oue to
cell {SMCI ts sequerrnefnot only one machine.

simultaneous.

V"Flexible ves. eirnultaneous V" Error recovery limited
manufacturing production of by fewer machines
cell (FMC) different parts thanFM$.

Flexible Yes, simultaneous V" Machine redundancy V"
manufacturing production of mirimizes effect of
systemlFMSJ different parts. machine breakdowns.

A dedicated FMS is designed to produce a limited variety of part styles, and the com-
plete universe of parts to be made on the system is known in advance. The term special
manufacturing system has also been used in reference to this FMS type (c.g., [24». The part
family is likely to be based on product commonality rather than geometric similarity. The
product design is considered stable, and so the system can be designed with a certain amount
of process specialization to make the operations more efficient. Instead of using general-
purpose machines, the machines can be designed for the specific processes required to
make the limited part family, thus increasing the production rate of the system. In some in-
stances, the machine sequence may be identical or nearly identical for all parts processed
and so a transfer line may be appropriate. in which the workstations possess the necessary
flexibility to process the different parts in the mix. Indeed, the term flexible transfer lint
is sometimes used [or this case [19].

A random-order EMS is more appropriate when the pari family is large, there are sub-
stantial variations in part configurations, there will be new part designs introduced into
the system and engineering changes in parts currently produced, and the production sched-
ule is subject to change from day-to-day, To accommodate these variations, the ran-
dam-order FMS must be more flexible than the dedicated FMS. It is equipped with
general-purpose machines to deal with the variations in product and is capable of pro-
cessing parts in various sequences (random-order). A more sophisticated computer con-
trol system is required for this FMS type.

We see in these two system types the trade-off between flexibility and productivity.
The dedicated FMS is less flexible but more capable of nigher production rates. The ran-
dam-order FMS is more flexible but at the price oflower production rates.A comparison
of the features of these two FMS types is presented in Figure 16.5. Table 16.4 presents a com.
parison of the dedicated FMS and random-order FMS in terms of the four flexibility tests

76.2 FMS COMPONENTS

As indicated in OUI dcfiuiuon. there are several basic components of an FMS: (1) work-
stations, (2) material handling and storage system, and (3) computer control system. In ad"
dition, even though an FMS is highly automated, (4) people are required to manage and
operate the system. We discuss these four FMS components in this section.
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Random
",de,rMS

Dedicated
F~S

Production rate
annual volume

Figure 16.5 Comparison of dedicated and random-order FMS types.

Flexibility CritQria Applied to Dgdicat ••d FMS and Random_Ord ••r F'MS

System Type
Flexibility Criteria (Tests of Flexibility)

Dedicated
FMS

1. Pat1Variery 2. Schedule Change 3. Error recovery 4. Newpart

Umited. All parts Limited changes can limited by sequential No. New part
known in be tolerated. processes. introductions
advance. difficult.

Yes. Substantial Frequent and Machine redundancy Yes. System
part variations significant minimizeseffeet designed
possible. changes of machine for new part

possible. breakdowns. introductions.

Random-
order
FMS

16.2.1 Workstations

The processing or assembly equipment used in an FMS depends on the type of work ac-
complished by the system. In a system designed for machining operations, the principle
types of processing station are CNC machine tools. However, the FMS concept is also ap-
plicable to various other processes as well. Following are the types of workstations typically
found in an FMS.

Load/Unload Stations. The load/unload station is the physical interface between
the FMS and the rest of the factory. Raw workparts enter the system at this point, and fin-
ished parts exit the system from here. Loading and unloading can be accomplished either
manually or by automated handling systems. Manual loading and unloading is prevalent in
most FMSs today. The load/unload station should be ergonomically designed to permit
convenient and safe movement of work parts. For parts that are too heavy to lift by the op-
erator, mechanized cranes and other handling devices are installed to assist the operator.
A certain level of cleanliness must be maintained at the workplace. and air hoses or other

TABLE 16.4
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washing facilities are often required to flush away chips and ensure clean mounting and lo-
cating points. The station is often raised slightly above floor level using an open-grid plat-
form to permit chips and cutting fluid to drop through the openings for subsequent recycling
or disposal

The load/unload station should include a data entry unit and monitor for communi-
cation between the operator and the computer system. Instructions must be given to the
operator regarding which part to load onto the next pallet to adhere to the production
schedule. In cases when different pallets are required for different parts, the correct pallet
must be supplied to the station. In cases where modular fixturing is used, the correct fix-
ture must be specified. and the required components and tools must be available at the
workstation to build it. 'When the part loading procedure has been completed. the han-
dling system must proceed to launch the pallet into the system; however, the handling sys-
tem must be prevented from moving the pallet while the operator is still working. All of
these circumstances require communication between the computer system and the oper-
ator at the load/unload station

Machining Stations. The most common applications of FMSs arc machining op
erations, The workstations used in these systems are therefore predominantly CNC machine
tools. Most common is the CNe machining center (Section 14.3.3): in particular. the hor-
izontal rnachi-iing center. CNC machining centers possess features that make them com-
patible with the FMS, including automatic tool changing and tool storage, use of palletized
workparts, eNe, and capacity for distributed numerical control (DNC) (Section 6.3). Ma-
chining centers can be ordered with automatic pallet changers that can be readily interfaced
with the FMS part handling system. Machining centers are generally used for nonrota-
tional parts. For rotational parts, turning centers are used; and for parts that are mostly ro-
tational hut require multitooth rotational cutters (milling and drilling), mi11·turn centers
can be used.

In some machining systems, the types of operations performed are concentrated in a
certain category, such as milling or turning. For milling, special milling machine modules
can be used to achieve higher production levels than a machining center is capable of. The
milling module can be vertical spindle, horizontal spindle, or multiple spindle. For turning
operations. speciallurning modules can be designed for the FMS, In conventional turn-
ing, the workpiece IS rotated against a tool that is held in the machine and fed in a direc-
tion parallel to the axis of work rotation. Parts made on most FMSs are usually
nonrotational: however, they may require some turning in their process sequence. For these
cases, the parts are held in a pallet fixture throughout processing on the FMS, and a turn-
ing module is designed to rotate the single point tool around the work.

Other Processing Stations. The FMS concept has been applied to other pro-
cessing operations in addition to machining. One such application is sheet metal fabrica-
tion p~ocesscs, reported in [44]. The processing workstations consist of pressworking
operations, such as punching, shearing, and certain bending and fonning processes. Also,
flexible systems are being developed to automate the forging process [41]. Forging is tra-
ditionally a ve~' labor-intensive ?peration. The workstations in the system consist princi-
pally of a heating furnace, a forging press. and a trimming station.

Assembly. Some FMSs are designed to perform assembly operations. Flexible
automated assembly systems are being developed to replace manual labor in the assembly
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of products typically made in batches. Industrial robots are often used as the automated
workstations in these flexible assembly systems. They can be programmed to perform
tasks with variations in sequence and motion pattern to accommodate the different prod-
uct styles assembled in the system. Other examples of flexible assembly workstations are
the programmable component placement machines widely used in electronics assembly.

Other Stations and Equipment. Inspection can be incorporated into an FMS,<:i-
ther by including, an inspection operation at a processing workstation or by including a
station specifically designed for inspection. Coord:natemeasuring machines (Section 23.4),
special inspection probes that can be used in a machine tool spindle (Section 23.4.b), and
machine vision (Section 23.0) are three possible technologies for performing inspection
on an FMS. Inspection has been found to be particularly important in flexible assembly sys-
terns to ensure that components have been properly added at the workstations. We exam-
inc the topic of automated inspection in more detail in Chapter 22 (Section 22.3).

In addition to the above, other operations and functions are often accomplished on
an FMS. These include stations for cleaning parts and/or pallet fixtures. central coolant de-
livery systems for the entire FMS, and centralized chip removal systems often installed
below floor level

16.2.2 Material Handling and Storage System

The second major component of an FMS is its material handling and storage system. In this
subsection, we discuss the functions of the handling system, material handling equipment
typically used in an FMS, and types of FMS layout.

Functions of the Handling System. The material handling and storage system
in an FMS performs the fol1owing functions:

• Random, intkpendent movement of workparts between stations. This means that
parts must be capable of moving from anyone machine in the system to any other rna-
chine. to provide various routing alternatives for the different parts and to make ma-
chine substitutions when certain stations are busy.

• Handle a variety of workpart configurations. For prismatic parts, this is usually ac-
complished by using modular pallet fixtures in the handling system. The fixture is 10·
cated on the top face of the pallet and is designed to accommodate different part
configurations by means of common components, quick-change features, and other
devices that permit a rapid build-up of the fixture for a given part. The base of the
pallet is designed for the material handling system. For rotational parts, industrial ro-
bots are often used to load and unload the turning machines and to move parts be-
tween stations.

• Temporary stornge. The number of parts in the FMS will typically exceed the num-
ber of parts actually being processed at any moment. Thus, each station has a small
queue of parts waiting to be processed. which helps to increase machine utilization.

• Convenient accessjor loading and unloading workpartf. The handling system must
include locations for load/unload statiuus.

• Compatible with computer control. The handling system must be capable of being
controlled directly by the computer system to direct it to the various workstations,
load/unload stations, and storage areas
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Material Handling Equipment. The types of material handling systems used to
transfer parts between stations in an F.\1S include a variety of conventional material trans-
port equipment (Chapter 10), in-line transfer mechanisms (Section 18.1.2),and industrial
robots (Charter 7) The material handling function in an FMS is often shared between two
systems: (1) a primary handling system and (2) a secondary handling system. The prima-
ry handUn!: system establishes the hasic layout of the f"MS and is responsible for moving
workparts between stations in the system. The types of material handling equipment typ-
ically utilized for FMS layouts are summarized in Table 16.5

The secondary handling system consists of transfer devices, automatic pallet chang-
ers. and similar mechanisms located at the workstations in the FMS.The function of the sec-
ondary handling system is to transfer work from the primary system to the machine tool
or other processing station and to position the parts with sufficient accuracy and repeata-
bility to perform the processing or assembly operation. Other purposes served by the sec-
ondary handling system include: (1) reorientation of the workpart if necessary to present
the surface that is to be processed and (2) buffer storage of parts to minimize work change
time and maximize station utilization. In some FMS installations, the positioning and reg-
ivtrution requirements at the individual workstations are satisfied by the primary work
handling system. In these cases, the secondary handling system is not included,

The primary handling system is sometimes supported by an automated storage sys-
tem (Section: 1.4). An example of storage in an fMS is illustrated in Figure 16.6. The FMS
is integrated with an automated storage/retrieval system (AS/RS), and the SiR machine
serves the work handling funcuon for the workstations as well as delivering parts to and
from the storage racks,

FMS Lavout Configurations. The material handling system establishes the FMS
layout. Most layout configurations found in today's FMSs can he divided into five cate-
gories: (1) in-line layout, (2) loop hl)'OU1, (3) ladder layout. (4) open field layout, and
(5) robot-cemered cell.

In the in-line layout, the machines and handling system are arranged in a straight line,
as illustrated in Figure, 16.6 and 16.7. In its simplest form. the parts progress from one
workstation to the next in a well-defined sequence, with work always moving in one di-
rection and no back flow, as in Figure 16.7(a). The operation of this type of system is sirn-
tlar to a transfer lin., (Chapter 18). except that a variety of workparts are processed in the

TABLE 16.5 Material Handling Equipment Typically Used as the Primary HarJdling
System for the Five FMS Layouts (Chapter or Section Identified in
Parentheses)

Layout Configuration Typical Material Handling System (Chapter or Section)

In-line layout In-line transfer system (Section 18.1.2)
Conveyor system (Section 10.4)
Rail guided vehicle system (Section 10.31

Loop layout Conveyor system (Section 10.4)
In-floor towline carts (Section 10.4~

Ladder layout Conveyor system (Section 10.4~
Automated guided vehicle system (Section 10.2)
Hail guided vehicle system (Section 10.3)

Open field layout Automated guided vehicle system (Section 10.2)
In-floor towline carts (Section 10.4)

_R_Obot_~,,_o'_"_'d_"_YO_", __ ~.~I_Od_",_"_;'_' CO_b_O'_'C_h_'P_"_"_, _
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Figure 16.6 FMS that incorporates an automated storage and re-
trieval system for handhng and storing parts. Key: ASjRS = auto-
mated storage/retrieval system, SIR = storage/retrieval machine
(also known as a stacker crane), CNC == computer numerical
control.

system. Since all work units follow the same TOuting sequence, even though the processing
varies at each station, this system is classified as type III A in our manufacturing systems
classification system. For in-line systems requiring greater routing flexibility, a linear trans-
fer system that permits movement in two directions can be installed. One possible arrange-
ment for doing this is shown in Figure 16.7(b), in which a secondary work handling system
is provided at each workstation to separate most of the parts from the primary line. Becau ..se
of the variations in routings, this is II type II A manufacturing system.

In the loop layout, the workstations are organized in II loop that is served by II part
handling system in the same shape, as shown in Figure 16.8(a). Parts usually flow in one di-
rection around the loop, with the capability to stop and be transferred to any station.A sec-
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Partiallv cornpleted
fworkPaTt,

(OJ

Figure 16.7 In-line FMS layouts: (a) one direction flow similar to a
transfer line and (b) linear transfer system with secondary part han-
dling system at each station to Iacilrtate flow in two directions. Key'
Load = parts loading station. UnLd = parts unloading station.
Mach = machining station. Man = manuaL station, Aut = auto-
mated station.

ondary handling system is shown at each workstation to permit parts to move without ob-
struction around the loop. The load/unload stanonfs) arc typically located at one end of the
loop. An alternative form of loop layout is the rectangular layout. As shown in Figure
16.8(b), this arrangement might be used to return pallets to the starting position in a straight
line machine arrangement.

The ladder layout consists of a loop with rungs between the straight sections of the
loop,on which workstations are located, as shown in Figure 16.9.The rungs increase the pos-
sible ways of getting from one machine to the next, and obviate the need for a secondary
handling system. This reduces average travel distance and minimizes congestion in the
handling system, thereby reducing transport time between workstations.

The open fteid rayoutconsists of multiple loops and ladders and may include sidings
as well. as illustrated in Figure 16.m This layout type is generally appropriate for pro-
cessing a large family of parts. The number of different machine types may be limited, and
parts are routed to different workstations depending on which one becomes available first.

The robot-centered cell (Figure l ei.L] uses one or more robots as the material han-
dling system. Industrial robots can be equipped with grippers that make them well suited
for the handling of rotational parts, and robot-centered FMS layouts are often used to
process cylindrical or disk-shaped parts

Starling
"orkpum

-Part transport >yslem

Wmkn"""
CO~frlt~tCd

Sternng
workDart,

("omplcledDart'

~Slmttkcaf1

Work now
Primarvlinc

Load
l:nld



"6 Chap. 16 I Flexible Manufacturing Systems

Complekd
parts

-(JO •.••-eee@
Starting

wmkparts
~

"",~:;,pml
;; Dl,,,'",",,
~ workflow

'"

("I

Figure 16.8 (a) FMS loop layout with secondary part handling sys-
tern at each station to allow unobstructed flow on loop and (b) rec-
tangular layout for recirculation of pallets to the first workstation in
the sequence. Key: Lced > parts loading station, UnLd = parts un-
loading station, Mach = machining station, Man = manual station,
Aut '" automated station

16.2.3 Computer Control System

The FMS includes a distributed computer system that is interfaced to the workstations,
materiaJ handling system, and other hardware components. A typical FMS computer sys-
tem consists of a central computer and microcomputers controlling the individual machines
and other components. The central computer coordinates the activities of the components
to achieve smooth overall operation of the system. Functions performed by the FMS com-
puter control system can be grouped into the following categories:

1. Workstation control. In a fully automated FMS, the individual processing or assem-
bly stations generally operate under some form of computer control. For a machin-
ing system, CNC is used to control the individual machine tools.

2. Distribution of control instructions to workstations. Some form of central intelli-
gence is also required to coordinate the processing at individual stations. In a ma-
chining FMS, part programs must be downloaded to machines, and DNC is used for
this purpose, The DNC system stores the programs, allows submission of new pro-
grams and editing of existing programs as needed, and performs other DNe func-
tions (Section 6.3).
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Load

- S~~I1~ G IIL:~~)~<l1@) ~Q~:'-;-
workparts parts

Figure 16.9 FMS ladder layout. Key: Load = parts loading station,
UnLd == parts unloading station. Mach == machining station,
Man = manual station, Aut = automated station.

3. Production control. The part mix and rate at which the various parts are launched into
the system must be managed. Input data required for production control includes
desired daily production rates per part. numbers of raw workparts available, and
number of applicable pallets.' The production control function is accomplished by
routing an applicable pallet 10 the load/unload area and providing instructions to the
operator for loading the desired workpart.

4. Traffic control. This refers to the management of the primary material handling sys-
tem that moves workparts between stations. Traffic control is accomplished by actu-
ating switches at branches and merging points. stopping parts at machine tool transfer
locations, and moving pallets to load/unload stations.

5. Shuttle control. This control function is concerned with the operation and control of
the secondary handling system at each workstation. Each shuttle must be coordinat-
ed with the primary handling system and synchronized with the operation of the ma-
chine tool it serves,

'The lenr. applicable pallel refers 10 a pallet that is fixtured 10 accept a workpart of lhe desired type

IDlrectionof
workflow
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Compj~led
part'-()oe

-856
Starling

work:parls
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Figure 16.10 Open field FMS layout. Key: Load = parts loading,
UnLd ,; parts unloading, Mach = machining, Clog = cleaning,
lnsp '" inspection, Man = manual, Aut = automated,AGV = au-
tomated guided vehicle. Rechg = battery recharging station for
AGVs.

6. Workpiece monitoring. The computer must monitor the status of each cart andlor
pallet in the primary and secondary handling systems as well as the status of each of
the various workpiece types.

7. Tool control. In a machining system, cutting tools are required. Tool control is con-
cerned with managing two aspects of the cutting tools:
• Tool location. This involves keeping track of the cutting tools at each worksta-

tion, If one or mere tools required to process a particular workpiece is not pre-
sent at the station that is specified in the part's routing, the tool control subsystem
takes one or both of the following actions: (a) determines whether an alternative
workstation that has the required tool is available and/or (b) notifies the opera
tor responsible for tooling in the system that the tool storage unit at the station
must be loaded with the required cutter(s).

IReC'hgi:Rechgl
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Tool life monitoring. 1.n this aspect of tool control, a tool life isspecif.ied to the
computer for each cutting too! ltl the F\tIS.A record of the machining time usage
i••maintained for each of the tools, and when the cumulative machining time
reaches the specified life of the tool, the operator is notified that a tool replace-
ment is needed.

K Performance monitoring and reponing. The computer control ~ystem i, programmed
to collect data on the operation and performance of the FMS. This data is periodically
summarized, and reports are prepared for management on system performance. Some
of the important reports that indicate FMS performance are listed in Table 16.6

Y. Diagnostics. This function is available to a greater or lesser degree on many manu-
facturing systems to indicate the probable source of the problem when a malfunction
occurs. It can also be used to plan preventive maintenance iu the system and to iden-
tify Impending failures. The purpose of the diagnostics function is to reduce break-
downs and downtime and increase availability of the system.

The modular structure of the FMS application software for system control is illus-
trated in Figure 16.11. It should be noted that an FMS possesses the characteristic archi-
tecture or a DNC sy~tem_As in other ONe systems. two-way communication is used. Data
and commands an: sent from the central computer to the individual machines and other
hardware components, dnd data Ull execution and performance are transmitted from the
components hack up to the centra] computer. In addition, an uplink from the FMS to the
corporate host computer is provided

16.2.4 Human Resources

One additional component in the FMS is human labor. Humans are needed to manage the
operations of the FMS. Functions typically performed by humans include: (1) loading raw
workparts into the system, (2) unloading finished parts (or assemblies) from the system.
(3) changing and setting tools. (4) equipment maintenance and repair, (5) NC part pro-
gramming in a machining system, (6) programming and operating the computer system, and
(7) overall management of the system

TA.BLE 16.6 Typicat FMS Penormance Reports

Type of Report Description

41'ai/abiliry Availability is a reliability measure. This report summarizes the uptime proportion
of the workstations. Detaita such as reasons for downtime are included to
identify recurring oroblem areas.

Utilization This report summarizes the utilization of each workstation in the system as well
as the average utilization of the FMS for specified periods (days, weeks,
months}

Producrio" perf,.,mance This report summarizes data on daily and weekly quantities of different parts
produced by the FMS. The reports compare the actual quantities against the
production schedule

TfJo/ing Toollnq reports provide information on various aspects 011001 control, such as a
listing ottoots at each workstation and tool life status.

Starus The status report provides an instantaneous "snapshot" of the present condition
of the FMS. Line supervision can request this report et any time to learn the

~~:fan~i ~~t~r~I~~~iYi~~~~~~~I~~ii~~~~::;c~~~~S~U;:~II:~8~~~~s:~~I~~9~ti Iization,
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Figure 16.11 Structure of FMS application software system. Key:
NC = numerical control, Aut = automated workstation.

16.3 FMS APPLICATlOlt,S AND BENEFITS

In this section, we explore the applications of FMSs and the benefits that result from these
applications. Many of the findings from the industrial survey on cellular manufacturing (re-
ported in Section 15.5.2) are pertinent to FMSs,and we refer the reader to that report [43].

16.3.1 FMS Applications

The concept of flexible automation is applicable to a variety of manufacturing operations.
In this section, some of the important FMS applications are reviewed. FMS technology i~

most widely applied in machining operations. Other applications include sheet metal press-
working, forging, and assembly. Here some of the applications are examined using case
study examples to illustrate.

Flexible Machining Systems. Historically.most of the applications of flexible ma-
chining systems have been in milling and drilling type operations (nonrotational parts),
using NC and subsequently CNC machining centers. FMS applications for turning (rota-
tional parts) were much less common until recently, and the systems that are installed tend
to consist of fewer machines. For example, single machine cells consisting of parts storage
units, part loading robots, and CNC turning centers are widely used today, although not
always in a flexible mode. Let us explore some of the issues behind this anomaly in the de-
velopment of flexible machining systems.

By contrast with rotational parts, nonrotational parts are often too heavy for a human
operator to easily and quickly load into the machine tool. Accordingly, pallet fixtures were
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developed so that these parts could be loaded onto the pallet off-line and then the part-on.
pallet could be moved into position in front of the machine tool spindle. Nonrcrarlonal
pans also tend to be more expensive than rotational parts, and the manufacturing lead
times tend to be longer. These factors provide a strong incentive to produce them as effi-
ciently as possible, using advanced technologies such as FMSs. For these reasons, the tech-
nology for FMS milling and drilling applications is more mature today than for FMS turning
applications

EXAMPLE 16.1 F\1S at Ingersoll-Rand in Roanoke, Virginia

One of the first FMS installations in the United States was at the Roanoke, Vir-
gln.a.ptant of the Tool and Hoist Division of Ingersoll-Rand Corp. The system
was installed by Sundstrand in the late 1960& It consists of two five-axis ma-
chining centers, two four-axis machining centers, and two four-axis drilling ma-
chines. The machines are each equipped with 6O-tool storage drums and
automatic 1001 changers and pallet changers. A powered roller conveyor system
is used for the primary and secondary workpart handling systems. Three oper-
ators plus one foreman run the system three shifts. Up to 140 part numbers are
machined on the system. The parts begin as cast iron and aluminum castings
and are machined into motor cases, hoist casings, and so on. Part size capabili-
ty ranges up to a 0.9 m cube (36.0 in). Production quantities for the various part
numbers range from 12 per year to 20,000 per year. The layout of the system is
presented in Figure 16.12.
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Figure 1li.U Layout of Ingersoll-Rand FMS in Roanoke, Virginia.

EXAMPLE 16.2 FMS at Al'Co.Lycoming

An FMS was designed and installed by Kearney & Trecker Corporation at the
Avco--Lycoming plant in Williamsport. Pennsylvania, to manufacture aluminum
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Figure 16.13 FMS layout at Avco-Lycoming in williamsport.Perin-
sylvania.

crankcase halves for aircraft engines. The layout is an open field type and is il-
lustrated in Figure 16.13. The handling of workparts between machines is per-
formed by an in-floor towline cart system with a total of 2~ pallet carts. The
system contains 14 machine tools: one duplex multispindle bead indexer, two
simplex mnltispindle head indexers, and 11 machining centers. In a multispin-
die head indexer, machining heads are attached to an indexing mechanism that
indexes (rotates in specified angular amounts) to bring the correct machining
head into position to address the work. A simplex unit processes the work on
one side only, while a duplex has two indexers on opposite sides of the work. Ma-
chining centers are described in Section 14.3.3.

EXAMPLE 16.3 Vought Aerospace FMS

An FMS installed at Vought Aerospace in Dallas. Texas, by Cincinnati Milacron
is shown in Figure 16.14. The system is used to machine approximately 600 dif-
ferent aircraft components. The FMS consists of eight CNC horizontal ma-
chining centers plus inspection modules. Part handling is accomplished by an
automated guided vehicle system using four vehicles. Loading and unloading of
the system is done at two stations. These load/unload stations consist of storage
carousels that permit parts to be stored on pallets for subsequent transfer to
the machining stations by the AGVS. The system is capable of processing a se-
quence of single, one-of-a-kind parts in a continuous mode. permitting a com-
plete set of components for one aircraft to be made efficiently without batching.

Other FMS Applications. Pressworking and forging arc two other manufacturing
processes in which efforts are being made to develop flexible automated systems. Refer-
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Figure 16.14 FMS at Vought Aircraft (line drawing courtesy of
Cincinnati Milacron)

ences [41J and [44] describe the FMS technologies involved, The following example illus-
trates the development efforts in the pressworking area.

EXAMPLE 16.4 Flexible Fabricating System

The term flexible fabricating system (FFS) is sometimes used in connection
with systems that perform sheet metal press working operations. One FFS con-
cept by Wiedemann is illustrated in Figure 16,15. The system is designed to un-
load sheet metal stock from the automated storage/retrieval system (ASjRS),
move the stock by rail-guided cart to the CNC punch press operations, and then
move the finished parts back to the AS/RS, all under computer control.

Flexible automation concepts can be applied to assembly operations. Although some
examples have included industrial robots to perform the assembly tasks, the following ex-
ample illustrates a flexible assembly system that makes minimal use of industrial robots.

EXAMPLE 16.5 Assembly FMS at Allen-Bradley

An FMS for assembly installed by Allen-Bradley Company is reported in {421.
The "flexible automated assembly line" produces motor starters in 125 model
styles. The line boasts a I-day manufacturing lead time on Jot sizes as low as
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Figure 16.15 Flexible fabricating system for automated sheet metal
processing (based on line drawing provided courtesy of Wiedemann
Division, Cross & Trecker Co.)

one and production rates of 600 units/hr. The system consists of 26 workstations
that perform all assembly, subassembly, testing, ami packaging required to make
the product. The stations are linear and rotary indexing assembly machines with
pick-aod-place robots perfonning certain handling functions between the ma-
chines. 100% automated testing at each step in the process is used to achieve very
high quality levels. The flexible assembly line is controlled by a system of
Allen-Bradley programmable logic controllers.

16.3.2 FMS Benefits

A number of benefits can be expected in successful FMS applications. The principal ben-
efitsare the following:

• Increased machine utilization. FMSs achieve a higher average utilization than ma-
chines in a conventional batch production machine shop. Reasons for this include:
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(1) 24 hr/day operation. (2) automatic tool changing ar machine tools. (3) automat-
ic pallet changing at workstations. (4) queues of parts at stations, and (5) dynamic
scheduling of production that takes into account irregularities from normal operations.
It shou.d be possible to approach 80~qOk asset utilization by implementing FMS
technology [231.

• Fewer mactunex required Because of higher machine utilization. fewer machines
are required.

• Reduction in factory floor space required. Compared with a job shop of equivalent
capacity, an fMS generally requires less floor area. Reductions in floor space re-
quircrncnts are estimated to he 40-500/, [23J.

• Greater responsiveness to change. An FMS improves response capability to part de-
sign changes. introduction of new part s, changes in production schedule and product
mix. machine breakdowns. and cutting tool failures. Adjustments can be made in the
production schedule from one day to the next to respond to rush orders and special
customer requests.

• Reduced inventory requirements, Because different parts are processed together
rather than separately in batches. work-in-process (WIP) is less than in a batch pro-
duction mode. The inventorv of starting and finished parts can be reduced as well. In-
vemory reductions of 60-807< are estimated [ZJ].

• Lower manufacturing lead times. Closely correlated with reduced WIP is the time
spent in process by the parts. This means faster customer deliveries

• Reduced direct labor requirements and higher labor productivity. Higher production
rates and lower reliance on direct labor translate to greater productivity per labor hour
with an FMS than with conventional production methods. Labor savings of 3().-SOJi,
arc estimated [231.

• Opportunity for unattended production. The high level of automation in an FMS al-
lows it to operate for extended periods of time without human attention. In the most
optimistic scenario, parts and tools are loaded into the system at the end of the day
shltt, and the FMS continues to operate throughout the night so that the finished
parts can be unloaded the next morning.

16.4 FMS PLANNING AND IMPLEMENTATION ISSUES

Implementation of an FMS represents a major investment and commitment by the user
company. It is important that the installation 01 the system be preceded by thorough plan-
ning and design, and that its operation be characterized by good management of all re-
sources: machines, tools, pallets, parts, and people. Our discussion of these issues is organized
along these lines: (1) FMS planning and design issues and (2) FMS operational issues.

16.4.1 FMS Planning and Design Issues

The initial phase ofFMS planning must consider the parts that will he produced by the sys-
tem. The issues nre similar to those in GT machine cell planning (Section 15.4.2).They include:

• Part family cPnsiderafions. Any FMS must be designed to process a limited range
of part (or product) styles. The boundaries of the range must be decided. In effect,
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the part family that will be processed 011the FMS must be defined. rhe definition of
part families to be processed un the FMS can be based on product cO~lmonality as
well as on part similarity. The term producr commonality refers 10 different com-
ponents used on the same product. Many successful FMS installations arc designed
to accommodate part families defined by this criterion. This allows all of the com-
poncnts required to ",ssf>mole a given product unit to he comp1etcJ just prior to be-
ginning of assembly,

• Processing requiremenrs. The types of parts and their processing requirements de-
termine the types of processing equipment that will be used in the system. In ma-
chining applications.nomatatonal parts are produced by machining centers, milling
machines, and like machine tools: rotational parts are machined by turning centers and
similar equipment.

• Pnystcal enareaertntcs of the workperts, The size and weight of the parts deter-
mine the size of the machines at the workstations and the size of the material han-
dling system that must be used

• Production volume, Quantities to be produced by the system determine how many
machines WIllbe required. Production volume is also a factor in selecting the most ap-
propriate type of material handling equipment for the system.

After the part family, production volumes, and similar part issues have been decided.design
of the system can proceed.Important factors that must be specified in FMS design include:

• Types of workstations. The types of machines are determined by part processing re-
quirements. Consideration of workstations must also include the load/unload statioms).

• Variations in process routings and FMS layout. If variations in process sequence
are minimal. then an in-line flow is most appropriate. As product variety increases,
a loop is more suitable. If there is significant variation in the processing, a ladder lay-
out or open field layout are the most appropriate

• Material handling system. Selection of the material handling equipment and layout
are closely related, since the type of handling system limits the layout selection to
some extent. The material handling system includes both primary and secondary han-
dling systems (Section 16.2.2).

• Work-in-process and storage capacity. The level ofWIP allowed in the FMS is an im
portant variable in determining utilization and efficiency of the FMS.lf the WIP level
is too low, then stations may become starved for work, causing reduced utilization. If
the wrp level is too high, then congestion may result. The WIP level should be
planned, not just allowed to happen. Storage capacity in the FMS must be compati-
ble with Wlp Ievel,

• Tooling. Tooling decisions include types and numbers of tools at each station. Con.
sideration should also be given to the degree of duplication of tooling at the differ-
ent stations. Tool duplication tends to increase routing flexibility (Table 16.1).

• Pallet fixtures. In machining systems for nonrotational parts, the number of pallet
fixtures required in the system must be decided. Factors influencing the decision in-
clude: levels ofWIP allowed in the system and differences in part style and size. Parts
that differ too much in configuration and size require different fixturing.
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16.4.2 FMS Operational Issues

Once the Fr-.·1Si~ installed. then the existing resources of the FMS must be optimized to rncc:
production requirements and achieve oper-ational objectives related to profit.quality, and
customer satisfaction, The operational problems that must be solved include [24], [26J.[35]"

• Schedulinf: and dispatching. Scheduling of production in the FMS is dictated b)' the
master production schedule (Section 26.1). Dispatching is concerned with launching
of parts into the system atthe appropriate times. Several of the problem areas below
are related iO the scheduling issue

• Machine loading. This problem is concerned with allocating the operations and tool-
ing resources among the machines in the system to accomplish the required produc-
tion schedule

• Part routing. Routing decisions involve selecting thc routes that should be followed
hy each part III the production mix to maximize use of workstation resources.

• Part grouping. This IS concerned with the selection of groups of part types for si
rnultaneous production, given limitations on available tooling and other resources a'
workstations.

• Tool mURaKr:mr:nt. M,UI<lgill!" the available tools includes dccisicns un when to chau!"c

tools, allocation of tooling to workstations in the system, and similar issues.
• Pallet andfixture allocation. This problem is concerned with the allocation of pal

lets and fixtures to the parts being produced in the system.

76.5 QUANTITATIVE ANALYSIS OF FLEXIBLE
MANUFACTURING SYSTEMS

Most of the design and operational problems identified in Section 16.4 can be addressed
using quantitative analysis techniques. FMSs have constituted an active area of interest in
operations research, and many of the important contributions are included in our list of ref-
erences. FMS analysis techniques can be classified as follows: (l) deterministic models,
(2) queueing models, (3) discrete event simulation, and (4) other approaches, including
heuristics.

To obtain starting estimates of system performance, deterministic models can be
used. Later :n this section, we present a deterministic modeling approach that is useful in
the beginning stages of FMS design to provide rough estimates of system parameters such
as production rate, capacity, and utilization. Deterministic models do not permit evaluation
of operating characteristics such as thc build-up of queues and other dynamics that can im-
pair performance of the production system. Consequently, deterministic models tend to
overestimate FMS performance. On the other hand, if actual system performance is much
lower than the estimates provided by these models, it may be a sign of either poor system
design or poor management of the FMS operation.

Queueing models can be used to describe some of the dynamics not accounted for ir-
deterministic approaches. These models are based on the mathematical theory of queues
["hey permit the inclusion of queues, but only in a general way and for relatively simple sys·
tern configurations. The performance measures that are calculated are usually average val
ues for steady-statc operation of the system. Examples of queueing models to study FMS,
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include [4], [:33].and [36]. Probably the most well known of the FMS queueing models is
CA!-J-OI31),132].

In the later stages of design, discrete event simulation probably offers the most ac-
curate method for modeling the specific aspects of a given FMS [28], [45]. The computer
model can be constructed to closely resemble the details of a complex FMS operation
Characteristics such as layout configuration, number of pallets in the system. and produc-
tion scheduling rules can be incorporated into the FMS simulation model. Indeed, the sim-
ulation can be helpful in determining optimum values for these parameters

Other techniques that have been applied to analyze £OMS design and operational
problems include rnathernatrcal programming [34J and various heuristic approaches fIJ,
[17]. Several literature reviews on operations research techniques directed at FMS prob-
lems are included among our references, specifically [2J, [6], [20J, and [37].

16.5.1 Bottleneck Model

Important aspects of FMS performance can be mathematically described by a determin-
istic model called the bottleneck model, developed by Solberg [33t Notwithstanding the
limitations of a deterministic approach, the value of the bottleneck model is that it is sim-
ple and intuitive. It can be used to provide starting estimates of FMS design parameters such
as production rate and number of workstations. The tenn bottleneck refers 10 the faci that
the output of the production system has an upper limit, given that the product mix flow-
ing through the system is fixed. The model can be applied to any production system that
possesses this bottleneck feature, for example, a manually operated machine cell or a pro-
duction job shop. It is not limited to FMSs.

Terminology and Symbols. Let us define the features, terms, and symbols for the
bottleneck model as they might be applied to an FMS:

• Part mix. The mix of the various part or product styles produced by the system is de-
fined b)"PI' .••••here PJ '- the fraction of the total system output that is of style j.The sub-
scriptj = 1,2, .. ,P,where P = the total number of different part styles made in the
FMS during the time period of interest. The values of Pi must sum to unity; that is.

(16.1)

• Workstlltions and servers. The flexible production system has a number of distinct-
ly different workstations n. In the terminology of the bottleneck model, each work-
station may have more than one server, which simply means that it is possible to have
two or more machines capable of performing the same operations. Using the terms
"stations" and "servers" in the bottleneck model is a precise way of distinguishing
between machines that accomplish identical operations from those that accomplish
different operations. Let Si = the number of servers at workstation i, where
i = 1,2. , n, We include the load/unload station as one of the stations in the FMS

'We have simplified Solberg's model somewhat and adapted the nowt;on and performance mea.me. 10
be consistent with OUr discussi.on in thlschapter
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• Process routing. For each part or product, the process routing defines the sequence
of operations. the workstations at which they are performed, and the associated pro-
cessing times. The sequence includes the loading operation at the beginning of pro-

on the FMS and the unloading operation at the end of processing. Let
t,J'c = processing time, which is the total time that a production unit occupies a
given workstation server, not counting any waiting time at the station. In the notation
for I'll., the SUbscript irefers to the station, j refers to the part or product, and k refers
to the sequence of operations in the process routing. For example, the fourth opera.
non in the process plan for part A is performed on machine 2 and lakes 8.5 min; thus,
/21" = 8.5 min. Note that process plan j is unique to part j. The bottleneck model
does not conveniently allow for alternative process plans for the same part.

• Work handling system. The material handling system used to transport parts or prod-
ucts within the FMS can be considered to be a special case of a workstation. Let us
designate it as station n + 1, and the number of carriers in the system (e.g., convey-
or carts, AGVs, monorail vehicles, etc.) is analogous to the number of servers in a
regular workstation. Let sn~1 "" the number of carriers in the FMS handling system

• Transport time. Let 1" I I = the mean transport time required to move a part from
one workstation to the next station in the process routing. This value could be com-
puted fnr each individual transport based en transport velocity and dist,mees be-
tween stations in the FMS, but it is more convenient to simply usc an average transport
time for all moves in the FMS.

• Operation frequency. The operation frequency is defined as the expected number of
times a given operation in the process routing is performed for each work unit. For
example, an inspection might be performed on a sampling basis. once every four units;
hence, the frequency for this operation would he 0.25. In other cases, the part may have
an operation frequency greater than 1.0;for example. for a calibration procedure that

have to be performed more than once on average to be completely effective.
'- The operation frequency for operation k in process plan j at station i

FMS Operational Parameters. Using the above terms, we can next define certain
average operational parameters of the production system. The average workload for a
given station is defined as the mean total time spent at the station per part. It is calculat-
ed as follows

(16.2J

where WI., =- average workload for station i (min),t'lk = processing time for operation k
in process pian i at station i (min),f'lk = operation frequency for operation k in part j at
station I. and PI = part mix fraction for part j.

Fhe work handling system (station n + 1) is a special case as noted in our terminol-
ogy above. The workload of the handling system is the mean transport time multiplied by
the average number of transports required to complete the processing of a workpart. The
average numher of transports is equal to the mean number of operations in the process rout
ing minus one. That is,

(16.3)



490 Chap. 16 ! Flexible Manufacturing Systems

where 11/ == mean number of transports. and the other terms are defined above. Let us il-
lustrate this with a simple example

EXAMPLE 16.6 Determining /1,

Consider a manufacturing system with two stations: (1) a load/unload station and
(2) a rnachirting station. There is just one part processed through the production
system, part A, 50 the part mix fraction PA == LO. The frequency of all opera-
tions is frAk = 1.0. The parts arc loaded at station 1, routed to station 2 for ma-
chining, and then sent hack to stauon 1 for unloading (three operations in the
rOllting).11singEq.(16.3).

/1, == 1(1.0) + 1(1.0) + 1(1.0) - 1 == 3 - 1 == 2

Looking at it another way. the process routing is (1) ---t (2) ---t (1). Counting the
number of arrows gives us the number of transports: n, = 2.

We are now in a position to compute the workload of the handling system:

(16.4)

where", Ln+, = workload of the handling system (min), 11, = mean number of transports
hy Eq. (16.3\ and t"~l = mean transport time per move (min).

System Performance Measures. Important measures for assessing the perfor-
mance of an FMS include production rate of all parts. production rate of each part style,
utilization of the different workstations, and number of busy servers at each workstation.
These measures can be calculated under the assumption that the FMS is producing at its
maximum possible rate. This rate is constrained by the bottleneck station in the system,
which is the station with the highest workload per server. The workload per server is sim-
ply the ratio WL,/s, for each station. Thus the hottleneck is identified by finding the max-
imum value of the ratio among all stations. The comparison must include the handling
system, smce it might be the bottleneck in the system.

Let WL-, s"', and t'" equal the workload, number of servers, and processing time, re-
spectively, fer the bottleneck. station. The FMS maximum production rate of all parts can
he determined as the ratio of s·to W L -. Let us refer to it as the maximum production rate
because it is limited by the capacity of the bottleneck station.

R·=~
I' WLo (16.5)

where R; = maximum production rate of all part styles produced by the system, which is
determined by the capacity of the bottleneck station (pc/rnin}, s* = number of servers at
the bottleneck station, and WL· = workload at the bottleneck station (min/pc). It is not
difficult to grasp the validity of this formula as long as all parts are processed through the
bottleneck station. A little more thought is required to appreciate that Eq. (16.5) i~abo
valid, even when not all of the parts pass through the bottleneck station, as long as the
product mix (PI values) remains constant. In other words, if we disallow those parts not
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passing through the bottleneck from increasing their production rates 10 reach their rc-
epective bottleneck limits. these parts will he limited by the part mix ratios

1"11<0 value of N~ include, parts of ill! styles produced in the system. Individual pari pro"
ductton rares cen be obtained by multiplying R~ by the respective part mix ratios. That is,

= maximum production rate o! partsty1cj (pc!min),and p: = part mix fraction

mean utilization of each workstation is the proportion of time that the servers
at the station are working and not idle. This can be computed as follows:

c, (10.7)

utilization of st·~ti()ni.WL, '---
R; =

(''''''''''''00 ">10(Nat R~
1"0 obtain the average station utilization, one simply computes the average value for

all stations. including the transport system. This can he calculated as follow,
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(lOB)

where D is an unweighted average of the workstation utilizations.
A more useful measure of overall FMS utilization can be obtained using a wcight-

ed average. where the weighting is based on the number of servers at each station for the
n regular stations in the system.and the transport system IS omitted from the nverage.The
argument lor omitting the transport system is tnattne utilization 01 the processing stations
i, the important measure of FMS utilization. The purpose of the transport system is to

:::;'~(~~;::;~C(;:,""lg:;;(:~:;:;:::~(lherefore its utilization should not he included in the av-

(16.9)

= overall FMS utilizauon.w, = number of servers at station i, and U, = utiliza-

Finally, the number ofhusy servers at each station is of interest. All of the servers at
the bottleneck station are busy at the maximum production rate, but the servers at the
other stations are idle some of the time, The values can be calculated as follows

(10,10)
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where BS, '" number of busy servers on average at station i, and WL, = workload at sta-
tion i

Let us present two example problems to illustrate the bottleneck model, the first a sim-
ple example whose answers can be verified intuitively, and the second a more complicat-
ed problem.

EXAMPLE 16.7 Bottleneck model on a simple problem

A flexible machining system consists of two machining workstations and a
load/unload station. Station 1 is the load/unload station. Station 2 performs
milling operations and consists of two servers (two identical CNC milling ma-
chines). Station 3 has one server that performs drilling (one CNC drill press).
The stations are connected by a part handling system that has four work carri-
ers. The mean transport time is 3.0 min. The FMS produces two parts,A and B.
The part mix fractions and process routings for the two parts are presented in
the table below. The operation frequency f'ik = 1.0 for all operations. Deter-
mine: (a) maximum production rate of the FMS, (b) corresponding production
rates of each product, (c) utilization of each station, and (d) number of busy
servers at each station.

Process Time
Partj Part Mix PI Operationk Description Starioni rijl/min)

A 0.4 Load 4
Mill 30
Drill 10

Unload 2

0.6 Load 4
Mill 40
Drill "Unload 2

Solution: (a) To compute the FMS production rate, we first need to compute workloads
at each station, so that the bottleneck station can be identified.

WLj = (4 + 2)(0.4)(1.0) + (4 + 2)(0.6)(1.0) = 6.0 min.

WLz = 30(0.4)(1.0) + 40(0.6)(1.0) = 36.0 min.

WL3 = 10(0.4)(1.0) + 15(0.6)(1.0) = 13.0 min.

The station routing for both parts is the same: 1 --+ 2 --+ 3 --+ 1. There are
threemoves,n, = 3.

WL4 = 3(3.0)(0.4)(1.0) + 3(3.0)(0.t'i)(l.o) = 9.0 min

The bottleneck station is identified by finding the largest WL,/Si ratio.
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For station I. WL!i'sj = 6.0/1 = 6.0 min.

For station 2, WL2!'Sl = 36.0/2 = 18.0 min.

For slation 3, WL,fsJ = 13.0/1 = 13.0 min.

For station 4, the part handling. system, WL4/s, = 9.0/4 = 2.25 min.

The maximum ratio occurs at station 2, so it is the bottleneck station that de-
termines the maximum production rate of all parts made by the system.

R; = 2/36.0 = 0.05555 pc/min = 3.333 pc/hr

(b) To determine production rate of each product, multiply R; by its respec-
tive part mix fraction.

R;A = 3.333(0.4) = 1.333 pc/hr

R;e = 3.333(0.6) = 2.00 pc/hrr

(c) The utilization of each station can be computed using Eq. (16.7):

U1 = (6,0/1)(0.05555) = 0.333 (33.3%)

VI = (36.0/2)(0.05555) = 1.0 (100%)

VJ = (13.0/1)(0.05555) = 0.722 (72.2%)

V~ = (9,Oj4)(0.05555) = 0.125 (12.5%)

(d) Mean number of busy servers at each station is determined using Eq. (16.10):

BSj = 6.0(0.05555) = 0.333

BS2 = 36,0(0.05555) = 2.0

B53 = 13.0(0.05555) = 0.722

BS4 = 9.0(0.05555) = 0.50

We designed the preceding example so that most of the results could be verified
without using the bottleneck model. For example, it is fairly obvious that station 2 is the
limiting station, even with two servers. The processing times at this station are more than
twice those at station 3. Given thai station 2 is the bottleneck, let us try 10 verify the max-
imum production rate of the FMS. To do this, the reader should note thai the processing
times at station 2 are t2A2 = 30 min and 12B2 = 40 min. Note also that the part mix fractions

= 0.4 and PR = 0.6. This means that for every unit of R produced, there are
= iunits of part A. The corresponding time to process 1 unit of Band j unit of A

at station 1 is
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~(30) + 1(40) = 20 + 40 = 60 min.

Sixty minutes is exactly the amount ~f processing time each machine has available in an
hour. (This is no coincidence; we designed the problem so this would happen.) With two
servers (two CNC mills), the FMS can produce parts at the following maximum rate:

R: = 2(~ + I) = 2( 1.6666) = 3.333 pc/hr

This is the same result obtained by the bottleneck model. Given that the bottleneck sta-
tion is working at 100% utilization, it is easy to determine the utilizations of the other sta-
tions. At station 1, the time needed 10 load and unload the output of the two servers at
station 2 is

3.333(4 + 2) = ze.u rmn.

As a fraction of 60 min. in an hour, this gives a utilization of Vj = OJ33. AI station 3, the
processing time required to process the output of the two servers at station 2 is

1(10) + 2(15) = 43.333 min

As a fraction of the 60 min., we have U3 = 43.333/60 = 0.722. Using the same approach
on the part handling system, we have

h9.0) + 2(9.0) = 30.0 min

As a fraction of 60 min, this is 0.50. However, since there are four servers (four work car-
riers), this fraction is divided by 4 to obtain U4 = 0.125. These are the same utilization val-
ues as in our example using the bottleneck model.

EXAMPLE 16.8 Bottleneck Model on a more comp6cated Problem

An FMS consists of four stations. Station 1 is a load/unload station with one
server. Station 2 performs milling operations with three servers (three identi-
cal CNC milling machines). Station 3 performs drilling operations with two
servers (two identical CNC drill presses). Station 4 is an inspection station with
one server that performs inspections on a sampling of the parts. The stations are
connected by a part handling system that has two work carriers and whose mean
transport time = 35 min. The FMS produces four parts. A, B, C, and D. The
part mix fractions and process routings for the four parts are presented in the
table below. Note that the operation frequency at the inspection station ([4ft<)
is less than 1.0 to account for the fact that only a fraction of the parts are in-
spectcd. Determine: (a) maximum production rate of the FMS, (b) corre-
sponding production rate of each part, (e) utilization of each station in the
system, and (d) the overall FMS utilization.
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Pert Operation Process Time Frequency
Partj Mix Pi k Description Station i tJ}t(min} f,ik

0.1 Load 4 1.0
Mill 20 1.0
Drill 15 1.0

Inspect 12 0.5
Unload 2 1.0

·:12 Load 4 1.0
Drill 16 1.0
Mill 25 1.0
Drill 14 1.0

Inspect 15 0.2
Unload 2 1.0

------
0.3 Load 4 1.0

Drill 23 1.0
Inspect B 0.5
Unload 2 1.0

0.4 Load 4 1.0
Mill 30 1.0

Inspect 12 0.333
Unload 2 1.0

Solution: (a) We first calculate the workloads at the workstations to identify the bottle-
neck station

WLI = (4 + 2)(1.0)(0.1 + Q.2 + 0.3 + 0.4) == 6.0 min.

WL2 = 20(1.0)(0.1) + 25(1.0){0.2) + 30(1.0)(0.4) = 19.0 min.

WL:. = 15(1.0)(0.1) + 16(1.0)(0.2) + 14(1.0)(0.2) + 23(1.0)(0.3) = 14.4 min

WL4 = 12{0.5)(0.1) + 15(0.2)(0.2) + 8(0.5)(0.3) + 12(0.333)(0.4) = 4.0 min.

nJ = (3.5)(0.1) + (4.2)(0.2) + (2.5)(0.3) + (2.333)(0.4) = 2.873

WL, = 2.873(3.5) = 10.06 min.

The bottleneck station is identified by the largest W Ljs ratio:

For station I, WLjjSI = 6.0j1 = 6.0

For station 2, WLzjS2 == 19.0/3 = 6.333

For station 3, WLJ!Sl = 14.4/2 = 7.2

For station 4, WL4jS4 = 4.0j1 = 4.0

For the part handling system, WLs/ss = 10.06;2 == 5.03
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The maximum ratio occurs at station 3, so it is the bottleneck station that de-
termines the maximum rate of production of the system

R; = 2/14.4 == 0.1389 pc/min = 8.333 pc/hr

(b) To determine the production rate of each product, multiply R; by its re-
spective part mix fraction

R;A = 8.333(0.1) = O.8333pc/hr

R;B = 8.333(0.2) = 1.667 pc/hr

R~. '" R.333(0.3) = 2.500pcjhr

R;D = 8.333(0.4) = 3.333 pc/hr

(e) Utilization of each station can be computed using Eq. (16.7)'

V\ = (6.0/1)(0.1389) = 0.833 (83.3%)

U2 = (19.0;3)(0.1389) = 0.879 (87.9%)

U, ~ (14.4/2)(0.1389) ~ 1.000 (100%)

U4 = (4.0/1)(0.1389) = 0.555 (55.5%)

U, = (1O.06j2)(O,1389) = 0.699 (69.9%)

(d) Overall FMS utilization can be determined using a weighted average of the
above values, where the weighting is based on the number of servers per sta-
tion and the part handling system is excluded from the average, as ill Eq.
(16.9)'

D, = 1(0.833) + 3(0.879)/ 2(1.0) + 1(0.555j = 0.861 (86.1%)

In the preceding example, it should be noted that the production rate of part D is
constrained by the part mix fractions rather than the bottleneck station (station 3). Part D
is not even processed on the bottleneck station. Instead, it is processed through station 2,
which has unutilized capacity. It should therefore be possible to increase the output rate of
part D by increasing its part mix fraction and at the same time increasing the utilization of
station 2 to 100%. The following example illustrates the method for doing this.

EXAMPLE 16.9 Increasing Unutilized Station Capacity

From Example 16.8, V2 = 87.9%.Determine the production rate of part Dthat
will increase the utilization of station 2 to 100%.

Solution: Utilization of a workstation is calculated using Eq.16.7. For station 2:

Vz = W
3
Lz (0.1389)

Setting the utilization of station 2 to 1.0 (100%), we can solve for the corre-
sponding W Lz value.
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WL, ~ :~;~: ~ 216 min

This compares with the previous workload value of 19.0 min computed in Ex
ample 16.8. A portion of the workload for both values is accounted for by parts
A and R This portion is

WLiA + B) = 20(0.1)(1.0) + 25(0.2)(1.0) = 7.0 min.

The remaining portions of the workloads are due to part D.

For the workload at 1001(, utilization, WL1(D) = 21.6 - 7.0 = 14.6 min.

For the workload at 87.9% utilization, WLlD) = 19.0 - 7.0 = 12.0 min

We can now use the ratio of these values to calculate the new (increased) pro-
duction rate for part D:

RpD = ~~:~ (3.333) = 1.2167(3.333) = 4.055 po/hr

Production rates of the other three products remain the same as before. Ac.
cordingly, the production ratc of all parts increases to the following:

R; = 833 + 1.667 + 2.500 + 4.055 = 9.055 pc/hr.

Although the production rates of the other three products are unchanged, the
increase in production rate for parI D alters the relative parI mix fractions. The
new values are:

P A = ~:~~i= 0.092

PB = ~:~~ = 0.184

Pc = ~:~~ = 0.276

PD = ~:~~~= 0.0.448

16.5.2 Extended Bottleneck Model

The bottleneck model assumes that the bottleneck station is utilized 100% and that there
are no delays in the system due to queues. This implies on the one hand that there are a
sufficient number of parts in the system to avoid starving of workstations and on the other
hand that there will be no delays due to queueing. Solberg [33J argued that the assumption
of 100% utilization makes the bottleneck model overly optimistic and that a queueing
model that accounts for process time variations and delays would more realistically and
completely describe the performance of an FMS.

An alternative approach, developed by Mejahi [25], addresses some of the weak-
nesses of the bottleneck model without resorting to queueing computations (which can be
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difficult,sometimes even worse). He called his approach the extended bottleneck model
This extended model assumes a closed queueing network in which there are always a cer-
tain number of workparts in the FMS. Let N = this number of parts in the system. When
one part is completed and exits the FMS, a new raw workpart immediately enters the sys-
tem, so tbar N remains constant. The new part mayor may not have the same process rout-
ing as the one just departed. The process routing of the entering part is determined
according to probabilities Pi-

N plays a critical role in the operation of the production system. If N is small (say.
much smaller than the number of workstations), then some of the stations will be idle due
to starving, sometimes even the bottleneck station. In this case, the production rate of the
FMS will be less than R~ calculated in Eq. (16.5).lf N is large (say, much larger than the
number of workstations), then the system will be fully loaded, with queues of parts wait-
ing in front of the stations. In this case, R; will provide a good estimate of the production
capacity of the system. However, WIP will be high, and manufacturing lead time (MLT)
will belong.

In effect, WIP corresponds to N, and MLT is the sum of processing times at the work-
stations, transport times between stations, and any waiting time experienced by the parts
in the system. We can express MLT as follows:

MLT = ~ WL, + WLn+1 + Tw (16.11)

where ~ WL, = summation of average workloads over all stations in the FMS (min).

WLn+1 = workload of the part handling system (min), and T",. = mean waiting time ex-
perienced by a part due to queues at the stations (min).

WIP (that is, N) and MLT are correlated. If N is small, then MLT will take on its
smallest possible value because waiting time will be short (zero). If N is large, then MLT
will be long and there will be waiting time in the system. Thus we have two alternative
cases that must be distinguished, and adjustments must be made in the bottleneck model
to account for them. To do this, Mejabi found the well-known Little's formula" from queue-
ing theory to be useful. Little's formula establishes the relationship between the mean ex-
pected time a unit spends in the system, the mean processing rate of items in the system,
and the mean number of units in the system. It can be mathematically proved for a single-
station queueing system, and its general validity is accepted for multistation queueing sys-
tems. Using our own symbols, Little's formula can be expressed as follows:

(16.12)

where N = number of parts in the system (pc), Rp = production rate of the system
(pc/min), and MLT = manufacturing lead time (time spent in the system by a part) (min).
Now, lei us examine the two cases:

ce8Sing'r~~~~;$u~:~~~:~~~,:~:n~$:-:~:C':'te:~':~;[l~~~ni~':::::s::::e~:~~':~~I;:~~~
own, symbols thai correspond as roucws. L becomes N, the number of parts in the FMS; ,\ becomes Rp, the pro-
dUCIlODrate of the FMS;and W becomes MLT. the total time ill the FMS, which is the sum ofp~mgand tram.
pori time~pID$any willing time.
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Case 1: When N is small, production rate is less than in the bottleneck case because the
bottleneck station is not fully utilized. In this case, the waiting time Tw of a unit
is (theoretically) zero, and Eq. (16.11) reduces to

(16.13)

where the subscript in MLTj is used to identify case 1. Production rate can be es-
timated using Little's formula:

(16.14)

and production rates of the individual parts are given by:

(16.15)

As indicated waiting time is assumed to be zero:

Tw = 0 (16.16)

Case 2: When N is large, the estimate of maximum production rate provided by Eq. (16.5)
should be valid. It is restated here:

R*=~
P WL'

(16.5)

Where the asterisk (") denotes that production rate is constrained by the bot-
tleneck station in the system. The production rates of the individual products are
given by

(Hi.17)

In this case, average manufacturing lead time is evaluated using Little's fonnula:

(16.18)

The mean waiting time a part spends in the system can be estimated by rear-
ranging Eq. (16.11) to solve for T>L.·

(16.19)

The decision whether to use case 1 or case 2 depends on the value of N. The divid-
ing line between cases 1 and 2 is determined by whether N is greater than or less than a
critical value given by the following:
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TABLE 16.7 Equations and Guidelines for the Extended Bottleneck Model

CBSIl2: N 2e: N* = R;:( ~ WL, + WLn+,)

MLT, = ~ WL, - WL""

Rp= MeT,

MLT2=~

T,. = MLT, - (~WL, + WLn41)

where N* = critical value of N, the dividing line between the bottleneck and non-bottle-
neck cases. If N < N*, then case 1 applies. If N 2e: N*, then case 2 applies, The applicable
equations for the two cases are summarized in Table 16.7.

EXAMPLE 16.10 Extended bottleneck model

Let U~use the extended bottleneck model on the data given in Example 16.7 to
compute production rate, manufacturing lead time, and waiting time for three
,'aluesofN:(a)N = 2, (b) N = 3,and(c)N = 4.

Solution: Let us first compute the critical value of N. We have R; from Example 16.7:
R; = 0.05555 pc/min. We also need the value of MLTj. Again using previous-
ly calculated values from Example 16.7.

MLTj = 6.0 + 36.0 + 13.0 + 9.0 = 64.0 min.

The critical value of N is given byEq. (16.20);

N* = 0.05555{ 64.0) = 3.555

(a) N = 2 is less than the critical value, so we apply the equations for case 1.

MLTj = 64.0 min (calculated several lines above)

N 2
Rp = MLT

1
= 64 = 0.03125 pc/min = 1.875pc/hr

Tw = o min.

(b) N = 3 is again less than the critical value, so case 1 applies.
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MLTj = 64.0 min

Rp = -l4 = 0.cM69 pc/min = 2.813 pc/hr

T" = Omin

(c) FurN = 4, case 2 applie"since N > N*.

R; = :'~: = 0.05555 pc/min = 3.33 pc/hr from Example 16.2.

MLT2 = 0.0:555 = 72.0 min.

T" = 72.0 - 64,0 = 8,0 min.

The results of this example typify the behavior of the extended bottleneck model,
shown in Figure 16.16. Below N* (case 1), MLT has a constant value, and Rp decreases
proportionally as N decreases. Manufacturing lead time cannot be less than the sum of the
processing and transport times, and production rate is adversely affected by low values of
N because stations become starved for work. Above N* (case 2), Rp has a constant value
equal to R; and MLT increases. No matter how large N is made, the production rate can-
not be greater than the output capacity of the bottleneck station. Manufacturing lead time
increases because backlogs build up at the stations.

The preceding observations might tempt us to conclude that the optimum N value
occurs at N*, since MLT is at its minimum possible value, and Rp is at its maximum possi-
ble value. However, caution must be exercised in the use of the extended bottleneck model
(and the same caution applies even more so to the conventional bottleneck model, which
disregards the effect of N)_lt is intended to be a rough-cut method to estimate FMS per-
formance in the early phases of FMS design. More reliable estimates of performance can
be obtained using computer simulations of detailed models of the FMS-models that in-
clude considerations of layout, material handling and storage system, and other system de-
sign factors.

""'~•. -------;:

, ,

-~.~~------ -------o N· N
(,) (b)

Figure 16.16 General behavior of the extended bottleneck lIIudel:
(a) manufacturing lead time MLT as a function of N and (b) pro-
duction rate Rp as a function of N.
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Mejabi compared the estimates computed using the extended bottleneck model with
estimates obtained from the CAN-Q model [32], [33] for several thousand cases. He de-
veloped an adequacy factor to assess the differences between the extended bottleneck
model and C AN-Q. The adequacy factor is computed'

(16.21)

where AF = adequacy factor for the extended bottleneck model; N = number of parts in
the system (pc),~.~ average station utilization from Eq. (16.8), which includes the trans-

port system; and ~ S, total number of servers in the system, including the number of car-

riers in the transport system. The anticipated discrepancies corresponding to the value of
AF are tabulated in Table 16.8. It is likely that an FMS would be scheduled so that the
number of parts in the system is somewhat greater than the number of servers. This would
result in adequacy factor values greater than 1.5, permitting the extended bottleneck model
to provide estimates of production rate and manufacturing lead time that agree fairly close-
ly with those computed by CAN-Q

16.4.3 Sizing the FMS

The bottleneck model can be used to calculate the number of servers required at each
workstation to achieve a specified production rate. Such calculations would be useful dur-
ing the initial stages ofFMS design in determining the "size" (number of workstations and
servers) of the system. The starting information needed to make the computation consists
of part mix, process routings, and processing times so that workloads can be calculated for
each of the stations to be included in the FMS. Given the workloads, the number of servers
at each station i is determined as follows:

s, = minimum tnteger e RP(WL;) (16.22)

Adequacy Factor Value

TABLE 16.8 Anticipated Discrepancies Between the Extended Bottleneck
Model and CAN-Q [31) as a Function of the Adequacy Factor
Given in Eq. (16.21)

AF< 0.9

0.9 s AF s 1.5

AF> 1.5

Anticipated Discrepancy with CAN-O

Discrepancies < 5% are likely.

Discrepancies 2: 5% are likely. User should
view computed results of extended
bottleneck model with eautron.

Discrepancies < 5% are likely.



Sec, 16.5 l Quantitative Analysis of Flexible Manufacturing Systems 503

;r~e;~:~d=b;~:bse;s~:~e;!:i~;~a~~~n ivf,p ==;~:~:~:~ ~~~a~~~~~ [~~).f;~:::I~~~i~;

example illustrates the procedure.

EXAMPLE 16.11 Sizing the FMS

Suppose the part mix, process routings, and processing times for the family of
parts to be machined on a proposed FMS are those given in Example 16.8. De-
termine how many servers at each station i will be required to achieve an an-
nual production rate of 60,000 parts/yr. The FMS will operate 24 hr/day,
5 day/wk. 50 wk/yr. Anticipated availability of the system is 95%.

Solution: The number of hours of FMS operation per year will be 24 X 5 X 50
= 6{)()() hr/yr. Taking into account the anticipated system availability, the aver-
age hourly production rate is given by:

Rp (~~:::C~~95) 10.526 pc/hr = 0.1754 pc/rnin.

The workloads at each station were previously calculated in Example 16.8:'
WLj = 6.0 min, WL2 = 19.0 min, WL} = 14.4 min. WL4 = 4,0 min, and
WL\ = 10.06 min. Using Eq. (16.22), we have the following number of servers
required at each station:

~l = minimum integer ~ (0.1754(6.0) = 1.053) = 2 servers

52 = minimum integer 2:: (0.1754(19.0) = 3.333}) = 4servers

53 = minimum integer 2:: (0.1754(14.4) = 2.526} = 3 servers

54 = minimum integer 2: (0.1754(4.0) = 0.702) = 1 server

Sj = minimum integer 2: (0.1754(10.06) = 1.765) = 2 servers

Because the number of servers at each workstation must be an integer. station uti-
lization may be less than 100% for most if not all of the stations. In Example 16.11, all of
the stations have utilizations less than 100%. The bottleneck station in the system is iden-
tified as the station with the highest utilization, and if that utilization is less than 100%, the
maximum production rate ofthe system can be increased until U* = 1.0, The following ex-
ample illustrates the reasoning.

EXAMPLE 16.U Increasing Utillzallon and Production Rate at the Bottleneck Statioo

For the specified production rate in Example 16.11, determine: (a) the utiliza-
tions for each station and (b) the maximum possible production rate at each
station if the utilization of the bottleneck station were increased 10 100%.

So/urton: (a) The utilization at each workstation is determined as the calculated value of
5, divided by the resulting minimum integer value 2:: 51'
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Vj = 1.053/2 = 0.526 (52.6%)

U2 = 3.333/4 = 0.833 (83.3%)

U3 = 2.526/3 = 0.842 (84.2%)

Uo = 0.702/1 - 0.702 (70.2%)

Us = 1.765/2 = 0.883 (88.3%)

The maximum value is at station 5, the work transport system. This is the bot-
tleneek station.

(b) The maximum production rete of the FMS, as limited by the bottleneck
station,is

R; = ~~;8~16= 11.93 pc/hr = 0.1988 pc/min.

The corresponding utilization is

U' = Uj •.•.0.1988(10.06/2) - 1.0 (HXJ%)

16.4.4 What the Equations Tell Us

Notwithstanding its limitations, the bottleneck model and extended bottleneck model pro-
vide some practical guidelines for the design and operation of FMSs. These guidelines can
be expressed as follows:

• For a given product or part mix, the total production rate of the FMS is ultimately lim-
ited by the productive capacity of the bottleneck station, which is the station with
the maximum workload per server.

• If the product or part mix ratios can be relaxed, it may be possible !O increase total
FMS production rate by increasing the utilization of non-bottleneck workstations.

• The number of parts in the FMS at any time should be greater than the number of
servers (processing machines) in the system. A ratio of around 2.() parts/server is
probably optimum, assuming that the parts are distributed throughout the FMS to
ensure that a part is waiting at every station. This is especially critical at the bottle-
neck station.

• IfWIP (number of parts in the system) is kept at too Iowa value, production tate of
the system is impaired.

• If WIP is allowed to be too high, then manufacturing lead time will be long with no
improvement in production rate.

• As a first approximation. the bottleneck model can be used to estimate the number
of servers at each station (number of machines of each type) to achieve a specified
overall production rate of the system.
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Bottleneck Model

16,1 A flexible manufacturing cell consists of two machining workstations plus a load/unload sta-
tion. The load/unload station is SlatlO11JI. Station 2 performs milling operations and consists
of one server (one CNe milling machine). Station3 has one server that performs drilling (one
CNC drill press). The three stations are connected by a part handling system that has one
work carrier. The mean transport time is 2.5 min.The FMC produces three parts.A, B,and
CThe part mix tractions and proccss routings for the three parts arc pr esented in the table
below.The operation frequency ,f"k = 1.0 for all operations. Determine: (a) maximum pro-
duction rate of the FMC, (b) corresponding production rates of each product, (c) utilization
of each machine in the system, and (d) number of busy servers at each station

Process
Parti Part Mixp, Operation k Description Stotion t Time tj,~(min)

0.2 Load 3
Mill 20
Drill 12

Unload 2

03 Load 3
MHI 15
Drill 30

Unload 2

0.5 Load 3
Drill 1.
Mill 22

Unload 2

16.2 Solve Prohlem 16.1 except the number o[ servl'rs at station 2 (CNe milling machines) = 3
and the number of servers at station 3 (CNC drill presses) = 2. Note that with the increase
~nthe number of machines from two to five, the FMC is now an FMS according to our def-
lmtlonsmSeclion16.1.2.

16.3 An FMS consists of three stations plus a load/unload station. Station 1 loads and unloads parts
from the FMS using two servers (material handling workers). Slation 2 performs horizon,
tal milling operations with two servers (two identical CNC horizontal milling machines).
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Station 3 performs vertical milling operations with three ~ervers (three identical CNC ver-
tical milling machines). Station 4 performs drilJingoperatlOns wIth two servers (two identi-

cal drill presses). The machines are connected by a part handling system that has two work
carriers and a mean transport time = 3.5 min. The FMS produces four parts, A, B, Ciand D,
whose part mix tractions and process routings are presented in the table below. The opera-

tion frequcn~y hk = 1.0 for all opera,lions. Determine: (a) maximuffipToduction rate of the
FMS, (b) utilization of each machme In ths system, and (c) average utilization of the system,

usingtheservcraverageU"Eq.(16.9)

Process
Partj P8rtMix Pi Operationk Description stsnon t 7imetjjl{min)

A 0.2 Load 4
H.Mill 15
V. Mill 14

Drill 13
Unload 3

0.2 Load 4
Drill 12

H. Mill ts
V. Mill 11

Drill 17
Unload 3

0.25 Load 4
H.Mili 10

Drill 9

Unload 3

0.35 Load 4
V.Mili 1.

Drill e
Unload 3

16.4 Solve Problem 16.3 except the number of carriers in the part handling system = 3.

16.5 Suppose it is decided 10 increase the utilization of the two non-bottleneck machining stations

in the FMS of Problem 16.4 by introducing a new part, part E. into the part mix. If the new

product will be produced at a rate of2 units/hr. what would be the ideal process routing (se-
quence and processing times) for pan E that would increase the utilization of the two non-

bottleneck machining stations to 100% each? The respective production rates of parts A, B,
C. and D will remain the same as they are in Problem 16.4. Disregard the utilizations of the
load/unload station and the part handling system

16.6 A semi-automated flexible manufacturing cell is used to produce three products. The prod-
ucts are made by two automated processing stations followed by an assembly station. There
is also a load/unload station. Material handlmg between stations in the FMC is accomplished
by mechanized carts thal move tote bins containing the particular components to be

processed and then assembled into a given product. The carts transfer tote bins between
stations. In this way, the carts are kept busy while the tote bins are queued in front of the
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workstations. Each tote bin remains with the product throughout processing and assembly.
The details of the FMC can be summarized as follows:

Station Description Number of servers

Load and unload
Process X
ProcessY
Assembly
Transport

2 human workers
1 automated server
1 automated server
2humanworkers
Number of carriers to be determined

The product mix fractions and station processing times for the parts are presented in the table
below.The same station sequence is followed by all products: 1 -+ 2 -+ 3 -+ 4 -+ 1

Product Station 1 Station 2 Station 3 Station 4 Station 1
Product j Mix Pi (min) (min) (min) (min) (min)

0.35
0.25
0.40

The average cart transfer time between stations is 4 min. Use the bottleneck model 10de-
termine: (a) What is the bottleneck station in the FMC,assuming lhat the material handling
system is not the bottleneck? (b) At full capacity, what is the overall preduction rate of the
system and the rate for each product? (c) What is the minimum number of carts in the ma-
terial handling system required to keep up with the production workstations? (d) Compute
the overall utilization of the FMC. (e) What recommendations would you make 10 improve
theefficiencyand/orreducethecostofoperalingtheFMC'!

16.7 An FMS is used to produce four parts. The F\fS consists of one load/unload station and two
automated processing stations (processes X and Y).The number ot servers for each station
type is to be determined. The FMS also includes an automated conveyor system with indi-
vidual carts to transport parts oelween servers. The carts move the parts from onc server to
the next, drop them oft and proceed to the next delivery task. Average time required per
transfer is 3.5 min. The following table summarizes the FMS'

Station 1 Load and unload
Station 2 Process X
Station 3 ProcessY
Station 4 Transport system

Number of human servers (workers! to be determlned
Number of automated servers to be determined
Number of automated servers to be determined
Number of carts to be determined

All parts follow the same routing, which is I -+ 2 -+ 3 -+ 1. The product mix and pro-
cessingtimesateachstationareprese!ltedinthe~ablebelow

Product Station 1 Station 2 Station 3 Station 1
Product i Mixpj (min) (min) (min) (min)

A 0.1 15 25
B 03 40 20
C 0.4 20 10
D 0.2 30 5
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Required production is 10 parts/hr. distributed according to the product mix indicated. Use
the bottleneck modelto dctermine: (a) the minimum number of servers al each station and

the minimum number of carts in the transport system that are required to satisfy production
demand and (b) the utilization of each station for the answers above .

Extended Bottleneck Model

16.8 Use the extended bottleneck model to solve Problem 16.1 with the following number of
parts in the system: (a) ,,,,.= 2 parts and (b) '" = 4 parts. Also determine the manufactur-
inglead time for the two casesofN in (a) and (b),

16.9 Use the extended bottleneck model to solve Problem 16.2 with the following number of
parts in the systern:(a).N = 3 parts and (b) N = b parts.Also determine the manufactur-
ing lead time for the two cases of N in (a) and (b)

16.10 Use the extended bottleneck modelto solve Problem 16.3 with the following number of
partsin the system.jaj V = 5 parts, (b) N = 8 parts, and (c) N = 12 parts. Also determine
the manufacturing lead time for the three cases of N in (a), (b), and (c).

16.11 Use the extended bottleneck model to solve Problem 16.4 with the following number of
parts in the system: (a) N = 5pans,(b)N = Bparts.and (c) N = 12 parts. Also determine
the manufacturing lead time for the three cases of N in (a), (b), and (c).

16.U For the data given in Problem 16.6,use the extended bottleneck model to develop the reta-
tioMhip" for production rate Rp amI Immufacturing lead time MLT each as a function Qf
the number of parts in the system N. Plot the relationships as in Figure 16.16.

16.13 An FMS is used to produce three products. The FMS consists of a load/unload station. two
automated processing stations. an inspection station. and an automated conveyor system
with an individual cart for each product. The conveyor carts remain with the partsduring their
time III the system. and therefore the mean transport time includes not only the move time.
but also the average total processing time per part. The number of servers at each station is
given in the following table:

Station 1 Load and unload 2 workers
Station 2 Process X 3 servers
Station 3 ProcessY 4 servers
Station 4 Inspection 1 server
Transport system Conveyor 8 carriers

All parts follow either of two routings. which are I --lo 2 --lo 3 -+ 4 -+ 1 or
I -+ 2 --lo 3 -+ 1, the difference being that inspections at station 4 are performed on only
one part in four for each product (f4jk = 0.25). The product mix and process times for the
part> are presented in the table below:

Station 1 Station 2 Station 3 Station 4 Station 1
Product] Part MixPj (min) (min) (min) (min) (min)

A 0.2 15 25 20
S 0.3 10 30 20
C 05 20 10 20

The move time between stations is 4 min. (a) Using the bottleneck model, show that the
conveyor system is the bottleneck in the present FMS configuration, and determine the
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16.14

overaf production rate of the system. (b) Detennin~ how many carts are required t~ elim-
inate the conveyor system as the bottleneck. (c) WIth the number of carts determined In
(b). use the extended bottleneck model to determine the productio nrateforthecasewhen
N "" !l;that is,only eight parts arc allowed in the system even though the conveyor system
has a sufficient number of carriers to handle more than eight. (d) How close are your answers
in(a) and (c)'! Why'!
A group technology cell. is organized to produce a particular family of products '.The cell
consists of three processing stations, each WIthone server; an assembly statron WIththree
servers; and a load/unload station with two servers. A mechani7.ed tnm,fer system moves
the products between stations. The transfer system has a total of six transfer carts. Each cart
includes a workholder that holds the products during their processing and assembly, and
therefore each cart must remain with the product throughout processing and assembly. The
cell resources can be summarized as follows:

Station Description Number of servers

Load and unload
Process X
Process v
ProcessZ
Assembly
Transport system

2 workers
1 server
1 server
1 server
3 workers
6 carriers

The GT cell is currently used to produce four products.All products foHow the same rout-
ing.which is l o-s 2....,. 3....,. 4 ---+ 5 ....,.l.Theproductmixandstationtimesfortheparts
are presented in the tabJebelow:

Product Station 1 Station 2 Station 3 Station 4 Station 5 Station 1
Productj MixPJ

(min) (min) (min) (min) (min) (min)

A 0.35 7 15 2.'
B 0.25 6 1. 2.'
C 0,10 e 11 2.'
0 0.30 10 12 2.'

The average transfer time between stations takes 2 min in addition to the time spent at the
workstation. Determine: (a) the bottleneck station in the GT cell and the critical value of N.
Compute the overall production rate and manufacturing lead time of tbe cell, given that the
number of parts in the system = N*. If N* is not an integer, use the integer that is closest
to N*. (b) Compute the overall production rate and manufacturing lead time of the cell,
given that the number of parts in the system = N* + W.1f N* is not an integer, use the in-
teger that is closest to N* + 10. (c) Comment on the likely accuracies of the answers in (a)
and (b] in light of Table 16.!l in the text

16.15 In Problem 16.14, compute the average manufacturing lead time for the tWO cases
(a)N "" N*,and (b) N "" N* + 10. IfN* is not an integer, use the integers that are closest
to N* and N* + 10, respectively. (c) Also compute the manufacturing lead times for each
proouct for the two cases.

16.16 TnProblem 16.14.what could be done to (a) increase the production rate and/or (b) reduce
the operating costs of the cell in Ughtof your analysis? Support your answers with calculations.
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16.17 A flexible manufacturing cell consists of a manualload/Unload station, three CNC machi~es,
and an automated guided vehicle system (AGVS) with two vehicles. The vehicles denver
parts to the individual machines. drop off the parts, then go perform other work. The work-
stations are listed in the table below, where theAGVS is listed as station 5.

Station DesCription Servers

Load and unload
Milling
DriJling
Grinding
AGVS

1 worker
1 eNC milling machine
1 eNC drill press
1 eNC grinding machine
2 vehicles

The fMC is used to machine four workparts, The product mix, routings, and processing
times for the parts are presented in the table below:

P,rt Station Station 1 Station 2 Station 3 Station 4 Station 1
Partj MixPj Routing {min} (min) (min) (min) (min)

0.25 1-+2-+3--+4-+1 8 7 '80.33 1-+3_2-+1 s 10 e
0.12 1-+2-+4-+1 to o ,.
0.30 1-+2-+4-+3-+1 6 '2 16

The mean travel time of theAGVS between any two nations in the FMC is 3 min, which in.
cludes the time required to transfer loads to ami from the stations. Given that the loading
on the system is maintained at 10 parts (10 workparts in the system al all times), use the ex-
tended bottleneck model to determine: (a) the bottleneck station.Ib) the production rate of
the system and the average time to complete a unit of production, and (c) the overall uti-
lization of the system, not including the AGVs.

Sizing the FMS

16.18 A flexible machining system is being planned that willconsist offour workstatioll.'Jplus a part
handling system. Station 1 will be a load/unload station. Station 2 will consist of horizontal
machining centers. Station 3 will consist of vertical machining centers. Station 4 will be an
inspection station. For the part mix thai will be processed by the FMS, the workloads at the
four stations are: WL1 = 7.5 min, WL.J = 22.0 min, WLl "" 18.0 min, and WL4 '" 102 min.
The workload ofthe part handling system WLs '" 8.0min.The FMS will be operated 16ml
day,250 dayIyr. Maintenance will be performed during nonproduction hours, 50 uptime pro-
portion {availability) is expected to be 97%.AnDUa1 production of the system will be 50,000
parts. Determine the number of machines (servers) of each type (station) required to satis-
fy production requlremems.

16.19 In Problem 16.18, determine (a) the utilizations of each station in the system for tbe speci-
fied production requirements and (b) the maximum possible production rate of the system
if the hortleneck station were to operate at 100% utilization.

16.20 Given the part mix.process routings.and processing times for thetbree parts in Problem 16.1.
The FMS planned for this part family wiDoperate 250 day/yr and the anticipated avail-
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ability of the system is 90%. Determine how many servers at each station will be required
to achieve an annual production rate of40,OOOparts/yr if (a) theFMS operates 8 hr/day, (b)
16 hr/day.and (c) 24 hr!day. (d) Which system configuration is preferred, and why?

16.21 Given the part mix, process routings, and processing limes for the four parts in Problem
16.3.The FMS proposed to machine these parts will operate 20 hr/day, 250 day /yr.Assumc
system availability.., 95%.Determine:(a) huw many serversst each station will be required
to achieve an annualproduction rate of75,OOOparts/yr and (b) the utilization of each work-
station. (c) What is the maximum possible annual production rate of the system if the bOI-
tleneck station were to operate at 100% utilization?
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Most manufactured consumer products are assembled. Each product consists of multiple
components joined together by various assembly processes (Section 2.2.1). These kinds of
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products are usua.Iy made on a manual assembly line, which is a type III M manufactur-
ing system in our classification scheme (Section 13.2). Factors favoring the use of manual
assembly tines include the following

• Demand for the product is high or medium.
• The products made on the line are Identical or similar.

• The total work required to assemble the product can he divided into small work elements.

• It is technologically impossible or economically infeasible to automate the assembly
operations.

Products characterized by these factors that are usually made on a manual assembly
line are listed in table 17.1

Several reasons can be given to explain why manual assembly lines arc so productive
compared with alternative methods in which multiple workers each perform all of the tasks
to assemble the products:

• Specialization of labor. Called "division of labor" by Adam Smith (Historical Note
If.1 j, this principle asserts that when a large job is divided into small rusks and each
task is assigned to one worker, the worker becomes highly proficient at performing
the single task. Each worker becomes a specialist. One of the major explanations of
specialization of labor is the learning curve (Section 13.4).

• Interchangeable parts, in which each component is manufactured to sufficiently close
tolerances that any part of a certain type can be selected for assembly with its mat-
ing component. Without interchangeable parts, assembly would require filing and ftt-
ting of mating components, rendering assembly line methods impractical

• Work principle in material handhng (Table 9.3, principle 3), which provides that each
work unit flows smoothly through the production line, traveling minimum distances
between stations.

• Line pacing. Workers on an assembly line are usually required to complete their as-
signed tasks on cach product unit within a certaincycle time. which paces the line to
maintain a specified production rate. Pacing is generally implemented by means of a
mechanized conveyor.

In the present chapter, we discuss the engineering end technology of manual assem-
bly lines. Automated assembly systems are covered in Chapter 19.

TABLE 17.1 Products Usually Made on Manual Assembly Lines

Audio equipment Lamps Refrigerators
Automobiies Luggage Stoves
Cameras Microwave ovens Telephones
Cooking ranges Personal computers and Toasters
Dishwashers peripherals (printers. Toaster ovens
Dryers (laundry) monitors .••te.) Trucks. light aod heevv
Electric motors Power tools (drills, saws, etc.I Video cassette players
Furniture Pumps Washing machines (laundry)
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Starting
base parts.....•....•....•.

Completed
assemblies.....•....•..•.•.

""Sla Sta Ste
2 3 n-2

Figure 17.1 Configuration of a production line. Key: Ashy = as-
sembly, Man == manual, Sta = workstation, n = number of stations
on the line.

17.1 FUNDAMENTALS OF MANUAL ASSEMBLY LINES

A manual assembly line is a production line that consists of a sequence of workstations
where assembly tasks are performed by human workers, as depicted in Figure 17.1. Prod-
ucts are assembled as they move along the line, At each station, a portion of the total work
is performed on each unit.The common practice is to "launch" base parts onto the begin-
ning of the line at regular intervals. Each base part travels through successive stations and
workers add components that progressively build the product. A mechanized material
transport system is typically used 10 move the base part along the line as it is gradually
transformed into the final product. However, in some manual lines, the product is simply
moved manually from station-to-station. The production rate of an assembly line is deter-
mined by its slowest station. Stations capable of working faster are ultimately limited by
the slowest station.

Manual assembly line technology has made a significant contribution to the devel-
opment of American industry in the twentieth century, as indicated in our Historical Note
17.1. It remains an important production system throughout the world in the manufacture
of automobiles, consumer appliances, and other assembled products made in large quan-
tities listed in Table 17.1.

Historical Note 17.1 Origins of the manual assembly line

Manual assembly lines are based largely on two fundamental principles. The firsl is division
of/abor,argued by Adam Smith (1123-1790) in his book Tht Wtalth ofNal/o"" published
in England in 1776. Using a pin factory 10 illustrate the division of Jabor, the book describes
how 10 workers, specializing in the various drsunct tasks required to make a pin, produce
48,000 pins/day, compared with only a few pins that could be made by each worker perform-
ing all ofthe tasks on each pin. Smith did nol invent division of labor; there had been other ex-
amples of its use in Europe for centuries, but he was the first to note its significance in
production.

The second principle is InttrcAangtablt parts, based on the efforts of Eli Whitney
(1765-1825) and others at the beginning of the nineteenth century [16].In 1797,Whitney con-
tracted with the u.s. government to produce 10,000 muskets. At that time, guns were tradi-
tionaUy made by fabricating each part individually and then hand-fitting the parts together by
filing.Each gun was therefore unique. Whitney believed that parts could be made with greater
precision and lhtln assembled wlthout the need lor fitting. After working for several years in
his Connecticut factory, he traveled to Washington in 1801 to demonstrate the principle. Be-
fore President Thomas Jefferson and other government officials,Whitney picked components

0mpon:n.lsaddedal:a.chslatio~.
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at random for 10 muskets and proceeded!Q assemble the guns. No special filing or fitting was
required. and all of the guns worked perfectly. His achievement was made possible by the use
of special machines, fixtures, and gages that he had developed in his factory. The principle of
interchangeable parts tuuk many years of refinement before becoming a practical reality, but
it revolutionized methods uf manufacturing. It is a prerequisite for mass production of as-
sembled products

The ong:n, or modern production trues can be traced to the meat industry in Chicago, llIi-
nois and Cincinnati, Ohiu. In the mid- and Jate-1800s, meat packing plants used unpowered
overhead CDnveyorsto move slaughtered 'lock from one worker to the next. The.,e unpowered
conveyors were later replaced by powcr-dnven chain conveyors to create "disassembly lines,"
which were the predecessor ufthe assembly line. The work organization permitted meat cut-

ters tu concentrnte on single tasks (division of labor).
American automotive industrialist Henry Ford had observed these meat-packing operation>.

In 1913,heandhisengineeringcolleagucsdcsignedanassemblyJineinllighlandPark,Michi-
gan 10 produce magneto flywheels. Productivity increased fourfold. Flushed by success, Ford
applied assembly line techniques to chassis fabrication. Using chain-driven conveyors and
workstations arranged for the ccnvemence and comfort of his assembly line workers, produc-
tivity was increased by a factor of eight ,compared with previous single-station assembly meth-
od" These and other improvements resulted in dramatic reductions III the price of the Model
T Ford, which was the main product 01the Ford Motor Company at the time. Masses uf Amer-
ieans could now afford an automobil~ because of Ford'S ucbievcmCnlln C<.>streduction. Tilis

stimulated further development and use of production line techniq ues,ineludingautomated
transport lines. It also forced Ford's competitors and suppliers to imitate his methods, and the
manual assembl) line became intrinsic to American industry.

17.1.1 AssemblyWorkstations

A workstation on a manual assembly line is a designated location alung the work flow
path at which one or more work elements are performed by one or more workers. The
work elements represent small portions of the total work that must be accomplished to
assemble the product. Typical assembly operations performed at stations on a manual as-
sembly line are listed in Table 17.2. A given workstation also includes the tools (hand tools
or powered tools) required to perform the task assigned to the station,

Some workstations are designed for workers to stand, while others allow the work-
ers to sit. When the workers stand, they can move about the station area to perform their
assigned task. This is common for assembly of large products.such as cars, trucks.and major
appliances. The typical case is when the product is moved by a conveyor at constant velocity
through the station. The worker begins the assembly task near the upstream side of the sta-
tion and move, along with the work unit until the task is completed, then walks back to the

TABLE 17.2 Typical Assembly Operations Performed on a Manual
Assemblv tjne

Application of adhesive
Application of sealants
Arc welding
Brazing
Cotter pin applications
Expansion fitting applications
Insf!rtronofcomponents
Press fitting

SOUfce:SeeGrooverllJlfordefinil;ons

Riveting
Shrink fitting applications
Snap fitting of two parts
Soldering
Spotwelding
Stapling
Stitching
Threaded fastener applications
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next work unit and repeats the cycle. For smaller assembled products (such as small ap-
pliances. clcctr~)[lic devices, and subassemblies us~d on larger product.s), (he workstations
are usually designed to allow the workers to Sit while they perform their tasks. This IS more
comfortable and less fatiguing for the worker and is generally more conducive to precision
and accuracy in the assembly task

We h"ve prcvio\1~lydefined manning lew Iin Chapter 11 (Section 11.2 ..1) for various
types of manufacturing systems. For a manual assembly line, the manning level of work-
station L symbolized M,. is the number of workers assigned to that station; where
i =0 1.2, ... , n; and n = number of workstations on the line. The generic case is one work-
er: M, = 1. In cases where the product is large. such as a car or a truck, multiple workers
are often assigned to one station, so that M, > 1. Multiple manning conserves valuable
floor space in the factory and reduces line length and throughput time because fewer sta-
tions are required. The average manning level of a manual assembly line is simply the total
number of workers on the line divided by the number of stations; that is,

M=~ (17.1)

where M = average manning level of the line (workers/station), w = number of workers
on the line. and n = number of stations on the line. This seemingly simple ratio is compli-
cated by the fact that manual assembly lines often include more workers than those as-
signed to stations, so that M is not a simple average of M, values. These additional workers,
called utility workers, are not assigned to specific workstations; instead they are responsi-
ble for functions such as (l) helping workers who fall behind, (2) relieving workers for per-
sonal breaks, and (3) maintenance and repair duties. Including the utility workers in the
worker count, we have

wu+ ±w,
M~--n'-"- (17.2)

where Wu = number of utility workers assigned to the system; and w, = number of work-
ers assenec specrncauy to station i for j = 1,2, ., n. The parameter W, is almost always an
integer, except for the unusual case where a worker is shared between two adjacent station>.

17.1.2 Work Transport Systems

There are two basic ways to accomplish the movement of work units along a manual as-
sembly line: (1) manually or (2) by a mechanized system. Both methods provide the fixed
routing (all work units proceed through the same sequence of stations) thai is character-
istic of production lines.

Manual Methods of Work Transport. In manual work transport, the units of prod-
uct ~re passed from station-to-station by hand. Two problems result from this mode of op-
eraoon; starving and blocking. Slanting is the situation in which the assembly operator has
completed the assigned task on the current work unit, but the next unit has not yet arrived
at the station. The worker is thus starved tor work. When a station is blocked, it means thai
the operator nas completed the assigned task on the current work unit but cannot pass the
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unit to the downstream station because that worker is not yet ready to receive it. The op-
erator is therefore blocked from working.

To mitigate the effects of these problems. storage buffers arc sometimes used be-
tween stations. In some cases, the work units made at each station are collected in batch-
es and then moved to the next station. In other cases, work units are moved individually
along a flat table or unpowercd conveyor. When the task is finished M each station, the
worker simply pushes the unit toward the downstream station. Space is often allowed for
one or more work units in front of each workstation. This provides an available supply of
work for the station as well as room for completed units from the upstream station. Hence,
starving and blocking are minimized. The trouble with this method of operation is that it
can result in significant work-in-process. which is economically undesirable. Also. work
ers are unpaced in lines that rely on manual transport methods. and production rates tend
lO be lower.

Mechanized Work Transport Powered conveyors and other types of mechanized
material handling equipment are widely used to move units along a manual assembly line
These systems can he designed to provide paced or unpaced operation of the line. Three
major categories of work transport systems in production lines are: (a) continuous trans-
port. (b) synchronous transport, and (c) asynchronous transport. These are illustrated
schematically in Figure 17.2. Table 17.3 Identifies some of the rnatenal transport equip-
ment (Chapter 10) commonly associated with each of the categories.
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Figure 17.2 Velocity-distance diagram and physicallayout for three
types of mechanized transport systems used in production lines:
(a) continuous transport. (b) synchronous transport, and (c) asyn-
chronous transport. Key-s - velocity, '1\ = constant velocity of con-
tinuous transport conveyor, .r = distance in conveyor direction,
Sta = workstation, i = workstation identifier.
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TABLE 17.3 Material Handling Equipment Used to Obtain the Three Types of Fixed
Routing Work Transport Depicted in Figure 17.2

Work Transport System Material Handling Equipment (Text Reference)

Overhead tronev conveyor (Section 10.4)
Belt conveyor ISection 10.4)
Roller conveyor (Section 10.4)
Drag chain conveyor {Section 10.4)

Walking beam transport equipment (section 18.1.2)
Rotary indexing mechanisms (Section 1S.1.2J

Power-end-tree overhead conveyor (Section 10.4)
Cart-on-track conveyor (Section 10.4)
Powered roller conveyors (Section 10.41
Automated guided vehicle system (Section 10.21
Monorail systems (Article 10,3)
Chain-driven carousel systems (Section 11.4.2)

Continuous transport

Synchronoustranspon

Aavnchronous transport

Source: TeXl ,eferenr:e given in p.rentheses

A continuous transport system uses a continuously moving conveyor that operates
at constant velocity, as in Figure 17,2(a), This method is common on manual assembly lines,
I'he conveyor usually runs the entire length of the line. However, if the tine is very long,
such as the case of an automobile final assembly plant, it is divided into segments with a
separate conveyor for each segment.

Continuous transport can be "Implemented in two ways: (1) Work units are fixed to
the conveyor, and (2) work units are removable from the conveyor. In the first case, the
product is large and heavy (e.g., automobile. washing machine) and cannot be removed
from the conveyor. The worker must therefore walk along with the product at the speed
of the conveyor to accomplish the assigned task.

In the case where work units are smaJl and lightweight, they can be removed from the
conveyor for the physical convenience of the operator at each station. Another conve-
nience for the worker is thai the assigned task at the station does not need to be complet-
ed within a fixed cycle time. Flexibility is allowed each worker to deal with technical
problems that may be encountered with a particular work unit. However, on average. each
worker must maintain a production rate equal to that of the rest uf the line. Otherwise,
the line will produce incomplete units, which occurs when parts that were supposed to be
added at a station are not added because the worker runs out of time.

InsynchronDus transport systems, all work units are moved simultaneously between
stations with a quick, discontinuous motion, and then positioned at their respective sta-
tions. Depicted in Figure 17.2(b), this type of system is also known as intermittent trans-
port, which describes the motion experienced by the work units. Synchronous transport is
not common for manual lines, due 10 the requirement that the task must be completed
within a certain time limit. This can result in incomplete units and excessive stress on the
assembly workers, Despite its disadvantages for manual assembly lines, synchronous trans-
port is often ideal for automated production lines.

In an asynchronous transport system, a work unit leaves a given station when the as-
signed task has been completed and the worker releases the unit. Work units move inde-
pendently rather than synchronously. At any moment. some units are moving between
workstations, while others are positioned at stations, as in Figure 17.2(c). With asynchro-
nous transport systems, small queues of work units are permitted to form in front of each
station. This tends to be forgiving of variations in worker task times.
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17 .1.3 Line Pacing

A manual assembly line operates at a certain cycle time, which is established to achieve the
required production rate of the line. We explain how this cycle time is determined in Sec-
tion 17.4. On average, each worker must complete the assigned task at his/her station with-
in this cycle time, or else thf' required production rille will not he achieverl_Thi~ pacing of
the workers is one of the reasons why a manual assembly line is successful. Pacing pro-
vides a discipline for the assembly line workers that more or less guarantees a certain pro-
dud ion rate. From the viewpoint of management, this is desirable.

Manual assembly lines can be designed with three alternative levels of pacing: (1) rigid
pacing, (2) pacing with margin, and (3) no pacing. In rigid pacing. each worker is allowed
only a certain fixed time each cycle to complete the assigned task. The allowed time in
rigid pacing is (usually) set equal to the cycle time of the line. Rigid pacing occurs when the
line uses a synchronous work transport system. Rigid pacing has several undesirable aspects.
First, in the performance of any repetitive task by a human worker, there is inherent vari-
ability in the time required to complete the task. This is incompatible with a rigid pacing
discipline. Second. rigid pacing is emotionally and physically stressful to human workers.
Although some level of stress is conducive to improved human performance, fast pacing
on an assembly line throughout an B-hr shift (or longer) can have harmful effects on work-
ers. Third, in a rigidly paced operation, it the task has not been completed within the fixed
cycle time, the work unit exits the station incomplete. This may inhibit completion of sub-
sequent tasks at downstream stations, Whatever tasks are left undone on the work unit et
the regular workstations must later be completed by some other worker to yield an ac-
eeptableproduct.

In pacing with margin, the worker is allowed to complete the task at the station with-
in a specified time range. The maximum time of the range is longer than the cycle time, so
that a worker is permitted to take more time if a problem occurs or if the task time re-
quired for a particular work unit is longer than the average. (This occurs when different
product styles are produced on the same assembly line.) There are several ways in which
pacing with margin can be achieved: (1) allowing queues of work units to form between sta-
tions, (2) designing the line so that the time a work unit spends inside each station is longer
than the cycle time. and (3) allowing the worker to move beyond the boundaries of his/her
own ~lation.ln method (1), work units are allowed to form queues in front of each station,
thus guaranteeing that the workers are never starved for work, but also providing extra time
for some work units as long as other units take less time. Method (2) applies to lines in
which work units are fixed to a continuously moving conveyor and cannot be removed.
Because the conveyor speed is constant. by designing the station length to be longer than
the distance needed by the worker to complete the assigned task, the time spent by the
work unit inside the station boundaries (called the tolerance time) is longer than the cycle
time. In method (3). the worker is simply allowed to; (a) move upstream beyond the im-
mediate station to get an early start on the next work unit or (b) move downstream past
the current station boundary to finish the task on the current work unit. fn either case,
there are usually practical limits on how far the worker can move upstream or downstream,
hence making this a case of pacing with margin. The terms upstream allowance and down-
stream allowance are sometimes used to designate these limits in movement. In all of these
methods, as long as the worker maintains an average pace that matches the cycle time, the
required cycle rate of the line will be achieved.

The third level of pacing is when there is no pacing, meaning that no time limit ex-
ists within which the task at the station must be finished. In effect, each assembly operator
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works at his/her own pace. This case can occur when (1) manual work transport is used on
the line, (2) work units can he removed from the conveyor, thus allowing the worker to take
as much time as desired 10 complete a given unit, or (3) an asynchronous conveyor is used,
and the worker controls the release of each work unit from the station. In each of these
cases. there is no mechanical means of achieving a pacing discipline on the line. To reach
the required production rate. the workers lire motivated to achieve a certain pace either by
their own collective work ethic or by an incentive system sponsored by the company.

17.1.4 Coping with Product Variety

Because of the versatility of human workers, manual assembly lines can be designed to
deal with differences in assembled products. In general, the product variety must be rela-
tively soft (Sections 1.1 and 2.3.1). Three types of assembly line can be distinguished:
(1) single model. (2) batch model. and (3) mixed model. These assembly line types are
consistent with the three cases S. B, and X in our classification of manufacturing systems
(Section 13.2.4).

A single model line is one that produces many units of one product, and there is no
variation in the product. Every work unit is identical, and so the task performed at each sta-
tion is the same for all product units. This line type is intended for products with high demand.

Batch model and mixed model lines are designed to produce two or more models, but
different approaches are used to cope with the model variations. A batch model line pro-
duces each model in batches. Workstations are set up to produce the required quantity of
the first model, then the stations are reconfigured to produce the next model, and so all.

Products are often assembled in batches when demand for each product is medium. It is
generally more economical to use one assembly line to produce several products in batch-
es than to build a separate line for each different model.

when we state that the workstations are set up, we are referring to the assignment of
tasks to each station on the line, including the special tools needed to perform the tasks, and
the physical layout of the station. The models made on the line are usually similar.and the
tasks to make them are therefore similar. However, differences exist among models so that
a different sequence of tasks is usually required, and tools used at a given workstation for
the last model might not be the same as those required for the next model. One model
may take more total time than another, requiring the line to be operated at a slower pace.
Worker retraining or new equipment may be needed to produce each new model. For these
kinds of reasons, changes in the station setup are required before production of the next
model can begin. These changeovers result in lost production time on a batch model line.

A mixed model line also produces more than one model; however, the models are not
produced in batches. Instead, they are made simultaneously on the same line. While one
model is be;ng worked on at one station, a different model is being made at the next sta-
tion.Each station is equipped to perform the variety of tasks needed to produce any model
that moves through it. Many consumer products are assembled on mixed modellines, Ex-
amples are automobiles and major appliances, which are characterized by model varia-
tions, differences in available options, and even brand name differences in some cases.

Advantages of a mixed model line over a batch model line include: (1) no lost pro-
duction time switching between models, (2) high inventories typical of batch production are
avoided. and (1) production rates of different models can be adjusted as product demand
changes. On the other hand, the problem of assigning tasks to workstations so that they all
share an equal workload is more complex on a mixed model line. Scheduling [determin-
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Figure 17.3 Three types of manual
assembly line related to product variety.

ing the kquence of models) and logistics (getting the nght parts to each workstation for
the model currently at that station) are more difficult in this type of line. And in general.
a batch model line can accommodate wider variations in model configurations.

As a summary of this discussion. Figure 17.3 indicates the position of each of the
three assembly line types on a scale of product variety.

17.2 ALTERNATIVE ASSEMBLY SYSTEMS

The well-defined pace of a manual assembly line has merit from the viewpoint of maxi-
mizing production rate. However, assembly line workers often complain about the mo-
notony of the repetitive tasks they must perform and the unrelenting pace they must
maintain when a moving conveyor is used. Poor quality workmanship. sabotage of the line
equipment- and other problems have occurred on high production assembly lines. To ad-
dress these issues, alternative assembly systems are available in which either the work is
made less monotonous and repetitious by enlarging the scope of the tasks performed, or
the work is automated. In this section, we identify the following alternative assembly sys-
tems: (1) single-station manual assembly cells, (2) assembly cells based on worker teams.
and (3) automated assembly systems

A singJe-stalion manual assemb~l' cell consists of a single workplace in which the as-
sembly work is accomplished on the product or some major subassembly of the product
This method is generally used on products that are complex and produced in small quan-
tities, sometimes one-of-a-kind. The workplace may utilize one or more workers, de-
pending on the size of the product and the required production rate. Custom-engineered
products, such as machine tools. industrial equipment, and prototype models of complex
products (e.g., aircraft, appliances. and cars) make use of a single manual station to perform
the assembly work. on the product.

Assembty by worker teams involves the use of multiple workers assigned to a com-
mon assembly task. The pace of the work is controlled largely by the workers thcrnsolvcv
rather than by a pacing mechanism such as a powered conveyor moving at a constant speed.
Team assembly can be implemented in several ways. A single station manual assembly cell
in which there arc multiple workers is a form of worker team. The assembly tasks per-
formed by each worker are generally far less repetitious and broader in scope than the
corresponding work on an assemblv line

Other ways of organizing assembly work by teams include moving the product
through multiple workstations, hut having the same worker team follow the product from
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station-to-station. This form of team assembly was pioneered by Volvo. the Swedish car
maker. It uses independently operated automated guided vehicles (Section 10.2) that hold
major components and/or subassemblies of the automobile and deliver them to manual
assembly workstations along the line. At each station. the guided vehicle stops at the sta-
tion and is not released to proceed until the assembly task at that station has been com-
pleted by the worker team. Thus, production rate is determined by the pace of the team,
rather than by a moving conveyor. The reason for moving the work unit through multiple
stations, rather than performing all the assembly at one station, is because the many com-
ponent pam assembled to the car must be located at more than one station. As the car
moves through each station. parts from that station are added. The difference between this
and the conventional assembly line is that all work is done by one worker team moving with
the car. Accordingly, the members of the team achieve a greater level of personal satisfac-
tion at having accomplished a major portion of the car assembly. Workers on a convert
tionalline who perform a very small portion of the total car assembly do not usually have
this personal satisfaction.

The use of automated guided vehicles allows the assembly system to be configured
with parallel paths, queues of parts between stations, and other features not typically found
on a conventional assembly line. In addition, these team assembly systems can be designed
to be highly flexible, capable of dealing with variations in product and corresponding vari-
ations in assembly cycle times at the different workstations. Accordingly, this type of team
assembly is generally used when there are many different models to be produced, and the
variations in the models result in significant differences in station service times.

Reported benefits of worker team assembly systems compared with conventional as-
sembly line include: greater worker satisfaction, better product quality, increased capabil-
ity to accommodate model variations, and greater ability to cope with problems that require
more time rather than stopping the entire production line. The principal disadvantage is that
these team systems are not capable of the high production rates characteristic of a con-
ventional assembly line.

Automated assembly systems use automated methods at workstations rather than
humans. In our classification scheme, these can be type I A or type III A manufacturing sys-
terns, depending on whether there are one or more workstations in the system. We defer
discussion of automated assembly systems until Chapter 19, where we also discuss hybrid
ass<;:mbly systems (type III H manufacturing systems).

17.3 DESIGN FOR ASSEMBLY

Design for assembly (DFA) has received much attention in recent years because assembly
operations constitute a high labur cost for many manufacturing companies. The key to sue-
cessful design for assembly can be simply stated [4]: (1) design the product with as few
parts as possible, and (2) design the remaining parts so they are easy to assemble. The cost
of assembly is determined largely during product design, because that is when the number
of components in the product is determined, and decisions are made about how these com-
ponents will be assembled. Once these decisions have been made, there is little that can be
done in manufacturing to influence assembly costs (except, of course, to manage the op-
erationsefficiently)

"t In this section, we consider a few of the principles that can be applied during prod-
uct design to facilitate assembly. Most of the principles have been developed in the context
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of mechanical assembly, although some of them apply to joining processes such as welding,
soldering, brazing, and adhesive bonding. Much of the research in design for assembly has
been motivated by the increasing use of automated assembly systems in industry. We con-
sider the design guidelines for automated assembly in Section 19.2. In our present discus-
sion, we provide some important general principles of design for assembly, compiled from
several sources [l]. [4), [5J. They apply to both manual and automated operations, and their
goal is to achieve the required design function by the simplest and lowest cost means.

• Use thefewest number of parts possible to reduce the amount of assembly required.
This principle is implemented by combining functions within the same part that might
otherwise be accomplished by separate components; for example, using a plastic mold-
ed part instead of an assembly consisting of sheet metal parts.

• Reduce the number of threaded fasteners required. Instead of using separate thread-
ed fasteners, design the components to be assembled using snap fits, retaining rings,
integral fasteners, and similar fastening mechanisms that can be accomplished more
rapidly. Use threaded fasteners only where justified (e.g., where disassembly or ad-
justment is required).

• Standardizefasteners. This is intended to reduce the number of sizes and styles of fas-
teners required in the product. Ordering and inventory problems are reduced, the
assembly worker does not have to distinguish between so many separate fasteners,
the workstation is simplified, and the variety of separate fastening tools is reduced.

• Reduce parts orientation difficulties. Orientation problems are generally reduced
by designing parts to be symmetrical or minimizing the number of asymmetric fea-
tures. This allows easier handling and insertion during assembly.

• Avoid parts that tangle. Certain part configurations are more likely to become en-
tangled in parts bins, frustrating assembly workers or jamming automatic feeders.
Parts with hooks, holes, slots, and curls exhibit more of this tendency than parts with-
out these features.

17.4 ANALYSIS OF SINGLE MODEL ASSEMBLY LINES

The relationships developed in this and the following section are applicable to single model
assembly lines. With a little modification the same relationships apply to batch model lines.
We consider mixed model assembly lines in Section 17.6.

The assembly line must be designed to achieve a production rate Rp sufficient to sat-
isfy demand for the product. Product demand is often expressed as an annual quantity,
which can be reduced to an hourly rate. Management must decide how many shifts per
week the line will operate and how many hours per shift. Assuming the plant operates
50 wk/yr. then the required hourly production rate is given by

R =~
p 50SH (17.3)

where Rp == average production rate (units/hr), D a = annual demand for the single pIUU-
uct to be made on the line (units/yr), S == number of shifts/wk. and H == number of
hr Zshift. If the line operates 52 wk rather than 50, then Rp = Da/52SH. If a time period
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other than a year is used for product demand, then the equation can be adjusted by using
consistent time units in the numerator and denominator.

This production rate must be converted to a cycle time T,,, which is the time interval
at which the line will be operated. The cycle time must take into account the reality that
some production time will be lost due to occasional equipment failures. power outages,
lack of a certain component needed in assembly,quality problems, labor problems, and
other reasons.As a consequence of these losses, the line will be up and operating only a cer-
tain proportion of time out of the total shift time available; this uptime proportion is referred
to as the line efficiency. The cycle nme can be determined as

60£
1; = Ii; ([7.4)

where T, '" cycle time of the line (min/cycle);Rr = required production rate, as deter-
mined from Eq. (17.3) (units/hr); the constant 60 converts the hourly production rate to a
cycle time in minutes; and E = line efficiency, the proportion of shift time that the line is
up and operatingTypical values of E for a manual assembly line are in the range 0.90-0.98.
The cycle time T, establishes the ideal cycle rate for the line:

(17.5)

where Rc == cycle rate for the line (cycles/hr), and To is in min/cycle as in Eq, (17.4). This
rate R, must be greater than the required production rate Rp because the line efficiency E
is less than 100%. Rp and R, are related to E as follows:

(17.6)

An assembled product requires a certain total amount of time to build, called the
work conteJIl time TWC'This is the total time of all work elements that must be performed
on the line to make one unit of the product. It represents the total amount of work that is
accomplished on the product by the assembly line. It is useful to compute a theoretical
minimum number of workers that will be required on the assembly line to produce a prod.
uct with known T~'C and specified production rate Rp• The approach is basically the same
as we used in Section 14.4.1 to compute the number of workstations required to achieve a
specified production workload. Let us make use of Eq.(l4.6) in that section to determine
the number of workers on the production line:

w=~
AT

(17.7)

where w == number of workers on the line; W L = workload to be accomplished in a given
time period: and AT = available time in the period. The time period of interest will be
60 min. The workload in that period is the hourly production rate multiplied by the work
content time of the product; that is,

(17.8)
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= work content time (rnin/pc).

Rp = 60E/Te• Substituting this into Eq

W L '" 6UETwr
r;

The available time AT = I hr (flO min) multiplied by the proportion uptime on the
line; that is.

AT = 60E

Substituting these terms for W L and AT into Eq. (17.7), the equation reduces to the ratio
TO', /T,. Since the number of workers must be an integer, we can state:

u: = Minimum Integer 2: ~
t,

(17.9)

where = theoretical minimum number of workers.lf we assume one worker per sta-
tion (M, = I for all i,i = 1,2, .. ,n;and the number of utility workers w~= 0), then this
ratio also gives the tbeorc tical minimum number of workstations on the line.

Achieving this minimum value in practice is very unlikely.Eq. (17.9) ignores several
factors that exist in a real assembly line. These factors tend to increase the number of work-
ers above the theoretical minimum value

• Repositioning losses. Some time will be lost at each station for repositioning of the
work unit or the worker. Thus, the time available per worker to perform assembly is
less than T,

• The line balancing problem. It is virtually impossible to divide the work content time
evenly umcng all workstations. Some stations are bound to have an amount of work
that requires less time than Te. This tends to increase the number of workers.

• Task time variability, There is inherent and unavoidable variability in the time re-
quired by a worker to perform a given assembly task. Extra time must be allowed for
thisvariability,

• Qualit)·problems. Defective components and other quality problems cause delays and
rework that add to the workload.

Let us consider repositioning losses and imperfect balancing in the following discussion.
Task time variability and quality problems on manual assembly lines are treated in [20], [22],
and [25]. For simplicity, let us limit our discussion to the case where one worker is assigned
to each station (M, = 1). Thus, when we refer to a certain station, we are referring to the
worker at that station, and when we refer to a certain worker, we are referring to the sta-
tion where that worker is assigned,

17.4.1 Repositioning Losses

Repositioning losses on a production line occur because some time is required each cycle
to reposition tht' "'orker or the work unit or both. Fur example, on a continuous transport
line with work units attached to the conveyor and moving at a constant speed, time is re-
quired for the worker to walk from the unit just completed to the upstream unit entering
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the station. In other conveyorizcd systems. time is required to remove the work unit from
the conveyor and position it at the station for the worker to perform his or her task on it

In all manual assembly lines. there is some lost lime for repositioning, Let us define T, as
the time required each cycle 10 reposition the worker or the work unit or both. In our sub-
sequent analysis, we assume that T, is the same for all workers. although repositioning
urnes may actually vary among stations,

The repositioning time T, must he subtracted trom the cycle time T,_ to obtain the
available time remaining to perform the actual assembly task at each workstation. Let us
refer to the time to perform the assigned task at each station as the service time. It is syrn-
bolized Tn' where i is used to identify station i,i = 1.2.". .n; Service times will vary among
~tatinns because the total work content cannot be allocated evenly among stations. Some
stations will have more 'Work than others wilL There will be at leas! one station at which
T" is maximum. This is sometimes referred to as the bottleneck station because it estab-
lishes the eyde time for the entire line. This maximum service time must be no greater
than the difference between the cycle time T, and the repositioning time T,'; that is.

Max{T,,} s:: T, - T, fori = 1,2. (17.10)

where Max{T,,} = maximum service time among all stations (min/cycle), T, = cycle time
for the assembly line rrorn Eq. (17.4) (min/cycle), and 1~ = repositioning time (assumed
the same for all stations) (min/cycle). For simplicity of notation, Ictus use T, to denote
this maximum allowable service time; that is.

T, = Max{T,.} ~ T, - T, (17.11)

At all stations where T" is less than T" workers will be idle for a portion of the cycle.jrs
portrayed in Figure 17.4. When the maximum service time does not consume the entire

InJI[~
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1 2 3 n~2 n-eI \I,

Figure 17.4 Components of cycle time at several stations on a man-
ual assembly line. At the slowest station, the bottleneck station, idle
time = zero; at other stations idle time exists. Key: Sta = worksta
tion, n = number of workstations on the line, T; = repositioning
time, Til "" service time, T, = cycle nme.
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available time T, - T, (that is, when T,< T, - Tr),then this means that the line could be
operated at a faster pace than T, from Eq. (17.4). In this case, the cycle time To is usually
reduced so that T, = 1', + Tr: this allows the production ratc to be increased slightly.

Repositioning losses reduce the amount of time that can be devoted 10 productive
assembly work on the line. These losses can be expressed in terms of an efficiency factor
as follows:

(17.12)

where E, = repositioning efficiency, and the other terms are defined above.

17 .4.2 The line Balancing Problem

The work content performed on an assembly line consists of many separate and distinct
work elements. Invariably, the sequence in which these elements can be performed is re-
stricted. at least to some extent. And the line must operate at a specified production rate,
which reduces to a required cycle lime as defined by Eq. (17.4). Given these conditions, the
linc balancing problem is concerned with assigning the individual work elements to work-
stations so that all workers have an equal amount of work. Let us discuss the terminology
of the line balancing problem in this section. We present some of the algorithms to solve it
in Section 17.5.

Two important concepts in line balancing are the separation of the total work con-
tent into minimum rational work elements and the precedence consrraints that must be sat-
isfied by these elements. Based on these concepts we can define performance measures
for solutions to the line balancing problem

Minimum Rational Work Elements. A minimum rational work element is a small
amount of work having a specific limited objective, such as adding a component to the base
part or joining two components or performing some other small portion of the total work
content. A minimum rational work element cannot be subdivided any further without loss
of practicality, For example. drilling a through-hole in a piece of sheet metal or fastening
two machined components together with a bolt and screw would he defined as minimum
rational work elements. It makes no sense to divide these tasks into smaller elements of
work. The sum of the work element times is equal to the work content time; that is,

(17.13)

where T,. = time to perform work element k (min), and n, = number of work elements
into which the work content is divided; that is, k = 1,2, .. ,n,.

In line balancing, we make the following assumptions about work dement times'
(I) Element times are constant values, and (2) T,. values are additive; that is, the time to
perform two or more work elements in sequence is the sum of the individual clement times.
In fact, we know these assumptions are not quite true. Work element times are variable,
leading to the problem of task time variahility And there is often motion economy that can
be achieved by combining two 01" more work elements, thus viulating the additivity as-
sumption. Nevertheless, these assumptions are made to allow solution of the line balanc.
ingproblem.
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The task time at station i,or service time as we are calling it, T", is composed of the
work element times that have been assigned to that station; that is,

(17.14)

An underlying assumption in this equation is that all T,* are less than the maximum ser-
vicetimeT,.

Different work elements require different times, and when the elements are grouped
into logical tasks and assigned to workers, the station service times T" are not likely to be
equal. 'rhus, simply because of the variation among work element times, some workers will
be assigned more work, while others will be assigned less. Although service times vary from
station-to-station. they must add up to the work content time:

(17.15)

Precedence Constraints. In addition to tile variation in element times that make
it difficult to obtain equal service times for all stations, there are restrictions on the order
in which the work elements can be performed. Some elements must be done before oth-
ers. For example, to create a threaded hole, the hole must be drilled before it can be tapped.
A machine screw that will use the tapped hole to attach a mating component cannot be fas-
tened before the hole has been drilled and tapped. These technological requirements on
the work sequence are called precedence conslTaints.As we shall see later, they complicate
the line balancing problem.

Precedence constraints can be presented graphically in the form of a precedence di-
agram, which indicates the sequence in which the work elements must be performed. Work
clements are symbolized by nodes, and the precedence requirements are indicated by ar-
rows connecting the nodes. The sequence proceeds from left to right. Figure 17.5 presents
the precedence diagram for the following example, which illustrates the terminology and
some of the equations presented here.

Figure 17,5 Precedence diagram for Example 17.1. Nodes represent
work elements, and arrows indicate the sequence in which the ele-
ments must be done. Element times are shown above each node.
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EXAMPLE 17.1 A Problem for Line Balancing

A srna.l electrical appliance is to be produced on a single model assemblyline.
The work COiltent of assembling the product has been reduced to the work el-
ements listed in Table 17.4. The table also lists the standard times that have
been established for each element as well as the precedence order in which they
n.ust be perfoune d. The line is to he balanced for an annual demand of
100.000 unit/yr. The line will operate 50 wk/yr, 5 shifts/wk. and 7.5 hr/shift.
Manning level will be one worker per station. Previous experience suggests that
the uptime efficiency for the line will be 96%, and repositioning time lost per
cycle will be 0.08 min. Determine: (a) total work content time TwO' (b) required
hourly production rate Rp to achieve the annual demand, (c) cycle time T"
(d) theoretical minimum number of workers required on the line, and (e) ser-
vice time T, to which the line must be balanced.

TABLE 17.4 Work Elements for Example 17.1

No. Work Element Description T.I:(min) Must Be Preceded By

1 Place frame in workholder aro clamp 0.2
2 Assemble plug, grommet to power corn 0.4
3 Assemble brackets to frame 0.7 1
4 Wire power cord to motor 0.1 1,2
5 Wire power cord to switch 03 2
6 Assemble mechanism plate to bracket 0.11 3
7 Assemble blade to bracket 0.32 3
8 Assemble motor to brackets 0.6 3,4
9 Align blade and attach to motor 0.27 6,7,8

10 Assemble switch to motor bracket 0.38 5,8
11 Attachcover,lnspect, and test 0.5 9,10
12 Place in tote pan for packing 0.12 11

Solution: (a) The total work content time is the sum of the work element times in Table 17.4.

Two = 4.0 min

(b) Given the annual demand, the hourly production rate is

Rp = 5~~50;~) = 5333 units/hr

(c) The corresponding cycle time T, with an uptime efficiency of 96% is

r, = 6~~:)= 1.08 min

(d) The theoretical minimum number of workers is given by Eq. (17.9):

U" = (Min Int ;? 1~~~ = 3.7) = 4 workers

(e) The available service time against which {he line must he balanced is

T, = 1.08 - 0.08 = 1.00 min.
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Measures of Line Balance Efficiency. Because of the differences in minimum ra-
tional work element times and the precedence constraints among the elements, it is virtu-
ally impossible to obtain a perfect line balance. Measures must be defined to indicate how
good a given line balancing solution is. One possible measure is balance efficiency, which
is the work content time divided by the total available service lime on the line:

(17.16)

where Eb = balance efficiency, often expressed as a percentage; T, = the maximum avai.,
able service time on the line (Max{ T'i} ) [min/cycle}; and w '"' number of workers. The de-
nominator in Eq. (17.16) gives the total service time available on the line to devote to the
assembly of one product unit. The closer the values of T,,-~and wT" the less idle time 0[\

the line. Eh is therefore a measure of how good the line balancing solution is. A perfect
line balance yields a value of Ep = 1.00.Typical line balancing efficiencies in industry range
between 0.90 and 0.95.

The complement of balance efficiency is balance delay, which indicates the amount
of time lost due to imperfect balancing as a ratio to the total time available; that is,

(17.17)

where d = balance delay; and the other terms have the same meaning as before. A balance
delay of zero indicates a perfect balance. Note that t,'o + d = 1.

Worker Requirements. In our discussion of the relationships in this section. we
have identified three factors that reduce the productivity of a manual assembly line. They
can all be expressed as efficiencies:

1. line efficiency, the proportion of uptime on the line E, as defined in Eq. (17.6)
2. repositioning efficiency, E" as defined in Eq. (17.12)
3. bala"cing efficiency, Eo, as defined in Eq. (17.16)

Together, they comprise the overall labor efficiency on the assembly line; defined as:

Labor efficiency on the assembly line = E E, Eo (17.18)

Using this measure of labor efficiency, we can calculate a more realistic value for the num-
ber of workers on the assembly line, based on Eq. (17.9);

(17.19)

wherew = number of workers required on the line.R, = hourly production rate (units/hr),
and T"", = work content time pCf product to be accomplished on the line (mini

~~~~~~f:Ut~: 17~~hi:~~:~~~0:~~~:~n~~~~~r~~~~::tt~~ ~~~::~~~;;~~~::~~ :~:
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rate model of the parameters that affect the number of workers required to accomplish a
given workload on a single model assembly line.

17.4.3 Workstation Considerations

LeI us attach a quantitative definition to some of the assembly line parameters discussed
in Secnon 17.1.1. A workstation is a position along the assembly line. where one or more
workers perform assembly tasks. If the manning level is one for all stations (M, = 1.0 for
i = 1,2. . n). then the number of stations is equal to the number of workers. In general,
for any value of M for the line,

W
11=-

M
(17.20)

A workstation has a length dimension L". where i denotes station i.The tntallength of the
assembly line is the sum of the station lengths'

L ~ ~L. (17.21)

where L --= lcngth of the assembly line (m.it),and Lsr = length of station i {rn, it). In the
case when all I." arc equal,

(17.22)

where I., = station length (m, ft).
A common transport system used on manual assembly lines is a constant speed con-

veyor. Let us consider this case in developing the following relationships. Base parts are
launched onto the beginning of the line at constant time intervals equal to the cycle time
T,. This provides a constant feed rate of base parts, and if the base parts remain fixed to
the conveyor during their assembly, this feed rate will be maintained throughout the line.
The feed rate is simply the reciprocal of the cycle time:

(17.23)

where fr = feed rate on the line (produets/min).A constant feed rate on a constant speed
conveyor provides a center-to-center distance between base parts given by

(17.24)

where sp = center-to-center spacing between base parts (m/part, It/part], and lie = velocity
of the conveyor (m/min, it/min).

As we discussed in Section l7.lJ, pacing with margin is a desirable way to operate
the line to achieve the desired production rate and at the same time allow for some prod-
uct-to-product variation in task times at workstations. One way to achieve pacing with
margin in a continuous transport system is to provide a tolerance time that is greater than
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the cycle time. Tolerance time is defined as the time a work unit spends inside the bound-
aries of the workstation. It is determined as the length of the station divided by the con-
veyor velocity; that is.

(17.25)

where T, '" tolerance time (min/part), assuming that all station lengths are equal. If sta-
tions have differentlengths, identified by LSi' then the tolerance times will differ propor-
tionally,since u.is constant

The author believes a good rule-of-thumb is for the ratio of tolerance time to cycle
time to be around 1.5. This permits the assembly worker to deal with modest variations in
unit-to-unit task time. Limitations on floor space do not always permit this rule to be ap-
plied. Ratios of T,/Tc == 1.0 are often used when the product is large and workers are al-
lowed to travel beyond their own station boundaries upstream and/or downstream.

The total elapsed time a work unit spends on the assembly line can be determined
simply as the length of the line divided by the conveyor velocity. It is also equal to the tol-
erance time multiplied by the number of stations. Expressing these relationships in equa-
tion form, we have

ET=~=flT, (17.26)

where ET = elapsed time a work unit (specifically, the base part) spends on the convey-
or during ito.assembly (min).

17.5 LINE BALANCING ALGORITHMS

The objective in line balancing is to distribute the total workload on the assembly line as
evenly as possible among the workers. This objective can be expressed mathematically in
two alternative but equivalent forms:

Minimize (wT; - Twc) or Minimize ~(T. - T,j) (17.27)

SUbject to: (1) t: T,k ~ T, and (2) all precedence requirements are obeyed.

In this section, we consider several methods to solve the line balancing problem, using
the data of Example 17.1 to illustrate. The algorithms are: (1) largest candidate mle,(2) Kil-
bridge and Wester method, and (3) ranked positional weights method. These methods are
heuristic, meaning they are based on common sense and experimentation rather than on
mathematical optimization. In each of the algorithms, we assume that the manning level is
one, so when we identify station i, we are also identifying the worker at station i.
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17.5.1 Largest Candidate Rule

535

In this method, work elements are arranged in descending order according to their Tel< val-
ues, as in Table 17.5. Given this list, the algorithm consists of the following steps: (1) assign
elements to .he worker at the first workstation by starting at the top of the list and select-
ing the first element that satisfies precedence requirements and does not cause the total sum
of 1",. at that station to exceed the allowable T.: when an element is selected for assignment
to the station, start back at the top of the list for SUbsequent assignments; (2) when no more
elements can be assigned without exceeding T., then proceed to the next station; (3) repeat
steps 1 and 2 for the other stations in turn until all elements have been assigned.

TABLE 17.5 Work Elements Arranged According to T8k

Value for the largest Candidate Rule

Work Element T••(min) Preceded By

3 0.7 1
8 0.6 3,4

11 0.5 9,10
2 0.4

10 0.38 5,8
7 0.32 3
5 0.3 2
9 0.27 6,7,8
1 0.2

12 0.12 11• o.tt 3
4 0.1 1,2

EXAMPLE 17.2 LargestCandidale Rule

Apply the largest candidate rule to Example Problem 17.1.

Solution: Work clements are arranged in descending order in Table 17.5, and the algorithm
is carried out as presented in Table 17.6. Five workers and stations are required
in the solution. Balance efficiency is computed as:

Station Work Element

TASlE 17.6 Work Elements Assigned 10 Stations According to the
largest Candidate Rule

Station TIme (min)T ••(min)

2
5
1
4
3
6
8

10
7
9

11
12

0.4
0.3
0.2
0.1
0.7
0.11
0 .e
0.38
0.32
o.:n
0.'
0.12

1.0

0.81

0.98

0.59

0.62
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(.)
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(0)

Figure 17.6 Solution for Example 17.2, which indicates: (a) assign-
ment of elements according to the largest candidate rule and
(b) physical sequence of stations with assigned work elements.

4.0
Eb = 5(1.0) = 0,80

Balance delay d = 0.20. The line balancing solution is presented in Figure 17.6.

17,5.2 Kllbridge and Wester Method

This method has received considerable attention since its introduction in 1961 [18] and
has been applied with apparent success to several complicated line balancing problems in
industry [22J. It is a heuristic procedure that selects work elements for assignment to sta-
tions according to their position in the precedence diagram. This overcomes one of the dif-
ficulties with the largest candidate rule in which an element may be selected because of a
high T.value but irrespective of its position in the precedence diagram. In general, the Kil-
bridge and Wester method provides a superior line balance solution than the largest can-
didate rule (although this is not the case for our example problem).

In the Kilbridge and Wester method, work elements in the precedence diagram are
arranged into columns, as shown in Figure 17.7. The elements can then be organized into
a list according to their columns. with the clements in the first column listed first. We have
developed such a list of elements for our example problem in Table 17.7. If a given element
can be located in more than one column, then list all of the columns for that element, as
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Figure 17.7 Work elements in example problem arranged into
columns for the Kilbridge and Wester method.

Work Element

TABLE 17.7 Work Elements Listed According to Columns from
Figure 17.7 tor the Kilbridge and Wester Method

Preceded ByColumn T.k(m;n)

2
1
3
5
4
8
7
6

10
9

11
12

I
I
II

11,111
II
III
III

'II
IV
IV
V
VI

0.4
0.2
0.7
0.3
0.1
0.6
0.32
0.11
0.36
0.27
0.5
0.12

1
2

1,2
3.4
3
3

5,8
6,7,6
9,10
11

we have done in the case of element 5. In our list, we have added the feature that elements
in a given column are presented in the order of their T'k value; that is, we have applied the
largest candidate rule within each column. This is helpful when assigning elements to eta-
tiona, because il ensures that the larger elements are selected first, thus increasing our
chances of making the sum of T'k in each station closer to the allowable T,limit. Once the
Jist is established, the same three-step procedure is used as before.

Column
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EXAMPLE 17.3 Kilbridge end Wester Method

App!) the Kilbridge and Wester method to Example Problem 17.1

TABLE 17.8 Work Elements Assigned to Stations According to the Kilbridge and
Wester Method

Station Work Element Column T.k(min) Station Time (min)

2 I 0.4
1 I 0.2
5 II 0.3, II 0.1 1.0
3 II 0.7
6 III 0.11 0.81
6 III 0.6
7 III 0.32 0.92

10 IV 0.38
9 IV 0.27 0.65

11 V 0.5
12 VI 0.12 0.62

Solution: Work elements are arranged in order of columns in Table 17.7. The Kilbndge
and Wester solution is presented in Table 17.8. Five workers are again required,
and the balance efficiency is once more Eo = 0.80. Note that although the bal-
ance efficiency is the same as in the largest candidate rule, the allocation of
work elements to stations is different.

17.5.3 Ranked Positional Weights Method

The ranked positional weights method was introduced by Helgeson and Birnie [14J. In
this method, a ranked positional weight value (call it RPW for short) is computed for each
elernenr. The RPW takes into account both the Tek value and its position in the prece-
dence diagram. Specifically, RPW k is calculated by summing Tek and all other times for el-
ements that follow Tek in the arrow chain of the precedence diagram. Elements are
compiled into a list according to their RPW value, and the algorithm proceeds using the
same three steps as before.

EXAMPLE 17.4 Ranked Positional Weights Method

Apply the ranked positional weights method to Example Problem 17.L

Solution: The RPW must be calculated for each element. To illustrate,

RPWll = 0.5 + 0.12 = 0.62

RPWR = 06 + 0.27 + 0.38 + 0.5 + 0./2 = 1.87

Work elements art' listed according to RPW value in Table 17 .9.Assignment of
elements to stations proceeds with the solution presented in Table 17.10. Note
that the largest T,value is 0.92 min. This can be exploited by operating the line
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list of Elements Ranked According to Their Ranked
Positional Weights (RPWI

TABLE 17.9

Work Element "PW Tek(min) Preceded By

1 3.30 0.2
3 3.00 0.7
2 2.67 0.', 1.97 0.1 1,2
8 1.87 0.6 3.4
5 1.30 03 2
7 1.21 0.32 3
6 1.00 0.11 3

10 1.00 0.38 5,8
9 0.89 0.27 6,7,8

11 0.62 0,5 9,10
12 0.12 0.12 11

Station Work Element

TABLE 17.10 Work Elements Assigned to Stations According to the
Ranked Positional Weights (RPW) Method

Ststion Time (min)

1
3
2,
5
6
8
7

10
9

11
12

T••(min)

0.2
0.7
0.'
0.1
0.3
0.11
0.6
0.32
0.38
0.27
0.5
0.12

0.90

0.91

0.92

0.65

0.62

at this faster rate, with the result that line balance efficiency is improved and pro-
duction rate is increased.

Eo = 5t~) = U.87

The cycle time is T, = T, + T, = 0.92 + 0.08 = 1.00; therefore.

R, ;- ~ = 60 cycles/hr, and from Eq. (l7.6).Rp = 60 x 0.96 = 57.6 units/hr

This is a better solution than the previous line balancing methods provided. It turns
out that the performance of a given line balancing algorithm depends on the problem to
he solved. Some line balancing methods work better on some problems, while other meth-
ods work better on other problems.
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17.5.4 Computerized Techniques

The three methods described above have all heen developed into computer programs to
solve large line balancing problems in industry. However, even as rapidly executed computer
programs, these algorithms are still heuristic and do not guarantee an optimum solution.
Attempts have been made to exploit the high speed of the digital computer by developing
algorithms that either (1) perform a more exhaustive search of the set of solutions to a
given probem or (2) utilize some mathematical optimization technique to solve it. Exam-
ples of the first type are COMSOAL and CALB. Examples of the second type include
branch and bound algorithms developed by Villa [24] and Deutsch [10]

COMSOAL (stands for COmputer Method of Sequencing Operations for Assembly
Lines) was developed at Chrysler Corp. and reported by Arcus [2]. The basic procedure is
to iterate through a large number of alternative solutions by randomly assigning elements
to stations in each solution, and on each iteration comparing the current solution with the
previous best solution, discarding the current one if it is not better than the previous best,
and replacing the previous best if the current solution is better.

During the 1970s, the Advanced Manufacturing Methods Program of the lIT Re-
search Institute was a nucleus for research ou line balancing in the United Slates. Around
1968, the group introduced CALB (Computer-Aided Line Balancing), which has been
widely adopted in a variety of industries that manufacture assembled products, including
automotive, appliances, electronic equipment, and military hardware. CALB can be used
fat' both single model and mixed model lines. For single model lines, the data required 10
use the package are the kind of work element data compiled in Table 17.4, plus other con-
straints. Also needed are minimum and maximum limits on station service time. Elements
are sorted according to their T.values and precedence constraints; they are then assigned
to stations to satisfy the allowable service time limits. Line balancing solutions with less than
2% balance delay have been reported [22]. For mixed model lines, additional data include
production requirements per shift for each model to be TUnon the line. Solutions obtained
by CALB for the mixed model case are described as being near optimum.

17.6 MIXEDMOOELASSEMBLYLINES

A mixed model assembly line is a manual production line capable of producing a variety
of different product models simultaneously and continuously (not in batches). Each work-
station specializes in a certain set of assembly work elements, but the stations are suffi-
ciently flexible that they can perform their respective tasks on different models. Mixed
model lines are typically used to accomplish the final assembly of automobiles, small and
large trucks, and major and small appliances. In this section, we discuss some of the tech-
nical issues related to mixed model assembly lines, specifically: (1) determining the num-
ber of workers and other operating parameters, (2) line balancing, and (3) model launching.

17.6.1 Determining Number of Workers on the Line

To determine the number of workers required for a mixed model assembly line, we again
start with Eq.(17.7):

WL
w=Af
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where Ii,' = number of workers: W L = workload to be accomplished by the workers in
the scheduled time period (min/hr). and AT = available time per worker in the same time
period (rnin/hr /worker).The time period used here is ar, hour, but units could be minutes
per shift or minutes per week, depending on the information available and the analyst's
preference

"j he workload c{1nsist~ of the work content time of e ach model multiplied hy its re-
spective production rate during the period; that is,

wz. = :L RI'IT",cj,-, (17.28)

where WL = workload (min/hr);RI'J = production rate of model j (pc/hr]: T",CJ = work
content time of model j (min/pc); P = [he number of models to he produced during the
period: and) is used to identify the model,} = 1,2 .. " P.

Available time per worker is the number of minutes available to accomplish assern-
bly work on the product during the hour. In the ideal case. where repositioning and line bal-
ance efficiencies are 10cY"1c. then AT = fiOE, where E = proportion uptime on the line
This allows us to determine the theoretical minimum number of workers:

= Mmimum Integer ~ :~ (17.29)

More realistically. repositioning and balance efficiencies will be less than 100%, and this fact
should be factored into the available time:

(17.30)

where AT "" available time per worker (min/hr). 60 = maximum number of minutes in
an hour (min/hr), E = line efficiency. E, = repositioning efficiency, and Eb = balance
efficiency.

EXAMPLE 17.5 Number of Workers Required in a Mixed Model Line

Fhe hourly production rate and work content time for two models to he pro-
duced on a mixed model assembly line are given in the table below:

Model; Rpi (per hr) Tw<j(min)

A
B

27.0
25.0

Also given is that line efficiency E "= 0,96 and manning level M "" 1. Determine
the theoretical minimum number of workers required on the assembly line.

Solution: Workload per hour is computed using Eq. (17.28):

W L = 4(27) + 6(25) = 258 min/hr

Available time per hour is 60 min corrected for E:
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AT = 6(1(0.96) = 57.6 min.

Using Eq. (17.29), the theoretical minimum number of workers is therefore:

= Minimum Integer ::, :~.: = 448 ---jo 5 workers

17.6.2 Mixed Model Line Balancing

The objective in mixed model line balancing is the same as for single rnodellines: to spread
the workload among stations as evenly as possible. Algorithms used to solve the mixed
model line balancing problem are usually adaptations of methods developed for single
modcllmcs, Our treatment of this topic is admittedly limited. The interested reader can pur-
sue mixed model line balancing and its companion problem, model sequencing, in sever-
al of our references, including [81, [22], [23], /251. A literature review of these topics is
presented in [I2].

In single model line balancing, work element times are utilized to balance the line, as
in Section 17.3. In mixed model assembly line balancing, total work element times per shift
or per hour are used. The objective function can be expressed as follows:

Minimize(wAT - WL) or Minimize ~(AT - TT,,) (17.31)

where U! = number of workers or stations (we are again assuming the M, = I, so that
n = tu), AT = available time in the period of interest (hour, shift) (min), W L = work-
load to be accomplished during same period (min), and TT" = total service time at station
i to perform its assigned portion of the workload (min).

The two statements in Eq. (17.31) are equivalent. Workload can be calculated as be-
fore, using Eq. (17.28):

,
WL = ~RpITU'C/

1~1

To deterrnine total service time at station i, we must first compute the total time to perform
each clement in the workload. Let T<lk = time to perform work element k on product j.

The total time per element is given by:

(17.32)

where TTk = total time within the workload that must be allocated to element k for all
products (min). Based on these TTk values, element assignments can be made to each sta
tion according to one of the line balancing algorithms. Total service times at each station
are computed:

(17.33)
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where 1'1'" = total service time at station i. which equals the sum of the times of the ele-
men" that have been assigned to that station (min).

Measures of balance efficiency for mixed model assembly line balancing correspond
to those in si-igle modellinc balancing:

WI
Eb -= w(Max{TT,.}) (17,34)

where E1, = balance efficiency, W L = workload from Eq, (17.28) (min), U' = number of
workers [stations), and Max{ TT,,} = maximum value of total service time among all sta-
lions in the solution. It is possible that the lint: balancing solution will yield a value of
Max{ TT,,} that is less than the available total time AT. This situation occurs in the fol-
lowing example

EXAMPLE 17.6 Mixed Model Assembly Line Balllndng

This is a continuation of Example 17.5. For the two models A and B, hourly
production rates are: 4 units/hr for A ami 6 unua/hr for B. Most of the work el-
ements arc common to the two models, but in some cases the elements take
longer for one model than for the other. The elements, times, and precedence
requirements are given in Table 17.11.Also given: E = 0.%, repositioning time
T, = 0,15 min. and M, = 1. (a) Construct the precedence diagram for each
model and for both models combined into one diagram. (b) Use the Kilbridge
and Wesler method to solve the line balancing problem. (c) Determine the bal-
ance efficiency for the solution in (b).

Solution: (a) The precedence diagrams are shown in Figure 17.8.
(b) To use the Kilbridge and Wester method, we must do the following: (1) cal-

culate total production time requirements for each work element, IT" ac-
cording to Eq. (17.32), which is done in Table 17.12; (2) arrange the elements
according to columns in the precedence diagram, as in Table 17.13 (within
columns, we have listed the elements according to the largest candidate
rule); and (3) allocate elements to workstations using the three-step proce-
dure defined in Section 17.5.1. To accomplish this third step, we need to
compute the available time per worker, given proportion uptime E = 0.96

TABLE 17.11 Work Elements for Models A and B in Example 17.6

Work element k To",. (min) Preceded By ToSk (min) Preceded By

1
2
3
4
5
6
7
8

r.,
5,6

27 25
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1'1

"I

10
'

Flgul'e17.8 PrecedencediagramsforExample17.6:(a) formode!A,
(b) for model B, and (c) for both models combined.

TABLE 17,12 Total TImes Required for Each Element in Each Mode! to Meet
Respective Production Rates for Both Models in Example 17.6

E/t;/mentk RpI>.TeAl;lmin.) RpBToBi«min.)

12
16
8

24
12
16
o

20

18
24
18
30
o

12
24

"

30
40
26
54
12
28
24
44

258

TABLE 17.13 Elements Arranged in Columns in Example 17.6

Element Column TT. Preceded By

r 30
\I 54 1
\I 40 1
\I 26 1

\II 28 3
III 24 4
\II 12 2
IV 44 5,6,7
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and repositioning efficiency E, To determine E,. we note that total pro-
duction rate is

Rp = 4 + 6 = 10 units/hr

The corresponding cycle time is found by multiplying the reciprocal of this
raLc by proportion uptime E and accounting for the difference in lime units,
as follows'

60(0.96) .
T, = -1-0 - = 5.76 rrun.

The service time each cycle is the cycle time less the repositioning time T,:

T, = 5.76 - 0.15 '" 5.lil min

Now repositioning efficiency can be determined as follows:

E, = 5.61/5.76 = 0.974

Hence we have the available time against which the line is to be balanced:

AT = 60(0.96)(0.974) = 56.1 min

Allocating elements to stations against this limit, we have the final solution pre-
sentedinTable 17.14.

TABLE 17.14 Allocation of Work Elements to Stations in Example
17.6 Us:ng the Kilbridge and Wester Method

Station Element TT. (min) TT.,(min)

30
25 56
54 54
.0
12 52
28
2' 52
44 44

258

(c) Balance efficiency is determined by Eq. (17.34), Max{ TT,;} = 56 min. Note
that this is slightly less than the available time of 56.1 min, so our line will
operate slightly faster than we originally designed it for.

258
Eb = 5(56) = 0.921 = 92.1%

17 .6.3 Model Launching in Mixed Model Lines

We have previously noted that production on a manual assembly line typically involves
launching of base parts OHIo the beginning of the line at regular time intervals. In a single
model line, this time interval is constant and set equal to the cycle time T,. The same ap-
plies for a batch modelline, but T, is likely to differ for each batch because the models are
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different and their production requirements are probably different. In a mixed model line,
mode! launching is mOTC complicated because each model is likely to have a different work
content time, which translates into different station service times. Thus. the time interval
between launches and the selection of which model 10 launch are interdependent. For ex-
ample,if a series of models with high work content times are launched at short time inter-
vals, the assembly line will quickly become congested (overwhelmed with 100 much work).
On the other hand, if a series of models with low work content times are launched at long
lime intervals, then stations will be starved for work (with resulting idleness). Neither con-
gestion nor idleness is desirable,

The modcllaunching and line balancing problems are closely related in mixed model
lines. Solution of the modellaunching problem depends on the solution to the line hal-
ancing problem. The model sequence in launching must consist of the same model mix
used to solve the line balancing problem. Otherwise, some stations are likely to experience
excessive idle time while others endure undue congestion.

Determining the time interval between successive launches is referred to as the
launching discipline. Two alternative launching disciplines are available in mixed model
assembly lines'. (1) variable rate launching and (2) fixed rate launching,

Variable Rate Launching. In variable rate launt'hing. the time interval between
the launching of the current base part and the next is set equal to the cycle time of the cur-
rent unit. Since different models have different work content times and thus different task
times per station, their cycle times and launch time intervals vary. The time interval in vari-
able rate launching can be expressed as follows:

T,·,U) (17.35)

where T",,(i) = time interval before the next launch in variable rate launching (min),
TWC) = work content time of the product just launched (model j) (min), w = number of
workers on the line, E, '" repositioning efficiency, and Eb = balance efficiency. If manning
level M, = 1 for all i, then the number of stations n can be substituted for w.With variable
rate laun"'hing, as long as the launching interval is determined by this formula, then moo-
els can be launched in any sequence desired.

EXAMPLE 17.7 Variable Rate Launching in a Mixed Model Assembly Line

Determine the variable rate launching intervals for models A and B in Ex-
amples 17.5 and 17.6. From the results of Example 17.6, we have E, = 0.974
and Eb = 0.921.

Solution: Applying Eq. (17.35) for model A, we have

1;,,(A) '" 5(.97~~·~1921)= 6.020 min.

And for model B.
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When a unit of model A is launched on:o the front of the line, 6.020 min must
elapse before the next launch. When a unit of model B is launched onto the
front of the line, 5574 min must elapse before the next launch.

The advantage of variable rate launching is that units can be launched in any order
without causing idle time or congestion at workstations. The model mix can be adjusted at
a moment's noticeto adapt to changes in demand for the various products made on the line.
However, there are certain technical and logistical issues that must be addressed when
variable rate launching is used.Among the technical issues. the work carriers on a moving
conveyor are usually located at constant intervals along its length, and so the work units
must be attached only at these p05ilions. This is nor compatible with variable rate launch-
ing. which presumes that work units can be attached at any location along thc conveyor cor-
responding to the variable rate launching interval Tet- for the preceding model. Among the
logistical issues in variable rate launching is the problem of supplying the correct compo-
nents and subassemblies to the individual stations for the models being assembled on the
line at any given moment. Because of these kinds of issues, industry seems to prefer fixed
rate launching

Fixed Rate Launching for Two Models. ln flxed rate launching, the time inter-
val between two consecuti ve launches is constant. This launching discipline is usually set
by the speed of the conveyor and the spacing between work carriers (e.g., hooks on a
chain conveyor that occur at regular spacing in the chain). The time interval m fixed rate
launching depends on the product mix and production rates of models on the line. Of
course, the schedule must be consistent with the available time and manpower on the line,
so repcs.tioning efficiency and line balance efficiency must be figured in. Given the hourly
production schedule, as well a~ values of Er and Eo, the launching time interval is deter-
mined as

(17.36)

where 1:f = time interval between launches in fixed rate launching (min);Rpi = produc-
tion rate of model) (unit~/hr!; TKO! = work content ti~e of model) (min/unit); Rp = total
production rate of all models III the schedule, which is Simply the sum of Rpj values;P = the
number of models produced in the scheduled period, i = L 2, ... , P; and w, E" and Eb
have the same meaning as before.lfmanning level M, = 1 for all i. then n can be used in
place of 1.1} in the equation.

In fixed rate launching, the models must be launched in a specific sequence: otherwise,
station congestion and/or idle time (starving) will occur, Several algorithms have been de-
veloped to select the model sequence [7J. (l1J,{22J, [23], [25J, each with its advantages and
disadvantages. In our present coverage. we attempt to synthesize the findings of this pre-
vious research to provide two approaches to the fixed rate launching problem, one that
works for the case of two models and another that works for three or more models

Congestion and idle time can he identified in each successive launch as the difference
between the cumulative fixed rule launching interval and the ~UJTl of the launching inter-
vals for the individual models that have been launched onto the line. This difference can
be expressed mathematically as follows'
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Congestion time or idle time "" ~(TCJh - mTd) (17.37)

where Tet "" fixed rate launching interval determined by Eq. (17.36) (min), m = launch
sequence during the period of truerest.e == launch index number for summation purpos-
es, and T<j" - the cycle time associated with model j in launch position h (min), clliculut-

ed as follows:

(l7.3R)

where the symbols on the right hand side of the equation are the same as for Eq. (17.35).
Congt!slion is recognized when Eq. (17.37) yields a positive difference. indicating that

the actual sum of task times for the models thus far launched (m) exceeds the planned cu-
mulative task time. Idle time is identified when Eq. (17.37) yields a negative value, indicating
that the actual sum of task times is less than the planned time for the current launch m, It
is desirable to minimize both congestion and idle time. Accordingly, let us propose the fol-
lowing procedure, in which the model sequence is selected so that the square of the dif-
ference between the cumulative fixed rate launching interval and the cumulative individual
model launching interval is minimized for each launch. Expressing this procedure in equa-
tion form, we have:

For each launch m, select j to minimize ( :i t.; -
h~l

(1739)

where all terms have been defined above.

EXAMPLE 17.8 F1xed Rate Launching in a Mixed Model Assembly Line forTwo Models

Determine: (a) the fixed rate launching interval for the production schedule in
Example 17.5 and (b) the launch sequence of models A and B during the hour.
Use E, and Eb from Example 17.5(b).

Solution: (a) The combined production rate of mode IsAan d B isRp = 4 + 6 = 10 units/hr.
The fixed time interval is computed using Eq. (17.36):

To (4(27) + 6(25»

t.,» 5(.974)(.921) 5.752 min.

(b) To use the sequencing rule in Eq. (17.39), we need to compute Tcjh for each
model by Eq. (17.38). The values are the same as those computed in previous
Example 17.7 for the variable launching case: for model A, T'Ah = 6.020min,
and for model B, TeBh = 5.574 min.

To select the first launch, compare

For model A, (6.020 - 1(5.752)' = 0.072

For model 8,(5.574 - 1(5752)2 = 0.032
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TABLE 17.15 Fixed Rate Launching Sequence Obtained for Example 17.8

Launchm mTc' (~\" + T,~m- mT,,)' C~\,"+ T"," - Model

1 5.752 0.072 0.032
z 11.504 0.008 0.127
3 17.256 0.128 0.008
4 23.008 0.032 0,071
5 28.760 0.201 0.000
6 34.512 0.073 0.031
7 40.264 0.008 0.125
8 46.016 0.130 0.007
9 51.768 0.033 0.070

10 57.520 0.202 0.000

lhc value is minimized for model B: therefore. a base part for model B is launched
tirst = 1).

FormodeIA.(5.574 + 6.020 - 2(5.752)2 = 0.008

For model 8.(5.574 + 5.574 - 2(5.752)2 = 0.127

Fhc value is minimized for model A: therefore, a base part for model A is launched second
(m -; 2). The procedure continues in this way, with the results displayed in Table 17.15

Fixed Rate Launching for Three or More Models. The reader will note that 4
units of A and 6 units of B are scheduled in the sequence in Table 17.15, which is consis-
tent with the production rate data given in the original example. This schedule is repeat-
ed each succcxsive hour. When only two models are being launched in a mixed model
assembly line, Eq. (17.39) yields a sequence that matches the desired scheduled used to
calculate T<j and T"," , However. when three or more models are being launched onto the
line, Eq. (17.3()) is likely to yield a schedule that does not provide the desired model mix
during the period, What happens is that models whose Tein values are close to TeJ are over-
produced, whereas models with TC)IJ values significantly different from T<J are underpro-
duced or even omitted from the schedule. Our sequencing procedure can be adapted for
the case of three or more models by adding a term to the equation that forces the desired
schedule to be met. The additional term is the ratio of the quantity of model j to be pro-
duced during the period divided by the quantity of model j units that have yet to be
launched in the period: that is.

Additional term for three or more models > !!.£!..
Q,m

where R~, = quantity of model j to be produced during the period. that is, the production
rate of model j (unitv/In): and Q,m = quantity of model j units remaining 10 be launched
during the period as m (number of launches) increases (units/hr). Accordingly, the fixed
rate launching procedure for three or more models can be expressed as follows:
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For each launch rn, select j to minimize (17.40)

where all terms have been previously defined. The effect of the additional tenn is to reduce
the chances that a unit of any model j will be selected for launching as the number of units
of that model already launched during the period increases. When the last unit of model i
scheduled during the period has been launched, the chance of launching another unit of
model j becomes zero.

Selecting the sequence in fixed rare launching can sometimes be simplified by divid-
ing all Rp! values in the schedule by the largest common denominator (if one exists). which
results in a set of new values, all of which are integers. For instance, in Example 17.8, the
hourly schedule consists of 4 units of model A and 6 units of model B. The common de-
nominator 2 reduces thc schedule to 2 units of A and 3 units of Beach half hour. These val-
ues can then be used in the ratio in Eq. (17.40). The model sequence obtained from Eq.
(l7AO) is then repeated as necessary tu fllluut the hour or shift.

EXAMPLE 17.9 Fixed Rate Launching in a Mixed Model Assembly Line
for Three Models.

Let us add a third model, C. to the production schedule in previous Example
17.8.1\.vo units of model C will be produced each hour, and its work content
time = 30 min. Proportion uptime E = 0.96, as before.

Solution: Let us begin by calculating the total hourly production rate

Rp = 4 + 6 + 2 = 12units/hr.

Cycle time is determined based on this rate and the given value of proper-
Han uptime E:

60(0.96) .
T, = -12- = 4.80nun.

Then

T, = 4.80 - 0.15 = 4.65 min.
Using these values we can determine repositioning efficiency.

E, = 4.65/4.80 = 0.96875

To determine balance efficiency, we need to divide the workload by the avail-
able ti~e on the .line, where available lime is adjusted for line efficiency E and
repositioning efficiency E,. Workload is computed as follows:

WL = 4(27) + 6(25) + 2(30) = 318min.

Available time to be used in line balancing is thus:

AT = 60(.%)(.96875) = 55.80 min.
The number of workers (and stations, since Mi -" 1) required is given by

w = Minimum Integer ~ :5~~= 5.7 --jo 6 workers
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For our example, let us assume that the line can he balanced with six workers.
leading. to the following balance efficiency:

c. = 6(~~~8) = 0.94982

Csing the values of £1 and F.b in Eq (173ei), The fixed rate launching Interval is
calculated

The Te1il values for each model are, respectively

T,'Ah '" 6(.968752)~.94982") = 4.891 min.

T.'flil = 6(.9687:~(.94982) = 4.528 min.

TeCh = 6(.9687:;~.94982) - 5.434 min.

Let us note that the models A, B, and C are produced at rate, of 4, 6, and
2 units/hr. Using the common denominator 2, these rates can be reduced to 2,
3. and 1 per half hour, respectively. These are the values we will use in the ad-
ditional term ofEq.(17.40).The starting values of Q!m form = 1 are QAl = 2,
Q/!1 = 3,andQC\ = 1. According to our procedure, we have:

For model A, (4.891 - 4.80)2 + ~ = 1.008

For model B, (4.528 - 4.80]2 + ~ = 1.074

For model C, (5.434 4.80)2 + i= 1.402

The minimum value occurs if a unit of model A is launched. Thus, the first
launch (m = 1) is model A. The value of QAI is decremented by the one unit
already launched, so that QAI = 1. For the second launch, we have

For model A, (4.891 + 4.891 - 2(4.80)y + i= 2.033

For model B, (4.891 + 4.528 - 2(4.80))2 - ~ = 1.033

For model C, (4.891 + 5.434 - 2(4.80)f + T = 1.526

The minimum occurs when a model B unit is launched. Thus, for m = 2. a unit
of model B is launched, and QS} = 2. The procedure continues in this way, with
the results displayed in Table 17.16.
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TABLE 17.16 Fixed Rate launching Sequence Obtained for Example 17.9

(~:T" - TAm - mTc,f (~\"' TeBm ~~mT,,)' (~'T,," + r-: - mT,,)'

mT"
R" R" +~ Model
Q~~ Q'm O,m

4.80 1,0[)8 1,074 1.402 A

960 2033 1.033 1,526 B
14,40 2.0::>8 1.705 1.205 C
19,20 2.236 1.526 B

24.00 2.074 3.008 A

28.80 3.000 B

17.7 OTHER CONSiDERATIONS IN ASSEMBLY LINE DESIGN

The line balancing algorithms described in Section 17.5 are precise computational proce-
dures that allocate work elements to stations based on deterministic quantitative data.
However. the de,ignerof IlmllnUIl!llsscmbly line should not overlook certain other factors,
some of which may improve line performance beyond what the balancing algorithms pro-
vide. Following are some of the considerations:

• Methods analysis. Methods analysis involves the study of human work activity to
seek out wavs in which the activitv can be done with less effort, in less time, and with
greater effe~t. This kind of analysis is an obvious step in the design of a manual as-
sernhlv line. since the work elements need to be defined to balance the line. In addi
tion, methods analysis can be used after the line is in operation to examine
workstations that turn out to be bottlenecks or sources of quality problems. The
analysis may result in improved hand and body motions, better workplace layout,
design of special tools and/or fixtures to facilitate manual work elements, or even
changes in the product design for easier assembly. (We discuss design for assembly
in Section l7.3.)

• Subdividing work elements, Minimum rational work elements are defined hvdivid-
ing the total work content into small tasks that cannot be subdivided further. It is
reasonable to define such tasks in the assembly of a given product, even though in
some cases it may be technically possible to further subdivide the element. For ex-
ample, suppose a hole is to be drilled through a rather thick cross-section in one of
the parts to be assembled. It would nunnally make sense to define this drilling oper.
(Ilion as a minimum rational work clement. However, what if this drilling process
were the bottleneck station? It might then be argued that the drilling operation should
be subdivided into two separate steps, which might be performed at two adjacent sta-
tions, This would not only relieve the bottleneck, it would probably increase the tool
lives of the drill bits.

• Sharing work elements between two adjacent stations. If a particular work element
remits ill a bottleneck operation at one station, while the adjacent station has ample
idle time. it might be possible for the element to be shared between the two stations,
perhaps alternating every other cycle.
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workers. we have ufilitv workers in our discussion of

• Changing workhead speeds at mechanized stations. At statiunv in which a mecha-
nixed operation is performed. such as the dnlling step in the previous paragraph, the
power feed or speed 01 the pfOl:eSS may be increased or decreased to alter the time
required to perform the task. Depending on the situation, either an increase or de-
crease ill task time may be beneficial. If the mechanized operation takes too long,
thea an increase in speed or feed is indicated. On the other hand, if the mechanized
process is of relatively short duration, so that idle time is associated with the station,
then a reduction in speed and/or feed may be appropriate, The advantage of reduc-
ing (he speed/feed combination is that tool life is increased. The reverse occurs when
speed or feed i<;increased. Whether speeds and/or feeds are increased or decreased,
procedures must be devised for eITi<.:ientl}changing the tools without causing undue
downtime on the line

• Preassemblyof component!'>".To reduce the total amount of work done on the rcgu-
Iar assembly line, certain subassemblies can be prepared off-line, either by another
assernblv cell in the plant or by purchasing them from an outside vendor that spe-
cializes in the type of processes required. Although It may seem like simply a means
of moving the work from one location to another, there are some good reasons for
organizing assembly operations in this manner: (1) The required process may be dif-
ficult to implement on the regular assembly line, (2) task time variability (e.g .. for
adjustments or fitting) for the associated assembly operations may result in a longer
overall cycle time if done on the regular line, and (3) an assembly cell set up in the
plant or a vendor with certain special capabilities to perform the work may be able
to achieve higher quality.

• Stortl1:e buffers between stations, i\ storage buffer i~ a location in the production
line where work units arc temporarily stored. Reasons to include one or more stor-
age butters in a production line include: (1) to accumulate work units between two
stages of the line when their production rates are different. (2) to smooth produc-
tion between stations with large task time variations. and (3) to permit continued op-
cration 01 certain sections of the line when other sections are temporarily down for
service or repair. The use of storage buffers generally improves the performance of
the line operation.

• Zoning and other constraints: In addition to precedence constraints, there may be
other restrictions on the line balancing solution. Zoning constraints impose limita-
rion, on the grouping of work clements and/or their allocation to workstations, Zon-
ing constraints are of 1.•••'0 types: positive and negative. Apo~·itive zoning constraint
means that certain clements should be grouped together at the same workstation if
possible. l-or example, spray painting elements should all be grouped together due to
the need for special enclosures. A negative zoning constraint indicates that certain
work elements might interfere with each other and should therefore not be located
near each other. To illustrate, a work clement requiring delicate adjustments should
not he located ncar an assembly operation in which loud sudden noises occur, ~uch
as hammering. Another tumranon on the allocation of work to stations is a position
constraint, This is encountered in the assembly of large products such as trucks and
automobiles. which make it difficult for one operator to perform tasks on both sides
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of the product To facilitate the work, operators are positioned on both sides of the
assemblyline .

• Parallel workstations. Parallel stations are sometimes used to balance a production
line. Their most obvious application is where a particular station has an unusually
long task time. which would cause the production rate of the line to be less than that
required to satisfy product demand. In this case, tWO stations operating in parallel
and both performing the same long task may eliminate the bottleneck

EXAMPLE 17.10 Parallel Stations When One Service TIme ts Too Long

In the planning of a certain production line, a six-station line with one worker
per station has been designed, Work elements have been allocated to stations
with resulting service times as follows:

Station

Service time (min) 0.93 0.89 0.97 0.88 0.95 1.78

Repositioning time at each station = 6 sec(T, = 0.1 min)_ (fel) Determine the
production rate and balance efficiency for (a) the current line configuration
and (b) a revised line configuration that uses two parallel stations in place of cur-
rent station 6.

Solution: (a) Station 6 is the bottleneck. The cycle time for the line is the longest service
time plus the repositioning time:

T(" = 1.78 + 0.1 = 1.88 min.

In the absence of information on line efficiency (assume E = 1.0 for our cal-
culations), the hourly production rate would be the cycle rate of the line:

Rp = Rc = 60/1.88 = 31.9 units/hr

To compute the balance efficiency, the total work content must be determined.
This is the sum of the service times at the six stations:

~=Q~+~+Q~+QM+Q~+1~8=6M~.
Using Eq. (17.16), we can now calculate balance efficiency:

Eb = 6t~~8) = 0.599 = 59.9%

(b) If parallel stations are used at position 6 in the line, the total number of
workers increases to seven, but the effective task time at position 6 is reduced
(0 1.78(2 = 0.89 min. Station 3 now becomes the limiting station. The cycle time
based on station 3 is

T, = 0.97 + 0.1 = 1.07 min.

Assuming E = 1.0 as before, the production rate of the reconfigured line would be:

Rp = R, = 60/1.07 = 56.1 units/hr

For the balance efficiency, the total work content remains at Twc = 6.40 min,
but the maximum service time T" = 0.97 min, and the number of workers (sta-
tions)w = 7.
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Eo = ~ = 0.943 == 94.3%

In some line balancing problem" a more equal allocation of work elements to stations
eUn be achieved by arranging certain stations inparallcl. Conventional line balancing mcth-
ods.such as the largest candidate rule, Kilbridge and Wesler method.and ranked positional
weights method, do not consider the use of parallel workstations. It turns out that the only
way to achieve a perfect balance in our earlier Example 17.1 is by using parallel stations.

EXAMPLE 17.11 Parallel Work Stations for Better Line Balance

Can a perfect line balance he achieved in our Example 17.1using parallel stations?

Solution: The answer is yes. By using a parallel station configuration to replace positions
1 and 2,and hy reallocating the elements as indicated in Table 17.17,a perfect
balance can be obtained. Thc solution is illustrated in Figure 17.9

Station)
(.J

Work
flow

(bJ

Figure 17.9 Solution tor Example 17.11 using parallel workstations:
(a) precedence diagram and (h) workstation layout showing ele-
rnent assignments.
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TABLE 17.17 Assignmert of Work Eler-rents to Stations for Example
17.11 Using Parallel Workstations

Station Work Element Te"lmin) Station Time (min)

1.2~ 1 0.2
2 0.'
3 0.7
4 0.1
8 0.6 2.00/2 ~ 1.00
5 0.3
6 0.11
7 0.32
9 0.27 1.00

10 0.38
11 05
12 0.12 1.00

"3tatjon,'.nd2areinparallel.

Work content time T",'C = 4.0 min as before. To figure the available service time,
we note that there are two conventional stations (3 and 4) with T, - 1.0min
each. The parallel stations (1 and 2) each have service times of 2.0 min, but each
is working on its own unit of product. so the available service time per unit at
the two parallel stations is (2.0 + 2.0)12 = 2.0 min. Using this reasoning, we
can compute the balance efficiency as follows:

E1, = 2(1~0~'~ 2.0 = 1.00 = 100%
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Single Model Assembly Lines

17.1 A product whose work content nme = 50 min is to be assembled on a manual production
line. The required production rate is 30 units/hr. From previous experience with similar
products, n LS estimated that the manning level will be 1.25. Assume that the proportion up-

time E = 1.0 and that the repositioning time T, = O. Detennine: (a) cycle time and (b) ideal
minimum number of workers reqmred on the line. (c) If the ideal number in part (b) could
be achieved.how many workstatioas wuulll be needed?

17.2 A manual assembly line has 15 workstations with one operator per station. Work content time
to assemble the product = 22 min. The production rate of the line = 35 units/hr. Assume



558 Chap. 17 I Manual Assembly Lines

that the proportion uptime E := j,O and that repositioning time T, '" 6 sec. Determine the
balance delay,

17.3 A manual assembly line must be designed for a product with annual demand > 100.000
units. The line will operate 50 wkjyr, 5 shifts/wk, and 7.5 hr/shift. Work units will be at-
tached to a continuously moving conveyor. Work content time > 42.0min.Assume ]ine ef-
flciency E = Cl.97,balancing efficiency Eb = 0.92, and repositionin" time T, = 6 sec
Determine; (a) hourly production rate 10 meet demand and (b) number of workers required.

17.4 A single model assembly line ISbeing planned to produce a consumer appliance at the rate
0[200,000 units/yr.The line will be operated 8 hr/shift, 2 shiftbjday,5 day!wk,50wk!yr. Work
content nme = 35.0 min. For planning purposes it is anticipated that the proportion uptime
on the line will be 95%.Determine: (a) average hourly production rate Ry, (b) cycle time TO'
and (e) theoretical minimum number of workers required on the line. (d) If the balance et-
ficicncy is 0.93 and the repositioning time "'= e sec, how many workers will be required?

17.5 The required production rate = 50 units/hr for a certain product whose assembly work
content urne » 1.2 hr of direct manual labor. It is to be produced on a production line that
includes four automated workstations. Because the automated stations are not completeiy
reliable, the line will have an expected uptime efficiency > 9O%.The remaining manual sta-
tions will each have one worker, It is anticipated that 8% of the cycle time will be lost due
\0 repositioning at the bottleneck station. If the balance delay is expected to be d '" 0.07,de·
termine: (a) the cycle time; (b) number of workers; (c) number of workstations needed for
the line;(dj average manning level on the hne,including the automated stanons.and jej Iabor
efficiency on the line

17.6 An overhead continuous conveyor is used to carry dishwasher base parts along a manual as-
sembly line. The spacing between appliances = 2.2 m, and the speed of the convey-
or '" 1 m/min. The length of each workstation is 3.5 m. There are a total uf 25 stations and
30 workers on the line. Determine: (a) elapsed time a dishwasher base part spends on the
line, (b) feed rate, and (c) tolerance time,

17.7 A moving belt line is used for a product whose work content > 20 min. Production
rare e 48 units/hr. Assume that the proportion uptime E = 0.96.The length of each sra-
tion = 5ftandmanninglevel = Ltl.The beh speed can be set at any value between l.Gand
6.0 fi/min. It is expected that the balance delay will be about 0,07 or slightly higher. Tune
lost for repositioning each cycle is 3 sec. (a) Determine the number of stations needed on.
the line. (b) What would be an appropriate belt speed, spacing between parts, and tolerance
time for this line?
A final assembly plant for a certain automobile model is to have a capacity of225,000 units
annually. The plant will operate 50 wk/yr,2 shifts/day,5 dayjwk.and 7.5 hr/shift. It will be
divided into three departments: (I) body shop, (2) paint shop, (3) trim-chassis-final depart-
men-. The body shop welds the car bodies using robots, and the paint shop coats the bodies.
Both of these departments are highly automated. Trim-chassis-final has no automation,
There are 15.0hr of direct labor content on each ear in this third department, where cars are
moved by a continuous conveyor. Determine: (a) hourly production rete of the plant and
(b) number of workers and workstations required in trim-chassis-final ifno automated sta.
uons are used. The average manning level is 2.5, balancing efficiency '" 90%, proportion
uptime = 95%, and a repositioning time 010.15 min is allowed for each worker.

17.9 In the previous problem, if each workstation is 6.2 m long, and the tolerance time T, = cycle
time Te,determine the following: (a) speed of the conveyor, (b) center-to-center spacing be-
tween units on the line, (e) total length of the trim-chassis-final line,assuming no vacant space
between stations, and (d) elapsed time a work unit spends in trim-chassis-final.

17.10 ~ru<1ucliunr~te for a certain assemhJed product is47.5 units/hr.The assembly work content
time = 32 rrnn of direct manual labor. The line operates at 95% uptime. Ten workstations
have two workers on opposite sides of the line so that both sides of the product can be

.,.
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17.t3 The work content for a product assembled on a manual production line is 4.'1min.The work
is transported using a continuous overhead conveyor that operates at a speed of 5 ft/min.
Th",re are 24 workstations on the line. one third of which have two workers; the remaining
stauons each have one worker. Repositioning time per worker is 9 sec, and uptime efficien-
cyof the line is 95%. (a) 'What is the maximum possible hourly production rate if the line is
assumed to be perfectly balanced? (b) If the actual production rate is only 92% of the max-
imum possible rate determined in part (a), what is the balance delay on the line? (c) If the
hoe IS designed so that the tolerance time is 1.3 times the cycle time, what is the total length
of the production line, and what is the elapsed time a product spends on the line?

17.14 A moving belt line is used for a product whose work content time = 33.0 min. Production
rntc = 45 unirs/hrT'he length of each station = 1.75 m,and manning level '" 1.0. It is ex-
peeled that the balance delay will be about 0.08 or slightly higher. Uptime reliability = 96%.
Time lost for repositioning each cycle i~6 sec. (a) Determine the number of stations need-
ed on the line. (h) If the tolerance time were 1.5 times the cycle time, determine the belt
speed and spacing between parts fur this line

17.15 Work content time for a product assembled on a manual production line is 45.0 min. Pro-
duction rate of the line must he 40 units/hr. Work units are attached to a moving conveyor
whose speed > 8 ftjmirr. Repositioning time per worker is 8 sec, uptime efficiency of the line
is 'H%,and manning level = 1.25.Because of imperfect line balancing, it is expected that the
number of workers needed on the line will be about 100/0 more than the number required
for perfect balance. If the workstations are arranged in a line, and the length of each station
is 12 fl. (a) how long is the entire production line, and (b) what is the elapsed time a work
unit spends on the lme?

Line Balancing (Single Model Lines)

17.16 Show that the two statements 01the objective function in single model line balancing in Eq
(17.27) are equivalent.
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17.17

Work Element Immediate Predecessors

1
2
3
4
5
6
7
8
9

10

0.5
0.3
0.8
0.2
0.1
0.6
0.4
0.5
0.3
0.6

1
1
2
2
3

4,5
3,5
7,8
6,9

17.18 Solve Problem 17.17 using the Kilbridge and Wester method in part (c).

17.Ul Solve Problem 17.17 using the ranked positional weights method in part (c)
17.20 A manual assemblyline is to be designed to make a small consumer product. The work d-

ements, their times, and precedence constraints are given in the table below. The workers will
operate the line for 400 min/day and must produce 300 products/day. A mechanized belt
moving at a speed of 1.25 mlmin will transport the products between stations. Because of
the variability in the time required to perform the assembly operations, it has been deter-
mined that the tolerance time should be 1.5 times the cycle lime of the line. (a) Determine

the Ideal minimum number of workers on the line. (b) Use the Kilbridge and Wester method
to balance the line. (c) Compute the balance delay for your solution in part (b). (d) Deter-
mine the spacing between assemblies on the conveyor and (e) the required length of each
workstation to meet the specifications for the line.

Element fe(min) Preceded By Element T.(minJ Preceded By

0.4 6 0.2 3
0.7 , 7 0.3 4
0.5 1 8 0.9 4,9
0.8 2 9 0.3 5,6
'0 2,3 10 0.5 7,8

17.21 Solve Problem 17.20 using the ranked positional weights method in part (b).

17.22 A manual assembly line operates with a mechanized conveyor. The conveyor moves at a

speed of 5 n/rrun, and the spacing between base parts launched onto the line is 4 ft. It has
been determined that the line operates best when there is one worker per station and each
stallon is 6 ft long. There are 14 work element~ that must be accomplished to complete the
assembly. dlllilhe erernenr times and precedence requirements are listed in the table below.

Determine: (a) feed rate and corresponding cycle time, (b) tolerance time for each worker,
and (c) ideal minimum numberof workers on the line. (d) Draw the precedence diagram [or
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an efficient line balancing solution, (f) For your solution, de-

Element T. (min) Preceded By Element T. (min) Preceded By:----------
02 8 0.2 5
0.' 9 0.4 e
0.2 1 10 0.3 6,7
06 1 11 0.1 9
0.1 2 12 0.2 8,10
0.2 3,4 13 0.1 11
0.3 4 14 0.3 12,13

17.23

Element No Element Description To (min) PrecededBv

1 Place frame on workholder and clamp 0.15
2 Assemble fan to motor 0.37
3 AssemblebracketAtoframe 0.21
4 Assemble bracket B to frame 0.21
5 Assemble motor to frame 0.58
6 Affix insulation to bracket A 0.12
7 Assemble angle plate to bracket A 0.29
8 Affix insulation to bracket B 0.12
9 Attach link bar to motor and bracket B 0.30

10 Assemble three wires to motor 0.45
11 Assemble nameplate to housing 0.18
12 Assemble lightfixturp.to housing 0.20
13 Assemble blade mechanism to frame 0.65
14 Wireswitch,motor, and light 0.72
15 Wire blade mechanism to switch 0.25
16 Attach housing over motor 0.35
17 Test blade mechanism, light, etc 0.16
18 Affix instruction label to cover plate 0.12
19 Assemble grommet to power cord 0.10
20 Assemble cord and grommet to cover plate 0.23 18,19
21 Assemble power cord leads to switch 0.40 17,20
22 Assemble cover plate to frame 0.33 21
23 Final inspect and remove from workholder 0.25 22
24 Package 1.75 23

1
1

1,2
3
3
4

4,5
5

11
6,7,8,9
10.12

13
14

15,16

Mixed Model Assembly Lines
17.24
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fl. = workstations mus ;;::i.:~~;,::~~~g,,:::= L Determine how

17.25 Three models, A, B.and C. will he produced on a mixed model assembly line. Hourly pro-
duction rate and work content time for "'0<1c1A are 10 unitsyhr and 45.[}min, for model B
arc 20 unitv/hr and 35.0 min. and for model Care 30 units/hr and 25.0 min. line efficiency
;,95\'70, halancc efficiency is 0.94, repositioning e:ficiency E, = 0.93, and manning level
M ~ 1. Determine how many workers and workstations must be on the production line to
producethis workload

17.26 For Problem 17.24,delermine the variable rate launching intervals for models A and B.
17.27 For Problem 17.25, determine the variable rate launching intervals for models A, B, and C.

17.28 For Prob.em 17.24,determine: (a) the fixed rate launching interval and (h) the launch sc-
quenee of models A and B during I hr of production.

17.29 For Problem 17.25, determine: (a) the fixed rate launching interval and (0) the launch se-
quence of models A, B,and C during 1 hr or production

17,3(1 Show that the two statements of the objective function in mixed model line balancing in Bq.
(17.31) are equivalent

17.31 1\1/0 models A and B are to be assembled on a mixed model line. Hourly production rates
for the two models are: A, 25 units/hr and B, 18 units/hr. The work elements, element times,
and precedence requirements are given in the table below. Elements 6 and !:lare not re-
quired for model A, and elements 4 and 7 are not required for model B.Assume E "" 1.0,
E '" 1.0, and M, "" 1. (a) Construct the precedence diagram for each model and for both
models combined into one diagram. (b) find the theoretical minimum number of worksta-
tionsreqlliredtoachievetherequiredproductionrate.(c)Usethe Kilbridge and Wester
method to solve the line balancing problem. (d) Determine the balance efficiency for your
solution in (c)

Work Element k ToAI<{min) Preceded By T.81«min) ProcededBy

1 0.5 0.5
2 0.3 1 0.3
3 0.7 1 0.8
4 0.4 2
5 1.2 2.3 1.3 2,3
5 0.4 3
7 0.6 4,5
8 0.7 5,5
9 0.5 7 0.5 a

T_ 4.2 4.5

17.32 For the data given in previous Problem 17.31,solve the mixed model line balancing prob-
lem except use the ranked positional weights method to determine the order of entry of
work elements.

17.33 Three models A, B, and C are to be assembled on a mixed model line. Hourly production
rates for the three models are: A, 15 units/hr; B, 10 units/hr; and C, 5 units/hr. The work el-
ements, clement times, and precedence requirements are given in the table below. Assume
E = 1.0,~, = Lu, and M, "" 1. (a) Construct {he precedence diagram for each model and
for all three models combined into one diagram. (b) Find the theoretical minimum number
of workstations required to achieve the required production rate. (c) Use the Kilhridge and
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\Vesta method 10 solve the line balancing problem. (d) Determine the balance efficiency for

the solution in (c).

Preceded ByElement TaA• (min) Preceded By TeBk (min) Preceded By Tac.(min)

1 0.6 06 0.6
2 0.5 1 0.5 1 0.5

3 0.9 1 0.9 1 0.9

4 0.5 1
5 0.6
6 0.7 2 0.7 2 0.7
7 13 3 1.3 3 1.3

8 0.9 4
9 1.2

10 0.8 6,7 0,8 6,7,8 0.8

T_ 4,8 6.2 6,8

17.34

5
6,7,9

ForProblem~:~'~d~,':::;i';"~'"'/;:::~~:;~ ;,:~~::,~:::mg,interval
17.36 Two similar models, A and B, are to be produced on a mixed model assembly line. There are

four workers and four stations on the line (M, = 1 for i ""1,2,3.4). Hourly production
rates for the two models arC: for A. 7 units/hr and for B, 5 units/hr. The work elements, el-

ement times. and precedence requirements for the two models are given in the table below.
As the table indicates, most elements are cornrron to both models. Element 5 is unique (0

model A,and elements 8 and 9 are unique to modelB.Assume E "" 1.0 and E, = 1.0.(a) De-

velop the mixed model precedence diagram for the two models and for both models corn-
bined. (b) Determine a line balancing solution that allows the two models to be produced
on the four stations at the specified rates. Ic] Using your solution from (b), solve the fixed
rate model launching problem by determining the fixed rate Iaunchi ng interval and con-

struetingalabletoshowthesequenceofmodc1launchingsduringthehoVI

Work Elemf!nt k ToA.(min) Preceded By TeBk(min) Preceded By

1 1 1
2 3 1 3 1
3 4 1 4 1,8
4 2 2 8
5 1 2
6 2 2,3,4 2 2,3,4
7 3 5,6 3 6,9
8 4
s 2

T_ 16 21
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The manufacturing systems considered in this chapter are used for high production of parts
that require multiple processing operations. Each processing operation is performed at a
workstation, and the stations are physically integrated by means of a mechanized work
transport system to form an automated production line. Machining (milling, drilling, and
similar rota ling cutter operations) is a common process performed on these production

564
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Jines, in which case the term transfer fine or transfer machine is used. In our classification
of manufacturing systems (Section ]3.2), transfer lines are type III A, case S (fixed rout-
ing or parts, automated, single model systems). Other applications of automated produc-
tion line, include robotic spotwelding in automobile final assembly plants, sheet metal
pressworking, and electroplating of metals. Similar automated lines are used for assembly
operations; however, the technology of automated assembly is sufficiently different that we
postpone coverage of this tOpIC until the next chapter.

Automated production lines require a significant capital investment. They arc ex-
amples of fixed automation (Section 1.3), and it is generally difficult 10 alter the sequence
and content of the processing operations once the line is built. Their application is there-
fore appropriate only under the following conditions:

• High product demand, requiring high production quantities.
• Stable product design. Frequent design changes are difficult to cope with on an au-

tomated production line.
• Long product life, at least several years in most cases.
• Multiple operations are performed on the product during its manufacture.

When the applicatlon satisfies these conditions.automated production lines provide the fol-
lowing benefits:

• Low direct labor content
• Low product cost because cost of fixed equipment is spread over many units.
• High production rates.
• Production lead time (the time between beginning of production and completion of

a firushed unit) and work-in-process are minimized.
• Factory floor space is minimized.

In this chapter. we examine the technology of automated production lines and develop
several mathematical models that can be used to analyze their operation.

18.1 FUNDAMENTALS OF AUTOMATED PRODUCTION LINES

An automated production line consists of multiple workstations that are linked together
by a work handling system that transfers parts from one station to the next.as depicted in
Figure 18.1. A raw work part enters one end of the line, and the processing steps are

Starling
bsseparts.~. Completed

paT!S

.~O

Figure 18.1 General configuration of an automated production line.
Key: Proc = processing operation,Aut = automated workstation

-workstation Mecbanizedwork
transport system
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performed sequentially a, the parI progresses forward (from left to right in our drawing).
The line may include inspecuon stations to perform intermediate quality check" Also,
manual stations may also be located along the line to perform certain operations that are
difficult or uneconomical to automate. Each station performs a different operation, so that
the sum total of all the operations is required to complete one unit of work. Multiple parts
are processed simultaneously no the line. one part at each workstation. In the simplest
form at production line. the numher of parts on the line at any moment is equal to the
number of workstations, as indicated in our figure, fn more complicated lines, provision is
made for temporary parts storage between stations, in which case there is on average more
than one part per station.

An automated production line operates in cycles, similar to a manual assembly line
(Chapter 17). Each cycle consists of processing time plus the time to transfer parts to their
respective next workstations. The slowest workstation on the line sets the pace of the line,
just as in an assembly line. In Section IR.3. we develop equations to describe the cycle time
performance of the transfer line and similar automated manufacturing systems

Depending on workpart geometry, a transfer line may utilize pallet fixtures for part
handling.ApalJetjlXture is a workholdingdevicethat is designed to (1) fixture the part in
a precise location relative to its base and (2) be moved. located, and accurately clamped in
position at successive workstations by the transfer system. With the parts accurately lo-
cated un the pallet fixture, and the pallet accurately registered at a given workstation, the
part is therefore itself accurately positioned relative to the processing operation performed
at the station. The location requirement is especially critical in machining operations, where
tolerances are typically specified in hundredths of a millimeter or thousands of an inch, The
termpalletized transfer line is sometimes used to identify a transfer line that uses pallet
fixtures or similar workholding devices. The alternative method of work part location is to
simply index the parts themselves from station-to-station. This is called afree lrQwfel' line,
whose obvious benefit is tbat it avoids the cost of the pallet fixtures. However, certain part
geometries require the use of pallet fixtures to facilitate handling and ensure accurate lo-
cation at a workstation. When pallet fixtures are used.a means must be provided for them
to be delivered back to the front of the line for re-use.

18.1.1 System Configurations

Although Figure 18.1 shows the flow of work to be in a straight line, the work flow can ac
tually take several different forms, We classify them as follows: (1) in-line, (2) segmented
in-line, and (1) rotary. The in-line configuration consists of a sequence of stations in 1\

straight line arrangement, as in Figure 18.1. This configuration is common for machining
big workpleces, such as automotive engine blocks, engine heads, and transmission cases.
Because these parts require a large number of operations, a production line with many sta-
tions is needed. The in-line configuration can accommodate a large number of stations. In-
line systems can also be designed with integrated storage buffers along the flow path
(Section 18.1.3).

The segmented in-line configuration consists of two or more straight-line transfer
sections, where the segments are usually perpendicular to each other. Figure 18.2 shows sev-
eral possible layouts of the segmented in-line category. There are a number of reasons for
designing a production line in these configurations rather than in a pure straight line, in-
cluding: (1) available floor space may limit the length of the line,(Z) it allows reorientation
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t'igurc 18.2 Severa! possible layouts of the segmented in-line con-
rtgurauon ot an automated production line: (a) Lebaped, (b) U-
shaped, and (c) rectangular, Key: Proc = processing operation,
Aut = automated workstation. Wash = work carrier washing
station

of the workpiece to present different surfaces for machining, and (3) the rectangular lay-
out provides for return of work holdrng fixtures to the front of the tine for reuse.

Figure 18.3 shows two transfer lines that perform metal machining operations on a
truck rear axle housing. The first line, on the bottom right-hand side, is a segmented in-
line configuration in the shape of a rectangle. Paller fixtures are used in this line to posi-
tion the starting castings at the workstations for machining. The second line, in the upper
left corner. is a conventional in-line configuration consisting of seven stations. When pro-
cessing on the first line is completed. the parts are manually transferred In the second line.
where they are reoriented to present different surfaces for machining. In this line, the parts
fire moved by the transfer mechanism using no pallet fixtures

561
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Figure 18.3 Line drawing of two machining transfer lines. At bottom right, the
first is a 12-station segmented in-line configuration that uses pallet fixtures to
locate the workparts, The return loop brings the pallets back to the front of the
line. The second transfer line (upper left) is a seven-station in-line configuration.
The manual station between the lines is used to reorient the parts. (Courtesy of
Snyder Corp.)

In the rotary configuration. the workparts aTC attached to fixtures around the pe-
riphery of a circular worktable, and the table is indexed (rotated in fixed angular amounts)
to present the parts to workstations for processing. A typical arrangement is illustrated in
Figure 1R.4.The worktable is often referred to as a dial, and the equipment is called a dial
induing machine, or simply, indexing machine. Although the rotary configuration does not
seem to belong to the class of production systems called "lines," their operation is never-
theless very similar. Compared with the in-line and segmented in-line configurations, ro-
tary indexing systems are commonly hmited to smaller workparts and fewer workstations;
and they cancer readily accommodate buffer storage capacity. On the positive side, the ro-
tary system usually involves a less expensive piece of equipment and typically requires less
floorspace

PalJd;-Olom
/.~<liQO

r"lktw",h
/ ~Ml.,,"

Iluffe,:~~::::!~;=:weefl ralk,u,d'~'
traml!er ~;te
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Figure 18.4 Rotary indexing machine (dial indexing machine). Key
Proc '" processing operation. Aut = automated workstation

18.1.2 Workpart Transfer Mechanisms

The work part transfer system moves parts between stations on the production line.Trans-
fer mechanisms used on automated production lines are usually either synchronous or
asynchronous (Section 17.1.2). Synchronous transfer has been the traditional means of
moving parts in a transfer line. However. applications of asynchronous transfer systems
arc increasing because they provide certain advantages over synchronous parts movement
[l O]: (I) greater flexibility. (2) fewer pallet fixtures required, (3) easier to rearrange or ex-
pand the production system. These advantages come at higher first cost. Continuous work
transport systems are uncommon on automated Jines due to the difficulty in providing ac-
curate registration between the station workheads and the continuously moving parts.

In this Section, we divide workpart transfer mechanisms into two categories: (1) lin-
ear transport systems for in-line syskms and (2) rotary indexing mechanisms for dial in-
dexing machines. Some of the linear transport systems provide synchronous movement,
whereas others provide asynchronous motion. The rotary indexing mechanisms all pro-
vide synchronous motion.

Linear Transfer Systems. Most of the material transport systems described in
Chapter 10 provide a linear motion, and some of these are used for workpart transfer in
automated production systems. These include powered roller conveyors. belt conveyors,
chain-driven conveyors, and cart-on-track conveyors (Section 10.4). Figure 18.5 illustrates

TenSIOn

wh~e1 Forward

~

Figure 18.5 Side view of chain or steel belt driven conveyer (vover-
and-under" type) for linear workpart transfer using work carriers.
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the possible application of a chain or belt driven conveyor to provide continuous or inter-
mittent movement of parts between stations, Either a chain or flexible steel belt is used to
transport parts using work carriers attached to the conveyor. The chain IS driven by pul-
leys in either an "over-and-under" configuration, in which the pulleys turn about a hori-
zontal axis. or an "around-the-corner" configuration, in which the pulleys rotate about a
verucal axis,

The belt conveyor can abo be adapted for asynchronous movement of work units
using friction between the belt and the part to move parts between stations. The forward mo-
tion of the parts is stopped at each station using pop-up pins or other stopping mechanisms.

Can-on-track conveyors provide asynchronous parts movement and are designed to
position their carts within about ±0.12 mill (±O.OO5 inch), which is adequate for many pro-
cessing situations. In the other types, provision must be made to stop the work parts and 10-
cute them within the reqUlrcd tolerance at ca<;;h workstation Pin-ill-hole mechanisms and

detente devices can be used for this purpose.
Many machining type transfer lines utilize various walkiNg beam transfer systems, in

which the parts are synchronously lifted up from their respective stations by a transfer
beam and moved one position ahead to the next station.The transfer beam then lowers the
parts into nests that position them for processing at their stations. The beam then retracts
to make ready for the next transfer cycle. The action sequence is depicted in Figure 18.6.

Motion 1 TrDDiiferbe"m

oflrmsfcr ~~'"'-_~__~beam ~ Fi.lcd·~lati<)nbeam

Il)

Moticrnof
tWl~ferbeam~·r:-__-'_"4_"_w__,,_,,_-_,,__,,_-_,,_=__=_:,,_=-_. ;:=~;mbeam

(3)

Figure 18,6 Operation of walking beam transfer system: (1) workparts at sta.
lion positions on fixed station beam. (2) transfer beam is raised 10 lift work-
parts from nests, (3) elevated transfer beam moves parts to next station positions,
and (4) transfer beam lowers 10 drop workperts into nests at new station posi-
tions, Transfer beam then retracts to original position shown in (1).

·Workpilrts

NOSlIOi~~;~;;~tkparll
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Rotary Indexing Mechanisms. Several mechanisms are available to provide the
rotational indexing motion required in a dial indexing machine. Two representative types
arc explained here: Geneva mechanism and cam drive.

The Geneva mechanism uses a continuously rotating driver to index the table through
a partial rotation,as illustrated in Figure 18.7.If the driven member has six slots for a six-
station dial i:1dexing table. each lUI" of the driver results in 1/6 rotation of the worklllhlc
or 60°.The driver only causes motion of the table through a portion of its own rotation. For
a six-slotted Geneva. 1200 of driver rotation is used to index the table. The remaining 240"
of driver rotation is dwell time for the table, during which the processing operation must
be completed on the work unit. In general.

o=~ v,
(18.1)

where 8 = angle of rotation of worktable during indexing (degrees of rotation), and
n, = number of slots in the Geneva.The angle of driver rotation during indexing = 29,and
the angle of driver rotation during which the work table experiences dwell time is (360-28)
Geneva mechanisms usually have four. five, six, or eight slots, which establishes the maxi-
mum number of workstation positions that can be placed around the periphery of the table,
Given the rotational speed of the driver. we can determine total cycle time as:

T = 1, IV (18.2)

where T, = cycle time (min), and N = rotational speed of driver (rev/min). Ofthe total
cycle time. the dwell time, or available operation time per cycle, is given by:

(180 + 8)
T,-~- (18.3)

where T, = available service or proccssmg time or dwell time (min), and the other terms
are defined above. Similarly, the indexing time is given by'

(IRQ - OJ
T, = -'.36ilN (1H.4)

Figure 18.7 Geneva mechanism with six slots.

I

Driver
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where T, = indexing time (min). (We have previously referred to this indexing time as the
repositioning time, so for consistency we retain the same notation.}

EXAMPLE 18.1 Geneva Mechanism for a Rotary Indexing Table

A rotary worktable is driven by a Geneva mechanism with six slots, as in Fig-
ure 18.7. The driver rotates at 30 rev/min. Determine the cycle time, available
process time, and the lost time each cycle indexing the table.

Solution: With a driver rotational speed of 30 rev/min, the total cycle lime is given by
Eq.(18.2):

T, = (30r1 = 0.0333 min = 2.0 sec.

The angle of rotation of the worktable during indexing for a six-slotted Gene-
va is given by Eq.(18.1)

8=~=60°

Eqs. (18.3) and (18.4) give the available service time and indexing time, re-
spectively, as:

(180 + 60) .
T. = 360(30) = 0.0222 nun = 1.333 sec.

(180 - 60) .
T, = 360(30) = 0.0111 mm = 0.667 sec.

Various forms of cam dnve mechanisms, one of which is illustrated in Figure 18.8, are
used to provide an accurate and reliable method of indexing a rotary dial table. Although
a relatively expensive drive mechanism, its advantage is that the cam can be designed to
provide a variety of velocity and dwell characteristics.

Figure 18.8 Cam mechanism to drive dial
indexing table (reprinted from [11).

Index plate

Cam
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18.1.3 Storage Buffers

Automated production hncs can be designed with storage buffers. A storage buffer in a
production line is a location where parts can be collected and temporarily stored before pro-
ceeding to subsequent (downstream) workstations. The storage buffers can be manually op-
er~IPO or automated When autnmated. a stnr~ge huffer consists of a mechanism to accept
parts from the upstream workstation, a place to store the parts. and a mechanism to sup-
ply parts to tl-e downstream station. A key parameter of a storage buffer is its storage ca-
pacity, that IS,the number of workpans it is capable of holding, Storage buffers may be
located between every pair of adjacent stations or between line stages containing multiple
stations. We illustrate the case of one storage buffer between two stages in Figure 18.9.

There are a number of reasons why storage buffers are used on automated produc-
tion lines. The reasons include'

• To reduce the effect of station breakdowns. Storage buffers between stages on a pro-
due-ion line permit one stage to continue operation while the other stage is down for
repairs. We analyze this issue in Section 18.4,

• To provide a bank of parts to supply the line. Parts can be collected into a storage
unit and automatically fed to a downstream manufacturing system, This permits un-
tended opcrlltion of the system bct"een ,dills.

• To provide a place to put the output of the line. This is the opposite of the pre-
ceding case

• To allow for curing time or other required delay. A curing or setting time is required
for some processes such. a, painting or adhesive application. The storage buffer is de .
signed to provide sufficient time for the curing to occur before supplying the parts to
the downstream station

• To smooth cycle time variations. Although this is generally not an issue in an auto-
mated tine, it is relevant in manual production lines. where cycle time variations are
an inherent feature of human performance.

Storage buffers are more readily accommodated in the design of an in-line transfer
machine than a rotary indexing machine. In the latter case, buffers are sometimes located
(1) before a dial indexing system to provide a bank of raw starting work parts. (2) follow-
ing the dial indexing machine to accept the output of the system, or (3) between pairs of
adjacent dial .ndcxing rnachines

18.1.4 Control of the Production line

Controlling all automated production tine is complex because of the sheer number of se-
quential and simultaneous activities that must be accomplished during operation of the

""""' l;'] mn mn r~ ~ r;:J ~ r;:J ~ Com,I,,,'part<ln Aut Aul Aut ~ .•...•.. Aut 'Aut Aut jAut· parIs out
--OC t_ . !Z l(!)-

-- Stage 1 .+~' Stage 2
Sl(}rage
huffer

Figure lS.9 Storage buffer between two stages of a production line.
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line. In this Section. we discuss (1) the basic control functions that are accomplished to run
the line and (2) the characteristics of controllers used on automated line,

Control Functions. Three basic control functions can be distinguished in the oper-
ation of an automatic transfer machine. One is an operational requirement, the second is a
safety requirement, and the third j, fur quality control. The three basic control functions are:

1. Sequence control. The purpose of this function is to coordinate the sequence of ac-
tions of the transfer system and associated workstations. The various activities of the
production line must be carried out with split-second timing and accuracy. On a trans-
fer line, for example, the parts must be released from their current workstations, trans-
ported, located, and clamped into position at their respective next stations; then the
workheads must be actuated (0 begin their feed cycles; and so on. Sequence control
is basic to the operation of an automated production line.

2. Safety monitoring. This function ensures that the production line does not operate
in an unsafe condition. Safety applies to both the human workers in the area as well
as the equipment itse1f.Additional sensors must he incorporated into the line beyond
those required for sequence control to complete the safety feedback loop and avoid
hazardous operation. For example, interlocks must be installed to prevent the equip-
ment from operating when workers are performing maintenance or other duties on
the line. In the case of machining transfer lines, cutting tools must be monitored for
breakage and/or excessive wear to prevent feeding a defective cutter into the work.
A more complete treatment of safety monitoring in manufacturing systems is pre-
sented in Section 3.2.1.

3. Quality control. In this control function.certain quality attributes of the workparts are
monitored. The purpose is to detect and possibly reject defective work units produced
on the line. The inspection devices required to accomplish quality control are some-
times incorporated into existing processing stations. In other cases, separate inspection
stations are included in the line for the sale purpose of checking the desired quality
characteristic. We discuss quality inspection principles and practices in production sys-
tems as well as the associated inspection technologies in Chapters 22 and 23.

when a defect is encountered during quality control inspection, the question arises as
to what action should be taken to deal with the problem. One possible action is to stop the
production line immediately and remove the defect.The trouble with stopping the line is that
production time IS lost. An alternative action is to continue to operate, but to lock out the
affected work unit from further processing as it proceeds through the sequence of stations.
This keeps the line producing but requires a more sophisticated level of control over the
equipment. The same question of whether to interrupt or continue operation of the line aris-
es in sequence control and safety monitoring. but answering the question is usually more
straightforward in these modes of control. For example, when a workstation feed mecha-
nism jams, interlocks prevent continuation of the line operation, and a line stop occurs thai
must be repaired, If a life-threatening safety violation occurs, the line must be stopped im-
mediately. If,on the other hand, a minor safety problem occurs, such as detection of worn cut-
ler thai will last only a few more cycles, then a more reasonable action might be to wait until
a forced line stop occurs and use that as the opportunity to replace the tool.

Let us refer to the two alternatives of immediately stopping the line or continuing to
operate as instantaneous control and memory control. They are auxiliary control functions
imbedded within the three basic functions.
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I Instantaneous control. This control mode stops the line immediately when a defect
01 malfunction i~ detected. This reaction to a problem is the simplest, most reliable,
and easiest to implement. However, as our analysis in Section 18.3 shows, downtime
on a production line can be very costly. Diagnostic features can be added to aid in
identifying the location and cause of the problem so that repairs can be made in the
minimum possible time. Instantaneous control is appropriate for serious safety prob-
lems and for malfunctions in sequence control that repeat every cycle.

2. Memorv control. In contrast to instantaneous control, memory control is designed to
keep the line running. If the problem is associated with a particular work unit (e.g..
a defective part is detected), memory control prevents subsequent stations from pro-
cessing the particular unit as it moves toward the end of the line, When the part reach-
es the last station, it is separated from the rest of the good parts produced.Thls usually
requires that the final station on the line be a sortation station that is controlled by
the memory controller.

Memory control is based on the premise that malfunctions occurring on the line are
random and infrequent. On the other hand, if the malfunctions are systematic and repeu-
tive (e.g., a workhead that has gone out of alignment), memory control will not improve per-
fonnance but will instead degrade it. The line will continue to operate, with the consequence
that bad parts will continue to be produced. To address this issue, a counter can be added
to the control logic to count the number of consecutive failures and stop the machine for
repairs after the count reaches a certain critical value.

Line Controllers. For many years, the traditional equipment used to control the
sequence of steps on automated production Jines were electromechanical relays. Since the
19708.programmahle logic controllers (FLO;, Chapter 8) have been used as the controllers
in new installations. More recently, personal computers (PCs) are being used to accom-
plish the control functions to operate automated production lines [11]. In addition to being
marc reliable, computer control offers the following benefits:

1. Opportunity to improve and upgrade the control software, such as adding specific
control functions not anticipated in the original system design.

2. Recording of data on process performance, equipment reliability, and product qual-
ity for subsequent analysis. In some cases, product quality records must be maintained
for legal reasons.

3. Diagnostic routines to expedite maintenance and repair when line breakdowns occur
and to reduce the duration of downtime incidents.

4. Automatic generation of preventive maintenance schedules indicating when certain
preventive maintenance activities should be performed. This helps to reduce the fre-
quency of downtime occurrences.

5. Provides a more convenient human-machine interface between the operator and the
automated line.

18.2 APPLICATIONS OF AUTOMATED PRODUCnoN LINES

Automated production lines arc applied in processing operations as well as assembly. We
discuss automated assembly systems in Chapter 19. Machining is one of the most common
processing applications and is the focus of most of our discussion in this section. Other
processes performed on automated production lines and similar systems include sheet
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18.2.1 Machining Systems

Many applications of machining transfer machines, both in-line and rotary configurations,
are found in the automotive industry to produce engine and drivetrain components. In
fact, the first transfer lines can be traced to the automobile industry (Historical Note 18.1).
Machining operations commonly performed on transfer lines include milling, drilling, ream-
ing, tapping, grindmg, and similar rotational cutting too! operations. Provision can be made
to perform turning and boring on transfer lines, but these applications are less prevalent.
In this chapter, we discuss the various multiple station machining systems,

Historical Note 18.1 Transfer lines [15J.

Transfer Lines. In a transfer line, the workstations containing machining work-
heads are arranged in an in-line or segmented in-line configuration, and the parts are
moved between stations by transfer mechanisms such as the walking beam system (Sec-
tion 18.J .2). It is the most highly automated and productive system in terms of the num-
ber of operations that can be performed to accommodate complex work geometries
and the rates of production thal can be achieved. It is also the most expensive of the sys-
tems discussed in this chapter. Machining type transfer lines are pictured in Figure 18.3.
The transfer line can include a large number of workstations, but the reliability of the
system UCl.Tt'<;SCS as the number of stations is increased. (We discuss this issue in Sec-
tion 18.3.) Among the variations in features and options found in transfer lines are the
following:
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Rotary Transfer Machines and Related Systems. A rotary transfer machine con-
sists of a horizontal circular worktable, ou which arc fixtured the workparts to be processed,
and around whose periphery are located stationary workheads. The worktable is indexed
to present each workpart to each workhead to accomplish the sequence of machining op-
erations. All example is shown in Figure 1H.1O. Compared with a transfer line. the rotary in-
dexing machine is limited to _m;l1ler and lighter workpart, and fewer wmbtalions.

Two variants of the rotary transfer machine are the center column machine and the
trunnion machine. lrt the center column machine. vertical machining heads are mounted
on a center column in addition to the stationary machining heads located on the outside
of the horizontal worktable, thereby increasing the number of machining operations that
can be performed, The center column machine, pictured in Figure 18.11, is considered to
be a high production machine that makes efficient usc of floor space. The trunnion machine
gets its name from a vertically oriented worktable. or trunnion. to which workholders are
attached to fixture the parts for machining. Since the trunnion indexes around a horizon-
tal axis. this provides the opportunity to perform machining operations on opposite sides
of the work part. Additional work heads can be located around the periphery of the trun-
nion to increase the number of machining directions, Trunnion machines are most suitable
lor smaller workparls than the other rotary machines discussed here
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I<'igure 18.10 Plan view of a rotary transfer machine.
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Figure 18.11 Plan view of the center column machine.

18.2.2 System Design Considerations

Horizontal spindle
units(4)

For most companies that use automated production lines and related systems, the design
of the system is turned over to a machine tool builder that specializes in this type of equip-
ment. The customer (the company purchasing the equipment) must develop specifications
that include design drawings of the part to be machined and the required production rate
of the line that will produce them.Typically, several machine tool builders are invited to sub-
mit proposals. Each proposal is based on the machinery components comprising the
builder's product line as well as the ingenuity of the engineer preparing the proposal. The
proposed line consists of standard workheads, spindles, feed units, drive motors, transfer
mechanisms, bases, and other standard components, all synthesized into a special configu-
ration to match the machining requirements of the customer's particular part. Examples of
these standard components are illustrated in Figures 18.12 and 18.13. The controls for the
system are either designed by the machine builder or sublet as a separate contract to a
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Figure 18.U Standard feed units used with in-line or rotary trans-
fer machines: (a) horizontal feed drive unit, (b) angular feed drive
unit, and (c) vertical culumn unit.

(0)

Colu:nn

Attachmentplates
fllftransferlmehase

Rotary transfer
table-

Startmg
parnln-

Fixtureto-
locale parts

Angular spindle
un;t'(2j

-Centercolumn

::::J
-Vertical spindle

units (4)

Completed
parts out

F.",n nri~" units .

Base



Sec. 18.3 ( Analysis of Transfer Lines with No Internal Storage 579

IJ'. Spindle driveI.'V (j ~mo'",

~~

.
• '. .' Spmdle

a •~ • :. Cllttmglc'ol

/ 0 •

AttachmClIlplale
for feed drive

Figure 18.13 Standard milling head unit. This unit attaches to the
feed drive units in Figure 18.12.

controls specialist. Transfer tines and indexing machines constructed llsing this building-
block approach are sometimes referred to as unitized production lines.

An alternative approach in designing an automated line is to use standard machine
tools and to connect them with standard or special material handling devices. The mater-
ial handling hardware serves as the transfer system that moves work between the standard
machines. The term link line is sometimes used in connection with this type of construc-
tion. In some cases. the individual machines are manually operated if there are fixturing and
location problems at the stations that are difficult to solve without human assistance.

A company often prefers to develop a link line rather than a unitized production line
because it can utilize existing equipment in the plant. This usually means the production
line can be installed sooner and at lower cost. Since the machine tools in the system are stan-
dard, they can be reused when the production run is finished. Also, the lines can be engi-
neered by personnel within the company rather than relying on outside contractors. The
limitation of the link line is that it tends to favor simpler part shapes and therefore fewer
operations and workstations. Unitized lines ale generally capable of higher production
rates and require less floor space. However, their high cost makes them suitable only for
very long production runs on products that are not subject to frequent design changes.

18.3 ANALYSIS OF TRANSFER UNES WITH NO INTERNAL STORAGE

In the analysis of automated production lines, two general problem areas must be ad-
dressed: (1) process technology and (2) systems technology. Process technology refers to
a body of knowledge about the theory and principles of the particular manufacturing
processes used on the production line. For example, in the machining process. process tech-
nology includes the metallurgy and machinability of the work material, the proper appli-
cation of cutting tools. chip control, machining economics. machine tool vibrations, and a
host of other problem areas and issues. Many of the problems encountered in machining
can be solved by direct application of good machining principles. The same is true of other
processes. In each process, a technology bas been developed over many years of research
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and practice. By making use of this technology. each individual workstation in the pro-
duction line can be designed to operate at or near its maximum performance. However.even
if each station performance could be optimized, there still remain larger systems issues
that must be analyzed

It is with this viewpoint of the larger system that we identify the second problem
area. Two aspects of this problem stand out. The first is the line balancing problem. Al-
though this problem is normally associated with the design of manual assembly lines (Sec-
tion 17.4.2), it is also a problem on automated production lines. Somehow, the total
machining work that must be accomplished on the automated line must be divided as even-
ly as possible among the workstations. The solution to this problem on a machining trans-
fer line is usually dominated by technological considerations (precedence constraints, as we
called them in Chapter 17). Certain machining operations must be performed before oth-
ers (e.g., drilling must precede tapping). and the element times are determined by the cycle
time required to accomplish the given machining operation at a station. These two factors
make the line balancing problem Iess of an issue on a machining type production line than
it is in manual assembly, where the lotal work content can be divided into much smaller
work elements, and the possible permutations on the order in which the elements can be
performed is much greater.

The second and more critical systems problem in automated production line design
is the reliability problem. In a highly complex and integrated system such as an automat-
ed production line. failure of anyone component can stop the entire system. It is this prob-
lem of how line performance is affected hy reliability that we consider in this section

18.3.1 Basic Terminology and Pelformance Measures

OUf terminology borrows definitions and symbols from the previous chapter on manual as-
sembly tines. We make the following assumptions about the operation of the transfer lines
and rotary indexing machines: (1) The workstations perform processing operations, such
as machining, not assembly; (2) processing times at each station are constant. though not
necessarily equal; (3) synchronous transfer of parts; and (4) no internal storage buffers. In
Section 18.4, we consider automated production lines with internal storage buffers

In the operation of an automated production line, parts are introduced into tile first
workstation and are processed and transported at regular intervals to succeeding station>.
This interval defines the ideal cycle time To of the production line. T, is the processing time
for the slowest station on the line plus the transfer time; that is,

(18.S)

wh.ere T, - ideal cycle time on the line (min); TS! == the processing time at station i(mini;
and T, = repositioning time, called the transfer time here (min). We use the Max{T,.} in
Eq. (18.5) because this longest service time establishes the pace of the production line. The
remaining stations with smaller service times must wait for the slowest station. Therefore,
these other stations wilt experience idle time. The situation is the same as for a manual as-
sembly line depicted in Figure 17.4.

I.n the operation of a transfer line, random breakdowns and planned stoppages cause
downtime on the line. Common reasons for downtime on an automated production line arc
listed in Table 18.l.Although the breakdowns and line stoppages occur randomly, their fre-
quency can be measured over the long run. When the line stops, it is down a certain average
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TABLE 18.1 Common Reasons for Downtime on an Automated
Production Line

• Tool failures at workstations
• Tool adjustments at workstations
• Scheduled tool changes
.limitswitchorntherpler.triN,lm",lfLJor.tiom:
• Mechanicalfailureofaworkstation
• Mechanical failure of the transfer system
• Stockouta of starting work units
• Insufficient space for completed parts
• Preventive maintenance on the line
• Wcrkerbreaks

lime for each downtime occurrence, These downtime occurrences cause the actual average
production cvcle time of the line to be longer than the ideal cycle time given by Eq. (18.5).
We can formulate the following expression for the actual average production time Tp:

(18.6)

where F = downtime frequency. line stops/cycle; and Td = downtime per line stop, min.
The downtime TI! includes the time for the repair crew to swing into action. diagnose the
cause of the failure, fix it, and restart the line. Thus, FTI! = downtime averaged un a per
cvcle basis,

One ofthe important measures of performance on an automated transfer line is pro-
duction rate. which can be computed as the reciprocal of Tp:

1
s, = T; (18.7)

where Rp = actual average production rate (pc/rnin). and Tp is the actual average pro-
duction time from Eq. (18.6) (min). It is of interest to compare this rate with the ideal pro-
duction rate given by

1
R, = T; (1RR)

whcrc R, = ideal production rate (pc/min). It is customary to express production rates on
automated production lines as hourly rates (multiply the rates in Eqs. (18.7) and (18.8) by 60).

The machine tool builder uses the ideal production rate R, in its proposal for the au-
tomated transfer line and speaks of it as the production rate at 100% efficiency. Unfortu-
nately, because of downtime. the line will not operate at 100% efficiency. While it may seem
deceitful for the machine tool builder to ignore the effect of line downtime on production
rate. it should be stated that the amount of downtime experienced on the line is mostly the
responsibility of the company using the production line. In practice.most of the reasons for
downtime occurrences in 'Table IR.l represent factors that must he controlled and man-

usercompany
the context of automated production systems, line efficiency refers to the pro-

portion uJ uptime on the line and is really a measure of reliability more than efficiency.
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Nevertheless. this is the terminology of production lines. Line efficiency can be calculat-
ed as follows:

(18.9)

where E = the proportion of uptime on the production line, and the other terms haw
been previously defined

An alternative measure of performance is the proportion of downtime on the line,
which iv givcn bv

(18.10)

where D = proportion of downtime on the line. It is obvious that

E + D == 1.0 (18.11)

An important economic measure of performance of an automated production line is
the cost per unit produced. This piece cost includes the cost of the starting blank that is to
be processed on the line, the cost of time on the production line, and the cost of any tool-
ing that is consumed (e.g., cutting tools on a machining line). The piece cost can be ex-
pressed as the sum of these three factors:

(18.12)

where c.;» cost per piece ($/pc); C; = cost of starling material ($/pc); Co = cost per
minute to operate the line ($/min)", Tp = average production time per piece (rnln/pc); and
C, = cost of tooling per piece ($/pc). Co includes Ihe al1ocation of the capital cost of the
equipment over its expected service life, labor to operate the line, applicable overheads,
maintenance, and other relevant costs. all reduced 10 a cost per minute (see Section 2.5.3).

Eq, (18.12) does not include factors such as scrap rates, inspection costs, and rework
costs associated with fixing defective work units. These factors can usually be incorporat-
ed into the unit piece cost in a fairly straightforward way.

EXAMPLE 18.2 Transfer Line Performance

A 20--station transfer line is being proposed to machine a certain component cur-
rently produced by conventional methods. The proposal received from the ma.
chine tool builder states that the line will operate at a production rate of 50 pc/hr
at 100% efficiency. From similar transfer lines, it is estimated that breakdowns
of all types will occur with a frequency F = 0.10 breakdown per cycle and that
the average downtime per line stop will be 8.0 min. The starting casting that is
machined on the line costs $3.00 per part. The line operates at a cost of
$75.00/hr. The 20 cutting tools (one tool per station) last for 50 parts each, and
the average cost per tool = $2.00 per cutting edge Based on this data, compute
the following: (a) production rate, (b) line efficiency, and (c) cost per unit piece
produced on the line.
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Sotutton:

1; = siJ = 0.02 hr/pc = 1.2 min

The average production time per piece is given hy Rq (IRn)'

r, = T, + FT,1 == 1.2 + O.lO{8.0) = 1.2 + 0.8 = z.n rnm/pc,
Production rate is the reciprocal of production time per piece:

R" = z.o == 0.500 pel min = 30.0 pc/hr.

Efficiency is the ratio of ideal cycle time to acrual average production time. by
Eq.(18.9):

E = ~ = 0.60 = 60%
2.0

Finally. for the cost per piece produced, we need the tooling cost per piece,
which is computed as follows'

C, = (20 tools)($2/1001)/(50 parts) == $O.SO/pc

Nnw the unit cost can he calculated by Eq.(18.12).The hourly rate of$75/hr
to operate the line is equivalent to $1.25/min.

Cpc = 3.00 , 1.25(2.0) + 0.80 = $6.30/pc.

18.3.2 Workstation Breakdown Analysis

Line downtime is usually associated with failures at individual workstations. Many of the
reasons for downtime listed in Table 18.1 represent malfunctions that cause a single station
to stop production. Since all workstations on an automated production line without inter-
nal storage are interdependent, the failure of one station causes the entire line to stop.

Let us consider what happens when a workstation breaks down. There are two pes-
sibilitiesin terms of whether a work part at a station is removed from the line when a break-
down occurs and the resulting effect that this has on the line operation. We refer to the
analyses of these two possibilities a, the upper-bound approach and the lower-bound ap-
proach. In the upper-bound approach, the workstation malfunction has no effect on the part
at that station. and therefore the part remains on the line for subsequent processing at the
remaining stations. The upper-bound case applies in situations such as minor electrical or
mechanical failures at stations, tool changes due to worn cutters, tool adjustments, pre-
ventive maintenance at stations, and so on. In these cases. the work part is unaffected by the
station rnalfuncuon, and there is no reason to remove the part. In the lower-bound ap-
p-oach, the station malfunction results in damage to the part, and it must therefore be re-
moved from the line and is not available to be processed at subsequent workstations. The
lower-bound case arises when a drill or tap breaks in the part during processing, which re-
sults in damage to the part. The hrokc.n tool must be replaced utthe workstation, and the
part must be removed from the line and cannot proceed to the next stations for addition-
al processing.
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Upper-Bound Approach. The upper-bound approach provides an upper limit on
the frequency of line stops per cycle. In this approach, we assume that the part remains on
the line for further processing. It is therefore possible that there will be more than one line
stop associated with a given part during its sequence of processing operations. LeI
p, = probability or frequency of a failure at station i, where i = 1,2, .. ,n. Since a part is
not removed from the line when a station jam occurs. it is possible (although not probable.
thank goodness) that the part will be associated with a station breakdown at every station.
The expected number of line SlOpS per part passing through the line is obtained by mere-
ly summing the frequencies P, over the n stations. Since each of the n stations is process-
ing a part each cycle, then the expected frequency of line stops per cycle is equal to the
expected frequency of line stops per part; that is,

(18.13)

where F = expected frequency of line stops per cycle, first encountered in Eq. (18.6);
p, = frequency of station breakdown per cycle, causing a line stop; and n = number of
workstations on the line. If all Pi are assumed equal, which is unlikely but useful for ap-
proximation and computation purposes. then

F = np (18.14)

where all P, are equal, PI = P2 = = P" = P

Lower-Bound Approach. The lower-bound approach gives an estimate of the
lower limit on the expected frequency of line stops per cycle. In this approach, we assume
that a station breakdown results in destruction of the part, resulting in its removal from the
line and preventing its subsequent processing at the remaining workstations.

Again let Pi = the probability that a workpart will jam at a particular station i.Then,
considering a given part as it proceeds through the line,Pl = probability that the part will
jam at station Land (1 - Pl) = probability that the part will not jam at station 1 and will
thus be available for processing at subsequent stations.Ajam at station 2 is contingent on
successfully making it through station 1 and therefore the probability that this same part
will jam at station 2 is given by P2( 1 - PI)' Generalizing. the quantity

p'(l - p,_l)(l - P'-2) ... (1- P2)(1 - p:) wherei = 1,2,.

is the probability that the given part will jam at any station i. Summing all these probabil-
ities from i = 1 through i = n gives the probability or frequency of line stops per cycle. For-
tunately there is an easier way to determine this frequency by taking note of the filet that
the probability that a given part will pass through all n stations without a line stop is

Therefore, the frequency of line stops per cycle is

F = 1- g(l- p,) (18.15)



Sec. 18.3 / Analysis of Transfer Lines with No Internal Storage 585

lf all probabilities P, are equal. p, = p. then

f' = I - (I _ p)r. (18.16)

Because of parts removal in the lower-hound approach, the number of parts com-
ing off ;he line i~ less than the number launched onto the front of the line. Therefore, the
production rate formula must be amended to reflect this reduction in output. Given that
F -=- frequency of line stop" and is removed for every line stop, then the propor-
tion of parts removed from the F. Accordingly, the proportion of parts produced
is (1 - Fl. This IS the yield of the production line The production rate equation becomes
the following

(HUi)

where Rap = the average actual production rate ofacceptahle parts from the line; Tp = the
average cycle rate of the transfer machine, given by Eq. (18.6). Rp, which is the reciprocal
of Tp, is the average cycle rate 01" the system

EXAMPLE 18.3 Upper-Bound vs, Lower-Bound Approaches

A 20-station transfer line has an ideal cycle lime T,. = 1.2 min. The probabili-
ty of station hreakdowns per cycle is equal for all stations, and p = 0.005 break-
downs/cycle. For each of the upper-bound and lower-bound approaches,
determine (a) frequency of line stops per cycle. (b) average actual production
rate, and (c) line efficiency

Solution: (a) For the upper-bound approach, using Eq, (18.14),

F - 20(0.005) = 0.10 line stops per cycle

I'his is the same value ••••.e used in Example 18.2. For the lower-bound approach,
using eq. (18.16),

F = 1 - {l - 0.(05)211 = 1 - (0.995)20 = 1 - 0.0.9046 = 0.0954 line stops per cycle

(b) For the upper-bound approach, the production rate is calculated in Exam-
pic tx.z to be

For the lower-hound approach, we must calculate Tp using the new value of F.

Tp = 1.2 + 0.0954(0.8) = 1.9631 min.

Now .rsing Eq.(18.17) to compute production rate, we have

Rap = = 0.4608 pc/min. = 27.65 pc/hr.

This production rate is about 87c.lower than we computed by the upper-bound
approach. Notc that the cycle rate

Rp = (1.963I) ] = 0.5094 cycles/min. = 30.56 cycles/hr

is slightly higher than in the upper-bound case.
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(c) For the upper-bound approach, the line efficiency was computed in
Example 11(2 to be

E = 0.60 = 60'}(,

For the lower-bound approach, we have

E = 1.~~~1 = 0.6113 = 61.13%

Line efficiency is greater with the lower-bound approach, even though pro-
duction rate is lower. The reason for this apparent anomaly is that the lower-
bound approach, with its assumption of parts removal, leaves fewer parts
remaining on the line to jam subsequent workstations. With fewer station jams,
line efficiency is higher. However, fewer parts remaining on the line means pro-
duction rate is lower

18.3.3 What the Equations Tell Us

The upper-bound and lower-bound approaches provide upper and lower limits on the fre-
quency of downtime occurrences. However, as illustrated by Example 18.3, they also pro-
vide upper and lower boundaries on production rate, under the circumstances of part removal
in the lower-bound case and assuming that station breakdowns are the sole cause of scrap.
Of course, there may be other causes of scrap, such as poor quality starting workparts,

Determining whether the upper-bound or lower-bound approach is more appropri-
ate for a particular transfer line requires knowledge of the line operation. It is likely that
the true line operation lies somewhere between these two extreme assumptions, that is,
that some line stops require removal of parts while other line stops do not. In this case, the
true values of breakdown frequency and production rate willlie somewhere between the
values given by the respective upper-bound and lower-bound equations.

There are reasons why line stops occur that are not directly related to workstations.
Some of these reasons are listed in Table 18.1 (e.g., transfer system failure, worker breaks,
and stockout of starting parts). These other factors must be taken into account when de-
termining line performance.

Perhaps the biggest difficulty in the practical use of the equations in this section is
in determining the values of Pi for the various workstations. We may be using the equa-
tions to predict performance for a proposed transfer line, and yet we do not know the crit-
ical reliability factors for the individual stations on the line. The most reasonable approach
is to base the values of Pi on previous experience and historical data for similar work-
stations.

Notwithstanding the preceding considerations, there are a number of general truths
that are revealed by the equations in this section about the operation of automated trans-
fer lines with no internal parts storage:

• As the number of workstations on an automated production line increases, line effi-
ciency and production rate arc adversely affected .

• As the reliability of individual workstations decreases, line efficiency and production
rate are adversely affected.
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• Comparing the upper-bound and lower-bound cases, the ~pper-bound calculations
lead to higher values of breakdown frequcncy and production rate but to lower val-
ues of line efficiency

18.4 ANALYSIS OF TRANSFER LINES WITH STORAGE BUFFERS

In an automated production line with no internal parts storage, the workstations arc in-
terdependent. When one station breuks down, all other stations on the line are affected, ei-
ther immediately or by the end of a few cycles of operation. The other stations will be
forced to stop for one of two reasons: (1) starving of stations or (2) blocking of stations.
These terms have meanings that are basically the same as in the operation of manual as-
sembly lines (Section 17.1.2). Starving on an automated production line means that a work-
station is prevented from performing its cycle because it has no part to work on. When a
breakdown occurs at any workstation on the line, the stations downstream from (follow-
ing) the affected station will either immediately or eventually become starved for parts.
Rlocking means that a station is prevented from performing its work cycle because it can-
not pass the part it just completed to the neighboring downstream station. When a break-
down occurs at a station on the line, the stations upstream from (preceding) the affected
station become blocked because the broken-down station cannot accept the next part for
processing from the neighboring upstream station. Therefore, none of the upstream stations
can pass their just completed parts forward

A method by which production lines can be designed to operate more efficiently is
to add one or more parts storage buffers between workstations. The storage buffer divides
the line into stages that can operate independently for a number of cycles, the number de-
pending on the storage capacity of the buffer. If one storage buffer is used. the line is di-
vided into two stages. If two buffers are used at two different locations along the line, then
a three-stage line is formed. And so forth. The upper limit on the number of storage buffers
is to have storage between every pair of adjacent stations. The number of stages will then
equal the number of workstations. For an n-stage line, there will be n-t storage buffers.
This. of course, does not include the raw parts inventory at the front of the line or the fin-
ished parts inventory that accumulates <Itthe end of the line

Consider a two-stage transfer line. with a storage buffer separating the stages. Let us
suppose that.on average, the storage buffer is half full. If the first stage breaks down, the
second stage can continue to operate (avoid starving) using parts that have been collect-
ed in the buffer. And if the second stage breaks down. the first stage can continue to op-
erate (avoid blocking) because it has the buffer to receive its output. The reasoning for a
two-stage line can be extended to production lines with more than two stages. For any
number of stage~ in an automated production line, the storage buffers allow each stage to
operate some .•••.h atlndependerrtlythe degree of independence depending on the capacity
of the upstream and downstream buffers

18.4.1 Limits of Storage Buffer Effectiveness

Two extreme cases of storage buffer effectiveness can be identified: (1) no buffer storage
capacity at all and 12) rnrtnne capacity storage but/as. In the analysis that follows, let us
ass~me th.at the ideal cycle ti,?e T" is the came for all stages considered. This is generally
desirable m practice because It helps to balance production rates among stages.
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In the case of no storage capacity. the production line acts as one stage. When a sta-
tion breaks down, the entire line stops, This is the case of a production line with no inter-
nal storage analyzed in Section I!Ll The efficiency of the line was given byEq. (18.9). We
rewrite 1\ here a, the line efficiency of a zero rapacity storage buffer'

(HU8)

where the subscript 0 identifies Ell as the efficiency of a line with zero storage buffer ca-
pacity; and the other terms have the same meanings as before.

The opposite extreme is the case where buffer zones of infinite capacity are installed
between every pair of stages. If we assume that each buffer zone is half full (in other words,
each buffer zone has an infinite supply of parts as well as the capacity to accept an infinite
number of additional parts), then each stage is independent of the rest.The presence of in-
finite storage buffers means that no stage will ever be blocked or starved because of a
breakdown at some other stage.

Of course, an infinite capacity storage buffer cannot be realized in practice. If it could,
then the overall line efficiency would be limited by the bottleneck stage. That is, produc-
tion on all other stages would ultimately be restricted by the slowest stage. The down-
stream stages could only process parts at the output rate of the bottleneck stage. And it
would make no sense to run the upstream stages at higher production rates because this
would only accumulate inventory in the storage buffer ahead of the bottleneck. As a prac-
tical matter, therefore, the upper limit on the efficiency of the entire line is defined by the
efficiency of the bottleneck stage. Given that the cycle time T, is the same for all stages, the
efficiency of any stage k is given by:

(18.19)

where the subscript k is used to identify the stage. According to our argument above, the
overnll Iine efficiency would be given by

(18.20)

where the subscript 00 identifies E"" as the efficiency of a line whose storage buffers all
have infinite capacity.

By including one or more storage buffers in an automated production line, we expect
to improve the line efficiency above Eo, but we cannot expect to achieve E"" simply because
buffer zones of infinite capacity are not possible. Hence, the actual value of line efficiency
for a given buffer capacity b will fall somewhere between these extremes: .

(18.21)

Next, let us consider the problem of evaluating Eb for realistic levels of buffer capacity for
a two-stage automated production line.
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18.4.2 Analysis of a Two-Stage Transfer line

\1ost of the discussion in this section is based on the work of Buzacott [2], who pioneered
the analytical research on production lines with buffer stocks. Several of his publications
are listed in our references [31-[7J. Our presentation in this Section will follow Buzacotr's
analysis in [2].

The two-stage line is divided by a storage buffer of capacity b, expressed in terms of
the number of work parts that it can store. The buffer receives the output of stage 1 and for-
wards it to stage 2, temporarily storing any parts not immediately needed by stage 2 up to
its capacity h.The ideal cycle time T, is the same for both stages. We assume the downtime
distributions of each stage to be the same with mean downtime = Ta. Let F[ and Fz = thc
breakdown rates of stages 1 and 2, respectively. £1 and Fz are not necessarily equal.

Over the long run. both stages must have equal efficiencies. If the efficiency of stage
1 were greater than thc stage 2 efficiency, then inventory would build up in the storage
buffer until its capacity b is reached. Thereafter, stage 1 would eventually be blocked when
it outproduced stage 2. Similarly, if the efficiency of stage 2 were greater than that of stage
I. the inventory In the buffer would become depleted, thus starving stage 2. Accordingly,
the efficiencies in the two stages would tend to equalize over time. The overall line efficiency
for the two-stage line can be expressed'

(18.22)

where En = overall line efficiency for a two-stage line with buffer capacity b; EQ = line ef-
ficiency for the same line with no internal storage; and the second term on the right-hand
side (D; iI( b )Ez) represents the improvement in efficiency that results from having a stor-
age buffer with b > O. Let us examine the right-hand side terms in Eq. (18.22). The value
of EI) was given by Eq. (18.18), but we write it below to explicitly define the two-stage ef-
ficiencywhcnb = 0:

(18.23)

The term 0', can be thought of as the proportion of total time that stage 1 is down, de,
fined as follows

(18.24)

The term h(b) is the proportion of the downtime n; (when stage 1 is down) that stage 2
could he up and operating within the limits of storage buffer capacity b. Buzacott presents
equations for evaluating h(b) using Markov chain analysis. The equations cover several
different downtime distributions based on the assumption that both stages are never down
at the same time. Four of these equations are presented in Table 18.2.

Finally. Ez eorreets for the assumption in the calculation of h(b) that both stages are
never down at the same time. This assumption is unrealistic. What is more realistic is that
when stage 1 is down but stage 2 could be producing because of parts stored in the buffer,
there will b~ lime, when stag~ 2 itself breaks down. rnererore.zj provtoes an estimate of
the proportion ~f stage 2 uptime when it could otherwise be operating even with stage 1
being down. Ez IS calculated as:
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TABLE 18.2 Formulas for Computing h(bj in Eq. (18.22) for a Two-Stage Automated Production Line Under
Several Downtime Distributions

Assumptions and definitions: Assume that the two stages have equal downtime distributions (Td1 '= Td2 '= TdJ
and equal cycle times (T01 '= Tel '= TJ Let Fj = downtime frequency for stage 1, and F2 "" downtime

frQquency for stage 2. Define rto be the ratio of breakdown frequencies as follows:

r=~
F,

(1S.2S)

Equations for h(6): With these definitions and assumptions, we can express the relationships for h(b) for two

theoretical downtime distributions as derived by Buzacott [2]:

Constant downtime: Each downtime occurrence is assumed to be of constant duration Td• This is a case of no

downtime variation. Given buffer capacity b, define 8 and L as follows:

b= at + L

where B is the largest intager satisfying the relation; b ~:' "" B,

and L rapresents the leftover units, the amount by which b exceeds B!1. There are two cases:
T,

Case 1: ("" 1.0.h(b) = 8: 1 + L~(B+ l)~B+ 2)

1 - Il T, 1l~1(1- r)2
Case2:"" 1.0,h(b) = (~+ Lr,;(1 _ f'+1)(1_1l'2)

(la.2S)

(lS.27}

(la.2S)

GHm.tric downtimtJ distribution: In this downtime distribution, the probability that repairs are completed

during any cycle duration Tc is independent of the time since repairs began. This is a case of maximum

downtime variation. There are two cases:

b!l
Case 1: r = 1.0. h(b) = __ T_,_

2+(b-1)2£
T,

/1S.29}

1 + r-~

Case2:r;" 1.0. Define K= ~
1 + r- r-zi-

T,

then h(b) = ~'_-r~) {lS.30)

(18.31)

It should be mentioned that Buzacott's derivation of Eq. (18.22) in [2] omitted the E2 term,
relying on the assumption that stages 1 and 2 will not share downtimes. However, without
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£:2, the [luther has found that the equation tends to overestimate line efficiency. With Ez in-
cluded. as in our Eq. (18.22), the calculated values are much more realistic. In research
subsequent to that reported in [2], Buzacott developed other equations that agree closely
with results given hy our own Eq. (18.22).

EXAMPLE 18.4 Two-Stage Automated Production Line

A 20-station transfer line is divided into two stages of 10 stations each. The
ideal cvcle time of each stage is To "" Lz mln.All of the stations in the line have
the same probability of stopping, p = 0.005. We assume that the downtime is
constant when a breakdown occurs, Td = 8.0 min. Using the upper-bound ap-
proach, compute the line efficiency for the following buffer capacities: (a) b = 0,
(b)b '" oo,(c)b = 1O,and(d)b = 100.

Solution: (a) A two-stage line with 20 stations and b = o turns out to be the same case as
in our previous Examples 18.2 and 18.3. To review,

F "" np = 20(0.005) = 0.10

Eo = 1.2 :·~.1(8) = 0.60

(b) For a two-stage line with 20 stations (each stage = 10 stations) and b "" 00,

we first compute F:

F1 = F2 = 10(0.005) = 0.05

Eo; = £1 = E2 = 1.2 +10~05(8) = 0.7S

(c) For a two-stage line with b = 10, we must determine each of the terms in
Eq. (18.22). We have Eo from part (a). Eo = 0.60. And we have E2 from
part (b). E2 = 0.75.

D; ~ 1.2 + (~~:~)0.05)(8) - ~~ ~ 0.20

Evaluation of h(b) is from Eq. (18.27) for a constant repair distribution. In Eq.
(18.26). the ratio

t = H- = 6.667. For b = 10,8 = 1 and L = 3.333. Thus,

h(h) = h(1O) = t+t + 3.333(H) (1 + 1)1(1 + 2) = 0.50 + 0.0833 = 0.5833

We can now use Bq. (18.22):

Ew = 0.600 + 0.20(0.5833)(0.75) = 0.600 + 0.0875 = O.687S

(d) ~or.b = 100, the only parameter in Eq. (18.22) that is different from part (c)
IS h(b). For b = 100,8 = 15 and L = OinEq. (lR.27)_Thus,we have

h(b) = h(100) = 151~ 1 = 0.9375
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Using this value,

FWD = 0.600 + 0.20(0.9375)(0.75) '" 0.600 + 0.1406 == 0.7406

The value of h(h) not only serves its role in Eq. (18.22).1\ also provides information
on how mucn improvement in efficiuncv we get from any given value of b. Note in Exam.
ple lK4 that the difference between Ex and Eo = 0.75 - 0.60 = 0.15. For b = 1!J,
h(b) = h( 10) = 0.5833, which means we get 58.33% of the maximum possible improvement
in line efficiency using a buffer capacity of 10 (£10 = 0.6875 = 0,60 + 0.5833(0.75-0.60)).
For h = 100, h(hl = h(lOO) = 0.9375, which means we get 93.75% of the maximum im-
provement with h = 100 (EJ[>J = O.740f, = 0.60 + 0.9375(0.75 - OliO)).

We are not only interested in the line efficiencies of a two-stage production line. We
also want to know the corresponding production rates. These can be evaluated based on
knowledge of the ideal cycle time T, and the definition of line efficiency. According to Eq
(18.9),£ = T)Tp. Since R, = the reciprocal of Tp,then E = T,Rp.Rearranging,wehave

R,.=~ (18.32)

EXAMPLE 18.5 Production Rates on 'hI' Two_Stag ••Lin ••or ElI:llmple 18.4

Compute the production rates for the four cases in Example 18.4. The value of
T, = 1.2 min is as before

Solution: (a) Forb = 0, Eo = O.60.ApplyingEq. (18.32), we have

Rp = 0.60/1.2 = 0.5 pc/rnin = 30 pc/hr

This is the same value calculated in Example 18.2.
(b) For h = 00,£"" = 0.75.

Rp = 0.75/1.2 - 0.625 pc/rnin = 37.5 pc/hr.

(c) Forb = 10'£10 = 0.6875.

Rp = 0.6875/1.2 = 0.5729 pc/min = 34.375 pc/hr.

(d) For b = l00.E1O<1 = 0.7406

Rp = O.74D6/1.2 == 0.6172 pc/min = 37.03 pc/hr.

Tn Example 18.4, a constant repair distribution was assumed. Every breakdown had
the same constant repair time of 8.0 min. It is more realistic to expect that there will be some
variation in the repair time distribution. Table 18.2 provides two possible distributions, rep-
resenting extremes in possible variability. We have already used the constant repair distri-
bution in Example 18.5, which represents the case of no downtime variation. This is covered
in Table 18.2 by Eqs. (18.27) and (1 !OR). let us consider the opposite extreme, the case of
very high variation. This is presented in Table 18.2 as the geometric repair distribution,
where neb) is computed by Eqs. (18.29) and (18.30).

EXAMPLE 18.6 Effect of High Variability in DOWJltimes

Evaluate the line efficiencies for the two-stage line in Example 18.4, except
that the geometric repair distribution is used instead of the constant downtime
distribution.
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Solution: For parts (a) and (b), the values of E(l and E.">,will be the same as in previous Ex-
ample 18.4, Eo = 0.600 nnd c·,,-.= 0.750
(c) For b = 10, all of the parameters in Eq. (H1.22) remain the same except htb)
(Ising Eq (18.29) from Table lK2.we have

lI(b) - 11(10) 2 + (:~(~.2;)~·~.~l8j)}= 0.4478

Now using Eq. (18.22), we have

Ell) = 0.600 + O.20(0.4478){O.75) = 0.6672

(d) For b = 100, again the only change is in lI(b).

h(b) = h(IlKl) = 2 + (~~(~.2{)~·~,~/8.0) = O.R902

Ej,xl = 0.60U + 0.20(0.8902)(0.75) = 0.7333

Note that when we compare the values of line efficiency for b = 10 and b = 100 in
this example with the corresponding values in Example 18.4, both values are lower here.
It must be concluded that increased downtime variability degrades line efficiency,

18.4.3 Transfer Lines with More than Two Stages

If the line efficiency of an automated production line can be increased by dividing it into
two stages with a storage buffer between, then one might infer that further improvements
in performance can be achieved by adding additional storage buffers. Although we do not
present exact formulas for computing line efficiencies for the general case of any capacity
b for multiple storage buffers, efficiency improvements can readily be determined for the
case of infinite buffer capacity. In Examples 18.5 and 18.6 we have seen the relative im-
provement in efficiency that result from intermediate buffer sizes between h '" 0 and b '" 00

EXAMPLE 18.7 Transfer Lines with more than Oene Storage Buffer

For the same 2Q.station transfer line we have been considering in previous ex-
amples, compare line efficiencies and production rates for the following cases,
where in each case the buffer capacity is infinite: (a) no storage buffers, (b) one
buffer, (c) three buffers. and (d) 19 buffers. Assume in cases (b) and (c) that the
buffers are located in the line to equalize the downtime frequencies; that is, all Fj

are equal. As before, the computations are based on the upper-bound approach.

Solution: We have already computed the answerfor (a) and (b) in Example 18.4.
(a) For the case of no storage buffer. Ex = 0.60

Rp = 0,60/1.2 = 0.50 pc/min = 30 pc/hr.

(b) For the case of one storage buffer (a two-stage line), E"" = 0.75

RI' = 0.75/1.2 - O.625pc/min.=37.5pc/hr,

(c] For the case of three storage buffers (a four-stage line), we have

Fj = F2 = F3 = F4 = 5(.005) = O.cr..5.
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r, = 1.2 + 0.025(8) = 1.4 min/pc.

E"" = 1.2/1.4 = 0.8571

Rp - 0.8571/1.2 = O.7143pc/min = 42.86pe/hr.

(d) For the case of 19 storage buffers (a 2O-stage line, where each stage is one
station), we have

PI = F2 = = F20 = 1{O.OO5) = 0.005

Tp = 1.2 + 0.005(8) = 1.24 min/pc

£00 = 1.2/1.24 = 0.9677

Rp = 0.9677/1.2 = O.8065pc/min = 48.39~/hr.

This last value is very close to the ideal production rate of R, = 50 pc/hr

18.4.4 What the Equations Tell Us

The equations and analysis in this section provide some practical guidelines in the design
and operation of automated production lines with internal storage buffers. The guidelines
can be expressed as follows:

• If Eo and EO<) are nearly equal in value, tittle advantage is gained by adding a storage
buffer to the line. If Eoo is significantly greater than Eu, then storage buffers offer the
possibility of significantly improving line performance.

• In considering a multi-stage automated production line, workstations should be di-
vided into stages to make the efficiencies of all stages as equal as possible. In this
way, the maximum difference between Eo and K" is achieved, and no single stage will
stand out as a significant bottleneck.

• In the operation of an automated production line with storage buffers, if an)' of the
buffers are nearly always empty or nearly always full, this indicates that the produc-
tion rates of the stages on either side of the buffer are out of balance, and that the stor-
age buffer is serving little if any useful purpose.

• The maximum possible line efficiency is achieved by (1) setting the number of stages
equal to the number of stations, that is, by providing a storage buffer between every
pair of stations, and (2) using large capacity buffers.

• The "law of diminishing returns" operates in multi-stage automated lines. It is man-
ifested in two ways: (1) As the number of storage buffers is increased, line efficiency
improves at an ever-decreasing rate. (2) As the storage buffer capacity is increased,
line efficiency improves at an ever-decreasing rate.
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Transfer Mechanisms

18.1 A rotary worktable is driven by a Geneva mechanism with five slots. The driver rotates at
48 rev/ruin. Determine (a) the cycle time, (b) available process time, and (c) indexing time
each cycle

18.2 A Geneva with six slots is used to operate the worktable of a dial indexing machine The slow.
est workstation un the dial indexing machine has an operation lime uf 2.5 sec, so the table
m,m he in H dwell position for this length of lime. (a) At what tOlational speed must the
driven member of the Geneva mechanism be turned 10 provide this dwell time? (b) What
stheindexinglimceachcycle?

18.3 Solve Problem 18.2 except that the Geneva has eight slots.

Automated Production Lines with No Internal Storage

10.4 A ten·station transfer machine has an ideal cycle time of 30 sec.The frequency of line SlOpS
is F = 0.075 stope/cycle. When a line stop occurs, the average downtime IS4.0 min. Deter-
mine; (a) average production rale in pc/hr. (b) line efficiency, and (c) proportion dowmime

18.5 Cost dements associated with the operation of the ten-station transfer line in Problem 18.4
are as follows: raw workpart cost - $O.55/pc, line operating COS!= $42.00/hr, and cost of
disposable tooling = $0.27/pc. Compute the average cost of a workpiece produced,

18.6 In Problem 18.4,the line stop occurrences are due to random mechanicaland electricalfailures
on the line.Suppose that in addition to these reaSOll.';fur duwntime, the tools at each worksta
ticn on the line must be changed and/or reset every 150cycles.This procedure lakes a total 01
12.0min for all ten stations. Include this additional data and recompute Rp, E,and D.
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18.7

18.8

1&9

18.10

18.11

breakdown Irequency ofF ~ 0.06

= 0.58 min. Break·

clown Or stop with a frequency cof p = 0.007, which is considered equal for all ten stations.
Wben these stops occur, it takes an average of 10.0 min to diagnose th c problem and make

repairs. Parts are not removed from the line when line stops OCCUC so the upper-bound ap-
proach is applicable. Determine: (a) line efficiency and (b) average actual production rate

18.12 A transfer machine has sill" stations that function as follows:

Station Operation Process Time

Load part 0.78 min 0
Orillthree holes 1.25 min 0.02
Ream two holes Q.90min. 0.01
Tap two holas 0.85 min. 0.04
Mill flats 1.32 min. 0.01
Unload parts 0.45 min. 0

In addition, transfer time = 0.18 min. Average downtime per occurrence = S.D min. As.
SUme the upper-bound approaeil is applicable. A [maJuf 20,000 paris must he processed

through the transfer machine. Determine: (a) proportion downtime, (b) average actual pro-
ductionrate,and(c)howmanyhoursofoperationarerequiredtoproduce the 211,UOOparts.

18.13 Solve the preceding problem only assume that each station breakdown causes damage to the
workeart so that it must be removed. Accordingly, the lower-bound approach is applicable.
Determine: (a) proportion downtime, (b) average actual production rate. (c) how many
hours of operation are required to produce the 20,000 parts. and (d) how many starting
workparts are required to produce the 20,((X) parts.

18,14 The cost to operate acertain20-station transfer !ine is $72/hr.The line operates with an
idea! cycle time of D,IlS min. Downtime occurrences happen on average once per !4 cycles.

Average downtime per occurrence is 9.5 min. It is proposed that a new computer system

and associated se~or~ be i~stalled to mon.ilor the line and. diagnose downtime occurrences
when they happen. It IS anticipated thai t~IS new system will reduce downtime from us pre-
sent value to 7.5 min. If the cost of purchasing and installing the new system is $15,OOO,how
many units must the system produce for the savings to pay for Ihe computer ~ystem?

18,15 A zx-stanoo transfer line has been logged for 5 days (total time = 2400 min). During this
lime, there were a total of 158 downtime occurrences on the line. The accompanying table
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T vpe of Downtime Number of Occurrences TotalnmeLost

Associated with stations:
'rcot.reteteo caoses
Mechanical failures
Miscellaneous

Subtotal
Transfer mechanism

Totals ----

10.
21

-2
132

26

158

520 min.
189 min.
84min.

793 min.
78 min.

871 min.

18.16

Station Process erocees rtme Breakdowns

Load part 0.50 min 0
Mill top 0.85 min 22
Mill sides t.tc rn!n. 31
Drill two holes 0.60 min. .7
Ream two holes 0.43 min. 8
Drill six holes 0.92mm. 58
Tap six holes 0.75 min. 8'
Unload part 0.40 min. 0

18.17 Solve Problem 18.16. except usc the lower-bound approach in your analysis, in which the
part is -emoved every time a breakdown occurs. Determine: (a) how many starting workparts
would be required to produce the 2000 units, (b) line uptime efficiency, and (c) how many
hours were required to produce the 2000 parts.

18.18

line. The rcrnaming downtime occurrences follow the assumptions of the upper-bound ap-
proach. Determine: (a) how many acceptable parts were produced during the 2400 min,
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Type ot occurrenc» Number Time Lost

Tool changes and tctturos
Station failures (mechanical and electrical)
Transfer system failures

70
45
25

400 min.
300 min.
150 min.

18.19 A transfer machine has a mean time between failures (MTBF) = 50 min. and a mean time
to repair tMTf'R] = 9 min. If the ideal cycle rate = 1 per min (when the machine is running),
""hatistheaveragehourlyproductionrate~Assumethe upper-bound approach

18.20 A transfer machine has 36 stations. The ideal cycle time = l.5ll min. Frequency of line steps
F = 0.20: however, this is complicated by the fact that in 25% 01 the line stops, the part is dam-

aged and must be removed from the line.In other words, 250/,of the HneSlops operate ac-
cording to the lower-bound approach, while 75% operate under the upper-bound approach.
The average downtime for the.lower bound stops = 10.0 min, and the average downtime lor
the upper hound stops = KOmin. Given these conditions, if the line operates for 16.0br, de-
termine the number of goud parts produced and the number of parts removed from the line.
A part IS to be produced on an automated transfer line.The total work content time to make
the part is 36 min, and this work will be divided evenly among the workstations, so that the
processing time at each station is 36/n, where n = the number of stations. In addition, the
time required to transfer paris between workstations is 6 sec. Thus, the cycle
time = 0.1 + 36/n min. In addition, it is known that the station breakdown frequency will
be p = 0.005, and that the average downtime per breakdown = 8.0 min. (a) Given these
data and using the upper-bound approach, determine the number of workstations that should
be included in the line to maximize production rate, (b) Also, what is the production rate and
line efficiency for this number uf stations?

Automated Production Lines with Storage Buffers

UU2 A 3D-station transfer line has an ideal cyde time T, = 0.75 min, an average downtime
TJ '" 6.0 min. per line stop occurrence, and a station failure frequency p = 0.01 for all sta-
tions. A proposal has been eubrnitted to locale a Slurage buffer between stations 15 and _6
to improve line efficiency.Using the upper-bound approach, determine: (a) the current line
efficiency and production rate and (b) the maximum possible line efficiency and produc-
tion rate that would result from installing the storage buffer.

18..23 Given the data in Problem 18.22,solve the problem except that (a) the proposal is to divide
the line into three stages, that is,with two storage buffers located between stations 10 and
II and between stations 20 and 21,respectively;and (b) the proposa lis to use an asynchro-
nous hne with large storage buffers between every pair of stations on the line, that is,a total
of 14 storage buffers.
In Problem 18.22,if the capacity of the proposed storage buffer is to be 2(}parts, determine:
(a) line efficiency and (b) production rate of the line. Use the upper-bound approach and as-
sumethat the downtime (Td = 6.0 min) is a constant.

18.25 Solve Problem 18.24but assume that the downtime (Td = 6.0 min) follows the geometric re-
pair distribution.

18..26 Intne lransfer line of Problems 18.22 and 24, suppose it is more technically feasible to 10-
cate the storage buffer between stations 11 and 12, rather than between stations 15 and 16.
Determine: (a) the maximum possible line efficiency and production rate that would result
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18.28

load part (manual)
Rough mill lop
Finish mill top
Rough mill sides
Finish mill sides
Mill surfaces for drill
Drill two holes
Tap two hal""
Drill three holes
Ream three holes
Tap three holes
Unload and inspect part (manualj

~-

Station Operation Process Time Downtime Occurrences

1 load part (manual) 0.50 min. 0
2 Rough mill lop 1.10min. 15
3 Finish mill top 1.25min. 18
4 Rough mill sides 0.75 min. 23
5 Finish mill sides 1.05min. 31
6 Mill surfaces for drill D.80min. 9
7 Drill two holes D.75 min. 22
8 Tap two hal"" D.40min 47
9 Drill three holes 1.1omin. 30

10 Ream three holes D.70min. 21
11 Tap three holes D.45 min. 30
12 Unload and inspect part (manualj D.90min. 0

~- 9.40 min. 246

18.29

18.30

Problems
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b "" the buffer capacity. However. the buffer can on.y be constructed to store increments of
10. (In other wOTd,;,b C;jn take on values of 10,20,30, etc.) The cost toop erate thelineitsclf
is $120/hr.lgnore material and tooling costs. Based on cost per unit of product, determine
the buffer capacity ethat will minimize unit product cost.

18.31 The uptime efficiency of a 20-station automated production line is only 40%,The ideal cycle
time is 48 sec, and the average downtime per line stop occurrence is 3.0min, Assume the fre·
quency of breakdowns for all stations is equal (Pi"" P for all stations), the downtime is con-
stant, and the upper-bound approach is applicable. To improve uptime efficiency, it is
proposed to install a storage buffer with a 15·partcapacity for $14,000, The present pro-
duction cost is $4.00/unit, lgnortng material and tooling costs. How many units would have
to be produced for the $14,000 investment to pay for itself?

18.32 An automated transfer line is divided into two stages with a storage buffer between them.
Each stage consists of nine stations. The ideal cycle time of each stage = 1.0 min, and fre-
quency offailureforeach station is P = O.01.The average downtime per stop is 8.0min,and
a constant downtime distribution shonld be assumed. Determine tile required capacity of the
storage buffer such that the improvement in line efficiency E compared to a zero buffer ca-
pacity would be 80% of the improvement yielded by a buffer with infinite capacity.

18.33 In Problem 18.21, suppose that a two-stage line were 10 be designed with an equal number
of stations in each stage.Work content time will be divided evenly between the twOstages.The
storage buffer between the stages will have a capacity = 3 TdlTc-Assuillc a constant repair
distribution. (a) For this two-stage line, determine the number of workstations that should be
included in each stage of the line to maximize production rate. (b) What is the production rate
and line efficiency for this line configuTation? (c) What is the bulfcrs tOTagecapacity?

18.34 A ze-steuon transfer line presently operates with an efficiency E = 1/3. The ideal cycle
time = 1.0 min. The repair distribution is geometric with an average downtime per occur-
rence = 8 min, and each station has an equal probability of failure. It is possible to divide
the line into two stages with ten stations each, separating the stages by a storage buffer of
capacity b.With the information given, determine the required value of b that will increase
the efficiency from E = 1/3 to E = 215.
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The term automated assembtv refers to the use of mechanized and automated devices to
perform the various assembly tasks in an assembly line or cell. Much progress has been
made in the technology of assembly automation in recent years. Some of this progress has
been motivated by advances in the field of robotics. Industrial robots are sometimes used
as components in automated assembly systems (Chapter 7). In the present chapter, we dis-
cuss automated assembly as a distinct field of automation. Although the manual assembly
methods described ill Chapter 17 will be used for many years into the future, there are sig-
nificant opportunities for productivity gains in the use of automated methods.

As with transfer lines discussed in the previous chapter, automated assembly systems
considered in this chapter are usually included in'the category of fixed automation. Most
automated assembly systems are designed to perform a fixed sequence of assembly steps

50'
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on a specific product. In our c1a~sifi<:illion scheme (Section 13.2), they are either type III
A for multiple station systems or type I A l~)fsingle station syslem~ (less co~mon)_ ~uto-
mated assembly technology should be considered when the following conditions exist

• High product demand. Automated assembly systems should be considered for prod-
ucts made in millions of units (or dose to this range).

• Stable product design. In general. any change in the product design means a change
in workstation tooling and possibly the sequence of assembly operations. Such changes
can he verv costlv,

• The assembly CO~iS1S of no more than a limited numherof components. Riley [13]
recommends 1:. maximum of around a dozen parts. .

• The product is designed/or automated assembly. In Section 19.2. we examine the de-
~ign factors that allow the assembly of a product to be automated.

Automated assembly systems involve a significant capital expense, although the in-
vestments are generally less than for automated transfer lines. The reasons for this are:
(1) work units produced on automated assembly systems are usually smaller than those
made on transfer lines, and (2) assembly operations do not have the large mechanical force
;lnd power requirements of processing operations such as machining. Accordingly, in com-
paring an automated assembly system and a transfer line both having the same number of
stations, the assembly system would tend to be smaller in physical size. This usually re-
duces the cost of the system.

19.1 FUNDAMENTALS OF AUTOMATED ASSEMBLY SYSTEMS

An automated assembly system performs a sequence of automated assembly operations
to combine multiple components into a single entity. The single entity can be a final prod-
uct or a subassembly in a larger product. In many cases, the assembled entity consists ofa
base part to which other components are attached. The components are joined one at a time
(usually), so the assembly is completed progress! ••.'ely.

A typical automated assembly system consists of the following subsystems; (1) one
or more workstations at which the assembly steps are accomplished, (2) parts feeding de-
vices that deliver the individual components to the workstations, and (3) a work handling
system for the assembled entity. In assembly systems with one workstation, the work han-
dling system moves the base part into and out of the station. In systems with multiple sta-
tions, the handling system transfers the partially assembled base part between stations.

Control functions required in automated assembly machines are the same as in the
automated processing lines of Chapter 18: (I) sequence control, (2) safety monitoring, and
(3) quality control. These functions are described in Section 18.1.4. The issue ~f memory
control versus instantaneous control is especially relevant in multi-station automated as-
sernbly systsms.

19.1.1 System Configurations

Automated assembly systems can be classified according to physical configuration. The
principal configurations, illustrated in Figure 19.1, are: (a) in-line assemblv machine, (b) dial-
type assembly machine, (c) carousel assembly system, and (d) single station assembly ma-
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Figure 19.1 Types of automated assembly systems: (a) in-line, (b) dial-type,
(c) carousel, and (d) single station.

System Configurtllion Stationary Base Part Continuous

TABLE 19.1 Possible Work Transfer Systems for the Four Assembly System Configurations

Work Transfer System

Synchronous Asynchronous

In-line
Dial-type
Carousel
Single station

No Unusual
No Unusual
No Unusual
Yes No

Yes Yes
Yes No
Yes Yes
No No

chine. Table 19.1 summarizes the possible combinations of work transfer systems (Section
17.1.2) that are utilized with these assembly system configurations. The transfer mecha-
nisms to provide the corresponding motions are identified in Table 17.3.

The in-line assembly machine, Figure 19.1 (a), consists of a series of automatic work-
stations located along an in-line transfer system. It is the assembly version of the machin-
ing transfer line. Synchronous and asynchronous transfer systems are the common means
of tr ansporung base pans from station-to-station with the in-line configuration.

In the typical application of the dial-type machine, Figure 19.1(b), base parts art:
loaded onto fixtures or nests attached to the circular dial. Components ate added and/or
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joined to the base part at the various workstations located around the periphery of the
dial. The dial indexing machine operates with a synchronous or intermittent motion, in
which the cycle consists of the service time plus indexing time. Dial-type assembly ma-
chines are sometimes designed to use a continuous rather than intermittent motion. This
is common in beverage bottling and canning plants, but it is not common in mechanical aud
electronics assembly

The operation of dial-type and in-line assembly systems is similar to the operation of
their counterparts for processing operations described in Section 18.1.2, except that as-
sembly operations are performed. For synchronous transfer of work between stations, the
ideal cycle time equals the operation time at the slowest station plus the transfer time be-
tween stations. The production rate, at 100% uptime, is the reciprocal of the ideal cycle
time. Because of parI jams at the workstations and other malfunctions, the system operates
at less than 100W, uptime. We analyze the performance of these systems in Section 19.3.2.

As seen in Figure 19.1(c), the carousel assembly system represents a hybrid between
the circular work flow of the dial assembly machine and the straight work flow of the in-
line system. The carousel configuration can be operated with continuous, synchronous, or
asynchronous transfer mechanisms to move the work around the carousel. Carousels with
asynchronous transfer of work are often used in partially automated assembly systems
(Section 19.3.4).

In the single station assembly machine. Figure 19.1( d), assembly operations are per-
formed on a base part at a single location. The typical operating cycle involves the place-
ment of the base part at a stationary position in the workstation, followed by the addition
of components to the base. and finally the removal of the completed assembly from the sta-
tion. An important application of single station assembly is the component insertion ma-
chine, widely used in the electronics industry to populate components onto printed circuit
boards. For mechanical assemblies, the single station cell is sometimes selected as the con-
figuration fur robotic assembly applications. Parts are fed into the single station, and the
robot adds them to the base part and performs the fastening operations. Compared with
the other three system types, the single station system is inherently slower, since all of the
assembly tasks are performed and only one assembled unit is completed each cycle. Sin-
gle station assembly systems are analyzed in Section 19.3.3.

19.1.2 Parts Delivery at Workstations

In each of the configurations described above, a workstation accomplishes one or both of
the following tasks: (1) a part is delivered to the assembly workhead and added to the ex-
isting base part in front of the workhead (in the case of the first station in the system, the
base part is often deposited into the work carrier), andlor (2) a fastening or joining oper-
ation is performed at the station in which parts added at the workstation or at previous
workstations are permanently attached 10 the existing base part. In the case of a single sta-
tion assembly system, these tasks are carried out multiple times at the single station. For
task (1), a means of delivering the parts to the assembly workhead must be designed. The
parts delivery system typically consists uf the following hardware:

1. HOPI"T. This is the container into which the components are loaded at the worksta-
tion. A separate hopper is used for each component type. The components are usu-
ally loaded into the hopper in bulk. This means that the parts are initially randomly
oriented in the hopper.

2. Partsfeeder. This is a mechanism that removes the components from the hopper one
at a time for delivery to the assembly workhead. The hopper and parts feeder are
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4. Feed track. The preceding elements of the delivery system are usually separated from
the assembly workhead by a certain distance. Afeed track is used to move the com-
ponents from the hopper and parts feeder to the location of the assembly workhead,
maintaining pmpt:T orientation uf the parts during the transfer. There are two gen-
eral categories of feed tracks: gravity and powered. Gravity feed tracks are the most
common. In this type, the hopper and parts feeder are located at an elevation above
that of the workhead. The force of gravity is used to deliver the components to the
workhead. The powered feed track uses vibratory action, air pressure, or other means
to force the parts to travel along the feed track toward the assembly workhead.

5. Escapement and placement device. The purpose of the escapement device is to remove
components from the feed track at time intervals that are consistent with the cycle
time of the assembly workhead. The placement device physically places the compo-
nent in the correct location at the workstation for the assembly operation. These el-
ements are sometimes combined into a single operating mechanism. In other cases,
they are two separate devices. Several types of escapement and placement devices are
pictured in Figure 19.4.

The hardware elements of the parts delivery system are illustrated schematically in
Figure 19.5.A parts selector is illustrated in the diagram. Improperly orienled parts are
fed back into the hopper. In the case of a parts orientor, improperly oriented parts are re-
oriented and proceed to the feed track. A more detailed description of the various ele-
ments of the delivery system is provided in [3].

One of the recent developments in the technology of parts feeding and delivery sys-
tems is the programmable parts feeder [7], [10]. A programmable parts feeder is capable
of feeding components of varying geometries with only a few minutes required to make the
adjustments (change the program) for the differences. The flexibility of this type of feed-
er permits it to be used in batch production or when product design changes occur. Most
parts feeders are designed as fixed automated systems for high production assembly of
stable product designs.

19.1.3 Applications

Automated assembly systems are used to produce a wide variety of products and sub-
assemblies. Table 19.2 presents a list of typical products made by automated assembly.

The kinds of operations performed on automated assembly machines cover a wide
range. We provide a representative list of processes in Table 19.3. These processes are de-
scribed in [9]. It should be noted that certain assembly processes are more suitable for au-
tomation than are others. For example, threaded fasteners (e.g., screws, bolts, and nuts),
although common in manual assembly, are a challenging assembly method to automate. This
issue, along with some guidelines for designing products for automated assembly, is dis-
cussed in the following section.

19.2 DESIGN FOR AUTOMATED ASSEMBLY

One of the obstacles to automated assembly is that many of the traditional assemblymeth-
ods evolved when humans were the only available means of assembling a product. Many
of the mechanical fasteners commonly used in industry today require the special anetcm.
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ical and sensory capabilities of human beings. Consider.for example, the use of a bolt, lock
washer. and nut to fasten two sheet metal parts on a partially assembled cabinet. This kind
of operation is commonly accomplished manually at either a single assembly station or on
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Figure 19.5 Hardware clements of the parts delivery system at an as-
sembly workstation.

TABLE 19.2 Typical Products Made by Automated Assembly

Alarm clocks
AudIO tape cassettes
Ball bearings
Ball point pens
Cigarette lighters
Computer diskettes
Electrical plugs and sockets
Fuel injectors
Gearboxes

Lightbulbs
Locks
Mechanical pens and pencils
Printed circuit board assemblies
Pumps for household appliances
Small electric motors
Spark plugs
Video tape cassettes
Wristwatches

TABLE 19.3 Some Typical Assembly Processes Used in Automated Assembly Systems

Adhesive bonding (automatic dispensing of adhesive)
Insertion of components (pin-in-hole printed circuit board assembly)
Placement of components {surface mount printed circuit board assemblyl
Riveting
Screw fast€l'ling teutornat!o screwdriver!
Snap fining
Soldering
Spotwelding
Stapling
Stitching

an assembly line. The cabinet is positioned at the workstation with tbe two sheet metal
parts to be fastened at an awkward location for the operator to reach. The operator piCKS
up the bolt, lockwasher-, and nut, somehow manipulating them into position on opposite
sides of the two parts, and places the lockwasher and then the nut onto the bolt. As luck
would have it, the threads of the nut initially bind on the bolt threads, and so the operator
must unscrew slightly and restart the process, using a well-developed sense of touch to en-
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sure that the threads are matching. Once the bolt and nut have been tightened with fingers,
the operator reaches for the appropriate screwdriver (there are various bolt sizes with dif
ferent heads) to tighten the fastener

This kind of manual operation has been used commonly and successfully in industry
for many years to assemble products. The hardware required is inexpensive, the sheet metal
is readily perforated to provide the matching clearance holes, and the method lends itself
to field service, What is becoming very expensive is the manual labor at the assembly wurk-
station required to accomplish the initial fastening. The high cost of manual labor has re-
sulted in a reexamination of assembly technology with a view toward automation. However,
automating the assembly operation just described is very difficult.First, the positions of the
holes through which the bolt must he inserted are different for each fastener, and some of
the positions may be difficult for the operator to reach. Second, the holes between the two
sheet metal parts may not match up perfectly, requiring the operator to reposition the two
parts for a better fit. Third.the operator must juggle three separate hardware items (bolt,
Iockwashet.and nut) to perform the fastening operation. And the part to he fastened may
also have to he included in the juggling act. Fourth, a sense of touch is required to make
sure that the nut is started properly onto the bolt thread. Each of these four problems
makes automation of the operation difficult. All four problems together make it nearly
impossible, As a consequence, attempts at assembly automation have led to an exarnina.
non of the methods specified by the designer to fasten together the various components
of a product.

The first and most general lesson. which is obvious from this last example, is that the
methods traditionally used for manual assembly are not necessarily the best methods for
automated assembly. Humans are the most dexterous and intelligent machines, able to
move to different positions in the workstation, adapt to unexpected problems and new sit.
uations during the work cycle, manipulate and coordinate multiple objects simultaneous-
ly. and make use of a wide range of senses in performing work. For assembly automation
to be achieved, fastening procedures must be devised and specified during product design
that do not require all of these human capabilities. The following are some recomrnertda.
tions and principles that can be applied in product design to facilitate automated assembly

• Reduce the amount of assembly required. This principle can be realized during de-
sign by combining functions within th., Sam" part that were previously accomplished
by separate components in the product.The use of plastic molded parts to substitute
for sheet metal parts may be a way to actualize this principle. A more complex geom-
etry molded into a plastic part might replace several metal parts. Although the plas-
tic part may seem to be more costly, the savings in assembly time will justify the
substitution in many cases.

• Use ofmoduiar design. In automated assembly, increasing the number of separate as-
sembly steps accomplished by a single automated system results in a decrease in sys-
tem reliability. This is demonstrated in our analysis of assembly system performance
in Sections 19.3.2 and lY.3.3. To reduce this effect Riley [13] suggests that the design
of the product be modular with perhaps each module requiring a maximum of 12 or
so parts to be assembled on a single assembly system. Also, the subassembly should
be designed around a base part to which other components are added [14].

• Reduce the number of 'fasteners required. Instead of using separate screws, nuts and
similar fasten~rs,_ design tile fastening mechanism into the component design using
snap fits and similar features,
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• RrdlJce the needfor multiple components to be handled at once. The preferred prac
tice in automated assembly machine design is 10 separate the operations at different
stations rather than to simultaneously handle and fasten multiple components at the
same workstation. For the case of the single station assembly system, this principle
must be interpreted to mean that the handling ofrnultiple components must be min-
imized in each assernblv work clement

• Limit the required djre~tjons of access. This principle simply means that the number
of directions in which new components are added to the existing subassembly should
be minimized. If all of the components can be added vertically from above, this is the
ideal situation. Obviously the design of the subassembly determines this.

e High quality required in components. High performance of the automated assembly
system requires consistently good quality of the components added at each work-
station. Poor quality components cause jams in the feeding and assembly rnecha-
nisms, which cause downtime in an automated system.

• HOPPfrability.This is a term thai Rile)' [13] uses 10 identity the case with which a
given component can be fed and oriented reliably for delivery from the parts hopper
to the assembly workhead. One of the major costs in the development of an auto-
mated assembly system is the engineering time to devise the means of feeding the
components in the correct orientation for the assembly operation. The product tip__

signer is responsible for providing the orientation features and other geometric as-
pects of the components that determine the ease of feeding and orienting the parts

19.3 QUANTITATIVE ANAL VS'S OF ASSEMBLY SYSTEMS

Certain performance aspects of automated assembly systems can be studied using mathe-
matical models. In this section, we develop models to analyze the following issues in auto-
mated assembly: (1) parts delivery system at workstations, (2) multi-station automated
assembly systems,(3) single station automated assembly systems, and (4) partial automation,

19.3.1 Parts Delivery System at Workstations

In the pans delivery system, Figure 19.5, the parts feeding mechanism is capable of re-
moving parts from the hopper at a certain rate f.These parts are assumed to be randomly
oriented initially, and must be presented to the selector or orientor to establish the correct
orientation. In the case of a selector, a certain proportion of the parts will be correctly ori-
ented initially, and these will be allowed to pass through. The remaining proportion that is
incorrectly oriented will be rejected back into the hopper. In the case of an orientor, in-
correctly oriented parts will be reoriented. resulting ideally in a 10070 rate of parts passing
through the device. In many delivery system designs, the functions of the selector and the
orientor are combined. Let us define (1 to be the proportion of components that pass through
the selector-orientor process and are correctly oriented for delivery into the feed track.
Hence, the effective rate of delivery of components from the hopper into the feed track is
to.The remaining proportion, (1 - 0), is recirculated back into the hopper. Obviously, the
delivery rate to of components to the workhead must be sufficient to keep up with the
cycle rate of the assembly machine

Assuming the delivery rate of components to is greater than the cycle rate R, of the
assembly machine. a means of limiting the size of the queue in the feed track must be es-
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tablished. This i~generally accomplished by placing a sensor (e.g., limit switch or optical sen-
sor) near the top 01 the Iced track to turn off the teeding mechanisrn when the feed track.
is full. This sensor is referred to as the high teret sensor. and its location defines the active
length L(2 of thc feed track. If the length of a component in the feed track LSL<, then the
number of parts that can be held in the feed track is n n '" Lf2/Lc. The length of the com-
ponents must be measured from a point on a given component to the corresponding poin!
on the next component in the queue to allow for possible overlap of parts. The value of nf2

is the capacity of the feed track
Another sensor is placed along the feed track at some distance from the first sensor

and is used to restart the feeding mechanism again. If we define the location of this low level
sensor a, Lfl, then the number of components in the feed track at this point is nfl == Lfl/L,.

The rate at which parts in the feed track are reduced when the high level sensor is ac-
tuated (turns off the feeder) = R" which is the cycle rate of the automated assembly work-
head. On average, the rate at which the quantity of parts will increase with the actuation
of the low level sensor (turns on the feeder) is f8 - Re• However, the rate of increase will
not be uniform due to the random nature of the feeder-selector operation. Accordingly, the
value of nfl must be made large enough to virtually eliminate the probability of a stock-
out after the Jaw level sensor has turned on the feeder.

EXAMPLE 19.1 Parts Delivery System in Automatic Assembly

The cycle time for a given assembly workhead = 6 sec. The parts feeder has a
feed rate = 50 componenl~/min. The prohahility that a given component fed
by the feeder will pass through the selector is 0 = 0.25. The number of parts in
the feed track corresponding to the low level sensor is nfl = 6.The capacity of
the feed track is nfl = 18 parts. Determine (a) how long it will take for the sup-
ply of parts in the feed track to go from nn to nfl and (b) how long it will take
on average for the supply of parts to go from nfl to nn-

Solution: ('1) T, '" 6 sec = IlI min. The rate of depletion of parts in the feed track, start.
ing from nn, will be R, = 1/0.1 = 10 parts/min.

Time to deplete feed track (time to go from nn to nid = 18
1
; 6 = 1.2 min.

(b) The rate of parts increase in the feed track, once the low level sensor has
been reached, is fO - R, = (50)(0.25) - 10 = 12.5 - 10 == 2.5 parts/min.

Time to replenish feed track (time to go from nfl to nf2-) = 182~ 6 = 4.8 min.

19.3.2 Multi-Station Assembly Machines

In this section. we analyze the o~eration and performance of automated assembly rna-
chines that hav~ several workstauons a?d ~se a synchronous transfer system. The types
include the dia~ indexing machine, many in-Iine assembly systems, and certain carousel sys-
tems. Assumptions underlying the analysis are similar to those in our analysis of transfer
l~ncs:Assembly opera~ions at the stations have: (1) constant element timcs, although the
uures are not necessarily equal at all stations; (2) synchronous parts transfer-and (3)no in-
ternal storage
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The analysis of an automated assembly machine with multiple stations shares much
in common with the upper-bound approach used for metal machining transfer lines from
Section 183.Some modifications in the analysis must be made 10 account lor the fact that
components are being added at the various workstations in the assembly system. The gen-
eral operation of the assembly system is pictured in Figure J9.1(a)-(c).ln developing the
equations that govern the operation of the system. we will Iollow the general approach
suggested by Boothroyd and Redford [2].

We assume that the typical operation at a workstation of an assembly machine con-
sists of a component being added and/or joined in some [asnian to an existing assembly. The
existing assembly consists of a base part plus the components assembled to it at previous
stations. The base pari is launched onto the line either at or before the first workstation.
The components that are added must be clean, uniform in size and shape, of high quality,
and consistently oriented. When the feed mechanism and assembly workhead attempt to
join a component that does not satisfy this technical description, the station can jam. When
a jam occurs, it results in the shutdown of the entire system until the fault is corrected.
Thus, in addition to the other mechanical and electrical failures that interrupt the opera.
tion of a production line, the problem of defective components is one that specifically
plagues the operation of an automatic assembly system. This is the problem we propose to
deal with in this Section.

The Assembly Machine as B Game of Chance. Defective parts occur in manu-
facturing with a certain fraction defect rate, q(O :s q s, 1.0). In the operation of an as-
sembly workstation, q can be considered to be the probability that the component to be
added during the current cycle is defective. When an attempt is made to feed and assem-
ble a defective component. the defect might or might not cause the station to jam. Let
m = probability that a defect results in a jam at the station and consequent stoppage of
the line. Since the values of q and m may be different for different stations, we subscript
these terms as q, and mi' where j = 1,2, ... ,n,the number of workstations on the assern.
bly machine.

Consider what happens at a particular workstation, say station i, where there are
three possible events that might occur when the feed mechanism attempts to feed the next
component, and the assembly device attempts to join it to the existing assembly at the sta-
tion. The three events and their associated probabilities are:

1. The component is defective and causes a suuton jem, The probability of this event
is the fraction defect rate of the parts at the station (q..) multiplied by the probabili-
ty that a defect will cause the station to jam (m,). This product is the same term p, in
our previous analysis of transfer machines in Section 18.3.2. For an assembly ma-
chine, Pi = m.q.. When the station jams, the component must then be cleared and
the next component be allowed to feed and be assembled. We assume thai if the next
component in the feed track were defective, the operator who cleared the previous
jam would notice and remove this next defect as well. Anyway, the probability of two
consecutive defects is very small, equal to q~.

2. The component is defective but does not cause a station jam. This has a probability
(1 - m.)qj. With this outcome, a bad part is joined to the existing assembly, perhaps
rendering the entire assembly defective.

3. The component is not defective. This is the most desirable outcome and the most
likely by far (hopefully). The probability that a part added at the station is not de-
fective is equal to the proportion of good parts (1 - q..).
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The probabilities of the three possible events must sum to unity for any workstation: that is,

rII/I!, + (1 - m,)q, + (1 - q,) = 1 (19.1)

l-or the special case where m, = III and q, = q for all i . this equation reduces tothe following'

mq + (1 - m)q + (I - q) = 1 (19.2)

Although it is uulikelv that all Ill, are equal and all q, are equal, it is nevertheless useful for
computation and approximation purposes

To determine the complete distribution of possible outcomes that can occur on an n-
station assembly machine. the terms of Eq. (19.1) are multiplied together for all n stations:

Dlm,q, + (1 - m,)q, + (1 - qi)] = 1 (19.3)

In the special case where m, = m and o, = q for all i, this reduces 10:

[mq + (l - m)q + (1 - q)r = 1 (19.4)

Expansion of Eq. (19.3) reveals the probabilities for all possible sequences of events that
can take place on the a-station assembly machine. Unfortunately, the number of terms in
the expansion becomes very large for a machine with more than two or three stations. The
exact number of terms is equal to 3n, where n = number of stations. For example, fOJ an
eight-station line, the number of terms = 3s = 6561,each term representing the probabil-
ity of one of the 6561 possible outcome sequences on the assembly machine.

Measures of Performance. Fortunately.it is not necessary to calculate every term
to make use of the description of assembly machine operation provided by Eq. (19.3). One
or the characteristics of performance that we want to know is the proportion of assemblies
that contain one or more defective components. Two of the three terms in Eq. (19.3) rep-
resent events in which a good component is added at the given station. The first term is lIliQ;,

which indicates that a station jam has occurred, and thus a defective component has not
been added to the existing assembly. The other term is (1 - qi). which means that a good
component has been added atthe station. The sum of these two terms represents the proh-
ahility that a defective component is not added at station i.Multiplying these prohabilities
for all stations. we get the proportion of acceptable product coming off the line Pgp-

Pap = go - q, + m,q,) (19.5)

where P"I' can he thought of as the yield of good assemblies produced by the assembly
machine. If P"p = the proportion of goat! assemblies, then the proportion of assemblies con-
taining at leavt one defective component Pqp is given by:

(19.6)
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In the case of equal m, and equal q, these two equations become, respectively:

P.p = (l - q + mq)n

P~P = 1 - (J - q + mqr

(19.7)

(19.8)

The yield l'"P is certainly one of the important performance measures of an assembly ma-
chine. The proportion of assemblies with one or more defective components P qp must be
considered a significant disadvantage of the machine's performance, Either these assem-
blies must be identified through an inspection process and possibly repaired, or they will
become mixed in with the good assemblies. This latter possibility leads to undesirable con-
sequences when the assemblies are placed in service.

Other performance measures of interest are the machine's production rate, propor-
tion of uptime and downtime, and average cost per unit produced. To calculate production
rate, we must first determine the frequency of downtime occurrences per cycle F. If each
station jam results in a machine downtime occurrence, F can be determined by taking the
expected number of station jams per cycle; that is,

F = ~P' = ~m,q, (19.9)

In the case of a station performing only a joining or fastening operation and no part is
added at tile station, then the contribution to F made by that station is PI' the probability
of a station breakdown, where Pi does not depend on m, and q..

Tfm, = mandqi = q for all stettons.r = 1,2, ... ,n,thentheaboveequationforFre-
duces to the following:

F=nmq (19.10)

The average actual production time per assembly is given by

(19.11)

where T,. = ideal cycle time of the assembly machine, which is the longest assembly task
time on the machine plus the indexing or transfer time (min), and Td = average downtime
per occurrence (min). For the case of equal m, and qj,

(19.12)

From the average actual production time, we obtain the production rate, which is the rec-
iprocal of production time:

(19.13)

This is the same relationship as Eq. (18. 7) in our previous chapter on transfer lines. How-
ever, the operation of assembly machines is different from processing machines. In an as-
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cemblv machine, unless m, =0 1.0 for all stations. the production output will include some
~~~eml)lii,;~with one or more defective components. Accordingly, the production rate should
he corrected to give the rate of acceptable product. that is, those that contain no defects
This is simpl) the yield Po" multiplied by the production rate Rp:

(19.14)

where R"" = production rate of acceptable product (units/min). When all mi arc equal
and all 4. arc equal. the corresponding equation is

(19.15)

Eq. (19.1 J) gives the production rate of all assemblies made on the system, including those
that contain one or more defective parts, Eqs. (19,14) and (19.15) give production rates for
good product only. The problem still remains that the defective products are mixed in with
the good unit,,-We tnkc up thiS i""uc of inspection and sortation in Chapter 22 {Section 22.5).

Line efficiency is calculated as the ratio of ideal cycle time to average actual pro-
duction time, This is the same ratio as we defined in Chapter 17 (Eq. (17.6»)'

(19.16)

where Tp is calculated from Eq. (19.11) or Eq. (19.12). The proportion downtime D= 1- E,
as before. No attempt has been made to correct line efficiency E for the yield of good as-
sernblies, We are treating assembly machineefficiency and the quality of units produced on
it as separateissues.

On the other hand, the cost per assembled product must take account of the output
quality. Therefore, the general cost formula given in Eq. (18.12) in the previous chapter
must be corrected for yield.us follows'

(19.17)

where = cost per good assembly ($/pc): em = cost of materials, which includes the
base part plus components added to it ($/pc); Co = operating cost of the as-

sembly system ($/min): TI' ~ average actual production time (min/pc); C, = cost of dis-
posable tooling ($ipe): and POP = yield from Eq. (19.5). The effect of the denominator is
to increase the cost per assembly: as the quality of the individual components deteriorates,
the average cost per good quality assembly increases

In addition to the traditional ways of indicating line performance (production rate.
Ii.ne efficiency. cost per unit), we sec all additional dimension, of importance in the form of
yield, While the yield of good product lS an important issue III any automated production
line. we sec that it can be explicitly included in the formulas for assembly machine perfor-
mancc by means of q and m
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EXAMPLE 19.2 Multi-Station Automated Assembly System

A ten-station in-line assembly machine has an ideal cycle time = 6 sec. The
base part is automatically loaded prior to the first station, and components are
added at each of the stations. The fraction defect rate at each of the 10 sta-
tions is q = 0.01, and the probability that a defect will jam is m = 0.5. When
ajaui U<,;<:UU;, the average downtime is 2 min.Cost tu operate the assemblyma-
chine is $42.00!hr. Other costs are ignored. Determine: (a) average produc-
tion rate of all assemblies (ash/hr}, (b) yield of good assemblies, (c) average
production rate of good product. (d) uptime efficiency of the assembly ma-
chine, and (e) cost pef unit

Solution: (a) T, = 6 sec = 0,1 min. The average production cycle time is

Tp = 0.1 + (10)(.5.1(.01)(2.0) = 0.2 min

The production rate is therefore

R p = ~ = 300 total assernblies/hr

(b) The yield is given by Eq. (19.7)'

Pap = (1 - .01 + .5 X .01)10 = 0.9511

(c) Average production rate of good assemblies is determined by Eq, (19.15);

Rop = 300(0.9511) = 285.3 good asbys/hr

(d) The efficiency of the assembly machine is

E = OJ /0.2 = 0.50 = 50%

(e) Cost to operate the assembly machine C, = $42/hr = $0.70/min.

Cf' = ($O.70/min)(0.2 min/pc)jO.9511 = $0.147/pc.

EXAMPLE 19.3 Effect of Variations in q And m on Assembly System Performance

Let us examine how the performance measures in Example 19.2 are affected by
variations in q and m. First, for m = 0.5, determine the production rate, yield,
and efficiency for three levels of q: q = 0, q = 0.01, and q = 0.02. Second, for
q = 0.01, determine the production rate, yield, and efficiency for three levels of
m:m = O,m = 0.5, and m = 1.0.

SQlution: Computations similar to those in Example 19.2 provide the following results:

Rp(asbys/hrj Yield R.~ /8sbys/hrl E(%) (perasby) c;

0 0.5 600 1.0 600 100 $0.07 111
0.01 0.5 300 0.9511 285.3 50 $0.147 121
0.02 0.5 200 0.9044 180.9 33.33 $0.232 131
0.01 0 600 0.9044 542.6 100 $0.077 141
0.01 0.5 300 0.9511 285.3 50 $D.147 151
0.01 1.0 200 1.0 200 33.33 $0.21 161
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Let us discuss the results of Example 19.3. The effect of component quality, as indicated in
the value 01 q, is predictable, As fraction defect rate increases, meaning that component
quality gets worse, all measures of performance suffer. Production rate drops. yield of good
product is reduced, proportion uptime decreases, and cost per unit increases.

The effect of m (the probability that a defect will jam the workhcad and cause the as-
serribly machine to stop) is less obvious. At low values of m (m = OJ for the same compo-
nent quality level (q = 0.01 :1,production rate and machine efficiency arc high. but yield of
good product is low. Instead of interrupting the assembly machine operation and causing
downtime, all defective components pass through the assembly process to become part of
the final product. At m = 1.0. all defective components are removed before they become
pari of the product. Therefore. yield is 100'!c, but removing the defects takes time, adversely
affecting production rate. efficiency, and cost per unit.

In Section 18.1.4, we discussed two types of control, instantaneous control and mem-
ory control. Memory control is particularly appropriate for automated assembly machine
operation. With memory control, the assembly machine IS provided with logic that identi-
fies when a defective component is encountered but does not stop the machine. Instead. it
remembers the position of the partially assembled unit that is affected by the defect, lock-
ing it out from additional assembly operations at subsequent workstations, and rejects the
assemhly after the last station. By contr"~t, instantaneous control stops the assembly ma-
chine when a defect (or other rnalfunctiou} occurs. With the introduction of the variable m,
we are now in a position to compare the performance of the two control types.

EXAMPLE 19.4 Instentaeeous Control vs. Memory Control

Let us compare the two control modes using the same automated assembly ma-
chine as in Examples 19.2 and 19.3. Fraction defect rate q = 0.01. Under ideal
conditions, instantaneous control implies a value of m = 1.0. meaning that every
defective component causes the assembly machine to stop. Likewise, memory
control means m = O. As before. cost to operate the assembly machine is
$42.oojhr; however, cost of additional sensors.controls, and sortatlon devices for
memory control add $12.00jhr for this mode of operation. Other costs are ig-
nored, Compare (a) instantaneous control and (b) memory control on the basis
of average actual production rate, yield, production rate of good product, up-
time efficiency, and cost per unit produced,

Solution: (a) For instantaneous control (m == l.(l) we have already made the calcula-
tions for this case in line (6) of Example 19.3.

R, Yield

'00 33.33%

c;
$O.21!good asby

(b) For memory control (m = 0). we have made most of the calculations in line
(4) of Example 19.3. The only additional computation is cost per unit in
which we include the additional cost of memory control.

CQ = $42.00 + $12.00 == $54.00jhr == $O.90!min.

C"" = ($O.90!min)(O.1 rnin!pc)jO.9044 = $o.lO!good asby
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Rp (asbys/hr) Yield Rap (asbysjhr)

600 0.9044 100% $O.10jgoodasby542.6

Memorycontrol ha~the clear advantage ill tbiscxutnplc.clespitethe high-
er operating costs for the assembly system. It is assumed that the sortation sta-
tion is 100% effective; thus the good products. represented in the yield of 0.9044.
are completely separated from the products that contain one or more defects.

In practice. the theoretical values of m will not be realized for the two control types. With
instantaneous control. a portion ot the defective components will ~lip through undetected
to become included in the final product, so that the actual value of m will be less than 1.0
With memory control, there will be cases of line stops resulting from defective components
jamming the machine in such a way that it cannot continue operation, Hence, the actual
value of m under memory control will be greater than the theoretical value of zero. These
reauttes are ignored in the preceding example.

19.3.3 Single Station Assembly Machines

The single station assembly system is pictured in Figure 19.I(d). We assume a single work-
head with several components feeding into the station to be assembled to a base part. Let
n, = the number of distinct assembly elements that are performed on the machine. Each
element has an element time, T'I' where i = 1.2, ... ,n,. The ideal cycle time for the single
station assembly machine is the sum of the individual element times of the assembly op-
erations to be performed on the machine plus the handling time to load the base part into
position and unload the completed assembly. We can express this ideal cycle time as

T, = r; + ~T"i
1~1

(19.18)

when: Th = handling time (min).
Many of the assembly elements involve the addition of a component to the existing

subassembly. As in our analysis of multiple station assembly, each component type has a cer-
tain fraction defect rate q" and there is a certain probability that a defective component
will jam the workstation mj. When a jam occurs, the assembly machine stops, and it takes
an average Td to clear the jam and restart the system. The inclusion of downtime resulting
from jams in the machine cycle time gives

(19.19)

F~r elements that d? not include the addition of a component, the v.alue of q, = 0 and mj

is irrelevant. This might occur, for example, when a fastening operation is performed with
no part added during element j. In this type of operation, a term PI Td would be included
in t~e above expressi.on to allow for a downtime during that element, where PI = the prob-
ability of a station failure during element [. For the special case of equal q and equal m val-
ues for all components added, Eq, (19.19) becomes



Sec. 19.3 i Ouantitative Analysis of Assembly Systems 619

(19.20)

Determining yield (proportion of assemblies that contain no defective components) for
the single station assembly machine makes use of the same equations as for the multiple
station systems, Eqs. (19.5) or (19,7). Uptime efficiency is computed as E =0 Tc/Tp, using
the values of 1; and Tf from Eqs. (19.18) and (19.19) or (19.20).

EXAMPLE 19.5 Single Siation Automatic Assembly System

A single station assembly machine performs five work elements to assemble
four components to a base part. The elements are listed in the table below, to-
gether with the fraction defect rate (q) and probability of a station jam (m) for
each of the components added (NA: not applicable).

Element Operation Time (sec) p

Add gear 0.02 1.0
Add spacer 0.01 0.6
Add gear 0.015 0.'
Add gear and mesh 0.02 1.0
Fasten 0 NA 0.012

Time to load the base part is 3 sec, and time to unload th.e completed assembly
is 4 sec. giving a totalload/unload time of Th = 7 sec. When a jam occurs, it
takes an average of 1.5 min to clear the jam and restart the machine. Deter-
mine: (a) production rate or all product, (b) yield, and (c) production rate of
good product, and (d) uptime efficiency of the assembly machine,

Solution: (a) The ideal cycle time of the assembly machine is

T< =0 7 + (4 + 3 + 4 + 7 + 5) = 30 sec = 0.5 min

Frequency of downtime occurrences is

F = .02 x 1.0 + ,01 x .6 + .015 x .8 + .02 x 1.0 + 0.012 = 0.07

Adding the average downtime due 10 jams,

Tp = 0.5 + 0.07(1.5) = 0.5 + 0.105 = 0.605 min.

Production rate is therefore

Rp = 60/0.605 = 99.2 total assemblies/hr

(bl Yield of good product is

POP = (1.0)(0.996)(0,997)(1.0) = U.993

(c) Production rate of only good assemblies is

R,p = 99.2(0.993) = 98.5 good assernbliea/hr

(d) Uptime efficiency is

E =0 0.5jD.605 = 0.8264 = 82.64%
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As our analysis suggests, increasing the number of elements in the assembly machine
cycle results in a higher cycle time. lh~refore decreasing the prod,uction rat~ or the m~-
chine. Accordingly, applications of the single station assembly machine an: limited to medi-
um volume. medium production rate situations. For higher production rates, one of the
multi-station assembly systems is generally preferred.

19.3.4 Partial Automation

Many assembly lines in industry contain a combination of automated and manual work-
stations. These cases of partially automated production lines occur for two main reasons'

L Automation is introduced gradually on an existing manual line. Suppose that de-
mand for the product made on a manually operated line increases, and it is desired
to increase prodnction and reduce labor costs by automating some or all of the sta-
tions. 't'he SImpler operations are automated first, and the transition toward a fully au-
tomated line is accomplished over a long period of time, Meanwhile, the line operates
as a partially automated system (see Chapter 1, Section [.5.3).

2. Certain manual operations are too difficult or roo costly to automate. Therefore,
when the sequence of workstations is planned for the line, certain stations are de-
signed to be automated, whereas the others are designed as manual stations.

Examples of operations that might be too difficult to automate are assembly proce-
dures or processing steps involving alignment, adjustment, or fine-tuning of the work unit.
These operations often require special human skills and/or senses to carry out. Many ill-
spection procedures also fall into this category. Defects in a product or part that can be eas-
ily perceived by a human inspector are sometimes extremely difficult to identify by an
automated inspection device. Another problem is that the automated inspection device
can only check for the defects for which it was designed, whereas a human inspector is ca-
pable of sensing a variety of unanticipated imperfections and problems.

To analyze the performance of a partially automated production line, we build on
our previous analysis and make the following assumptions: (1) Workstations perform either
processing or assemhly operations; (2) processing and assembly times at automated stations
are constant, though not necessarily equal at all stations; (3) synchronous transfer of parts;
(4) no internal buffer storage; (5) the upper-bound approach (Section 18.3.2) is applicable;
and (6) station breakdowns occur only at automated stations. Breakdowns do not occur at
manual stations because the hnman workers are flexible enough, we assume, to adapt to
the kinds of disruptions and malfunctions that would interrupt the operation of an auto-
mated workstation. For example, if a human operator were to retrieve a defective part
from the parts bin at the station, the part would immediately be discarded and replaced by
another without much lost time. Of course, this assumption of human adaptability is uot al-
ways correct, but our analysis is based on it.

The ideal cycle time Tc is determined by the slowest station on the line. which is gen-
erally one of the manual stations. If the cycle time is ill fact determined by a manual sta-
tion, then T, will exhibit a certain degree of variability simply because there is random
variation in any repetitive human activity. However, we assume that the average T, re-
mains constant over time. Given our assumption that breakdowns occur only at automat-
ed stations, let na == the number of automated stations and Td == average downtime per
occurrence. For the automated stations that perform processing operations, let Pi == the
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probability (frequency) of breakdowns per cycle; and for automated stations that perform
assembly operations, let q, and mi equal, respectively, the defect rate and probability that
the defect will cause station ito stop. We are now in a position to define the average actu-
al production time'

(19.21)

where the summation applies to the no automated stations only. For those automated sta-
tions that perform assembly operations in wluch a part is added,

p, = m,q,

If all P, m, and q, are equal, respectively to p- rn, and q, then the preceding equations re.
duce to the following:

(19.22)

and p = mq for those stations that perform assembly consisting of the addition of a part
Given that no is the number of automated stations, then nw = the number of stations

operated by manual workers, and no + n", = n, where n = the total station count. Let
CaS! = cost ,0 operate automatic workstation i ($/min), Cwi = cost to operate manual
workstation i ($/min),and Cal = cost to operate the automatic transfer mechanism. Then
the total cost to operate the line is given by'

(19.23)

where Co = cost of operatmg the partially automated production system (S/min). For all
CO" = Ca"and all Cu', = CU" then

(19.24)

Now the total cost per unit produced on the line can be calculated as follows:

C = Cm + CoT; + C,
p< POP (19.25)

where Cpc = cost per good assembly ($/pc), Cm = cost of materials and components being
processed and assembled on the line ($/pc), Co = cost of operating the partially auto-
mated productio~ system by either of Eqs. (19.23) or (19.24) ($/min), Tp = average actu-
al production umc (min/pc), CJ = any cost of disposable tooling ($/pc), and
Pap = proportion of good assemblies hy Eqs. (19.5) or (19.7).

EXAMPLE 19.6 Partial Automation

It has been proposed to replace one of the current manual workstations with an
automatic workhead on a ten-station production line. The current line has six



622 Chap. 19 I Automated Assembly Systems

automatic stations and four manual stations. Current cycle time is 30 sec. The
limiting process time is at the manual station that is proposed for replacement.
Implementing the proposal would allow the cycle time to be reduced to 24 sec.
The new station would cost $0.20/rnin. Other cost data: C," = $0.15/min,
C"., "" su.tu/mio, and Cal = $0.12/min. Breakdowns occur at each automated
station with a prcbahility p - 0.01. The new automated station is expected to
have the same frequency of breakdowns. Average downtime per occurrence
T4 = 3.0 min, which will be unaffected by the new station. Material costs and
tooling costs will be neglected in the analysis, It is desired to compare the cur-
rent line with the proposed change on thc basis of production rate and cost per
piece. Assume a yield of 100% good product.

Solution: For the current line, T, = 30 sec = 0.50 min

Tp = 0.50 + 6(0.01)(3.0) = 0.68 min.

Rp = 1/0.68 = 1.47 pc/min = 88.2 pc/hr.

C, = 0.12 + 4(0.15) + 6(0.10) = $1.32/min.

Cpc = 1.32(0.68) = $0.898/pc.

For the proposed line, T, = 24 sec = 0.4 min.

Tp = 0.40 j 7(0.01)(3.0) = 0.61 min.

Rp = 1/0.61 = 1.64 pc/min = 98.4 pc/hr.

C = 0.12 + 3(0.15) + 6(0.10) + 1(0.20) = $1.37/min.

Cpe = 1.37(0.61) = $0.836/pc.

Even though the line would be more expensive to operate per unit time, the
proposed change would Incrcase production rate and reduce piece cost.

Storage Buffers. The preceding analysis assumes no buffer storage between sta-
tions. When the automated portion of the line breaks down, tb.e manual stations must also
stop for lack of work parts (either due to starving or blocking, depending on where the
manual stations are located relative to the automated stations). Performance would be im-
proved if the manual stations could continue to operate even when the automated stations
stop for a temporary downtime incident. Storage buffers located before and after the man-
ual stations would reduce forced downtime at these stations.

EXAMPLE 19.7 Storage Buffers on_a Partially Automated Line

Considering the current line in Example 19.6, suppose that the ideal cycle time
for the automated stations on the current line Tc = 18 sec. The longest manu.
I'lltime is 30 sec Under the method of operation assumed in Example 19.6, both
manual and automated stations are out of action when a breakdown occurs at
an automated station. Suppose that storage buffers could be provided for each
operator to insulate them from breakdowns at automated stations. What effect
would this have un production rate and cost per piece?

Solution: Given To = 18sec = 0.3 min, the average actual production time on the auto-
mated stations is computed as follows:
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1"1' = 0.30 + 6(0.01 )(3.0) = 0.48 min.
Since thi~ i~ tess than the longest manual time of 0.50, the manual operations
could work independently of the automated stations if storage buffers of suffl-
cicnt capacity were placed before and after each manual station. Thus, the lim-
iting cycle time on the line would he Tc = 30 see = 0.50 min, and the
corresponding production rate would be:

RI' = R,. = 1/0.50 = 2.0 pc/min = l20.0pcjhr.

Usmg the line operating cost from Example 19.6, C = $1.32/min, we have a
piece cost of

(I" = 1.32(0.50) = $0.66jpc,

Comparing with Example 19.6, one can see that a dramatic improvement in
production rate and unit co~t is achieved through the use of storage buffers.

19.3.5 What the Equations Tell Us

The equations derived in this section and their application in our examples reveal several
practical guidelines for the design lind operation of automated assembly systems and the
products made on such systems. We state these guidelines here:

• The parts delivery system at each station must be designed to deliver components to
the assernhly operation at a net rate (parts feeder multiplied by pass-through pro-
portion of the selector/orientor) that is greater than or equal to the cycle rate of the
assembly workhead. Otherwise, assembly system performance is limited by the parts
delivery system rather than by the assembly process technology.

• The quality of components added in an automated assembly system has a significant
effect on system performance. The effect of poor quality, as represented by the frac-
tion defect rate, is either to:

(L) cause jams at stations that stop the entire assembly system, which has adverse
effects on production rate, uptime proportion, and cost per unit produced, or

(2) cause the assembly of defective parts in the product which has adverse effects on
yield of good assemblies and product cost.

• As the number of workstations increases in an automated assembly system, uptime
efficiency and production rate tend to decrease due to parts quality and station reli-
ability effects. This supports the Modularity Principle in Design for Automated As-
sembly (Sccuon 19.2) and reinforces the need to use only the highest quality
component- on automated assembly systems.

• The cycle urne of a multi-station assembly system is determined by the slowest sta-
tion (fongcst assembly task) in the system. The number of assembly tasks to be per-
formed is important only insofar as it affects the reliability of the assembly system.
By comparison. the cycle time of a single station assembly system is determined by
1he sum of the assembly element times rather than by the longest assembly element.

• By comparison with a multi-station assembly machine, a single station assembly sys-
tem wl~h the same numh~r of assembly tasks tends to have a lower production rate
hut a higher nptime efficiency.
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Parts Feeding

19.1

19.2 Solve Problem 19.1except use a feed ratcf = 32parts/min. Note the importance oftuning
the feeder-selector rate to the cycle rate of the assembly machine

19..3 A synchronous assembly machine has eight stations and must produce at a rate of 400 corn-
plcted assemblies pel hour. Average downtime per jam is 2.5 min, When a breakdown oc-
curs, all subsystems (including the feeder) stop,The frequency of breakdowns of the machine
isonce every SOcycles.One of the eight stations ISan automatic assembly operation that uses
a Ieedcr-selecroc. The components fed into the selector can have any of five possible onen.
tat;onS,e,ach.with equal probability,butonly one is correct for passage into the feed track to
the assembly workhead. Parts rejected by the selector are fed back into the hopper. What min
imum rate must the feeder deliver components to the selector during system uptime to keep
up with the assembly machine?

Multi-Station Assembly Systems

19.4 A dial indexing machine has six stations that perform assembly operations on a base part
The operations, element umes.q and In values for components added are given in the table
below (NA means q and m are not applicable to the operation). The indexing time tor the
dIal table is 2 sec. When IIjam occurs, it requires 1.5 min to release the jam and put the ma.
chine back in operation, Determine: (a) production rate for the assembly machine, (bl yield
of good product (final assemblies containing no defective components), and (c) proportion
uptime of the system.

Station Operation Element Time (sec)

Add pen A
Fasten part A
Assemble part B
Add part C
Fasten parte
Assemble part 0

0,015 0.6
NA NA

0.01 0.8
0.02 1.0
NA NA

0,01 0.5

19.5 An eight-station assembly machine has an ideal cycle time of 6 sec.The fraction defect rate
at each of the eight stations isq = O.015,and the system operates using the instantaneous
control strategy, When a breakdown occurs. it takes 1min, on average, for the system to be
put back into operation. Determine the production rate for the assembly machine, the yield
of good product (final assemblies containing no defective components), and proportion up-
time or the svstern

19,6 Solve Problem 19.5only assuming that memory control is used rather than instantaneous eon-
trol. Other data are the same.
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19.7 Solve Problem 19.5 only assuming that m = 0.6 tor all stations, Other data are the same.
19.8 A six-station automatic assembly machine has an ideal cycle time of 12 sec. Downtime oc

CUP.>for two reasons. First. mechanical and electrical failures of the workheads occur with a
frequency of once per 50 cycles.Average downtime for these causes is 3 min. Second.defective
components also result in downtime. The fraction defect rate of each of the ~IXcomponents
added to the base part at th" six stations is q = 2%. The probability that a defective cOm
ponent will cause a station jam is m = 0.5 for all stations. Downtime per occurrence for de-
fective parts is 2 ntin. Determine: (a) yield of assemblies that are free of de Iectrve cornponems,
(b) propornon uf assemblies that contain at least one defective component, (c) average pro-
duction rate of good product, and (d) uptime efficiency,

19.9 An eight-station automatic assembly machine has an ideal cycle time of 10 sec. Downtime
tscauscd by defective parts jamming at the individual assembly stations. Thc average down-
time per occurrence is 3.0min.Thc fraction defect rate is 1.O%,andth e probability that a de-
fective part will jam at a given station is 0.6 for all stations. The cost to operate the assembly
machine is $9tlOO!hr, and the cost of components being assembled is $.60junit assembly
Ignore other costs. Determine: (a) yield of good assemblies, (b) average production rate of
good assemblies, (c) proportion of assemblies with at least one defective component, and
(d) unit cost of the assembled product

19.10 An automated assembly machine has four workstations. The first station presents thc base
part, and the other three stations add parts to the base. The ideal cycle lime fnr the machine
is 15 sec, and the average downtime when ajam results from a defective part is 3.0 min.The
fraction defective rates (q) and probabilities that a defective part wiHjam the station m arc
given in the following table. Quantities of 100,000 for each of the bases, brackets, pins, lind
retainers are used to stock the assembly line for operation. Determine (a) proportion of
good product to total product corning off the line, (b) production rate of good product com-
ing off the hne, and (c) total number of final assemblies produced, given the starting com-
ponent quantities. Of the zoraj.how many are good products, lind how many are products that
contain at least one defective component? (d) Of the number of defective assemblies de-
termined in part (c), how many will have defective base parts? How many will have defec-
tive brackets? How many will have defective pins? How many will have defective retainers?

Station Parr Identification

Base
Bracket
Pin
Hetalner

0.01
0.02
0.03
0,04

1.0
1.0
1.0
0.5

19.11 A six-station automatic assembly machine has an ideal cycle time of 6 sec. At stations 2,6,
parts feeders deliver components to be assembled to abase part that is added at the Iirst sta-
tion. Each of stations 2-6 is identical, and the five components are identical; that is, the com-
pleted product consists of the base part plus the five components. The base parts have zero
defects, but the other components lire defective at II rate q- When an attempt is made to as-
semble a defective component to the base part, the machine stops (m '" 1.0). It takes an
average of 2.0 min to make repairs and start the machine up after each stoppage. Since all
components are identical, they are purchased from a supplier who can control the fraction
defect rate very closely. However, the supplier charges a premium for better quality. The
cost per component is determined by the following equation:

Cost per component '" 0.1 + OJ)()12
q
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= the fraction detect rate. Cust of the base part is 20 cents. Accordingly, the total
ehas~ part and the five components

Productmaterialcos{=O.70+~
q

19.U A six-station dial lndcxmg machine is designed to perform four assembly operations at sta-
tions2-5afterabaseparthasbcenmanuaIJyloadedatstationl.$tation6istheunloadsta"
non. Each assembly operation involves the attachment of a component to the existing base
At each of the four assembly stations. a hopper- feeder is used to deliver components to a se-
Iccwr device that separ"tt'~ components that are improperly oriented and drop~ them back
into the hopper. The system was designed with the operating parameters for stations 2-5 as
given Inthe following table. It takes 2 sec to index the dial from one station position to the
ncx.. When a component Jam occurs, it takes an average of 2 min to release the jam and
restart the system. Line stops due to mechanical and electrical failures 01 the assembly ma-
ctnne are not significant and can be neglected. The torernan says the system was designed
to produce at a certain hourly rate, which take, into account the jams resulting from defec-
tive components. However, the actual delivery of finished assemblies i~far below that de-
signed production rate.Analyze the problem and determine the following'. (a) What is the
designed average production rate that the foreman alluded to? (b) What is the proportion
of assemblies coming off the SyStt:IDthat contain one or more defective components?
(c) What seems to be the problem that limits the assembly system from achieving the ex-
pected production rate? (d)\Vhat is the production rate that the system is actually echiev-
ing? State any assumptions that you make in determining your answer.

Station Assembly Time (sec) Feed Rate f (per min) Sa/eeforf!

32
20
20
15

0.25
0.50
0.20
1,0

0.01 1.0
0.005 0.6
0.02 1.0
0.01 0.7

19.13 A six-station assembly machine has an ideal cycle time = 9 sec.The cost of individual com-
ponents is low. and the fraction defect rate at each of the six stations is q = 0.02. When a
breakdown occurs.u takes an average or z min for the system to be put back into operation
A decision must be made whether the system should be operated under memory control or
instantaneous control. For both of these strategies, determine: (a) production rate of good
assemblies. (h) yieldof good product (proportion of final assemblies conlaining no defective
components), and (c) proportion of uptime of the assembly system. Which control would you
recommend and why?

19.14 For Example 19.5,dealing with 11single station assembly system, suppose that the sequence
of assembly elements were to be accomplished on a seven-station assembly system \\11thsyn-
chrorious parts transfer. Each dement is performcrl·~t" separate station (stations 2_6),and
the assembly time at each respective station is the same as the element time given in Example
19.5.Assume that the handling time is divided evenly (3.5 sec each) between a toad station
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Single Station Assembly Systems
19.15 A,ingl~stationassemblymachineistobcconsideredasanalternative to the dial indexing

machine in Problem 19.4. Use the data given in the table of Problem 19.3 10 determine
(a) production rate, (b) yield of good product (final assernblics conta ining nodcfcctivc corn-
ponents), and (0) proportion uptime or the system. Handling time to load the base part and
unload the finished assembly is 7 sec and the downtime averages 1.5min every time a corn-
pouentjams.Why is the proportion uptime so much higher than In the case of the dial in-
dcxingmachineinProblem19.4?

19.16 A single station robotic assembly system performs a series of five assembly clements, each
of which adds a different component to a base part. Each element takes 6 sec. In addition,
the handling time needed to move the base part into and out of position is 4 sec. For iden-
tification. the components. as well as the elements that assemble them, are numbered 1. 2,
3,4, and 5.The fraction defect rate q = 0,005 for all components, and the probability of ajam
by a defective component m - 0,7.Average downtime per occurrence = 55 min. Deter-
mine: (a) production rate, (b) yield of good product in the output.(c) uptime efficiency, and
(dj proportion of the output that runtains adef ••ctive type 3eomponcnt

19.17 robotic assembly cell uses an industnal robot to perform a series of as~mbly operations, The
base part and pans 2 and 3 are delivered by vibratory bowl feeders thaI use setectorsru en-
sure that only properly oriented parts are delivered to the robot for assembly. The robot
cell performs the elements in the fullowing table (also given are feeder rates.selector pro-
portlon s. clement times. fraction defect rate q, probability of jam m, and, fur the last element.
the frequency of downtime incidents p).' In addition to the times given in the table, the time
required to unload the completed subassembly takes 4 sec. when a Hnestop occurs, it takes
an average of I,g min to make repairs and restart the cell. Determine: (a) yield of good prod-
uct,(b) average production rate of gaud product, and (c) uptime eff ciency fer the cell. State
any assumpnons you must make about the operation of the cell to solve the problem.

Element Feed Rete f (pC/min) seteaore Element Time Te (seci

rs 0.30 Load base pan 0.01 0.6
12 0.25 Add part 2 0.02 0.3
25 0.10 Add part 3 0.03 0.8

Fasten 0.02

Partial Automation

19.18 A partially automated production line has a mixture of three mechanized and three manu-
al workstations. There are a total nf six stations, and the ideal cycle time T, = 1.0min, which
includes a transfer time T, = 6 sec. Data on the six stations arc listed in the following table
Cost of the transfer mechanism C., = $O.lO!min. cost 10 run each automated station
Co, = $O.12/mtn,and tabor cost lU operate each manual station C". = $0.17/min.lthasbeen
proposed to substitute an automated station m place of station 5. The cost of this station is
estimated at C.,j = $O.25/min, and its breakdown rate Pj "" 0.02, but its process time would
be only 30 sec, rhus reducing the overall cycle time ot the line from 1.0 min t036 sec.Aver-
age downtime per breakdown of the current line as well as the proposed configuration is
Td '" 3.5 min. Determine the following for the current line and the proposed line; (a) pro-
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Station Type Process Time (sec! p,

Manual 36 0
Automatic 15 0.01
Automatic 20 0,02
Automatic 25 0.01
Manual 54 0
Manual 33 0

19.19 Reconsider Problem 19.111 except that both the current tine and the proposed line will have
storage buffers before and after the manual stations, The storage buffers will be of suffi-

cient ,capacity to allow these manual stations to operate independently of the automated
portion, of the line. Determine: (a) production rate. (b) proportion uptime, and (cl cost per
unit f01" the current line and the proposed line.

A manual assembly line has six stations. The assembly time at each manual station is tiD sec

Parts arc transferred by hand from one station to the next, and the lack of discipline in this
method adds 12 sec (1", = 12 sec) to the cycle time. Hence, the current cycle time is

T, = 72 sec. The following two proposals have been made: (1) Install a mechanized trans-
fer system to pace the line, and (2) automate one or more of the manual stations using ro-
buts that would perform the same tasks as humans only raster. The second proposal requires

the mechanized transfer system of the first proposal and would result in B partially or fully
automated assembly line, The transfer system would have a transfer lime T, = 6 sec, thus re-
ducing the cycle time on the manualline to T, = 66 sec. Regarding the second proposal, all
six stations are candidates fur automation. Each automated station would have an assembly

time 0130 sec. Thus, if all six stations were automated, the cycle time for the line would be
T, = 36 sec.There arc drfferencesin the quality of parts added at the st ations.these data are
given fOJ each station in the following table for (q = fraction defect rate, m = probability

that a defect will jam the station). Average downt.rne per station jam at the automated sta-
nor», {, = ),0 min .Assume thatthe manual stations do not experience line stops due to de-

fective components. Cost data: CO" = $O.IO/min; C; = $O.20jmin; and Co, = $O.15/min.
Dcternnne if either or hotb of lh~ l'Tllpusal. should be accepted. If the second proposal is
accepted, huw many stations should be automated and which ones'! Use cost per piece as the
criterion of your decision. Assume for all cases considered that the line operates without

storage buffers. so when an automated station stops, the whole line stops, including the man-
ualstations,

Station a. m, Station q, m,

0.005 1.0 4 0.020 1.0
0.010 1.0 5 0.025 1.0
0.015 1.0 6 0.030 1.0

19.21
ed stauonis m =ed stauonis m =
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In the 19005. the issue of quality control (QC) became a national concern in the United
States. The Japanese automobile industry had demonstrated that high-quality cars could he
produced at relatively low cost. This combination of high quality and low cost was a con-
tradiction of conventional wisdom in the United States, where it was always believed that
superior quality is achieved only at a premium price. Cars were perhaps the most visible
product area where the Japanese exceled, but there were other areas as well. such as tele-
visions. video cassette recorders, audio equipment, small appliances, 35 mm cameras, ma-
chine tools, and industrial robots. In some of these markets, the Japanese have become so
dominant that there are few if any U.s. manufacturers remaining.

Of course, there were skeptics who initially argued that the lower wage rates in Japan
gave their products a competitive advantage over those made inAmerica. While Japanese

63'
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wages were III fact lower at that time. the argument obscured the reality that Japanese
products were not only cheaper. they were better quality. How did the Japanese achieve such
great success lJl manufacturing. an accornphshrnent made even more remarkable by the
fact that their industries were virtually WIped out during World War II? There is no single
answer that explains their success. It was" combination of factors, including: (1) a well de-
veloped work ethic and orientation toward quality that is instilled into the Japanese work-
cr. (2) design features incorporated into Japanese products that reduce labor content and
increase reliahility and quality, (3) a philosophy of continuous improvement (the Japanese
call it kaizen). and (4) attention to the use of OC techniques, some of which were import-
ed from the United States. whereas others were uniquely Japanese (Historical Note 20.1).

In the United States, quality control has traditionally been concerned with detecting
poor quality in manufactured products and taking corrective action to eliminate it. Oper-
ationally. QC has often been limited to inspection of the product and its components and
deciding whether the measured or gaged dimensions and other features conformed to de-
sign specifications. If they did, the product was shipped. The modem view of QC. derived
largely from the Japanese influence. encompasses a broader scope of activities that are ac-
complished throughout the enterprise. not just by the inspection department. The term
quality assurance suggests this broader scope of activities that are implemented in an or-
ganization to ensure that a product (or service) will satisfy (or even surpass) the require-
mentsofthecustomer

This part of the book contains four chapters on quality control systems. The position
of the quality control systems in the larger production system is shown in Figure 20.1. Our
block diagram indicates that QC is one of the manufacturing support systems, but that it
also consist, of facilities-c-inspection equipment used in the factory. The present chapter
addresses the broad issue of quality assurance, with an emphasis on product design. Sub-
sequent chapters deal with quality systems in production operations. The topics include
statistical process control.inspection and measurement, and the various technologies used
to accomplish inspection, such as coordinate measuring machines and machine vision. Let
us begin by attempting to define "quality't-c-that somewhat nebulous factor that we are
attempting to control and ensure

Ftgure 20.1 Quality control systems in the larger production
system.

FaC;II(l"~
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20.1 QUALITY DEFINED1

The dictionary" defines quality as "the degree of excellence which a thing possesses," or
"the feature, that make something what it is"-its characteristic elements and attributes.
Crosbv defines quality as "conformance to requirements" [2j. Juran summarizes it a, "fit-
ness tor use" and "quality is customer satisfaction" [ill. The American Society fur Quality
Control (ASQC) defines quality as "the totality of features and characteristics of a prod-
uct or service that bear on its ability to satisfy given need," [3]

20.1.1 Dimensions of Quality

The meaning of quality cannot easily be captured in a simple short statement. To sharpen
the definition. Garvin defines eight dimensions of quality that are applicable in particular
to a manufactured product 141:

1. Performance. Performance refers to the totality of the product's operating charac-
teristics. For example, in an automobile, it refers to factors such as acceleration, top
speed. braking distance. steering and handling, and ride.

2. Features. These refer to the special characteristics and options that are often intended
by the designer to distinguish the product from its competitors. In a television, these
features might include a larger viewing screen and "picture-in-picture:'

3. Aesthetic appeal. This usually refers to the appearance of the product. How pleasing
is the product to the senses, especially the visual sense? A car's body style, front grille
treatment, and color influence the customer's aesthetic appeal for the car.

4. Conformance This is the degree to which the product's appearance and tunetion con-
form to preestablished standards. The term workmanship is often applicable here. In
an automobile,confonnance includes the body's fit and finish and absence of squeaks.

5. Reliability. Reliability III a product means that it is always available for the customer
and that it lasts a long time before final failure. In a car, it is the quality factor that al-
lows the car to be started in cold weather and the absence of maintenance and repair
visits to the dealer.

Ii. Durability. If the product and its components last a long time despite heavy use, then
it possesses durability. Signs of durability III a car include a motor that continues to
run for well over 100,000 miles, a body that does not rust,a dashboard that does not
crack, and upholstery fabric that does not wear out after many years of use.

7. Serviceability. How easy is the product to service and maintain? Many products have
become so complicated that the owner cannot do the servicing. The product must be
taken back to the original dealer for service. Accordingly, serviceability includes such
factors as the courtesy and promptness of the service provided by the dealer.

8. Perceived quality. This is a subjective and intangible factor that may include the cus-
tomer's perception (whether correct or not) of several of the preceding dimensions.
Perceived quality is often influenced by advertising, brand recognition, and the rep-
utation of the company making the product.

'POrl;()n, ~l th",eCl,on al~ (ld,,,d OIlOmov"r [6], Section 42.1.

'W"b,rer's New World D/cllonary. Third College Edilion, Simon & Schuster, Inc., New York, 1988
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Juran and Gryna distinguish two aspects of quality in a manufactured product 18]:(1) prod-
uct features and (2) freedom from deficiencies. Product features arc thc characteristics of
a product that result from design: they are the functional and aesthetic features of the prod-
uct intended to appeal to and pn>ViJ" satisfactionto tll" Cllslo"'t'r.lll all automo\Jik, th",st'

features include the sizc of the car. the arrangement of the dashboard, the fit and finish of
the body, and similar aspects. They also include the available options for the customer to
choose. Table 20.1 lists some of the important general product features. The reader will
note a similarity between the terms used in this table and the dimensions of quality in the
preceding section. In our table, we have highlighted the overlapping terms in italics.

The sum of the features of a product usually defines its grade, which relates to the level
in the market at which the product is aimed. Cars (and most other products) come in dif-
ferent grades. Certain cars provide basic transportation because that is what some cus-
tomers want, while others are upscale for consumers willing to spend more to own a "be Iter
product.v'The features are decided in design, and they generally determine the inherent cost
of the product. Superior features and more of them translates to higher cost.

Freedom from deficiencies means that the product does what it is supposed to do
(within the limitations of its design features) and that it is absent of defects and out-of-tol-
erance conditions (see Table 20.1). This aspect of quality applies to the individual compo-
nents of the product as well as to the product itself. Achieving freedom from deficiencies
means producing the product in conformance with design specifications, which is the re-
sponsibiliry of the manufacturing departments. Although the inherent cost to make a prod-
uct is a function of its design, minimizing the product's cost to the lowest possible level
within the limits set by its design is largely a matter of avoiding defects, tolerance devia-
tions, and other errors during production. Costs of these deficiencies include scrapped
parts, larger lot sizes for scrap allowances, rework, reinspection. sonatton, customer com-
plaints and returns, warranty costs and customer allowances, lose sales, and lost good will
in the marketplace.

TABLE20.1 Aspects of Quality"

QualityAspBct Examples

Product features

Freedom from deficiencies

Design configuration, size, weight
Function and performance
Distinguishing fsaturasofthemodel
Aesthetic appeal
Eaae of use
Availability of options
Reliability and dependability
Durability and long service life
Serviceability
Reputation of product and producer

Absence of defects
Conformance to specifications
Components within tolerance
No missing parts
No early failures

'Terms in italiCS raferlO the dimeosionsolqual;ty;o Sectioo 20 11
Source: Compiled from 18j and other Souroos
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Thus. product features are the aspect of quality for which the design department is
responsillle. Product features determine !O a large degree the price that il company can
charge for it, products. Freedom from deficiencies is the quality aspect for which the man-
ufadurillg departments are responsible. The ability to minimize these deficiencies has an
important influence on the cost of the product. These are generalities that oversimplify
the way ttungs work. because the responsibility for high quality extends well beyond the
design and manufacturing functions in an organization.

20,2 TRADITIONAL AND MODERN QUAL/TY CONTROL

The principles and approaches to QC have evolved during the twentieth century. although
quality and workmanship have been issues for thousands of years (Historical Note 20.1)
Early applications of QC were associated with the developing field of statistics, Since
around 1970, world competition and the demand of the consuming public for high quality
products has resulted in what we will call a modern view of QC.

Historical Note 20.1 Quality control [3], [10], [11]

Recognition of the importance of quality dates from ancient times. The Egyptians cut stones
for Ihelr pyrarruds so accurately that they must have developed principles of mea~urement
precision, and QC. The craftsmen of ancient Rome and the Middle Ages understood their
trade~andhuiltqualityintotheirproducl>toavoid"customercomplain!;"

Around lHOO,Eli Whitney was awarded a contract from the U.S. Government to supply
10,000 muskets in two years using interchangeable parts (the "uniformity principle," a, whu-
n"} called it). Th,> principle represented a new technology in the early nineteenth century,
anditrequiIedmuehgreaterpreci~ionalldrepeatabilit)'inthemakingofcompunentsthanltad
previously been achieved. Whitney completed the contract, but not until ten years later. He did
it by using fixtures and gages designed to make the parts more accurately. The importance of
interchangeable parts cannot be overstated in the evolution of rna dem manufacturing.

Quality control as practiced today dates from less than a century ago. BellTelephonein
the United States led the development. An inspection department was formed in the early
1900sat Western Electric Company (the manufacturing division of Sell Telephone arrhat lime)
10 support the telephone operating companies. Workers in this department were subsequent-
ly transferred to ,he Bell Laboratories, when: they developed new theories and procedures
for QC. Around 1924, W. Shcwnart developed control charts (Sections 20.2.1 and 21.2). In
1928, H. Dodge and H. Romig developed acceptance sampling techniques (Sections 20.2.1
and 22.2.1)

During World War 1I, the United States began applying sampling procedures to militarv
suppliers. Bell Laboratories developed sampling plans for the U.S. Army that subsequently
became the military standards, Statistical quality control (SQC) became widelj adopted by
U.S.industry.The American Society for Quality Control (ASQC) was founded in IlJ46through
the merger of several other quality societies. During the 1950s, several significant books on
quality were published, including the works of E Grant and A. Duncan, A. Feigenbaum. and
J.JuranundF.Gl\'na

Im~ediatdy after World War ~I,Japan's manufacturing industries were in disarray. Prod-
ucrs burn in Japan dunng Ih~1period were noted for Ole]rpoor quality. Dunng [he late 194()s
and early 1950s,.'\'..Deming Ilnd J. Juran were m'ilc~ to Jdl-'lllllo introduce SQC and quality
management principles to Japanese industry. Following their advice, Japanese manufacturers
graduaJJy improved {heir quality systems. During the 19505and 1960s.G.Taguehi in Japan de.
veloped new concepts of quality control and design of experiments. His concept of quality
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control extended from product design through production and even to customer relations (Sec-
tion 20.3.1). K. Ishikawa developed the cause-and-tifft!ctdiagram (Section 21.3.6) around 1950.
The approach to product development and design called quality jllnctlon deployme1ltw8s In-

troduced in Japan by Y.Akao in 1966(Section 244). By the 1980~,Japanese products were
penetrating Western markets with great successdue to their higher quality.The Japanese sue-
cess wlIsduc !argclyto their quest for continual improvement in the ir product< and processes

During the late 1980s, the quality movement had taken II fum held m the United States,

largely as a consequence of Japanese competition.Jn 1987,anintcrnationalstandardonqual-
itv systems, ISO 9000 (Section 20.4), was adopted by 91 nations. In 1988. the Malcolm Baldridge

National Quality Award was established by an act of the U.S. Congress.----~~--~
20.2.1 Traditional Quality Control

Traditional QCfocused on inspection. In many factories, the only department responsible
for QC was the inspection department. Much attention was given to sampling and statis-
tical methods. The term statistical quality control (SOC) was used to describe these meth-
ods. In SOC, inferences are made about the quality of a population of manufactured items
(e.g.. components, subassemblies, products.] based on a sample taken from the population.
The sarnptc consists of one or more of the items drawn at random from the population. Each
item in the sample is inspected for certain quality characteristics of interest. In the case of
a manufactured part, these characteristics relate to the process or processes just complet-
ed.For example.a cylindrical part maybe inspected for diameter following the turning op-
eration that generated it.

Two statistical sampling methods dominate the field of SOC: (1) control charts and
(2) acceptance sampling. A control chart is a graphical technique in which statistics on one
or more process parameters of interest are plotted over time to determine if the process is
behaving normally or abnormally. The chart has a central line that indicates the value of
the process mean under normal operation. Abnormal process behavior is identified when
the process parameter strays significantly from the process mean. Control charts are wide-
ly used in stat/sllcaJ process control, which is the topic of Chapter 21.

Acceptance sampling is a statistical technique in which a sample drawn from a batch
of parts is inspected, and a decision is made whether to accept or reject the batch on the
basis of the quality of the sample. Acceptance sampling is traditionally used for various
purposes: (1) receiving inspection of raw materials from a vendor, (2) deciding whether or
not to ship a batch of parts or products to a customer, and (3) inspection of parts between
steps in the manufacturing sequence.

In statistical sampling, which includes both control charts and acceptance sampling,
there are risks that defects will slip through the inspection process, resulting in defective
products being delivered to the customer. With the growing demand for 100% good qual-
ity rather than tolerating even a small fraction of defective product, the use of sampling pro-
cedures has declined over the past several decades in favor of 100% automated inspection.
We discuss these inspection principles in Chapter 22 and the associated technologies in
Chapter 23.

The management principles and practices that characterize traditional OC included
the following [3J:

• Custom~rs arc exter~al to the organization. The sales and marketing department is
responsible for relations with customers.
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• The company is organized by functional departments. There is little appreciation of
thc interdependence of the departments in the larger enterprise, Thc loyalty and view-
poim of each department tends to bc centered on itself rather than on the corpora-
tion. There tend, to exist an adversatial relationship between management and labor.

• Quality is the responsibility of the inspection department.The quality function in the
organization emphasizes inspection and conformance to specifications, 1Is objective
is simple: elimination of defects

• Inspection follows production. The objectives of production (to ship product) often
clash with the objective, of QC (to ship only good product).

• Knowledge of SQC techniques resides only in the minds of the OC experts in the or-
ganization, Workers' responsibilities are limited, Managers and technical staff do all
the planning. Workers follow instructions.

• There is an emphasis on maintaining the status quo

20.2.2 The Modern View of Quality Control

High quality is achieved by a combination of good management and good technology.The.
two factors must be integrated to achieve an effective quality system in an organization. The
m~n!leem"nl factoris captured in the frequently Ll~edterm-total quality management:'The
technology factor includes traditional statistical tools combined with modern measure-
ment and inspection technologies.

Total Quality Management. Total quality management (TOM) denotes a man-
agement approach that pursues three main objectives: (1) achieving customer satisfaction,
(2) continuous improvement, and (3) encouraging involvement of the entire work force.
These objectives contrast sharply with the practices of traditional management regarding
the QC function. Compare the following factors, which reflect the modern view of quality
management. with the preceding list tbat characterizes the traditional approach to quali-
ty rnanagcrncnt:

• Quality is focused on customer satisfaction. Products are designed and manufactured
with this quality focus. Juran's definition, "quality is customer satisfaction," defines the
requirement for any product. The technical specifications--the product features-
must be established to achieve customer satisfaction. The product must be manufac-
tured free of deficiencies. Included in the focus on customers is the notion that there
arc internal customers as well as external customers. External customers are those who
buy the company's products. Internal customers are departments or individuals inside
the company who are served by other departments and individuals in the organiza-
tion, The final assembly department is the customer of the parts production depart-
ments.The engineer is the customer of the technical staff support group. And soforth.

• The quality goals of an organization are driven by top management, which deter-
mines the overall attitude toward quality in a company. The quality goals of a com-
pany are not established in manufacturing; they are defined at the highest levels of
the organization. Does the company want to simply meet specifications set by the
c.ustomer, or does it want to make products that go beyond the technical specifica-
tionx? Doc~.lt want to be known us the lowest price supplier Of the highest quality pru-
ducer III Its industry? Answers to these kinds of questions define the quality goals of
the company. These must be set by top management. Through the goals they define,
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the actions they take, and the examples they set, top management determines the
overall attitude toward quality in the company.

• Quality control is pervasive in the organization, not just the job of the inspection de-
partment. It extends from the top of the organization through all levels. There is
recognition of the important influence that product design has on product quality.
Decisions made in product design directly impact the quality that can be achieved in
manufacturing.

• In manufacturing, the viewpoint is that inspecting the product after it is made is not
good enough. Quality must be built into the product. Production workers must inspect
their own work and not rely on the inspection department to find their mistakes.

• Quality is the job of everyone in the organization. It even extends outside the im-
mediate organization to the suppliers. One of the tenets of a modem OC system is to
develop close relationships with suppliers.

• High product quality is a process of continuous improvement. It is a never-ending
chase to design better products and then to manufacture them better. We examine a
step-by-step procedure for quality improvement in Chapter 21 (Section 21.4.2).

Quality Control Technologies. Good technology also plays an important role in
achieving high quality_ Modern technologies in QC include: (1) quality engineering and
(2) quality function deployment. The topic of quality function deployment is related to
product design, and we discuss it in Chapter 24 (Section 24.4). Other technologies in mod-
ern OC include (3) statistical process control, (4) 100% automated inspection, (5) on-line
inspection, (6) coordinate measurement machines for dimensional measurement, and
(7) non-contact sensors such as machine vision for inspection. These topics are discussed
in the following chapters in this part of the book.

20.3 TAGUCHI METHODS IN QUALITY ENGINEERIN(1I

The term quality engineering encompasses a broad range of engineering and operational
activities whose aim is to ensure that a product's quality characteristics are at their nomi-
nal or target values. It could be argued that the areas of quality engineering and TOM
overlap to a significant degree, since implementation of good quality engineering is strong-
ly dependent on management support and direction. The field of quality engineering owes
much to G. Taguchi, who has had an important influence on its development, especially in
the design area-both product design and process design. In this section, we review some of
the Taguchi methods: (1) off-line and on-line quality control, (2) robust design, and (3) loss
function. Taguchi has also made contributions in the area of design of experiments, al-
though some of his approaches in tbis area have been criticized [11]. More complete treat-
ments of Taguchi's methods can be found among references [3], [10], [12], [13J.

We begin our coverage with 'Iaguchi's off-line and on-line quality control. Although
the term "quality control" is used, his approach represents a broader program of quali-
ty assurance.

'Pnrtioos of uns secllon are based on Groover [ej.Secrion 42.4
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20.3.1 Off-Line and On-Line Quality Control

l"agUl.:hibelieves that the quality system must be distributed throughout the organization,
The quality system is divided into two basic functions:

1 Off-line quality control. This function is concerned with design issues, both product
and process design. It IS applicable prior to production and shipment of the product.
In the sequence of the two functions. off-line control precedes on-line control.

2. On-line quality control. This is concerned with production operations and relations
with. the customer after shipment. Its objective is to manufacture products within the
specifications defined in product design, utilizing the technologies and methods de-
veloped in process design

Traditional QC methods are more closely aligned with this second function, which is to
achieve conformance to specification TheTaguchi approach is summarized in Figure 20.2.

Off-Line Oustnv Controt, Off-line quality control consists of two stages: (1) prod-
uct design and (2) process design. The product design stage is concerned with the devel-
opment of a new product or a new model of an existing product. The goals in product
design are to properly identify customer needs and to design a product that meets those
needs but can also be manufactured consistently and economically. The process design
stage is what we usually think of as the manufacturing engineering function. It is concerned
with specifying the processes and equipment, setting work standards, documenting proce-
dures, and developing dear and workable specifications for manufacturing.A three-step ap-
proach applicable to both of these design stages is outlined: (1) system design, (2) parameter
design, and (3) tolerance design.

System design involves the application of engineering knowledge and analysis to de-
velop a prototype design that will meet customer needs. In the product design stage, sys-
tem design refers to the final product configuration and features, including starting
materials, components. and subassemblies. For example, in the design of a new car, system

Figure 20.2 Block diagram ofTaguchi's off-line and on-line quality
control
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design includes the size of the car, its styling, engine size and power, and other features
that target it for a certain market segment. In process design. system design means select-
ing the most appropriate manufacturing methods. For example,it means selecting a forg-
ing operation rather than casting to produce a certain component. The use of existing
technologies should be emphasized rather than developing new ones. Obviously. the prod-
uct and process design stages overlap. because product design determines the manufac-
turing process to a great degree. Also, the quality of the product is impacted significantly
by decisions made during product design.

Parameter design is concerned with determining optimal parameter settings for the
product and process. In parameter design, the nominal values for the product or process pa-
rameters are specified. Examples of parameters in product design include the dimensions
of components in an assembly or the resistance of an electronic component. Examples of
parameters in process design include the speed and feed in a machining operation or the
furnace temperature in a sintering process. The nominal value is the ideal or target value
that the product or process designer would like the parameter to be set at for optimum
performance.

It is in the parameter design stage that a robust design is achieved. A robust design
is one in which the parameter values have been selected so that the product or process
performs consistently, even in the face of influencing factors that are difficult to control. It
is one of Taguchi's central concepts, and we define the term more thoroughly in Section
20.3.2. Tagucbi advocates the use of various experimental designs to determine the optimal
parameter setungs,

In tolerance design, the objective is to specify appropriate tolerances about the nom-
inal values established in parameter design. A reality that must be addressed in rnanufac-
turing is that the nominal value of the product or process parameter cannot be achieved
without some inherent variation. A tolerance is the allowable variation that is permitted
about the nominal value. The tolerance design phase attempts to achieve a balance be-
tween setting wide tolerances to facilitate manufacture and minimizing tolerances to op-
timize product performance. Some of the factors that favor wide versus narrow tolerances
are presented in Table 20.2. Tolerance design is strongly influenced by the Taguchi loss
function. explained in Section 20.3.3.

TABLE 20.2 Factors in Favor of Wide and Narrow Tolerances

On-Line Quality Control. This function of quality assurance is concerned with
production operations and customer relations. In production, Taguchi classifies three ap-
proaches to quality control:

Factors in Favor of Wide (Loose) Tolerances Factors in Favor of Narrow rTight) Tolerances

• Yield in manufacturing is increased. Fewer
defects are produced.

• Fabrication of special tooling (dies. jigs, molds,
etc.) is easier. Tools are therefore less costly.

• Setup and tooling adjustment is easier.
• Fewer production operations may be needed.
• Lessskilled, lower cost labor can be used.
• Machine maintenance may be reduced.
• The need for inspection may be reduced.
• Overall manufacturing cost is reduced.

• Parts interchangeability is increased in assembly.
• Fit and finish of the assembled product is better.

for greater aesthetic appeal.
• Product functionality and performance are liketyto

be improved.
• Durability and reliability of the product may be

increased.
• Serviceability of the product in the field is likely to

be improved due to increased parts
Interchangeability.

• Product may be safer in use.
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1. Process diagnosis and adjustment. In this approach. the process is measured periodi-
callv and adjustments are made to move pnrnmatersofintorcst toward nominal values.

2. Process prediction and correction. This refers to the measurement of process para-
meter, at periodic intervals so 111attrends can be projected. If projections indicate de-
vrations from target values. corrective process adjustments are made .

.1. Process measurement and action, This involves inspection of all units (100%) to de-
tect deficiencies that will be reworked or scrapped. Since this approach occurs after
the unit is already made. it is less desirable than the other two forms of control.

l'hc Taguchi on-line approach includes customer reiatirms, which consists of two el-
ements. first. there is the traditional customer service that deals with repairs, replacements,
and complaints. And second, there is a feedback svstern in which information on failures,
complaints. and related data are communicated back to the relevant departments in the or-
ganization for correction. For example, customer complaints of frequent failures of a cer-
tain component are communicated back to the product design department so that the

cun bc irnproved. latter scheme is part of the continuous im-

20.3.2 Robust Design

The objective of parameter design in Taguchi's off-lineton-line quality control is to set spec-
ifications on product and process parameters to create a design that resists failure or reduced
performance in the face of variations. Taguchi call, the variations noise factors. A noise
[actur vs a source of variation that is impossible or difficult to control and that affects the
functional characteristics of the product. Three types of noise factors can be distinguished:

I. Unit-to-unit noise factors. These are inherent random variations in the process and
product caused by variability in raw materials, machinery, and human participation.
They are associated with a production process that is in statistical control,

2. Internal notse factors. These sources of variation are internal to the product or
process. The)' include: (I) time-dependent factors, such as wear of mechanical com-
poncntx spoilagc of raw materials, and fatigue of metal parts; and (2) operational er-
rors. such a, improper settings on the product or machine tool.

3. External noise factors. An external noise factor is a source of variation that is ex-
ternal [0 the product or process, such as outside temperature, humidity, raw mater-
ial supply, and input voltage. Internal and external noise factors constitute what we
have previously called assignable variations. Taguchi distinguishes between internal
and external noise factors because external noise factors are generally more difficult
to control

A robust design i~ one in which the function and performance of the product or
process are relatively insensitive to variations in any of these noise factors. In product de-
sign, robustness means that the product can maintain consistent performance with minimal
disturbance due to variations in uncontrollable factors in its operating envircnrnenz. In

process design, robustness means that the process continues to produce good product with
minimal effect from uncontrollable variations in its operating environment. Some exam-
ples of robust designs are presented in Table 20.3.
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TABLE 20.3 Some Examples of Robust Designs in Products and Processes

Product design:

• An airplane that flies as well in stormy weather as in clear weather
• A car that starts in Minneapolis, Minnesota in January as well as Phoenix, Arizona

inJuly
• A t.mn's racket that returns the beu just as well when hit near the rim as when hit

in dead center
• A hospital operating room that mai~ta.ins lighting and other life support systems when

the electric power to the hospital IS mterrupted

Process design:
• A turning operation that produces a good surface finish throughout a wide range

of cutting speeds
• A plastic injection molding operation that molds a good part despite variations

in ambient temperature and humidity in the factory
• A metal forging operation that presses good parts in spite of variations in starting

temperature of the raw billet

Other;

• A bloloq'cal species that survives unchanged for millions of years despite significant
climatic changes in the world in which it lives

20.3.3 The Taguchi Loss Function

The Taguchi loss function is a useful concept in tolerance design. Taguchi defines quality
as "the loss a product costs society from the time the product is released for shipment" [13].
Loss includes costs to operate, failure to function, maintenance and repair costs, customer
dissatisfaction, injuries caused by poor design, and similar costs. Some of these losses are
difficult to quantify in monetary terms. but they are nevertheless real. Defective products
(or their components) that are detected, repaired, reworked, or scrapped before shipment
are not considered part of tltis loss, Instead, <loy expense to the company resulting from
scrap or rework of defective product is a manufacturing cost rather than a quality Joss.

Loss occurs when a product's functional characteristic differ,; from its nominal or tar-
get value. Although functional characteristics do not translate directly into dimensional
features, the loss relationship is most readily understood in terms of dimensions. When the
dimension of a component deviates from its nominal value, the component's function is ad-
versely affected. No matter how small the deviation, there is some loss in function. The
loss increases at an accelerating rate as the deviation grows, according toTaguchi.lfwe let
x = the quality characteristic of interest and N = its nominal value, then the loss func-
tion will be aU-shaped curve as in Figure 20.3. Taguchi uses a quadratic equation to de-
scribe this curve:

L(x) = k(x - N)2 (20.1)

where L( x) = loss function; k = constant of proportionality; and x and N arc as defined
Atsomelevelofdeviation(x2 - N) = -(Xl - N),thc loss will be prohibitive, and it is nee-
essary to scrap or rework the product. This level identifies one possible way of specifying
the tolerance limit for the dimension. But even within these limits, there is also a loss, as
suggested b)' our cross-hatching.
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Figure 20.3 The quadratic quality loss function.

Figure lOA Loss function implicit in traditional tolerance specification.

In the traditional approach to OC, tolerance limits are defined, and any product with-
in those limits is acceptable. Whether the quality characteristic (e.g., the dimension) is close
to the nominal value or close to one of the tolerance limits, it is acceptable. Trying to visu-
alize this approach in terms analogous to the preceding relation, we obtain the discontin-
uous loss function in Figure 20.4. In this approach, any value within the upper tolerance limit
(UTL) and lower tolerance limit (LTL) is acceptable. The reality is that products closer to
the nominal specification are better quality and will work better, look better, last longer,
and have components that fit better. In short, products made closer to nominal specifica-
tions will provide greater customer satisfaction. To improve quality and customer satisfac-
tion, one must attempt to reduce the loss by designing the product and process to be as close
as possible to the target value

It is possible to make calculations based on the Taguchi loss function if one accepts
the assumption of the quadratic loss equation, Eq. (20.1 ).In the following examples, we il-
lustrate several aspects of its application: (1) estimating the constant k in the loss function,
Eq. (20.1), based on known cost data, (2) using the Taguehi loss function to estimate the cost
of alternative tolerances. (3) comparing the expected loss for alternative manufacturing
processes that have different process distributions. and (4) tolerance design

EXAMPLE 20.1 Estimating the Constant k in the Tapchi Loss Function

Suppose that a certain part dimension is specified as 100.0 ± 0.20 mm. To in-
vestigate the impact of this tolerance on product performance, the company
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has studied its repair records to discover that if the ±D.20mm tolerance is ex-
ceeded, there is a 600/0 chance that the product will be returned for repairs at a
cost of $100 to the company (during the warranty period) or to (he customer (be-
yond the warranty period). Estimate the Taguchi loss function constant k for
these data.

Solutlora In Eq. (20.1) for the loss function, the value of (x - N) is the tolerance value 0.20.
The loss is the expected cost of the repair, which can be calculated as follows:

E{L(x») ~ O.60(ljOO) + 0.40(0) ~ $6D

Using this costin Eq. (20.1). we have

60 = k(0.20)2 = k(O.04)

k = O~~ =0 $1500

Therefore, the Taguchi loss function for this case is the following:

L(x) =0 1500(x - N)2 (20.2)

The Taguchi loss function can be used to evaluate the relative costs of alternative tolerances
that might be applied to the component in quesnon.as illustrated in the following example.

EXAMPLE 20.2 Using the 'Iagnehl Loss Function to Estimate the Cost of Alternative
Tolerances

Let us use the Taguchi quadratic loss function, Eq. (20.2), to evaluate the cost
of several alternative tolerances for the same data given in Example 20.1. Specif-
ically, given the nominal dimension of 100, as before, determine the cost (value
of the loss function) for tolerances of (a) ±(1.10mm and (b) ±D,05nun.

Solution: (a) For a tolerance of ±D.lOmm, the value of the loss function is:

L(x) = 1500(O.lW = 1500(0.01) =0 $15.00

(b) For a tolerance of ±O.D5mm, the value of the loss function is:

L(x) = 1500(0.05j2 = 1500(0.0025) = $3.75

The loss function can be figured into production piece cost computations, if certain
characteristics of the process are known, namely: (1) the applicable Taguchi loss function;
(2) production cost per piece; (3) the probability distribution for the process relative to
the product parameter of interest; and (4) the cost of sortation, rework, and/or scrap for an
out-of-tolerance piece. Adding these terms, we have the total piece cost as follows:

CPO = C, + C, + qC, + CnF (20.3)

where C"" =0 total cost per piece ($!pc), Cp =0 production cost per piece (Sire), C, =0 in-
spection and sortation cost per piece ($/pc), q = proportion of parts falling outside of the
tolerance limits and needing rework, C, = rework cost per piece for those parts requiring
rework ($/pc), and CnF = Taguchi loss function cost per piece ($/pc). Because of the
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probability distribution associated with the production process, the analysis requires the use
of expected costs. The following example illustrates the computation

EXAMPLE 20.3 Comparing the Expected Cost for Alternative Manufacturing Processes

Suppose that the pan in Examples 20.1 and 20.2 can be produced by two al-
ternat;'c manufacturing processes. Both processes can produce parts with an av-
erage dimension at the desired nominal value of 100 mm. The distribution of the
output is normal for each process, but their standard deviations are different.
The relevant data for the two processes arc given in the following table.

Process A ProcessB

Taguchi loss function

Production cost per piece

Process standard deviation

Cost of sort at ion

Rework cost if tolerance exceeded

Eq. (20.2)
$5.00jpc
O.Oemm

$1.00jpc
$20.00jpc

Eq.(20.2)
$10.00jpc
O.04mm

$1.00jpc
$20.00jpc

Determine the average cost per piece for the two processes.

Solution: To deal with the normal distribution, we divide the distribution in each case
into intervals with a range of 0.04 rnrn. using the center point of each interval
to represent the range. This IS illustrated tn Figure 20.5 for the two distribu-

I~ -- •..~_._--'-.._--
~~~~~~~~~~~~~~

(a)

(b)

Figure 20.5 Dividing the distribution of the two processes into in-
rcrvals, and using the center point of each interval to represent the
range: (a) process A and (b) process B.
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lions. The calculation of the expected value of the Taguchi loss function is some-
what tedious. The probability of the population falling into each interval must
be determined using standard normal tables. Then the Taguchi loss function
must be calculated [or each range lind multiplied by the respective probability.
The calculations arc performed for process A in the following table. The cen-
ter of each interval is given in column (I), with the interval nmgc in column
(2). In column (3) is the z-vatue range for the standard normal distribution CO(-

responding to the range in column (2). Caicularion of z for the standard normal
tables i~ based on if '" 0.08 for process A Column (4) gives the value of the
probability for the z-value range. In column (5) is the deviation from the nom-
inal value of the dimension (x N). Column (6) shows theTaguchi Ioss func-
tion calculated by Eq, (20.2). Finally. in column (7) is the expected value of loss
function for each range, which is column (4) multiplied by column (6). The re-

value of the Taguchi loss function is the sum of the entries in column
bottom of column (7).

(1)
Center

of Range

(2) (3) (4) (5) (6) (7i
z-ValueRange Corresponding Ix-N) tea E{L(X)}

Range (T = 0.08 Probability Eq. (20.2) (14) x (6))

99.60-99.74 -5.00to-3.25 0.0006 0.28 117.6 0.0705
99.74-99.78 -3.25 to -2.75 0.0024 0.24 86.4 0.2074
99.78-99.82 -2.75to-2.25 0.0092 0.20 60.0 0.5520
99.82-99.86 ~2,25to-1.75 0,0279 0.16 38.4 1.0713
99.86-99.90 -1.7510-1.25 0.0655 0,12 21.6 1.4148
99.90-99.94 -1.25to-O,75 0.1210 0.08 9.6 1.1616
99.94-99.98 -0.75to-0,25 0.1747 0.04 2.4 0.4193
99.98-100.02 -0.25 to +0.25 0.1974 0 0 0

100.02-100.06 +0.25 to +0.75 0.1747 0.04 2A 0.4193
100.06-100.10 --'-0.75to +1.25 0.1210 0.08 9.6 1.1616
100.10-100.14 --'-1.25to +1.75 0.0655 0.12 21.6 1.4148
100.14-100,18 +1.75to+2.25 0.0279 0.16 38.4 1.0713
100.18·100.22 +2.25 to +2.75 0.0092 0.20 60.0 0.5520
100.22-100,26 +2.75 to +3.25 0.0024 0.24 86.4 0.2074
100.26·100,40 +3.25 to +5.00 0.0006 0.28 117.6 0.0705

If applicable 1.0000 $9.79

99.76
99.80
99.84
99.88
99.92
99.96

100.00
100.04
100.08
100.12
100.16
100.20
100,24
100.28

Totals

The total cost per piece includes the other costs, namely the production cost
per piece. inspection and sortation cost. and rework cost, if there is any rework,
in addition to the loss function cost. For process A. the production cost is
$5.00/pc. the sortation cost is $l.OO/pc, and the rework COSI is $20.00. Howev-
er. the rework cost is only applicable to those parts that fall outside the speci-
fied tolerance of ±O.20mm. The proportion of parts that lie beyond this interval
can be found by computing the standard normal z statistic and determining the
associated probability. The z-value is 0.20/0.08 = 2.5,and the probability (from
standardnormal tables] is0.0124.The total costper pieceis cnlculatcdusingEq.
(20.3) as follows:

epe = 5.00 + 1.00 -,- 0.0124(20.00) + 9.79 = $16.04/pc
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Next, the same computations arc made for process E, shown in the following
table

(1) 12) (3) (4) IS) (6) (7)
Center z·ValueRange Corresponding (x"N) L(x) E{L(x)}

of Range Range ,; ~ 0,04 Probability sa (20.2) ((4) x (6))

99.84 99.82-99.85 5.010 35 0.0002 0.16 38.4 0.0077
99.88 99.86-99.90 -3,5to-2.5 0.0060 0.12 21,6 0.1296
99.92 99.90-99,94 -2,5to-1.5 0.0606 0,08 9.6 0.5818
99.96 99.94-99.98 -1.5to -0.5 0.2417 0.04 2.4 0.5801

100.00 99.98-100,02 -0.5to-!--0.5 0.3830 0 0 0
100,04 100,02-100.06 +0,5to-1.5 0,2417 0.04 2.4 0.5801
100.08 100.06-100,10 +1.5to~2.5 0.0606 0.08 9.6 0.5818
100.12 100.10100.14 +2.5 to +3,5 0,0060 0,12 21.6 0.1296
100,16 100.14-100.18 +3.5to-5.0 0.0002 0.16 38.4 0.0077

Totals If applicable 1.0000 $2.60

Ir; this case, we take note of the fact that process B, although its production
piece cost is much higher than for process A, there are virtually no out-of-tol-
crance units produced (as long as the process is in statistical control, which can
be verified by statistical sampling). We should take advantage of this fact by
omitting the sortation step. Also, there is no rework. The total cost per piece for
process B is calculated as follows:

CPc' = 10.0U -!- 0 + 0 + 2.60 = $12.60jpc.

Because of a much smaller Taguchi loss function cost, process B is the lower
cost production method,

The calculations in the preceding example are dominated by the computation of the ex-
pected value of the Taguchi loss function. Let us examine this computation more closely.
The expected value is given by

(20.4)

where E{ L(xl} = expected value of the Taguchi 105sfunction;P •.= probability of the in-
terval being the outcome; x, '" the value of the quality characteristic of interest, such as a
dimension, representing the interval; and N = the nominal value of the quality charac-
tenstic, Summation of the term P,(x, - lIn? is, in effect, a calculation of the variance (j2

(whose square root is the standard deviation (J). We can exploit this equivalence in OUT

calculation of the Taguchi loss function by expressing it as follows:

(20.5)

Let us sec how this formula compares with our previous computation of E{!,(xl} in Ex-
arnplc zu.j
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EXAMPLE 20.4 Computation orTaguchi loss function using Eq. (20.5)

Recalculate the Taguchi Joss function using Eq. (20.5) for the two processes in
Examplc20.3

Solution: The constant k in the Taguchi loss funcrion.Eq. (202),is k = 1500. For process
A, (T = 0.08 mm. Using Eq. (20.5), we hove

E{l.(x)} == 1500(O.OW '" 1500 (0.0064) = $9.60

For process H,tJ = 0.04 mm.The loss function value is:

E{L(x)} == 1500(0,04)2 = 1500 (OJXH6) = $2.40

These values compare with $9.79 for process A and $2.60 for process B in Ex-
ample 20.3. A closer agreement would have been obtained had we used nar-
rower intervals in Figuno 20.4.

Eq. (20.5) represents a special case of the more general situation. The special case is when
the process mean 1-/-, which is the average of all.x"is centered about the nominal value N.
The more general case is when the process mean p.,mayor may not be centered about the
nominal value. In this alUn; general case, the calculation of the value of the 'Laguchi loss
function becomes:

(20.6)

If the process mean is centered at the nominal value, so that p..= N, then Eq. (20.6) reduces
to Eq. (20.5).

This chapter on quality control would not be complete without mention of the principal
standard that is devoted to this subject. ISO 9000 is a set of international standards on
quality developed by the International Organization for Standardization (ISO), based in
Geneva, Switzerland and representing virtually all industrialized nations. The U.S. repre-
sentative to the ISO is the American National Standards Institute (ANSI). The American
Society for Quality Control (ASOC) is the ANSI member organization that is responsible
for quality standards. ASQC publishes and disseminates ANSII ASQC 09000, which is the
U.S. version of ISO 9000.

ISO 9(00 establishes standards for the systems and procedures used by a facility that
affect the quality of the products and services produced by the facility. It is not a standard
for the products or services themselves. ISO 9000 is not just one standard; it is a family of
standards-as listed in Table 20.4. The family includes a glossary of quality terms, guidelines
for selecting and using the various standards, models for quality systems, and guidelines for
auditing quality systems.

The ISO standards arc generic rather than industry specific. They are applicable to
any facility producing any product and/or providing any service, no matter what the mar-
ker. A~ mentioned, the focus of the standards is on the facility's quality system rather than
its products or services. In ISO 8402, a quallty system is defined as "the organizational
structure, responsibilities, procedures, processes, and resources needed to implement qual-
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Standard

TABLE 20.4 ISO 9000 and Other ISO Quality Standards, 1994 Update

Vocabulary for quality management and quality assurance1508402

1509000-1

1509000-2

1509000-3

1509001

1509002

1509003

1509004-1

1509004-2

1509004-3

1509004-4

15010011-1

ISO 10011-2

ISO 10011-3

ISO 10012-1

ISO 10013

150/TR 13425

Description

Quality management anrl qLl;;lity assurance. Part 1: Guidelines for
selection and use

Quality management and quality assurance, Part 2: Generic guide lines
for application of ISO 9001, ISO 9002. and ISO 9003

Quality management and quality assurance, Part 3: Guidelines
for application of ISO 9001 to the development. supply, and
maintenance of software

Quality management and quality assurance, Part 4: Application for
dependabilityprogrammanagement

Quality system models for facilities whose operations include design
ano/or devetopcnent. production, inspection and testing,
installation, and servicing of products

Quality system models for facilities that manufacture products that are
designed and serviced by others

Quality system models for facilities that only certorrn inspection end
testing

Quality management and quality system elements: Guidelines

Quality management and quality system elements: Guidelines
for services

Quality management and quality system elements: Guidelines for
processed materials

Quality management and quality system elements: Guidelines
for quality improvement

Guidelines for auditing quality systems. Part 1: Auditing

Guidelines for auditing quality systems, Part 2: Qualification criteria
for quality system auditors

Guidelines for auditing quality systems, Part 3: Management of audit
prourerns

Metrological quali'ication system for measuring equipment

Guidelines for developing quality manuals

Guidelines for the selection of statistical methods in standardization
and specltlcatton

Source: ISO Eas~. htlp'l!www exit10il.com

itv management." ISO 9000 is concerned with the set of activities undertaken by a facility

to ensure that its output provides customer satisfaction, It does not specify methods or

procedures for achieving customer satisfaction; instead it describes concepts and objec-

tives for achieving it

I,SO YOOOcan be applied in a facility in two ways. The first is to implement the stan-

dards or selected portions of the standards simply for the sake of improving the firm's qual-

ity systems. Improving the procedures and systems for delivering high quality products

and/or services is a worthwhile accomplishment, whether or not formal recognition is award-

ed. Implementation of ISO 9000 requires that all of a facility's activities affecting quality

be carried ou: in a three-phase cycle that continues indefinitely. The three phases are:

1509000-4
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1. Planning of the activities and procedures that affect quality.
2. Control of the activiue« affecting quality to ensure that customer specifications are

satisfied and that corrective action is taken on any deviations from specifications.
3. Documentation of the activities and procedures affecting quality to ensure that quat.

it)' objectives are understood by employees.feedback is provided for planning, and
evidence of quality system performance is available for managers, customers, and for
certification purposes.

The second way to apply ISO 9000 is to become registered. ISO 9000 registration
not only improves the facility's quality systems, but it also provides formal certification
that the facility meets the requirements of the standard. This has benefits for the firm in
several ways. Two significant benefits IHe: (1) reducing the frequency of quality audits per-
formed by the facility's customers and (2) qualifying the facility for business partnerships
with companies that require ISO 9000 registration. This latter benefit is especially impor-
tant for firms doing business in the European Community, where certain products are clas-
sified as regulated, and ISO 9000 registration is required for companies making these
products as well as their suppliers.

Registration is obtained by subjecting the facility to a certification process by an ac-
credited third-party agency. The certification process consists of on-site inspections and
review of the firm's documentation and procedures so that the agency is satisfied that the
facility conforms to the ISO 9{)OO standard. If the outside agency finds the facility non-
conforming in certain areas, then it will notify the facility about which areas need upgrad-
ing, and a subsequent visit will be scheduled. Once registered, the external agency will
periodically audit the facility to verify continuing conformance. The facility must pass these
audits to retain ISO 9000 registration.

The three quality system standards or models intended for facilities set:king ISO 9000
registration are ISO 9001, ISO 9002, and ISO 9003. These models contain the requirements
for registration that must be satisfied by the facility. A facility chooses to become regis-
tered in one of these standards depending on which model most closely fits its operations
The facility'S customer(s) may also influence the choice of standard. ISO 9001 has the
broadest coverage and is designed for facilities whose operations include design and/or
development, production, inspection and testing, installation, and servicing of products.
ISO 9002 applies to facilities that manufacture products that are designed and serviced by
others. ISO 9003 applies to facilities that only perform inspection and testing. A summary
of the topic areas covered by the three standards is provided in Table 20.5. It should be noted
that the wording of each section is virtually the same among the three standards.
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Section
Number Topic Area and Brief Description

TA8'_'_"_.5 __ To_p,_, A_reas Covered by ,SO 9001, 15_0_9_00_'_. ,_,d_15_0_9_00_3 ~ _

1$0 ISO 1$0
9001 9002 9003

Management responsibility, Management shall define and document its
policy and o!?jectives for quality and ensure understanding and
implementation at all levels oftheorganilatlon

Quality system. The facility shall establish and maintain a quality system
that ensuresconfnrmanr:e of the product or service to specified
requirements

Contract review. Procedures shall be established and maintained for review
and coordination 01 contracts to ensure that requirements are adequately
defined and documented

Design control. The facility shall establish and maintain procedures to
control the product design to ensure that specifications are satisfied

Document control. Procedures shall be established and maintained to control
all documents pertemmp to the requirements of this standard.

Purchasing. The facility shall ensure that all purchased products conform
to specified requirements.

Purchaser-supplied product Procedures shall be established and maintained
for verification, storage, and maintenance of purchaser-supplied items that
will be incorporated into the final product sent to the ultimate customer.

Product identification and traceability. Where appropriate, procedures shall
be established and maintained for identifying the product from drawings,
specifications, and other documents during all stages of production,
delivery, and installation

9. Process cont;ol, The fectlltv shall plan the production and install processes
that directly affect quatitv and shall ensure that these processes are
performed under ccmrotec conditions. Controlled conditions include, e.g.,
documented work instructions, process monitonnq and control, and
specified criteria for workmanship.

10. Inspection and testing, The tacrtitv shall (1) ensure that incoming materials
are not further processecor used until verified as conforming to
specificerion: (2) inspect, test, and identify product during processing as
specified in the quality plan; and (3) carry out all final Inspection and
testing of the product to ensure conformance of the finished product to
spceifiedtequirements.

, 1. Inspection, measuring, and test equipment. The facility shall celib-ate and
maintain tnspecnon.rneesuremsm. and test equipment used to
demonstrate that product conforms to specified requirements,

12 Inspection and test status. The facility shall identify the inspection and test
status of the product through the use of markings, labels, stamps,
inspection records, or other suitable means that indicate conformance
or nonconformance of the product to speclflcatlo n, In addition, records
shall identify the authority responsible for release of conforming product.

13, Control of nonconforming product. The facility shall establish and maintain
procedures to ensure that nonconforming product is prevented from
being used or installed.

Corrective action. Procedures shall be established, documented, and
maintained to (1) investiqata the cause of nonconforming product and the
corr~ctive action to prevent recurrence. (2) perform analysis to detect and
ellmmatec':lusesnfnonconforming product, 131applycontrolst o ensure
that corrective actions are effective, and l4) implement and -ecoro
changes in procedures resulting from corrective actIOns

(continuedonneXfpag9i
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TABLE 20.5 (continued)

Secrion
Number Topic Area and Brief Descriprion

ISO 150 )50
9001 9002 9003

15. Handling, storage, packaging, and dalivery. The facility shall establish and
maintain procedures to (1) prevent damage during product handling; (2)
avoid damage and deterioration during product storage; rai conrrot

packaging and related operations; and (4l protect the product after final
inspection and testing, including delivery when contractually required.

16. Duality rBeords. The facility shall establish and maintain procedures for the
identification, collection, indexing, filing, storage, maintenance,and
disposition of quality records.

17. Internal quality audits, The facilitY shall perform planned and documented
internal audits to verify that quality activities are effective and comply with
its own procedures.

18. Training. The facility shall establish and maintain procedures to (11 identify
training needs and (2) provide training as needed for employees who
affect quality.

19. Servicing. When servicing is contractually specified,the faciJi tyshall
estabiish and maintain procedures for performing and veri:'ying that
servicing meets the requirements specified in the contract.

Statistical techniques. As appropriate, the facility shall establish procedures
to identify adequate statistical techniques for verifying that process
capabilities and product characteristics are acceptabJe

Saurce; r.raphr.sed a"dlcrqUotedlrom 1$0 9001 Ill.
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Taguchi Loss Function

20.1 A certain part dimension on a power garden tool is specified as 25.50 :HUOmrn. Company
repilIr records indicate that if the ±O.30mm tolerance IS exceeded, there is a 75% chance
that the product will be returned for replacement. The cost associated with replacing the
product.which includes not only the product cost itself but also the additional paperwork
and handling associated with rep.acernent, is estimated to be $300. Determine the constant
km tl.e Taguchi loss function Iorthese data.

ZO.Z The design specification on the resistance setting for an electronic component is 0.50
nJ.02 ohm, if the component is scrapped, the company suffers a $200loss. (a) What is the im-
plied value ofthc constantk in the Taguchi quedraticlose functl on? (b) If the output of the
process that sets the resistance is centered on 0.50 ohm.with astanda rd deviation of Gfll ohrn,
what isthe expected loss per unit?

ZO.3 The Taguch: quadratic loss function for' a particular component in a piece of earth-moving
equipment ISL(x) ,. 3500(x N)2. where x = the actual value ofa critical dimension and
]I,' is the nominal value. liN = J50.o0 rnm, determine the value of the loss function for tol-
erances of (a) ±O.20 mm and (b) .i:O.10mm.

20.4 The Taguchl loss function for a certain component is given by L{x) = 8000{x - N)2, where
x = the actual value of a dimension of critical importance and N is its nominal value. Com-
pany management has decided that the maximum loss that can be accepted is $10.00. (a) If
the nommal dimension is 30.00 mrn, at what value should the tolerance on this dimension
be set? (h) Does the value of the nominal dimension have any effect on the tolerance that
should be specified?

ZO.S Two alternative manufacturing processes, A and B, can be used to produce a certain di-
mension on one ot the parts in an assembled product. Both processes can produce parts
with an average dimension at the desired nominal value. The tolerance on the dimension is
±fI,15 mm.The output of each process follows a normal distribution. However. the standard
deviations arc different. For process A." = 0.12 mm; and for process B.a = 0,07 mm. Pro-
duction costs per piece forA and Bare $7.00 and $12.00,respective ly. Ifinspection and sor-
ration are required.the cost Is$0.51l/pc. If a part is found to be defect ive, it must be scrapped
at a cost equal to its production cost. The Taguchi loss function for this component is given
by L(I) = 2500(x - N)', where x = value of the dimension and N is its nominal value.
Determine the average cost per piece for the two processes.

ZO.(i SolvcProblem20.5,except that the tolerance onthe dirnensionisHl.Stlmm ratherlhan±O.15mm
ZO.7 Solve Problem 20.5, except that the average value of the dimension produced by process B

is 0 10mm greater than the nominal value specified.Thc average value of the dimension pro-
duced by process A remains at the nominal value N

20.8 Tho dulerem manufacturing processes, A and B, can be used to produce a certain ccmpo-
nom.The specification on the dimension of interest is 100,00±{),20mm.The output of process
A follows the normal distribution, with /.L= 100.00mm and a = 0.10 mm. The output of
process B is a uniform distribution defined by f( x) = 2.0 for 99.75";; x ,,;;100.25 mrn
Production C0Stsper piece for processes A and Bare each $5.00. Inspection and sortarion
COSIis$O.50/pc,lfa part is found to be defectlVe,itmustbe ecrupped at a cost equal to twice
its production cost. The 'lilguchi loss function for this component is given by
L(x) = 2500:x - N)2,where x = value of the dimension and Nis its nominal value. De-
termine the average cost per piece for the two processes.
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Statistical process control (SPC) involves the use of various methods to measure and ana-
lyze a process. SPC methods are applicable in both manufacturing and nonmanufacturing
situations, but most of the applications are in manufacturing. The overall objectives of SPC
are to (1) improve the quality of the process output, (2) reduce process variability and
achieve process stability, and (3) solve processing problems. There are seven principal
methods or tools used in SPC; these tools are sometimes referred to as the "magnificent
seven" [6]:

654
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1. control charts
2. histograms
3. Pareto charts
4, check Iheet,
5. defect concentration diagrams
6. scatter diagrams
7. cause and effect diagrams

Most of tnese tools arc statistical and/or technical in nature. However, it should be men-
tioned that SPC includes more than the magnificent seven tools. There are also nontech-
nical aspects in the implementation of SPC. To be successful, SPC" must include a
commitment 10 quality that pervades the organization from senior top management to the
starting worker on the production line.

Our discussion in this chapter will emphasize the seven SPC tools. A more detailed
treatment of SPC is presented in several of our references. For coverage ofeontrol charts
we recommend [5H7], and [9], and for the other six SPCtoois [2] and [3].

21.1 PROCESS VARIABILITY AND PROCESS CAPABILITY'

Before describing the seven SPC tools, it is appropriate to discuss process variability, the
reason for needing Sj'C. In any manufacturing operation, variability exists in the process
output .In a machining operation, which is one of the most accurate manufacturing process-
es.thc machined parts may appear to be identical, but close inspection reveals dimension-
al differences from one part to the next, These process variations constitute the statistical
basis of cont-ol charts.

21.1.1 Process Variations

Manufacturing process variations call be divided into two types: (1) random and (2) as-
signable. Random variations result from intrinsic variability in the process, no matter how
well designed or well controlled it is.All processes are characterized by these kinds of vari-
ations, if one looks closely enough. Random variations cannot be avoided; they are caused
by factors such as inherent human variability from one operation cycle to the next, minor
vanauons in raw materials, and machine vibration. Individually, these factors may not
amount to much, but collectively the errors can be significant enough to cause trouble un-
less they arc within the tolerances specified for the part. Random variations typically form
a normal statistical distribution. The output of the process tends to cluster about the mean
value, in terms of the product's quality characteristic of interest, such as part length or di-
ameter.A large proportion of the population is centered around the mean, with fewer parts
away from the mean. When the only variations in the process are of this type, the process
is said to be in statistical control, This kind of variability will continue so long as the process

ScctlO~:;~lOnsof this section andaceompanying problems at the end of this chapter are based on Groover [4J,
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is operating normally. It is when the process deviates from this normal operating condition
that variations of the second type appear.

Assignable variations indicate an exception from normal operating conditions. Some-
thing has occurred in the process that is not accounted for by random variations. Reasons
for assignable variations include operator mistakes, defective raw materials, tool failures,
and equipment rnaltunctions Assi~nflh1c vnriatinns in manufacturing usually betray them-
selves by causing the output to deviate from the normal distribution. The process is sud-
denly our of statistical control.

Lei us expand on our descriptions of random and assignable variations with reference
to Figure 21.1. The variation of some part characteristic of interest is shown at four points
in time fu, f1, '2' and f". These are the times during operation of the process when samples
are taken to assess the distribution of values of the part characteristic. At sampling time fa

the process is seen to be operating in statistical control, and the variation in the part char-
acteristic follows a normal distribution whose mean = J.J..oand standard deviation == 0"0'

This represents the inherent variability of the process during normal operation. The process
is in statistical control. At sampling time f1 an assignable variation has been introduced
into the process, which is manifested by an increase in the process mean (ttl> J.J..o).The
process standard deviation seems unchanged ((71 == (To). At time f2 the process mean seems
to have assumed its normal value (1L1 = ILo). but the variation in the process mean has in-
creased (0"2 > 0"0)' Finally, at sampling time f3, both the mean and standard deviation of
the process are observed to have increased (IL3 > }1(J and 0".1 > O"ol.

I)
~ E-~~~

-- 1"1 characterlS(IC

~
1"1= iJ.fJ Value of part

characteristic

Time during
pro",,,,operation

-L

~.
/l,J I"l ~~~aec~:~~~~

Figure 21.1 Distribution of values of a part characteristic of interest at four
times during process operation: at tv process is in statistical control; at t1 process
mean has increased; at 12 process standard deviation has increased; and at t1

both process mean and standard deviation have increased.

\'aJueofpart
charactcri,t;"
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Using statistical methods based on the preceding distinction between random and
assignable variations, it should be possible to periodically observe the process by collect-
ing measurements of the part characteristic: of interest and thereby detecting when the
process has gone out of statistical control. The most applicable statistical method for doing
this is the control chart

21.1.2 Process Capability and "Tolerances

Process capability relates to the normal variations inherent in the output when the process
is in statistical control. By definition.process capability equals ±3 standard deviations about
the mean output value (a total range of 6 standard deviations)'

PC == p.. ± 3if (21.1)

where PC = process capability; II- = process mean, which is set at the nominal value of
the product characteristic (we assume bilateral tolerances are used); and (T = standard de-
viation of the process. Assumptions underlying this definition are: (1) the output is normally
distributed. and (2) steady state operation has been achieved and the process is in statisti-
cal control. Under these assumptions. 99,73% of the parts produced will have output val-
ues that fall within ±3.00 of the mean

The process capability of a given manufacturing operation is not always known (in
fact, it is rarely known), and measurements of the characteristic of interest must be made
to assess it. These measurements form a sample, and so the parameters ~ and a- in Eq. (21•.1)
must be estimated from the sample average and the sample standard deviation, respec-
tively. The sample average x is given by

(21.2)

and the sample standard deviation s can be calculated from:

(21.3)

where x, = measurement i of the part characteristic of interest; and n = the number of
measurements in the sample, i = 1,2, _.. , n. Many hand-held calculators automatically
compute thesc values based on input values of Xi' The values of i and s are then substituted
for p..and a- in Eq. (21,1) to yield the following best estimate of process capability:

PC=i±3s (21.4)

The issue of tol~r~nces is germane to our discussion of process capability. Design engi-
neers tend to assign dimensional tolerances to components and assemblies based on their
judgment of how s.ize variations will affect function and performance, The advantages and
disadvantages of tight and loose tolerances are summarized in Table 20.2.
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Consideration should be given by the design engineer to the relationship between
the tolerance on a given dimension (or other part characteristic) and the process capabil-
ity of the operation producing the dimension. Ideally, the specified tolerance should be
greater than the process capahility. If function and available processes prevent this, then a
sortation operation may have to he included in the manufacturing sequence to separate
parts that are within the tolerance from those thaI are outside.

When design tolerances are specified as being equal to process capability, then the
upper and lower boundaries of this range define the natural rolerance limits. It b useful to
know the ratio of the specified tolerance range relative to the process capability, called the
process capability index, defined as:

PCI = UTL ~ LTL (21.5)

where PCI "" process capability index; UTL = upper tolerance limit of the tolerance range;
LTL = lower tolerance limit; and 6a = range of the natural tolerance limits. The under-
lying assumption in this definition is that the process mean is set equal to the nominal de-
sign specification, so that the numerator and denominator in Eq. (21.5) are centered about
the same value.

Table 21.1 shows how defect rate (proportion of out-of-tolerance parts) varies with
process capability index. It is clear that any increase in the tolerance range will reduce the
percentage of nonconforming parts. The desire to achieve very low fraction defect Tates has
led to the popular notion of "six sigma" limits in quality control (bottom row in Table 21.1).
Achieving six sigma limits virtually eliminates defects in manufactured product, assuming
the process is maintained within statistical control.

21.2 CONTROL CHARTS2

Control charts are the most widely used method in SPC, and our discussion in this section
will focus on them. The underlying principle of control charts is that the variations in any
process divide into two types, as previously described: (1) random variations. which arc the
only variations present if the process is in statistical control; and (2) assignable variations,
which indicate a departure from statistical control. The purpose of a control chart is to
identify when the process has gone out of statistical control, thus signaling the need for
some corrective action to be taken.

A control chart is a graphical technique in which statistics computed from measured
values of a certain process characteristic are plotted over time to determine if the process
remains in statistical control. The general form of the control chart is illustrated in
Figure 21.2. The chart consists of three horizontal lines that remain constant over time'
a center, a lower control limit (L CL), and an upper control limit (VCL). The center is
usually set at the nominal design value. The VCL and LCL are generally SCI at ±3 stan-
dard deviations of the sample means.

It is highly unlikely that a sample drawn from the process lies outside the VCL or LCL
while the process is in statistical control. Therefore, if it happens that a sample value does

'Portion."flhi,seclionandac<:ompanymgprobJemsallheendoflhischaplerare based on Groover 14j,
Section 42.5
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TABLE 21.1 Defect Rate as a Function of Process Capability Index (Tolerance Defined in Terms
ot Number of Standard Deviations of the Process), Given That the Process Is

Operating in Statistical Control

Process Tolerance =
Capability Number of Defective

Index Standard Defect PatTsper
(PC/} Deviations Rate(%) Million Comments

0.333 ±1.0 31.74 317,400 Sortation required

0.667 ±2.0 4.56 45.600 Sortation required.

1.000 ±3.0 0.27 2,7qo Tolerance = process capability.

1.333 ±4.0 0.0063 63 Significant reduction in defects.

1.667 ±5.0 0.000057 0.57 Rare occurrence ot detecte.

2.000 ±6.0 0,00OOOe2 0.002 Defactsalmostneveroccur.

J---------.L -----L-----L.l..-L~ I __.1_~ ~
6 ~ 10 12 14 16 til 20

Sampienumber.,

Figure 2L2 Control chart.

fall outside these limits, it is interpreted to mean Ihat the process is out of control. In re-
sponse, an investigation is undertaken to determine the reason for the out-of-control con-
dition. and appropriate corrective action is taken to eliminate the condition. By similar
reasoning, if the process is operating in statistical control. and there is no evidence of un-
desirable trends in the data, then no adjustments should be made, since they would intro-
duce an assignable variation to the process. The philosophy "if it ain't broke, don't fix it"
is applicable in control charts.

There are two basic types of control charts: (1) control charts for variables and (2) con-
trol charts for attnbutes. Control cha-rs for variables require a measurement of the quali-
ty characteristic of interest. Control charts for attributes simply require a determination of
whether a part is defective or how many defects there are in the sample.
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21.2.1 Control Charts for Variables

A process that is out of statistical control manifests this condition in the form of significant
changes in: (1) process mean and/or (2) process variability. Corresponding to these possi-
bilities.there are two principal types of control charts for variables: (1) i chart and (2) R
chart. The x chan (call it "x bar chart") is used to plot the average measured value of a
certain quality characteristic for each of a series of samples taken from the production
process. It indicates how the process mean changes over time. The R chart plots the range
of each sample, thus monitoring the variability of the process and indicating whether if
changes over time.

A suitable quality characteristic of the process must be selected as the variable to be
monitored on the i and R charts. In a mechanical process, this might be a shaft diameter
or other critical dimension. Measurements of the process itself must be used to construct
the two control charts.

With the process operating smoothly and absent of assignable variations, a series of
samples (e.g., m "" 20 or more is generally recommended) of small size (e.g..» = 5 parts
per sample) are collected and the characteristic of interest is measured for each part. The
following procedure is used to construct the center, LCL, and UeL for each chart:

1. Compute the mean i and range R for each of the m samples.

2. Compute the grand mean 1', which is the mean of the i values for the m samples.
This will be the center for the i chart.

3. Compute R,which is the mean of the R values for the m samples.This will be the cen-
terforthe Rchart.

4. Determine the VeL and LCL for the i and R charts. Values of standard deviation can
be estimated from the sample data using Eq. (21.3) to compute these control limits.
However ,an easier approach is based on statistical factors tabulated in Table 21.2 that
have been derived specifically for these control charts. Values of the factors depend
un sample size fl. For the i chart:

TABLE 21.2 Constants for the it and R Charts

SarnpleSiz$ X Chart RChaft
n A, D, D.

3 1.023 0 2.574
4 0.729 0 2.282
5 0.577 0 2.114
6 0.483 0 2.004
7 0.419 0.076 1.924
8 0.373 0.136 1.864
9 0.337 0.184 1.816

10 0.308 0.223 1.777
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LeL = x - A,R
UCL '" x + A,R

(21.6a)

(21.6b)

And for the R chart:

LCL = D:,R

U'CL = D4R

(21.7a)

(21.7h)

EXAMPLE 21.1 .s and R Charts

Although 20 or more samples are recommended, let us usc a much smaller num-
ber here to illustrate the calculations. Suppose eight samples (m = 8) of size 5
(n = 5'1have heen collected from a manufacturing process that is in statistical
control, and the dimension of interest has been measured for each part. It is de-
sired to determine the values of the center, LCL, and UCL to construct theF
and R charts. The calculated values of .1' and R for each sample are given below
(measured values are in ceutirne ters}, which is step (I) in our procedure.

2.008 1.998 1.993 2.002 2.001 1,995 2.004 1.999
0.027 0.011 0.017 0.009 0,014 0,020 0.024 0.018

Solution .. In step (2), we compute the grand mean of the sample averages.

In step (3), the mean value of R is computed

R
0.027 -j- 0.011 + 0.017 -j- 0.009 + 0.014 + 0.020 + 0.024 + 0.018

= ----- 8 = 0.0175 em

In step (4), the values of LeL and VCL are determined based on factors in
Table 21.2. First, using Eq. (21.6) for the x chart,

LeL = 2.000 - 0.577(0.0175) = 1,9899

LJCL = 2.000 + 0.577{O.0175) = 2,0101

And for the R chart using Eq (21.7),

LeL =0 0(0,0l75) = 0

IjCl, = 2.114(0.0175) = 0.0370



Chap. 21 I Statistical Process Control

The two control charts are constructed in Figure 21.3 with the sample data plot-
ted in the charts.

T-~- 5-6
Sample number;s

~-~8--

(.)

- l~~' 5 k-----t-t---'=--Cl--
SampJe number, s

(b)

Figure 21.3 Control charts for Example 21.1: (a) i chart and (b) R
chart.

If the mean and standard deviation for the process are known, an alternative way to
calculate the center and UeL and LCL for the i chart is the following'

3"LCL=p..-V;;

3"
UCL=1L+~

(21.8a)

(21.8b)

Center
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(21.9)

where o; = standard deviation of U1C sample mean, and the other terms have been defined

21.2.2 Control Charts for Attributes

Control charts for attributes monitor the number of defects present in the sample or the
fraction defect rate as the planed sratisric. Examples of these kinds of attributes include
number of defects per automobile, fraction of nonconforming parts in a sample, existence
or absence of flash in a plastic molding, and number of flaws in a roll of sheet steel. In-
spection procedures that involve GO/NO-GO gaging arc included in this group since they
determine whether a part is good or bad

The two pri-rcipal types of control charts for attributes are: (1) the p chart, which
plots the fraction defect rate in successive samples; and (2) the c chart, which plots the
number of defects, flaws. or other nonconformities per sample

p Chart. In the p chart, the quality characteristic of interest is the proportion (p for
proportion) of nonconforming or defective units. For each sample, this proportion p, is the
ratio of the number of nonconforming or defective Hems d, over the number of units in the
sample n (assume samples arc of equal size ill constructing and using the control chart):

d,p,=--;; (21.10)

where i I~ used to identify the sample. If the p, values for a sufficient number of samples
are averaged, the mean value p is a reasonable estimate of the true value of p for the
process. The p chart is based on the binomial distribution, where p is the probability of a
nonconforming unit. The center in the p chart is the computed value of p for m samples-
of equal size n collected while the process is operating in statistical control

= sample size. The

culated

reciprocal of the square root of n, the number of

(21.11)

The control limits arc computed as three standard deviations on either side of the cen-
ter.Thm.,
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Ip(l - p)
LeL = p - 3~i~'-,--

fp(l(11
UCL=P+3\jP :P

(21.12a)

(21.12b)

where the standard deviation of p in the binomial distribution is given by

if ~P(1-p)
c ,

(21.13)

If the value of p is relatively low and the sample size n is small, then the LeL computed
by the first of these equations is likely to be a negative value. In this case, let LeL = O.(The
fraction defect rate cannot be Iee, than zero.)

EXAMPLE 21.2 P Chart

Ten samples (m = 10) of 20 parts each (n = 20) have been collected. In one
sample there were no defects; in three samples there was one defect; in five
samples there were two defects; and in one sample there were three defects
Determine the center, LCL, and VCL for the p chart.

Solution: The center value of the control chart can be calculated by summing the total
number of defects found in all samples and dividing by the total number of
parts sampled:

p ~ 1(0) + 3(1/0~:?) + 1(3) == ~ = 0.08 = 8%

The LCL is given by Eq. (21.12a):

LCL = 0.08 - 3 'v~68(\~ 0.08) == 0.08 ~ 3(0.06066) = 0.08 - 0.182 .....•.a

The upper control limit, by Eq. (21.12b):

)0.08(1 - 0.08)
VCL = 0.08 + 3 --'0- - == 0.08 + 3(0.06066) = 0.08 + 0.182 == 0.262

c Chart. In the c chart {c for count), the number of defects in the sample are plot-
ted over tune. The sample may be a single product such as an automobile, and c = num-
ber of quality defects found during final inspection. Or the sample may be a length of
carpeting at the Factory prior to cutting, and c == number of imperfections discovered per
100 rn. The c chart is based on the Poisson distribution, where c = parameter represent-
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ing the number of events occurring within a defined sample space (defects per car, imper-
fections per specified length of carpet). Our best estimate of the true value of c is the mean
value over a large number of samples drawn while the process is in statistical control:

c=_~c, (21.14)

This value of c is used as the center for the control chan. In the Poisson distribution, the stan-
dard deviation is the square root of parameter c. Thus, the control limits are

(21.15a)

(2l.l5h)UCL = c + 3\/f

EXAMPLE 21.3 c Chart

A continuou~ pla~tie extrusion process is considered to he operating in statts
tical control, and it is desired to develop a c chart to monitor the process. Eight
hundred meters of the extrudate have been examined and a total of 14 surface
defects have been detected in that length. Develop the c chart for the process,
using defects per hundred meters as the quality characteristic of interest.

Solution: The average value of the parameter c can be determined using Eq. (21.14):

c =¥ == 1.75

This will be used as the center for the control chart, The LCL is given by Eq, (15a)

LCL = 1.75 - 3V1.75 == 1.75 - 3(1.323) = 1.75 - 3.969 _ 0

And the VCL, using Eq. (21.l5b):

VeL = 1.75 + 3V1J5 = 1.75 + 3(1.323) = 1.75 + 3.969 = 5.719

21.2.3 Interpreting the Control Charts

When control charts are used to monitor production quality, random samples are drawn
from the process of the same size n used to construct the charts. For x and R charts, the x
and R values of the measured characteristic are plotted on the control chart. By conven-
tion, the points are usually connected as in our figures. To interpret the data.one looks for
signs that indicate the process is not in statistical control. The most obvious sign is: (1) when
x or R (or both) lie outside the LCL or UCL limits. This indicates an assignable cause such
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as bad starting materials, new operator. wrong equipment setting, broken toottng.or simi-
lar factors. An out-of-limit i indicates a shift in the process mean. An out-of-limit Rshows
that the variability of the process has probably changed. The usual effect is that R increases,
indicating variability has risen. Less obvious conditions may be revealed even though the
sample points Iii.' within ±3u- limits. These conditions include: (2) trends or cyclical pat-
terns in the data, which may mean wear or other factors that occur as a function of time;
(3) sudden changes in the average values of the data; and (4) points consistently near the
upper or lower limits. The same kinds of interpretations that apply to the x chart and R chart
are also applicable to the p chart and c chart

Montgomery [6] lists a set of specific indicators that a process is likely to be out of sta-
tistical control and that corrective action should be taken. The indicators are:

1. one point that tics outside the UCL or LCL

2. two out of three consecutive points that lie beyond ±2<T on one side of the center
line of the control chart

3. four out of five consecutive points that lie beyond ±lfJ on one side of the center line
of the control chart

4. eight consecutive points that lie on one side of the center line

5. six consecutive points in which each point is always higher than its predecessor or six
consecutive points in which each point is always lower than its predecessor.

Control charts serve as the feedback loop in SPC, as suggested by Figure 21.4. They rep-
resent the measurement step in process control. If the control chart indicates that the
process is in statistical control, then no action is taken. However, if the process is identified

Inputs

Figure 21.4 Control charts used as the feedback loop in SPC

Corrective

Idenllfy
cause

'Measuremenl

Process
Proce",,"lml1

Process in
,tanstical
cont",i

Take no
action

Control
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21.3 OTHER SPC TOOLS

6"
as the cause of the problem must be identified and

Although control charts are the most commonly used tool in SPC, there arc other tools that
are also important. Each has its own area of application. In this section, wt:: discuss the re-
maining six of the magnificent seven.

21.3.1 Histograms

The histogram is a basic graphical tool in statistics. After the control chart, it is probably
the most important member of the SPC tool kit. A histogram is a statistical graph consist-
ing of bars representing different values or ranges of values, in which the length of each bar
is proportional to the frequency or relative frequency of the value or range, <1S shown in Fig-
ure 21.5. It is a graphical display of the frequency distribution of the numerical data. What
makes the histogram such a useful statistical tool is that It enables the analyst to quickly vi-
sualize the features of a complete set of data. These features include: (1) the shape of the
distribution. (2) any central tendency exhibited by the distribution, (3) approximations of
the mean and mode of the distribution, and (4) the amount of scatter or spread in the data.

EXAMPLE 21.4 Frequeacy Distribution and Histogram

Part dimension data from the same process as in Example 21.1 are displayed in
the frequency distribution of Table 21.3.The data are the dimensional values of
individual parts taken frum the process, while the process is in statistical con-
trol. Plot the data as a histogram and draw inferences from the graph.

Range of Dimension

TABLE 21.3 Frequency Distribution of Part Dimension Data

Cumulative Relative Frequency

1.975 x c; 1.990
1.980 x « 1.985
1.985 x< 1.990
1.990 x «; 1.995
1.995 x< 2.000
2.000 x < 2.005

2.005 x< 2.010
2.010 x< 2.015
2.015 x <; 2.020

2.020 x< 2.025

Freque'lcy Relative Frequency,
3
5
13
29

27

15
4

2,

0.01

0.03
0.05
0.13
0.29
0.27
0,15

0.04

0.02
0,01

0.01
0.04
0.09
0.22
0.51
0.78
0.93
0.97
0.99
1.00
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Solution: The frequency distribution in Table 21.3 is displa~ed graphically. in th~ his-
togram of Figure 21.5. We can see that the distribution is normal (in ail Iikeli-

,

"I

Dimension

Figure 21.5 Histogram of the data in Table 21.3.

hood),and that the mean is around 1.00,We can approximate the standard de-
viation to be the range of the values (2.025 - 1.975) divided by 6, based on the
fact that nearly the entire distribution (99.73%) is contained within ±3uof the
mean value. This gives a o value of around 0.008.

21.3.2 Pareto Charts

A Pareto chart is a special form of histogram, illustrated in Figure 21.6, in which attribute
data are arranged according to some criterion such as cost or value. When appropriately
used, it provides a graphical display of the tendency for a small proportion of a given pop-
ulation to be more valuable than the much larger majority. This tendency is sometimes re-
ferred to as Pareto's Law, which can be succinctly stated: "the vital few and the trivial
many.") The "law" was identified by ViJfredo Pareto (1848-1923), an Italian economist and
sociologist who studied the distribution of wealth in Italy and found that most of it was held
by a small percentage of the population.

Pareto's Law applies not only to the distribution of wealth but to many other distri-
butions as well. The law is often identified as the 80%-20% rule (although exact percent-

;The,!alemenlisallributedl0J.Juran[~J
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Q.
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Productmodcls

Ptgure 21.6 Typical (hypothetical) Pareto distribution of a factory's production
output. Although there are ten models produced, two of the models account
for 80% of the total units. This chart is sometimes referred to as a P-Q chart,
wh ••re P = products and Q = quantity of production

ages may differ from 80 and 20): 80% of the wealth of a nation is in the hands of20% of its
people: RO%of inventory value is accounted for by 20% of the items in inventory; 80% of
sales revenues are generated by 200/.· of the customers; 80% of the quality savings can be
obtained from 200/"of the quality problems; and 80% of a factory's production output is con-
centrated in only 20% of its product models (as in Figure 21.6). What is suggested by Pare-
to's Law is that the most attention and effort in any study or project should be focused on
the smaller proportion of the population that is seen to be the most important.

21.3.3 Check Sheets

The check sheet (not to be confused with "check list") is a data gathering tool generally used
in the preliminary stages of the study of a quality problem. The operator running th.e process
(e.g., the machine operator) is often given the responsibility for recording the data on the
check sheet, and the data are often recorded in the form of simple check marks.

EXAMPLE 21.5 Chei.'k Sheet

For the dimensional data in the frequency distribution of Table 21.3,suppose we
wanted to see if there were any differences between the three shifts that are
responsible for making the parts. Design a check sheet for this purpose.

Solution: The check sheet is illustrated in Table 21.4. The data include the shift on which
each dimensional value was produced (shifts are identified simply as 1,2, and 3).
The data in a \;!JC\;k.sheet are usually recorded as a function of time periods
(days, weeks, months), as in our table.
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TABLE 21,4 Check Sheet in Which Data from the Frequency Distribution of Table 21.3 Are Recorded

According to Shift (1. 2, or 3) on Which the Parts Were Made

Range of Dimension May 5 May 6 May 7 May8 May 9 Weekly Totilis

1.975:s x < 1.980 1
1.960,,; x <; 1.985 2 3 3 3
1.985:s x< 1.990 1 3 3 1 3 5
1.990 s x< 1.995 12 1123 12 12 122 13
1.995:s x< 2.000 112223 11223 1112223 112223 11223 2'
2.000:s x < 2.005 "223 11223 111223 112223 11122 27
2.005:s x < 2.010 123 123 223 133 t a a 15
2.010:s x < 2.015 3 3 3 3 4

2.015:s x < 2.020 3 2
2.020 cs x < 2.025 3 1

Total PartS/Day 20 20 21 20 " 100

It is clear from the data that the third shift is responsible for much of the vari-
ability in the data. Further analysis,shown in Table 21.5,substantiates this find-
ing, This should lead to an investigation to determine the causes of the greater
variability on the third shift, with appropriate corrective action to address the
problem. The result of the corrective action might be to improve the process ca-
pability of the manuracturtng operation making the parts.

TABLE 21.5 Summary of Data from Check Sheet of Table 21.4 Showing Frequency of
Each Shift in Each of the Dimension Ranges

Range of Dimension Shift 1 Shift 2 Shift 3 Totals

1.975 es x < 1.980 I
1.980 s x < 1.985 3
1.985 s x< 1.990 2 5
1.990:s: x< 1.995 6 6 13
1.995 :s: x < 2.000 " 13 29
2.000 s x < 2.005 12 " 27
2.005:s: x< 2.010 4 5 15
2.010:s: x < 2.015 4
2.015 -s x « 2.020 2
2.020 s x< 2.025 I

WeeklyTotalPartS/Shift 35 36 2. ':~OO

Average Daily Parts/Shift 7.0 7.' 5.6

We also note from Table 21.5 that the average daily production rate for the
third shift is somewhat below Ihe daily rate for the other two shifts. The third
shift seems to be a problem that demands management attention.
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Check sheets can take many different forms, depending on the problem situation and the
ingenuity of the analyst. The form should be designed to allow some interpretation of re-
sults directly from the raw data, although subsequent data analysis may be necessary to rec-
ognize trends, diagnose the problem, or idenufy areas of further study. The following types
of check sheets can be distinguished [3J:

1. Process dismbunon check sheet, This is designed to collect data on process variabil-
ity. Our example check sheet in Table 21.4 is this type.

2. Defective item check sheet. This check sheet is intended to enumerate the variety of
defects occurring, together with their frequency of occurrence.

3. Defect location check sheet, This is intended to identify where defects occur on the
product. Its purpose is the same as the defect concentration diagram (Section 21.3.4).

4. Defeer factor check sheet. This check sheet is used to monitor the input parameters in
a process that might affect the incidence of defects. The input parameters might in-
clude equipment, operator, process cycle time, operating temperature-whatever is
relevant to the process being studied.

21.3.4 Defect Concentration Diagrams

This is a graphical method that has been found to be useful in analyzing the causes of prod-
uct or part defects. The defect concentration diagram is a drawing of the product with all
relevant views displayed, onto which have been sketched the various defect types at the lo-
cations where they each occurred. By analyzing the defect types and corresponding loca-
tions, the underlying causes of the defects can possibly be identified.

Montgomery [6] describes a case study involving the finaJ assembly of refrigerators
that were plagued by surface defects. A defect concentration diagram (Figure 21.7) was uti-
lized to analyze the problem. The detects were clearly shown to be concentrated around the
middle section of the refrigerator. On investigation, it was learned that a belt was wrapped
around each unit for material handling purposes. It became evident that the defects were
caused by the belt, and corrective action was taken to improve the handling method

Right
side

Loft
side

FiJ{lll'e 21.7 Defect concentration diagram showing four views of re
frigerator with locations of surface defects indicated in cross-hatched
areas.

Front Back
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Figure 21.8 Scatter diagram showing the
effect of cobalt binder content on wear

~-12 ---1~ 'l'tco resistance of a cemented carbide cutting
Cobaltcontent tool insert.

21.3.5 Scatter Diagrams

In many industrial problems involving manufacturing operations, it is desirable to identi-
fy a possible relationship that exists between two process variables. The scatter diagram is
useful in this regard. A scatter diagram is simply an .r-y plot of the data taken of the two
variables in question, as illustrated in Figure 21.8. The data are plotted as pairs; for each xj

vatue, there is a corresponding y, value. The shape of the data points considered in aggre-
gate often reveals a pattern or relationship between the two variables. For example, the seat-
tor diagram in Figure 21.8 indicates that a negative correlation exists between cobalt content
and wear resistance of a cemented carbide cutting tool. As cobalt content increases, wear
resistance decreases. One must be circumspect in using scatter diagrams and in extrapolating
the trends that might be indicated by the data. For instance, it might be inferred from our
diagram that a cemented carbide tool with zero cobalt content would possess the highest
wear resistance of all. However, cobalt serves as an essential binder in the pressing and
slntering process used to fabricate cemented carbide tools, and a minimum level of cobalt
is necessary to hold the tungsten carbide particles together in the final product. There are
other reasons why caution is recommended in the use of the scatter diagram, since only two
variables are plotted. There may be other variables in the process whose importance in
determining the output is far greater than the two variables displayed.

21.3.6 Cause and Effect Diagrams

The cause and effect diagram is a graphical-tabular chart used to list and analyze the po-
tential causes of a given problem. It is not really a statistical tool in the sense of the pre-
ceding tools. As shown in Figure 21.9, the diagram consists of a central stem leading to the
effect (the problem), with multiple branches coming off the stem listing the various groups
of possible causes of the problem. Because of its characteristic appearance, the cause and
effect diagram is also known as a tishbone diagram. In application, the cause and effect di-
agram is developed by a quality team. The team then attempts to determine which causes
are most consequential and how to take corrective action against them.

21.4 IMPLEMENTING STATISTICAL PROCESS CONTROL

There is more to successful implementation of SPC than the seven SPC tools. The tools pro-
vide the mechanism by which SPC can be implemented, but the mechanism requires a dri-
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Hgure :n.9 Cause and effect diagram for a manual soldering operation The di-
agram indicates the effect (the problem is poor solder joints) at the end of the
<lfTOW, and the possible causes are listed on the blanches leading toward the effect.

ving force. The driving force in implementing SPC is management commitment to quality
and the process of continuous improvement. Through its involvement and example.man-
agement drives the successful implementation of SPC. Although management is the most
important ingredient, there are other factors that playa role. In this section, we discuss
two topics related to SPC implementation: (I).e1ements of a successful SPC program and
(2) how to carry out a quality improvement project.

21.4.1 Elements of a Successful SPC Program

Five elements usually present in a successful SPC program can be identified as follows in
their order of importance, based on [6]

1. Management commitment and leadership, This is probably the most important ele-
ment. Management sets the example for others in the organization to follow, Con-
tinuous quality improvement is a management-driven process.

2, Team approach to problem sotving. Quality problems in production usually require
the attention and expertise of more than one person for their solution. It is difficult
for one individual, acting alone, to make the necessary changes to solve a quality
problem. Teams whose members contribute a broad pool of knowledge and skills are
found to be the most effect approach to problem solving

3. SPC training for all employees, Employees at all levels in the organization must be
knowledgeable in the tools of SPC so that they can be applied in aJl functions of the
enterprise. SPC training must be made available to everyone, from the chief execu-
tive officer to the starting production worker.
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4. Emphasis on continuous improvement. By the commitment and example of manage-
ment, the process of continuous improvement is pervasive throughout the organization.

5. A recognition and communication system. finally. there should be a mechanism for rec-
ognizing successful SPC efforts and communicating them throughout the organization.

21.4.2 Accomplishing BQuality Improvement Project

Quality probiems are usually attacked on a project-by-project basis by project teams. (Re-
call that the team approach is one of the five elements of successful SPC irnplementation.)
The teams consist of representatives from various departments. Members are selected ac-
cording to their knowledge and expertise in the problem area. They serve part-time on the
project team in addition to fulfilling their regular duties. On completion of the project, the
team is disbanded.

The steps in each project will vary depending on the type of quality problem being
addressed. Details of the recommended approaches vary with different authors [5], [7]. [8].
The following is a logical sequence of steps derived from these references: (1) select the pro-
ject, (2) observe the process, (3) analyze the process and conduct experiments if appropri-
ate, (4) formulate corrective action, and (5) implement the corrective action. These steps
are discussed in Table 21.6, and we indicate where each of the seven SPC tools might be
utilized in a quality improvement project.

1. Select the Project. Identifying an appropriate quality project is sometimes more
difficult than it might seem. The problems that often stand out are ones that require im-
mediate attention. Of course, these problems must be solved. But the significant gains in
quality are often found in the chronic problems that are sometimes obscured by the more
dramatic ones.

How is an appropriate quality project identified? The ideal attributes include: (1) it
addresses a chronic problem; (2) the problem is significant; (3) the project is feasible and

TABLE 21.6 Applications of the Seven SPC Tools in a Quality Improvement Project

Quality Improvement Project Step SPCTool

Pareto priority index

Other Techniques imd Actions

1. Selecttheprojeet Control charts
Pareto chart
Check sheet2. Observe the process

3. Ana!yzetheproject Histogram
Pareto chart
Defeetconcentrationdiagram
Scatter diagram
Cause and effect diagram
Scatter diagram
Cause and effect diagram

4. Formulate corrective action

5. Implement corrective action

Checklist
Propose theories and

hypothases
Conduct experiments
Computer simulations
Evolutionary operations on

actual process
Literature review
Makerecommendalions
Management approval and

authorization
Raviseprocedures
Managech<lnge
Project assessment (audit)
Disband team
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it is possible to solve the problem within a reasonable time period; (4) savings should ex-
ceed project cost. where savings include intangible as well as tangible factors; and (5) it
should be a learning experience in quality improvement that will be of value in future pro-
jects.

An approach described in [5] is based on Pareto analysis (Section 21.3.2). The ap-
proach was used at AT&T to evaluate and prioritize potential projects (not limited to qual-
ity projects). It makes use of a Pareto priority index, which is defined:

PPJ = £(S)
CT

(21.16)

where PPI = Pareto priority index; EfS) = expected savings from the project. which equals
anticipated savings multiplied by the probability of success; C = cost of project: and
T = time to complete (yr).Thc candidate project(sl with the highest PPJ value is (are) se-
lected for study.

2. Observe the Process. This involves a preliminary study to allow the project
team to lean: about the process (the term "process" refers to the problem area under study,
which is often a manufacturing process or an organizational procedure). The study often
involves a checklist of basic questions about the process, such as those in Table 21.7.

It is during this step in the project that theories about the problem are proposed. A
theory is a hypothesis put forth to explain the cause of the problem. It is a speculation
about the relationships that might exist between certain observed phenomena of the
process. Theories are developed by project team members and by others familiar with the
problem. such as operators, line supervisors, and technical staff. They provide the basis for
subsequent analysis and experimentation.

3. Analyze the Process. Analysis is where most of the working day of at least
some of the team members is spent on the project. Through discussion and debate within
the project team, some of the proposed theories are discarded while others are selected for
testing. The cause and effect diagram (Section 21.3.6) is often useful in examining the var-
ious hypotheses about the problem.

To prove OI disprove certain theories, experiments are often required. Experimen-
tation involves collecting data from the process, generally under closely controlled condi-
lions. In some cases, the experiments may be conducted on a pilot plant or computer model

TABLE 21.7 Checklist of Questions During Observation of the Process

What are the inputs and outputs of the current operation?
What are the process parameters that affect quality?
Is the process output in conformance with engineering specification?
Isthe process currently in statistical control? If so, what are its stati street characteristics

for example, its process mean and standard deviation? '
What are the symptoms of the problem? Asking the operators who run the process is

essential.
How frequently does the process go out of control?
What are the reasons that the process goes out of control? Develop a list of reasons.

There may be one or two dominant reasons that should be examined closely.



'" Chap. 21 I Statistical Process Control

of the process, rather than on the process itself. This allows certain phenomena to be in-
vestigated thaI might be dangerous or impossible with the real procesS. Also, testing of the
actual process may lead to disruptions in production that are deemed undesirable. Exper-
iments are conducted in quality improvement projects with various objectives, including the
following: (1) determine which factors are most important in affecting output variables of
interest. (2) determine which factors are most respnnsihle for process variability, (3) define
relationships among input and output factors, and (4) drive the process output toward a
more desirable level.

The first three objectives require experiments that must be carefully designed to
maximize the likelihood that the desired information can be extracted from the data. De-
sign of experiments is II complex subjcct in statistics that is well beyond the scope of our
text, and the interested reader is referred to the literature in that field. The fourth objec-
tive can be accomplished using evolutionary operations, a systematic search technique de-
veloped by G. Box [1], in which small changes in input parameters are made in the process
to ascertain their effect on a given process output. Based on the effect of the small changes,
larger changes are then made in the inputs to improve the value of the output.

4. Formulate Corrective Action. Based on the results of the analysis, an action plan
is formulated to solve the problem. The action plan consists of one or more recommend-
ed changes designed to improve quality. The changes may improve other performance pa-
rameters as well, such as cost and productivity. The recommended changes are specil,c to
the problem,but typical examples include: revised work procedures to be followed by work-
ers, additional worker training, better tooling for the process, change in raw materials.
change in product design, new controls on the process, and replacement of equipment

In most organizations, the action plan requires approval by management. The pro-
posed changes will doubtlessly affect personnel directly involved with the process, and so
management approval is needed to make the action plan official. Commitment of compa-
ny resources may be required to implement the plan, and funds must be authorized by
management Even though the project team has devoted much time and effort in developing
a solution to the problem, management may have a perspective not possessed by any of the
team members. That perspective may mean the difference between success and failure of
the plan. For these and other good reasons, the action plan must undergo a management
approval procedure prior to implementation.

5. Implementation. Implementation means enacting the changes proposed in the
corrective action plan. Aside from the hardware changes in the process (e.g., new process-
ing equipment, better sensors), there is the human side of change that often presents greater
challenges than the physical changes. In any social organization there is resistance to change.
There are many suggested guidelines to follow when implementing changes that affect hu-
mans, and we properly leave these to other references.

As part of implementation, it is necessary to monitor the effect that the changes have
on the process. Do the changes result in the desired improvements in quality? What are the
unanticipated side effects? When it is established that the desired results havc been
achieved, the changes must be standardized. This simply means that the altered process be-
comes the new standard process. Line supervision and technical staff must be apprised of
the chll.nges.Docurnentationmust be prepared detailing the new method. Worker training
may be required. The center and control limits of the control charts may have to be adjusted
in light of the improvement.
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Fir-ally, It is desirable to perform an audit of the project. How successful was the
process 01 performing the project? How did the project team work together'? What wen:
the "iggc~1 implementation problems? What should be done differently on the next pro-
jcct? For an organization committed to continuous improvement. answers \0 these kinds
of questions help [0 fine-tune its problem-solving skills,

Process Capability and Statistical Tolerancing

21.1 A turning process is in statisticalcontrol and the output is normally distributed.producing
parts with a mean diameter = 30.020 mm and a standard deviation = 0.040 mm. Determine
the process capability

21.2 ~"~~i:~d1~;:;i1:~E~E~~:,~~ilf
.'4me.whutproportionofpartsfal[outsideth"'to[erancelimits?

213 A" ',""""""J tube bending p;~,~:~~';ri'::;;":~1:::;:"d;:~'~"::;:,:,; 9J.2", The
= 0.55"

i'j
mean ~

Note: Problems 2 and 5 require use of standard normal distributi on tables not included
i-ithrs text
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von.rcec
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14]

[5J JUIl.."'I'>,J. M .. and CRY:'>". F. M .. Qualill-' PlanllingandA'Ialysi.1, Third Edition. McGraw-Hill.
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I']

[9j Sl MMERS. D. C. S.. Quoiuv. Prentice Hall. Upper Saddle River, New Jersey, 1997
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Control Charts

Sevensample~orfiveparlscachhaveheencollectedfromancxlrusinnprocessthatisiuSla-
tisticalcontrol.and the diameterof the extrudatehasbeen rneasuredfor eachpart. (a) De-
terrninc the values of the center, LeL, and Vel for x and R charts. The catcuiated values
of i and Rfor each sample arc given below (measured values are in inches). (h) Construct
Ihecontrolcharlsandplotthesampledataonthecharl~

1.002 0.999 0.995 1.004 0.996

0.008

0.998 1.006

21.7 Ten sample, of size n = g have been collected from a process in statistic-dl control, and the

dimension of mrerest bas been measured for each part. (a) Determine the values ofthe cen-
ter, LCL, and UeL for the i and R charts, The calculated values of i and R for each sam-
ple arc given below (measured values are in millimeters). (b) Construct the control charts
and plot the sample data on the charts.

10

k 9.22 9.15 9.20 9.28 9.19 9.12 9.20 9.24 9.17 9.23

R 0.24 0.17 0.30 0.26 0.27 0.19 0.21 0.32 0.21 0.23

21A

non

21S

21.8 In 12 sample, of size n = 7, the average value of the sample means is ~ = 6.860 in for the
dimension of interest, and the mean of the ranges of the samples is R = a.027 in. Deter-
mine: (a) LCL and UCL for the i chart and (b) LCL and UCL for the R chart. (c) What is
your best estimate of the standard deviation of the process?

21.9 In nine samples each of size n = IO,thegrartdmeanofthcsamplesisx = 100for the char-
arterlsuc of interest, and the mean of the ranges of the samples is R = 8.5. Determine
(a) LCL and UeL for the i chart and (b) LCL and UCL for the R chart. (c) Based on the
data given, estimate the standard deviation of the process.

21.10 A p chart is to be constructed. SIXsamples of 25 parts each have been colJected,and the
average number of defects per sample = 2.75. Determine the center. J.CL and UCL for
the p chart

21.11 Ten sample, of equal size are taken to prepare a p chart. The total number of parts in these
ten samples was 900, and the total number of defects counted was 117.Determine the cen-
ter. LeL and UCL for the p chart.

2J.U The yield of good chips during a certain step in silicon processing ofinte grated circuits av-
erages 91'X. The number of chips ncr wafer is 200.Determine the center, LeL, and UCL for
thepchartthatmightbeusedforthisproces~

21.13 The DCL and LCL for a pehart arc: LeL ••0.10 and DCL = 0.24. Determine the sample
site nthat is used with this control chart
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'I

J3 S"mple

(oj

'1

("l

21.14 ;::,,;'~: ;~;:;'~;ef~~,~:;,:~;::,~(~;:;,o 0 andUCL = 0.20. Determinethe samplesize
21.15 were inspcc cd attcr final asscmhty.Thc nurnbcr of dcfccts

\39cetccr, per car withan average ol JJ 6 Determin"'"''0'''
be usedin this situation

21.16

~------- .•.
S 9 10 r: 12 13 Samplo

Figure P21.t6 Control charts for analysis.
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Miscellaneous

21,17 Consider some manufacturing process with which you are familiar that manifests some
chronic problem. Develop a cause and effect diagram that identifies the possible causes of
the problem. This is a project that lends itself to a team activity

21.18 Consider some organizational procedure with which you are familiar in your company that
manifests some chronic pronrern. Develop a cause and effect diagram that identifies the PO!-
siblecausesoftheproblem.Thlsisaprojectthatlendsitseiftoateamactivity.

21.19 Six quality improvement projects are being considered for possible selection. The antici-
patedprojectcost,savings,prohabilityofsuccess,andtimetocomplete are given in the ac-
companying table.V.'hich project snoutd be se'ecred if the Parero priority Indexis used as
the selection criterion?

Project Cost Savings Pr(5Ilccess) Time to Complete

$20,000 $50,000 0.80 1.5yr

$10,000 $34,000 0.90 1.2yr

$35,000 $60,000 0.75 2.0yr

$6,000 $25,000 0.90 1.5yr

$25,000 $90,000 0.60 2.5yr

$20,000 $80,000 0.85 0.75yr
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In quality control. inspection is the means hy which poor quality is detected and good qual-
ity is assured. Inspection is traditionally accornptished using labor-intensive methods that
are time-consuming and costly. Consequently, manufacturing lead time and product cost are
increased without adding any real value. In addition, manual inspection is performed after

68'
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the process, of ten after a significant time delay. Therefore, if a bad product has been made,
it is too late to correct the defect(s) during regular processing. Parts already manufactured
that do not meet specified quality standards must either be scrapped or reworked at addi-
rional cost

New approaches to quality control are addressing these problems and drastically al-
tering the way inspection is accomplished. The new approaches include:

• 100% automated inspection rather than sampling inspection using manual method,
• on-line sensor systems to accomplish inspection during or immediately after the man-

ufacturing process rather than off-line inspection performed later
• feedback control of the manufacturing operation, in which process variables that de-

termine product quality are monitored rather than the product itself
• software tools to track and analyze the sensor measurements over time for statisti-

cal process control
• advanced inspection and sensor technologies, combined with computer-based sys-

terns 10 automate the operation of the sensor systems.

In this chapter, we examine some of these modern approaches to inspection with an em-
phasis on automating the inspection function. In the following chapter, we discuss the rel.
evant inspection technologies such as coordinate measuring machines and machine vision

22.1 INSPECTION FUNDAMENTALS

The term inspection refers to the activity of examining the product, its components, sub-
assemblies, or materials out of which it is made, to determine whether they conform to de-
sign specifications. The design specifications are defined by the product designer.

22.1.1 Types of Inspection

Inspections can be classified into two types, according to the amount of information derived
from the inspection procedure about the item's conformance to specification:

1. Inspectionjor variables, in which one or more quality characteristics of interest are
measured using an appropriate measuring instrument or sensor. We discuss mea-
surement principles in Section 23.1 of the following chapter.

2. Inrpeaton jor attributes, in which the part or product is inspected to determine
whether it conforms to the accepted quality standard. The determination is some-
times based simply on the judgment of the inspector. In other cases: the inspector
uses a gage to aid in the decision. Inspection by attributes can also involve counting
the number of defects in a product.

Examples of the two types of inspection are listed in Table 22.1. To relate these differences
to our discussion of control charts in the previous chapter, inspection for variables uses
the i chart and R chart, whereas inspection for attributes uses the p chart or c chart.

The advantage of measuring the part characteristic is that more information is ob-
tained from the inspection procedure about the item's conformance to design specification.
A quantitative value is obtained. Data can be collected and recorded over time 10 observe
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TABLE 22.1 Examples of Inspection for Variables and Inspection for Attributes

Examples of Inspection by Vahables Examples of Inspection by Attributes

Measuringthediameterofacylindrcalpart
"Measuring the temperature of a toaster oven to see

ifit is within the range specified by design
engineering

Measuring the electrical resistance of an electronic
component

Measuringthespeciflcgravityofafluidchem'lcal
product

Gaging a cylindrical part with a GO/NO-GO gage to
determine if it is within tolerance

Delermining the fraction defect rate of a snmplcof
production parts

Counting the number of defects per automobile as it
leaves Ihefinal assembly plant

Counting the number of imperfections in a
production run of carpeting

Ircnds in the process that makes the part. The data can be used to fine-tune the process so
that future parts arc produced with dimensions closer 10 the nominal design value. In at-
tributes inspection (e.g .. when a dimension is simply checked with a gage), all that is known
is whether the part is acceptable and perhaps whether it is too big or too small. On the
other hand. the advantage of inspection for attributes is that it can be done quickly and
therefore at lower cost. Measuring the quality characteristic is a more involved procedure
and therefore takes more time

22.1.2 Inspection Procedure

A typical inspection procedure performed on an individual item, such as a part, subassembly,
or final product, consists of the following steps [2J:

1. Presenration-The item is presented for examination.
2. Examination-The item is examined for nonconforming feature(s). In inspection

for variables, examination consists of measuring a dimension or other attribute of
the part or product. In inspection for attributes, this involves gaging one or more di-
mensions or searching the item for flaws.

3. Decision-Based on the examination. a decision is made whether the item satisfies
1I1l:defined quality standards. The simplest case involves a binary decision, in which
the item is deemed either acceptable or unacceptable. In more complicated cases,
the decision may involve grading the item into one of more than two possible quali-
ty categories. such as grade A, grade B. and unacceptable.

4. Action-The decision should result in some action, such as accepting or rejecting the
item, or sorting the item into the most appropriate quality grade, It may also be de-
sirable to lake action to correct the manufacturing process to minimize the occur-
rence ot futurc defects,

The inspection procedure is traditionally performed by a human worker (referred to as
manual inspection). but automated inspection systems are being increasingly used as sen-
sor and computer technologies are developed and refined for the purpose. In some pro-
duction situations only one item is produced (e.g., a one-of-a-kind machine or a prototype),
:and the inspection procedure is appti~d only to the one item. In other situations, such as
batch production and mass production. the inspection procedure Is repeated either on all
of the items in the production run (100% inspection, sometimes called screening) or on only
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a sample taken from the population of items (sampling inspection). Manual inspection is
more likely to be used when only one item or a sample of parts from a larger batch is in-
spected, whereas automated systems arc more common for 100% inspection in mass pro-
duction

In the ideal inspection procedure. all of the specified dimensions and attributes of
the part or product would be inspected. However, inspecting every dimension is time con
suming and expensive. In generaL it is unnecessary. As a practical matter, certain dimen-
sions and specifications are more important than others in terms of assembly or function
of the product. These important specifications are called key characteristics (KCs). They
are the specifications that should be recognized as important in design, identified as KCs
on the part drawings and in the engineering specifications, paid the most attention in man-
utacturing, and inspected in quality control. Examples of KCs include: matching dimen-
sions of assembled components, surface roughness on bearing surfaces, straightness and
concentricity of high speed rotating shafts, and finishes of exterior surfaces of consumer
products. The inspection procedure should be designed to focus on these KC:s. It usually
turns outthar if the processes responsible for the KCs are maintained in statistical control
(Section21.1), then the other dimensions of the part will also be in statistical control. And
if these less important part features deviate from their nominal values, the consequences,
if any, are less severe.

22.1.3 Inspection Accuracy

Errors sometimes occur in the inspection procedure during the examination and decision
steps. Items of good quality are incorrectly classified as not conforming 10 specifications,
and nonconforming items arc mistakenly classified as conforming. These two kinds of mis-
takes are called Type I and Type II errors. A Type I error occurs when an item of good
quality is incorrectly classified as being defective. It is a "false alarm." A Type II error is
when an item of poor quality is erroneously classified as being good. It is a "miss." These
error types are portrayed graphically in Table 22.2.

Inspection errors do not always neatly follow the above classification. For example,
in inspection by variables, a common inspection error consists of incorrectly measuring a
part dirnenvion As another example, a form of inspection by attributes involves counting
the number of nonconforming features on a given product, such as the number of defects
on a new automobile coming off the final assembly line. An error is made if the inspector
misses some of the defects. In both of these examples, an error may result in either a con-

TABLE 22.2 Type I and Type IIlnspeetion Errors

Declslon Conforming Item Nonconforming Item

Accept item Good decision Type II error

"Miss"

Type I error Good decision

"False alarm"

Rejeclitem
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The term inspection accuracy refers to the capability of the inspection process to
"void these types of errors. Inspection accuracy is high when few or no errors arc made.
Measures of Inspection accuracy arc suggested by Drury [2] for the case in which parts are
classified by an inspector (or automatic inspection system) into either of two catcgories,con-
forming or nonconforming. Considering this bmary case, let PI = proportion of times (or
prohability) .hat H conforming item is classified as conforming, and let P, = proportion of
times (or probability) that a nonconforming item is classified as nonconforming. In other
words. both of these proportions (or probabilities) correspond to correct decisions. Thus,
(1 - PI:I ~ probability that a conforming item is classrned as noncontorrrnng (Type I
crror). and ([ - Pc) = probability that a nonconforming item is classified as conforming
(Type II error)

I f we lei q = actual fraction defect rate in the batch of items. a table of possible out-
comes can be constructed as in Table 22.3 to show the fraction of parts correctly and incor-
rcctly c1a~~ified and for those incorrectly classified, whether the ersor is Type r or Type II

These proportions (probabilities) wou1d have to be assessed empirically for individ-
ual inspectors by determining the proportion of correct decisions made in each of the two
cases of conforming and nonconforming items in a parts batch of interest. Unfortunately.
the proportions vary for different inspection tasks. The error rates are generally higher
(PI, P: values lower] for more difficult inspection tasks. Also, different inspectors tend to
have different PI and P2 rates. Typical values of PI range between 0.90 and 0.99, and typi-
C!!] P, values range between 0.80 and 0.90. but values as low as 0.50 for both PI and P2 have
he"n reported Ill, For human inspectors, PI is inclined to be higher than P2 nccauec in-
specters are usually examining items that arc mostly good quality and tend to be on the
lookout for defects

TABLE 22.3 Table of Possible Outcomes in Inspection Procedure, Given q, p" lind P:I

True State of Item

human

tor~,r~sU:~ch:~'::S.:':(II\)':~c~:~~:~~,: resolution of the in-
specticn IS

Decision Conforming Nonconforming Total

Accept item p.(l q! (1 - p:<)q p, + q(l - p, - P2)

Type II error

Reject item (1 - p,)(l - q) p,q , p, - q(1 p, - P2)

Type I error

Total (1 - q) a 1.0
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Values of Pl and P2 are workable measures of inspection accuracy for a human in-
spector or an automated inspection system. Each measure taken separately provides use-
ful information because the PI and P2 values would be expected to vary independently to
some degree depending on the inspection task and the person or system performing the in-
spection. Nonetheless, the two values can be combined into a single measure of inspection
accuracy by taking a simple average:

p- + P2A=Z- (22.1\

where A = measure of inspection accuracy that ranges between zero (all inspection deci-
sions incorrect) and 1.0 (all decisions correct = perfect accuracy); PI = probability that a
conforming item is classified as confonning; and P2 == probability that a defective item is
classified as defective, as previously defined. A practical difficulty in applying the measure
is determining the true values of PI and Pl. These values would have to be determined by
an alternative inspection process, which would itself be prone to similar errors as the first
process whose accuracy is being assessed.

EXAMPLE 22.1 Inspection Accuracy

A human worker has inspected a batch of 100 parts, reporting a total of 12 de-
fects in the batch. On careful reexamination, it was found that four of these re-
ported defects were in fact good pieces (four false alarms). whereas a total of
six defective units in the batch were undetected by the inspector (six misses)
What is the inspector's accuracy in this instance? Specifically, what are the val-
uesoI(a) PI, (b) P2, and (c) A?

Solution: Of the 12 reported defects, four are good, leaving eight defects among those re-
ported. In addition, six other defects were found among the reportedly good
units. Thus, the total number of defects in the batch of 100 is 8 + 6 = 14.This
means there were 100 -14 = 86 good units in the batch. We can assess the val-
ues of PI, P2' and A on the basis of these numbers.
(a) To assess pv; we note that the inspector reported 12 defects, leaving 88 that
were reported as acceptable. Of these 88, six were actually defects, thus leaving
88 - 6 = 82 actual good units reported by the inspector. Thus, the proportion
of good paris reported as conforming is:

82
PI = 86 == 0.9535

(b) There are 14 defects in the batch, of which the inspector correctly identified
eight. Thus, the proportion of defects reported as nonconforming is:

8
P2 = 14 == 0.5714

(c) The overall inspection accuracy is given by Eq. (22.1):

0.9535 + 0.5714
A ~ --,-- = 0.7625
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22.1.4 Inspection vs. Testing

Quality control utilizes both inspection and testing procedures to detect whether a part or
product is within design specifications. Both activities are important in a company's qual-
ity control program. Whereas inspection is used to assess the quality of the product rela-
tive to design specifications. testing is a term in quality control that refers to assessment of
the runcuonal aspects of the product', Does the product operate the way it is supposed to
operate? WiL it continue tooperate for a reasonable period of time? Will it operate in en-
vuonments of extreme temperature and humidity? Accordingly, QC testing is a procedure
in which the item being tested (product, subassembly, part, or material) is observed during
actual operation or under conditions that might be present during operation. For example,
a product might be tested by running it for a certain period of time to determine whether
it functions properly. If the product successfully passes the test, it is approved for shipment
to the customer. As another example, a part, or the material out of which the part is to be
made, might be tested by subjecting it to a stress load that is equivalent to or greater than
the load anticipated during normal service.

Sometimes the testing procedure is damaging or destructive to the item. To ensure that
the majority of the items (e.g., raw materials or finished products) are of satisfactory qual"
ity, a limited number of the items are sacrificed. However, the expense of destructive test-
ing is signiticant enough that great efforts are made to devise methods that do not result
in the destruction of the item. These methods are referred to as nondestructive testing
(NDT) and nondestructiveevaJuation (NDE).

Another type of testing procedure involves not only the testing of the product to see
that it functions properly; it also requires an adjustment or calibration of the product that
depends on the outcome of the test. During the testing procedure, one or more operating
variables of the product are measured, and adjustments are made in certain inputs that in-
fluence the performance of the operating variables. For example, in the testing of certain
appliances with heating elements, if the measured temperature is too high or too low after
a specified time, adjustments can be made in the control circuitry (e.g., changes in poten-
tiometer settings) to bring the temperature within the acceptable operating range.

22.2 SAMPLING VS. 100% INSPECTION

Our primary interest in this chapter is on inspection rather than testing. As suggested by
the preceding descriptions of the two functions, inspection is more closely associated with
manufacturing operations. Inspection can be performed using statistical sampling or 100%.

22.2.1 Sampling Inspection

Inspection is traditionally accomplished using manual labor. The work is often boring and
monotonous, yet the need for precision and accuracy is great. Hours are sometimes re-
quired to measure the important dimensions of only one workpart. Because of the time and
expense involved in inspection work, sampling procedures are often used to reduce the
need to inspect every part. The statistical sampling procedures are known by the terms
acceptance sampling or Jot sampling.

Types of ~ampling Plans. There are two basic types of acceptance sampling: (1)
attributes sampling and (2) variables sampling, corresponding to inspection by attributes
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and inspection by variables previously described (Section 22.1.1). In a vanabtes sampling
plan, a random sample is taken from the population, and the quality characteristic of in-
terest (e.g., a part dimension) is measured for each unit in the sample. These measurements
are then averaged. and the mean value is compared with an allowed value for the plan.
The balch is then accepted or rejected depending on the results of this comparison. The al-
lowed value used in the comparison is chosen so that the probability that the batch will be

rejected is small unless the actual quality level in the population is indeed poor.
In an attrihutes sampling plan. a random sample is drawn from the batch, and the

units in the sample are classified as acceptable or defective, depending on the quality cri-
terion being used. The batch is accepted if the number of defects does not exceed a certain
value, called the acceptance number. On the other hand. if the number of defects found in
the sample is greater than the acceptance number, the batch is rejected. As in variables
sampling, the value of the acceptance number is selected so that the probability that the
batch will be rejected is small unless the overall quality of the parts in the batch is poor.

In sampling. there is always a probability that the batch will be rejected even if the
overall quality is acceptable. Similarly, there is a probability that the batch will be accept-
ed even if the overall qual it) level in the batch is not acceptable. Statistical errors are a
fact of life in statistical sampling. Let us explore what is meant by the word "acceptable"
in the context of acceptance sampling and at the same time examine the risks associated
with committing a statistical error. Our focus will be on attributes sampling, but the same
basic notions apply to variables sampling. Ideally, a batch of parts would be absolutely free
of defects. However, such perfection is difficult ifnot impossible to attain in practice. Ac-
cordingly, a certain level of quality is agreed on between the customer and the supplier a,
being acceptable, even though that quality is less than perfect. This is called the acceptable
qualit}' level (AQL), which is defined in terms of pro port ion of defects, or fraction defect
rate qo.Alternatively, there is another level of quality, again defined in terms of fraction de-
fect rate q], where qj > q", which is agreed on by customer and supplier as being unac-
ceptable. This q, level is called the lot tolerance percent defective (LTPD).

Statistical Errors in Sampling. There arc two possible statistical errors that car.
occur in acceptance sampling. The first is rejecting a batch of product that is equal to or bet
ter than the AQL (meaning that the actual q .s qo)' This is a Type I error, and the proba.
bility of committing this type of error is called the producer's rid. a. The second error that
can occur is accepting a batch of product whose quality is worse than the LTPD (q :2:: qd
This is a Type II error, and the probabillry of this error is called the consumer's risk f3.
These errors are depicted in Table 22.4. Sampling errors are not to be confused with the

TA.BLE 22.4 Type I and Type II Sampling Errors

Decision Acceptable Batch Unacceptable Batch

Accept batch Good decision Type IIerror

Consumer's risk(p)

Type I error Good decision

Producer's risk (0)

Reject batch
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inspection errors previously described in our discussion of inspection accuracy (Section
22.1.3). Sampling errors occur because only a fraction of the total population has been in-
spected. We arc at the mercy of the laws of probability as to whether the sample is an ac-
curate reflection ot the population. Inspection errors. on the other hand, occur when an
individual item is wrongly classified as being defective when it is good (Type I error) or good
when it is defective (Tn)'" II crroi }.

Design of an acceptance sampling plan involves determining values of the sample
size Q, and the acceptance number N, that provide the agreed-on AQL and LTPD, to-
gether with the associated prohahilities a and f3 (producer's and consumer's risks). Proce-
dures for determining Q, and No based on AQL, LTPD, a, and f3 are described in texts on
quality control, such as [3], and [aj.Atso.standard sampling plans have been developed, such
as \1JL-STD-lOSD (also known as ANSI.! ASQC Z1.4, the U.S. standard. and ISOjDlS-
2859, the international standard].

Operating Characteristic Curve. Much information about a sampling plan can be
obtained lrom its operating characteristic curve (OC curve). The operating characteristic
curve for a given sampling plan gives the prohability of accepting a hatch as a function of
the possible fraction defect rates that might exist in the batch, The general shape of the OC
curve is shown in Figure 22.1, In effect, the OCcurve indicates the degree of protection pro-
vided by the sampling plan for various quality levels of incoming lots. If the incoming batch
has a high quality level (low q), then the probability of acceptance is high. If the quality level
of the incoming batch is poor (high q), then the probability of acceptance is low

FIgure 22.1 The operating characteristic (OC) curve for a given
sampling plan shows the prohability of accepting the lot for differ-
ent fraction defect rates of incoming batches.
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When a batch is rejected as a result of a sampling procedure, several possible actions
might be taken. One possibility is to send the parts bark to the supplier. If there is an im-
mediate need for the parts in production, this action may be impractical.A more appropriate
action may be to inspect the batch 100% and sort out the defects, which are sent back to
the supplier for replacement or credit. A third possible action is to sort OU! the defects and
rework (II replace them at the supplier'S expense. Whatever the action, rejecting a batch
leads to corrective action that has the effect of improving the overall quality of the batch
exiting the inspection operation. A given sampling plan can be described by its a"erage
outgoing quality curve (AOO curve), the typical shape of which is illustrated in Figure
22.2. The AOO curve shows the average quality of batches passing through the sampling
inspection plan as a function of incoming lot quality (before inspection).As one would ex-
pect, when the incoming quality is good (low q), the average outgoing quality is good (low
AOO). When the incoming quality is poor (high q), the AOO is also low because there is
a strong probability of rejecting the batch, with the resulting action that defectives in the
batch are sorted out and replaced with good parts. It is in the intermediate range, between
the AOL and LTPD, that the outgoing batch quality of the sampling plan is the poorest.As
shown in our plot, the highest AOO level will be found at some intermediate value of q,
and thisAOO is called the average outgoing quaUty limit (AOQL) of the plan.

22.2.2 100% Manual Inspection

In sampling inspection, the sample size is often small compared with the size of the popu-
lation. The sample size may represent only I % or fewer of the number of parts in the batch
Because only a portion of the items in the population is inspected in a statistical sampling
procedure, there is a risk that some defective parts will slip through the inspection screen.
As indicated in our preceding discussion of average outgoing quality, one of the objectives
in statistical sampling is to define the expected risk, that is, to determine the average frac-
tion defect rate that will pass through the sampling inspection procedure over the long
run, under the assumption that the manufacturing process remains in statistical control.

ADO

AOQL~~- .. -.

O.05~

0.04

umr-

0.02
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~"~

0.1 0.2 0,3 0.4 (J5 0.6 q

Fracliondefectrate

Figure 22.2 Average outgoing quality (AOO) curve for a sampling
plan.
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--'~"-0,10,20,30.4 <j

AQL Figure 22.3 Operating characteristic
curve of a 100% inspection plan

The frequency with which samples are taken, the sample size, and the permissible quality
level (AQL) are three important factors that affect the level of risk involved. But the fact
remains that something less than 100% good quality must be tolerated as a price to be paid
for using statistical sampling procedures.

In principle, the only way to achieve 100% acceptable quality is to use 100% inspec-
tion. It is instructive to compare the OC curve of a JOO%inspection plan, shown in Figure
22.3, with the OC curve of a sampling plan as in Figure 22.1. The advantage of 1000/0 in-
spection is that the probability the batch will be accepted is 1.0 if its quality is equal to or
better than the AQL and zero if the quality is lower than the AQL. One might logically
argue that the term "acceptable quality level" has less meaning in 100% inspection, since
a target of zero defects should be attainable if every part in the batch is inspected; in other
words, the AQL should he set at q = O.However, one must distinguish between the out-
put of the manufacturing process that makes the parts and the output of the inspection
procedure that sorts the parts. It may be possible to separate out all of the defects in th~
batch so that only good parts remain after inspection (AOQ = zero defects), whereas the
manufacturing process still produces defects at a certain fraction defect rate q (q > 0).

Theoretically, 100% inspection allows only good quality parts to pass through the in-
spection procedure. However, when 1{)O%inspection is done manually, two problems arise:
First, the obvious problem is the expense involved. Instead of dividing the time of inspecting
the sample over the number of parts in the production run, the inspection time per piece
is applied to every part. The inspection cost sometimes exceeds the cost of making the
parI. Second, with 100% manual inspection, there is the problem of inspection accuracy
(Section 22.1.3). There are almost always errors associated with 100% inspection (Type I
and II errorsj.especially when the inspection procedure is performed by human inspectors.
Because of these human errors, 100% inspection using manual methods is no guarantee of
100% good quality product.

Fc~cti"ndefect,ole
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22.3 AUTOMATED INSPECTION

An alternative to manual inspection is automated inspection. Automation of rhc inspection
procedure will almost always automated machines
are not given 10 the fatigue and human inspectors, Economic
ju~til'icu[jonof un automated inspection system depends on whether the savings in labor
cost and improvement in accuracy will more than offset the investment and/or develop-
mcnt cosrs ot the system.

Automated inspection cal] be defined as the automation of one or more of the steps
involved in the inspection procedure. There are a number of alternative ways in which au-
tomated or scrniautornated inspection can be implemented:

1, ALltomah:dpre~'elltatioll of part~ hy an automatic handling system with a human op-
erator still pcrtonning the examination and decision steps

2. Automated examination and decision by an automatic inspection machine. with man-
ualloading (presentation) of pans into the machine

3. Completely automated inspection system in which partspresentatian, examination.
and decision are all performed automatically.

In the first Case. the inspection procedure is performed by a human worker. with all of the
possible errors in this form of inspection. In cases (2) and (3) , the actual inspection op-
eration IS accomplished by an automated system. These latter cases are our primary in-
teresthere

As in manual inspection, automated inspection can be performed using statistical
sampling or 100%. When statistical sampling is used, sampling errors are possible.

With either sampling or 100% inspection. automated systems can commit inspection
errors. just as human inspectors can make such errors. For simple inspection tasks, such as
automatic gaging of a single dtmcnston.on a part, automated systems operate with high
accuracy (low error rate j.As the inspection operation becomes more complex and difficult.
the error rate tends to increase. Some machine vision applications (Section 23.5) fall into
this category; for example, detecting defects in integrated circuit chips or printed circuit
boards.lt should be mentioned that these inspection tasks are also complex and difficult
for human workers. and this is one of the reasons for developing automated inspection
systems that can do the job

A~ before, inspection errors can he classified as Type I orType II. A Type I error oc-
curs when the automated system indicates a defect when no defect is really present, and a
Type II error occurs when the system misses a real defect. Some automated inspection sys-
tems can be adjusted in terms of their sensitivity for detecting the defect they are designed
to fmd. This is accomplished by means of a "gain" adjustment or similar control. When the
sensitivity adjustment is low, the probability of a Type I error is low but the probability of
a Type II error is high. When thc sensitivity adjustment is increased, the probability uf a Type
I error increases. whereas the probability of a Type II error decreases. This relationship is
portrayed in Figure 22.4. Because of these errors, 100% automated inspection cannot guar-
antee lOO'::{good quality product.

The full potential of automated inspection i~ best achieved when it is integrated into
the manufacturing process. when 1OO~;,: inspection is used, and When the results of the pro-
cedure lead to some positive action. The positive actions can take either or both of two pos-
sihle forms, as illustrated in Figure 22.5:
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Figure 22.4 Relationship between sensitivity of an automated in-
spection system and the probability of Type I and Type II errors:
Pl '" the probability that a conforming item is correctly classified.
and P2 = the probability that a nonconforming item is correctly
classified.
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Figure 22.5 Action steps resulting from automated inspection:
(a) feedback process control and (b) sortation of parts into two or
mere quality levels.

(a) Feet/batk process conl1'Ol.ln this case, data are fed back to the preceding manufac-
turing process responsible for the quality characteristics being evaluated or gaged in
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the inspection operation. The purpose of feedback is to allow compensating adjust-
ments to be made in the process to reduce vanability and improve quality. If the mea-
surements from the automated inspection indicate that the output of the process is
beginning to drift toward the high side of the tolerance (e.g., tool wear might cause
a part dimension to increase over time), corrections can be made in the input para-
meters to bring the output back to the nominal value. In this way, average quality is
maintained within a smaller variability range than is possible with sampling inspec-
tion methods. In effect, process capability is improved.

(b) Parts sQt1ation.ln thiscase,the parts are sorted according to qualitylevel.acceptable
versus unacceptable quality. There may be more than two levels of quality appropri-
ate for the process [e.g., acceptable, reworkahle, and scrap). Sortation and inspection
may be accomplished in several ways. One alternative is to both inspect and sort at
the same station. Other installations [ocate one or more inspections along the pro-
cessing line, with a single sortation station near the end of the line. Inspection data
are analyzed and instructions are forwarded to the sortation station indicating what
action is required for each part

22.4 WHEN AND WHERE TO INSPECT

Inspection can be performed at any of several places in production: (1) receiving inspec-
tion, when raw materials and parts are received from suppliers, (2) at various stages of
manufacture, and (3) before shipment to the customer. In this section our principal focus
is on case (2), that is, when and where to inspect during production.

22.4.1 Off·L1neand On-line Inspection

The timing of the inspection procedure in relation to the manufacturing process is an im-
portant consideration in quality control. Three alternative situations can be distinguished,
shown in Figure 22.6: (a) off-line inspection, (b) on-line/in-process inspection, and (c) on-
line/post-process inspection.

Off-Line Inspection. Off-line inspection is performed away from the manufac-
turing process, and there is generally a time delay between processing and inspection. Off-
line inspection is often accomplished using statistical sampling methods. Manual inspection
is common. Factors that tend to promote the use of off-line inspection include: (1) vari-
ability of the process is well within design tolerance. (2) processing conditions are stable
and the risk of significant deviations in the process is small, and (3) cost of inspection is
high relative 10 the cost of a few defective parts. The disadvantage of off-line inspection is
that the parts have already been made by the time poor quality is detected. When sam-
pling is used, an additional disadvantage is that defective parts can pass through the sam-
pling procedure.

On-Line Inspection. The alternative to off-line inspection is on-line inspection, in
which the procedure is performed when the parts are made, either as an integral step in the
precessing or assembly operation, ur immediately afterward. Two on-line inspection pro-
cedures can be distinguished: on-line/in-process and on-line/post-process, illustrated in
Figure 22.6(b) and (c).
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Figure 22.6 Three inspection alternatives: (a) off-line inspection,
(b) on-line/in-process inspection, and (c) on-line/post-process
inspection.

On-linejin-process inspection is achieved by performing the inspection procedure
during the manufacturing operation. As the parts are being made, the inspection proce-
dure is measuring or gaging the parts simultaneously. The benefit of in-process inspection
is that it may be possible to influence the operation that is making the current part, there-
by correcting a potential quality problem before the part is completed. When on-line/in-
process inspection is performed manually, it means that the worker who is performing the
manufacturing process is also performing the inspection procedure. For automated man-
ufacturing systems, this on-line inspection method is typically done on a 100% basis using
automated sensor methods. Technologically, automated on-line/in-process inspection of
the product is usually difficult and expensive to implement. As an alternative, on-line/
post-process procedures are often used.

With on-ltnetpost-process inspection, the measurement or gaging procedure is ac-
complished immediately following the production process. Even though it follows the
process, it is still considered an on-line method because it is integrated with the manufac-
turing workstation, and the results of the inspection can immediately influence the pro-
duction operation. The limitation of on-nne/post-process inspection is that the part has
already been made, and it is therefore impossible to make corrections that will influence
its processing. The best that can be done is to influence the production of the next part.
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On-line/post-process inspection can be performed as either a manual or an auto-
mated procedure. When accomplished manually, it can be accomplished using either sam-
piing or 100% inspection (with all of the risks associated with 100% manual inspection)
Gaging of part dimensions at the production machine with go/no-go gages is a common
example of on-line/post-process inspection. When on-line/post-process inspection is au-
tomated, it is typically performed on a 100% basis. Whether manual or automated, statis-
tical process control techniques (Chapter 21) are useful for analyzing the data generated
by the inspection procedure

Either form of on-line inspection should drive some action in the manufacturing op-
eration, either feedback process control or parts sortation. If on-line inspection results in
no action, then off-line inspection might as well be utilized instead of on-line technologies.

22.4.2 Product Inspection vs. Process Monitoring

In the preceding discussion of inspection issues, we have implicitly assumed that it was the
product itself that was being measured or gaged, either during or after the manufacturing
process. An alternative approach is to measure the process rather than the product, that is,
to monitor the key parameters of the manufacturing process that determine product qual-
ity. The advantage of this approach is that an un-Iineyin-process measurement system is
much more likely to be practicable for process variables than for product variables. Such
a measurement procedure could be readily incorporated into an on-line feedback control
system, permitting any required corrective action to be taken while the product is still being
processed and theoretically preventing defective units from being made. If entirely reli-
able, this arrangement would avoid, or at least reduce, subsequent off-line inspection of
the actual product.

Use of process monitoring as an alternative to product inspection relies on the as-
sumption of deterministic manufacturing. This means that a fairly exact cause-and-effect
relationship eusts between the process parameters that can be measured, and the quality
characteristics that must be maintained within tolerance. Accordingly, by controlling the
process parameters, indirect control of product quality is achieved. The assumption of de.
rerrninistic manufacturing is most applicable under the following circumstances: (1) the
process is well behaved, meaning that it is ordinarily in statistical control and that J.,via_
tions from this normal condition are rare; (2) process capability is good, meaning that the
standard deviation of each process variable of interest under normal operating conditions
is small; and (3) the process has been studied to establish the cause-and-effect relationships
between process variables and product quality characteristics and that mathematical mod-
els of these relationships have been derived.

Although the approach of controlling product quality indirectly through the use of
process monitoring is uncommon in piece parts production, it is quite prevalent in the con-
tinuous process industries such as chemicals and petroleum. In these continuous process-
es, it is usually difficult to directly measure the product quality characteristics of interest,
except by periodic sampling. To maintain uninterrupted control over product quality, Ihe
related process parameters are monitored and regulated continuously. Typical production
variables in the-process industries include temperature, pressure, flow rates, and similar va-
riables that can easily be measured (chemical engineers might dispute how easily these vari-
ables can De measured) and can readily be combined into mathematical equations to predict
product parameters of interest. Variahles in discrete product manufacturing are generally
more difficult to measure, and mathematical models that relate them to product quality are
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not as easy to derive, Examples of process variables in the parts production industries in-
clude [1j: rcol wear. deflection of production mllcbinery components, part deflection dur-
ing processing, vibration frequencies and amplitudes of machinery, and temperature profiles
of production machinery and piece parts during processing.

22.4.3 Distributed Inspection vs. Finallnspeetion

When inxpcr-tinn stations are located along the line of work flow in a factory, this is re.
ferred to as dtstribured inspection. In its mas! extreme form, inspection and sorterion op·
erauons arc located after every processing step. However, a more common and
cost-effective approach is for inspections to be strategically placed at critical points in the
manufacturing sequence, with several manufacturing operations between each inspection
The function of a distributed inspection system is to identify defective parts or products
soon after they have been made so that the defects can be excluded from further process-
ing. The goal of this inspection strategy is to prevent unnecessary cost from being added
to defective units. ThIS is especially relevant in assembled products where many components
are combined into a single entity that cannot easily be taken apart. If one defective com-
portent would render the assembly defective, then it is obviously better to catch the defect
hcfore it is assembled. Thp~"siflllltjons are found in electronics manufacturing operations.
Printed circuit board (PCB) assembly is a good example. An assembled PCB may consist
of 100 or more electronic components that have been soldered to the base board. If only
one of the components is defective, the entire board may be useless unless repaired at sub-
stantial additional cost. In these kinds of cases, it is important to discover and remove the
defects from the production line before further processing or assembly is accomplished
100% on-line automated inspection ls most appropriate in these situations.

Another approach, sometimes considered an alternative to distributed inspection, is
final inspection, which involves one comprehensive inspection procedure on the product
immedi<ttd}' before shipment to the customer. The motivation behind this approach is that
it is more efficient, from an inspection viewpoint, to perform all of the inspection tasks in
one step. rather than distribute them throughout the plant. Final inspection is more ap-
pealing to the customer because, in principle, if done effectively, it offers the greatest pro-
tection against poor quality.

However, exclusive implementation of the final inspection approach (without some
intermediate inspection of the product as it is being made) is potentially very expensive to
the producer for two reasons: (1) the wasted cost of defective units made in early pro-
cessing steps being processed in subsequent operations and (2) the cost of final inspection
itself. The first issue. cost of processing defective units, has been discussed. The second
issue. inspection cost, will benefit from elaboration. Final inspection, when perfonned on
a llXJ% basis, can be very costly since every unit of product is subjected to an inspection pro-
cedure that must be designed to detect all possible defects. The procedure often requires
functional tc~ting as well as inspection. Ifperfonned manually on a 100% basis, as at least
a portion of the inspection and testing procedure is likely to be done, it is subject to the risks
of lOO';{ manual inspection (Section 22.2.2). Because of these costs and risks, the produc-
er often resorts to sampling inspection. with the associated statistical risks of defective
product slipping around the sample to the customer (Section 22.2.1). Thus, final product in-
spection is potentially costly or potentially ineffective or both.

Quality conscious manufacturers combine the two strategies. Distributed inspection
is used for. operations in the plant with high defect rates to prevent processing of bad parts
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in later operations and to ensure that only good components are assembled in the prod-
uct; and some form of final inspection is used on the finished units to ensure that only the
highest quality product is delivered to the customer.

22.5 QUANTITATIVE ANALYSIS OF INSPECTION

Mathematical models can be developed to analyze certain performance aspects of pro-
duction and inspection. In this section, we examine three areas: (1) effect of defect rate on
production quantities in a series of production operations, (2) final inspection versus dis-
tributed inspection, and (3) when to inspect and when not to inspect.

22.5.1 Effect of Defect Rate in Serial Production

Let us define the basic element in the analysis as the unit operation for a manufacturing
process, illustrated in Figure 22.7. In the figure, the process is depicted by a node, the input
to which is a starting quantity of raw material. Let Qo = the starting quantity or batch size
to be processed. The process has a certain fraction defect rate q (stated another way,
q = probability of producing a defective piece each cycle of operation), so the quantity of
good pieces produced is diminished in size as follows:

(22.2)

where Q = quantity of good products made in the process, Qo = original or starting quan-
tity, and q = fraction defect rate. The number of defects is given by:

(22.3)

where D = number of defects made in the process.
Most manufactured parts require more than one processing operation. The operations

are performed in sequence on the parts, as depicted in Figure 22.8. Each process has a frac-

Figure 22.7 The unit operation for a
Proces.s Good unilS manufacturing process, represented as an

~~~;~~~ ~ input-output model in which the process
q Defects has a certain fraction defect rate.

~
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Qow~::~~~s 1 2 i i+! ~g:

q\ '12 q, q,.l 'In Product with

Defects OneorJ1Jore
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Figure 22.8 A sequence of n unit operations used to produce a part.
Each process has a certain fraction defect rate.
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rion defect rate q.. so the final quantity of defect-free parts made by a sequence of n unit
operations is given by:

(22.4)

where Q, '" final quantityo£ defect-free units produced by the sequence at n processing op-
erations.and Q" is the starting quantity. If all q. are equal, which is unlikely but nevertheless
convenient for conceptualization and computation. then the preceding equation becomes:

(22.5)

where q '" fraction defect rate for all n processing operations. The total number of defects
produced by the sequence is most easily computed as:

(22.6)

where Dr = total number of defects produced.

EXAMPLE 22.2 Compounding Effect of Defect Rate in a Sequence of Operations

A batch of 1000 raw work units is processed through len operations, each of
which has a fraction defect Tate of 0.05. How many defect-free units and how
many defects are in the final batch?

Solution: Eq. (22.5) can be used to determine the quantity of defect-free units in the
final batch

Qf'" 1000(1 - .05)10 = 1000(0.95)10 = 1000 (0.59874) = 599 good units

The number of defects is given by Eq. (22.6)

Dr = WOO - 599 = 401 defective units.

The binomial expansion can be used to determine the allocation of defects associated with
each processing operation i. Given that q, = probability of a defect being produced in op-
eration i, let Pi '" probability of a good unit being produced in the sequence; thus,
P, + q, = I. Expanding this for n operations, we have

(22.7)

To illustrate, consider the case of two operations in sequence (n = 2). The binomial ex-
pansion yields the following expression:

where Pl P2 "" proportion of defect-free parts.n, qr "" proportion of parts that have no de-
recrs from operation 1 but a defect from operation 2, P2 qj = proportion of parts that have
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no defects from operation 2 but a defect from operation 1, and ql q2 = proportion oiparts
that have both types of defect

22.5.2 Final Inspection vs. Distributed Inspection

The preceding model portrays a sequence of operations. each with its own fraction defect
rate, whose output forms a distribution of parts possessing either (1) no defects or (2) one
or more defects, depending on how the defect rates from the different unit operations com-
bine. The model makes no provision for separating the good units from the defects; thus,
the final output is a mixture of the two categories. This is a problem. To deal with the prob-
lem.Ict us expand our model to include inspection operations, either one final inspection
at the end of the sequence or distributed inspection, in which each production step is fol-
lowed by an inspection.

Final Inspection. In the first case, one final inspection and sortation operation is
located at the end of the production sequence.as represented by the square in Figure 22.9,
In this case. the output of the process is 100% inspected to identify and separate defective
units. The inspection screen is assumed to be 100% accurate, meaning that there are no
Type I or Type II inspection errors.

The probabilities in this new arrangement are pretty much the same as before. De-
fects are still produced. The difference is that the defective unirs Dj.nave been complete-
ly and accurately isolated from the good units Q! by the final inspection procedure.
Obviously. there is a cost associated with the inspection and sortation operation that is
added to the regular cost of processing. The costs of processing and then sorting a batch
of Q" parts as indicated in Figure 22.9 can be expressed as follows:

where Cb '" cost of processing and sorting the batch, Qo = number of parts in the starting
batch, CpT[ '" cost of processing a part at operation i,and C,! = cost of the final inspection
and sortation per part. The processing cost C", is applicable to every unit for each of the n
operations; hen"", the summation from 1 to n,The final inspection is done unce [or each
unit. We have neglected consideration of material cost. For the special case in which every
processing cost is equal (Cp" = Cpr for all i), we have

D,
Defects

Figure 22.9 A sequence of n unit operations with one final inspec-
tion and sortarton operation to separate the defects.

Unit

OP~::~'units Inspection and
Q sortalion Good

o 2 n-J n product

De~:cts -l qn-! 'In Of
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(22.4)

Note that the fraction defect rate docs not figure into total cost in either of these equations.
since no defective units arc sorted from the batch until after the final processing operation
Therefore. every unit in Qv is processed through all operations, whether it is good or de-
fective, and every unit is inspected and sorted

eh = Qv(1 + (1 - q) + (J - q)';- + (J - q)"-I)(Cp, + C) (22.J1)

EXAMPLE 22.3 Final Inspection vs. Distriboted Inspection

Next, let USconsider a distributed
is followed

sorted from the batch

Our model of

C" = Q,,(CP'1 + C,I) + Q,,(1 - qj}(Cp,o ;- C/:J +- Q,,(l - qj)(J - q,)(Cp'1 + C,,) +

+ Q"n(l - q,)(C1"" +- C,,,) (22.10)

= l:{)sls of inspection and sortation at each station. rcspec-
= q. CI''' = C{".and C" = C, for alii, the above cqua-

In'l'ec·ti,,nand
- sorl"an,,--Unnopcration' -
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Solution: For the final inspection alternative. we can use Eq. (22.9) to determine the
batch cost

Co = ]000(10 x 1.00 + 2.50) = 1000(12.50) = $12,500

For the distributed inspection alternative, we can use Eq. (22.11) to solve for the
batch cost:

c, = 1000(1 + (.llS) + (.95)2 + ,+(.llSt)(1.00 + 0.25)

= 1000(8.0252)(1.25) = $10,032

We see that the cost of distributed inspection is less for the cost data given in Exam-
ple 22.3. A savings of $2468 or nearly 20% is achieved by using distributed inspection. The
reader might question why the cost of one final inspection ($250) is so much more than the
cost of an inspection in distributed inspection ($0.25). We offer both a logical answer and
a practical answer to the question. The logical answer goes like this: Each processing step
produces its own unique defect feature (at fraction defect rate q),and the inspection pro-
cedure must be designed to inspect for that feature. For ten processing operations with ten
different defect features, the cost to inspect for these features is the same whether the in-
spection is accomplished after each processing step or all at once after the fmal processing
step. If the cost of inspecting for each defect feature is $0.25, it follows that the cost of in-
specting for all ten defect features is simply 10($0.25) = $2.50. In general, this relation-
ship can be expressed:

(22.12)

For the special case where all Cnare equal (C, - C,for all i),as in Example 223,

(22.13)

Given this multiplicative relationship between the single final inspection cost and the unit
inspection cost in distributed inspection. it is readily seen that the total cost advantage of
distributed inspection in OUT example problem derives entirely from the fact that the num-
ber of parts that are processed and inspected is reduced after each processing step due to
the sortation of defective parts from the batch during production rather than afterward.

Notwithstanding the logic of Bqs. (22.12) and (22.13), we are sure that in practice
there is some economy in performing one inspection procedure at a single location, even
if the procedure includes scrutinizing the product for ten different defect features. Thus, the
actual fmal inspection cost per unit c'r is likely to be less than the sum of the unit costs in
distributed inspection. Nevertheless, the fact remains that distributed inspection and sor-
ration reduces the number of units processed, thus avoiding the waste of valuable produc-
tion resources on the processing of defective units.

Partially Distributed Inspection. A distributed inspection strategy can be fol-
lowed in which inspections <Irelocated between groups of processes rather than after every
processing step. as in Example 22.3. If t~ere is any economy in performing multiple in-
spections at a single location, as argued III the preceding paragraph, then this might be a
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EXAMPL«:22.4 PltrliuU"Di~lribulcd Inspectfua

Solution: The batch cost is the processing cost for all HX10pieces for the first five opera-
tions, after 'Which the inspection and sortation procedure separates the defects
produced in those first five operations from the rest of the batch. This reduced
batch quantity then proceeds through operations 6-10. followed hy the second
inspection and sortatiou procedure. The equation for this is the following:

(22.14)

Since all Cp" are equal (CI''' = Cpr for all i), and all q are equal (q, = q for all
i), this equation can be simplified to

Co = Q,,(5Cp, + C,,)-.-Q,,(1 - qj5(5CI" + CHI) (22.15)

Using our values for this example, we have

c, = 1000(5 x 1.00 + 1.25) + HX10(.95)·\(5X 1.00 + 1.25)

= 1000(6.25) + 1000(0.7738)(6.25) = $11,086

This is a savings of $1414 or 11.3% compared with the $12,500 cost of one final in-
spection, Note that we have been able to achieve a significant portion of the total savings
from fuJly distributed inspection by using only two inspection stations rather than len. Our
savings here of $1414 is about 57% of the $2468 savings from the previous example, with
only 20% of the inspection stations. This suggests that it may not be advantageous to locate
an inspection operation after every production step, but instead to place them after groups
of operations. The "law of dirnmishing returns" is applicable in distributed inspection

22.5.3 Inspection or No Inspection

A relatively simple model for deciding whether to inspect at a certain point in the pro-
duction sequence is proposed in Juran and Gryna Pl. The model u~e~ the fraction defect
rare in the production batch. the inspection cost per unit inspected. and the cost of dam-
age that one defective unit would cause if it were not inspected. The total cost per batch
of lOO'J{ inspection can he formulated as follows:
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Cb(HX)'Jr. inspection) = Q C, (22.16)

where C, "" total cost for the batch under consideration, Q = quantity of parts in the balch,
and C, = inspection and sortation cost per part. The total cost of no inspection, which
leads to a damage cost for each defective unit in the batch. would be:

Ch(no inspection) = Q q Cd (22.17)

where Co = batch cost, as bcfore;Q = number of parts in the batch;q = fraction defect
rate: and Cd = damage cost for each defective part that proceeds to subsequent process-
ing or assembly. This damage cost may be high. for example, in the case of an electronics
assembly where one defective component might render the entire assembly defective and
rework would be expensive

Finally. if sampling inspection is used on the batch, we must include the sample size
and the probability that the batch will he accepted by the inspection sampling plan that is
used. This probability can be obtained from the DC curve (Figure 22.1) for a given frac-
tion defect rate q.The resulting expected cost of the batch is the sum of three terms: (1)
cost of inspecting the sample of size Q.,. (2) expected damage cost of those parts that are
defective if the sample passes inspection. and (3) expected cost of inspecting the remain-
ing parts in the batch if the sample does not pass inspection. In equation form.

C,,(sampling) = C,Q, + (Q - Q.,)qCdPa + (Q - Q,)C,(1 - Pa) (22.18)

where Co ~ batch cost, C, "= cost of inspecting and sorting one part, Q, = number of parts
in the sample. Q = balch quantity, q = fraction defect rate, Cd = damage cost per defec-
tive part, and Po = probability of accepting the batch based on the sample.

A simple decision rule can be established to decide whether to inspect the batch.The
decision is based on whether the expected fraction defect rate in the batch is greater than
or less than a critical defect level q" which is the ratio of the inspection cost to the dam-
age cost. This critical value represents the break-even point between inspection or no in-
spection. In equation form, qc is defined as follows:

(22.19)

where C = cost of inspecting and sorting one part, and Cd = damage cost per defective
part. If. based on past history with the component. the batch fraction defect rate q is less
than this critical level, then no inspection is indicated, On the other hand, if it is expected
that the fraction defect rate will be greater than qc, then the total cost of production and
inspection will be less if 100% inspection and sortation is performed prior to subsequent
processing.

EXAMPLE 22.5 Inspection or No Inspection

A production run of 10,000 parts has been completed and a decision is needed
whether to 100% inspect the batch. Past history with this part suggests that the
fraction defect rate is around 0.03. Inspection cost per part is $0.25. If the batch
is passed on for subsequent processing, the damage cos! for each defective unit
in the batch is $10.00. Determine: (a) batch cost for 100% inspection and



Sec. 22.5 I Quantitative Analysis of Inspeetion 705

Solutio,,: (a) Batch cost for 100'!, inspection is givcn by Eq. (22.16)'

Cb(J(Xl'< inspection) -0- Q C, = 10.000 ($0.25) = $2500

(b) Batch cost lor no inspection can be calculated by Eq. (22,]7):

Ce(no inspection) = Q q Cd"'" 10,000 (0.03)($10.(}(1) = $3,000

(c) The critical fraction defect value for deciding whether to inspect is deter-
mined from Eq (22.19)

1], = ~ = 1U~~~== OJ)2:;

Since the anticipated detect rate in the batch is q "" 0.03, the derision should be
to inspect. Note that this decision IS consistent with the two batch costs calcu-
latcd for no inspection and 1000/,.inspection. The lowest cost is attained when
100~J(inspection i~used.

EXAMPLE 22.6 Cost of Sampling Inspection

Given the data from the preceding example.suppose that sampling inspection
i~ bcir.g considered as all alternative to 100% inspection. The sampling plan
calls for a sample of 100 parts to be drawn at random from the batch. Based on
the OC curve for this sampling plan. the probability of accepting the batch is
92% at the given defect rate of q = 0.03. Determine the batch cost for sampling
inspection

So/ution: lhc batch cost for sampling inspection is given by Eq. (22.18):

Ch(sampling) = CQ, + (Q - Q')qCJPa + (Q - Q,)C,i I - pol
= $0.25(100) + (IOJ)OO - 1(0)(0.03)($10.00)(0.92) + (10,000 - 1(0)($0.25)(1 - 0.92)

= $25.00 + 2732.40 + 198.00 = $2955.40

The significance of Example 22.6 must not be overlooked. The total cost of sampling
inspection for our data is greater than the cost of !OO% inspection and sortation. If only the
cost of the inspection procedure is considered, then sampling inspection is much less ex-
pensive ($25 versus $25()O). But if total costs, which include the damage that results from
defects passing through sampling inspection, are considered, then sampling inspection is not

the leas! cost inspection alternative. We might consider the question: what if the ratio.s.
Co

in Eq. (22,19) had been greater than the fraction defect rate of the batch, in other words,
the opposite of the case in Examples 22.5 and 22.67 The answer is that if q, were greater
than the batch defect rate q, then the cost of no inspection would be less than the cost of
1000/0. inspecuon, and the cost of sampling inspection would again lie between the IWOCOSl

values. The cost of sampling inspection will always lie between the cost of 10()~{inspection
and no inspection, whichever of these two alternatives is greater. If this argument is followed
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to its logical end. then the conclusion is that either no inspection or 100% inspection is pre-
ferred over sampling inspection. and it is just a matter of deciding whether none or all is
the better alternative.

22.5.4 What the Equations Tell Us

Severallessons can be inferred from the above mathematical models and examples. These
lessons should be uxeful in designing inspection systems for production,

• Distributed lnspccnon/sortation reduces the total number of parts processed in a se-
quence of production operations compared with one final inspection at the end uf the
sequence. This reduces waste of processing resources.

• Partial.y distributed inspection is less effective than fully distributed inspection at
reducing the waste of processing resources. However, if there is an economic advan-
tage in combining several inspection steps at one location, then partially distributed
inspection may reduce total hatch costs compared with fully distributed inspection.

• The "law of diminishing returns" operates in distributed inspection systems, mean_
ing that each additional inspection station added in distributed inspection yields less
savings than the previous station added, other factors being equal

• As the ratio of unit processing cost to unit inspection cost increases. the advantage of
distributed inspection over final inspection increases.

• Inspections should be performed immediately following processes that have a high
fraction defect rate.

• Inspection.'> should be performed prior to high cost processes.

• When expected damage cost (of those defects that pass around the inspection plan
when the batch is accepted) and expected cost of inspecting the entire batch (when
the batch is rejected) arc considered, sampling inspection is not the lowest cost in-
spection alternative. Either no inspection or 100% inspection is a more appropriate
alternative, depending on the relative values of inspection/sorratlon cost and dam-
age cost for a defective unit that proceeds to the next stage of processing.
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process, separates all defects from first process; (3) second manufacturing process.scrap rate
is q, = 0.20: (4) inspection for second process. separates all defects from second process;
(5) rework. repairs defects from second process, recovering 70% of the defects from the pre-

ceding operation and leaving 30% of the defects as still defective; (6) third manufacturing
process. scrap rate q6 ~ zero. If the output from the production line is \0 be 100,000 defect-
free units, what quantity of raw material units must belaunched onto the front of the line?

Qr~ IOO,()()() pc

Figure P22.9 Production line for Problem 22.9.

22.10 A certain industrial process can be depicted by Figure P22.1O. Operation 1 is a disassembly
process in which each unit of raw material is separated into one uni teach of parts A and B.
These parts are then processed separately in operations 2 and 3, respectively, which have
scrap rates of ql = 0.05 and q., ~ (l.Hl.Inspection stations 4 and 5 sort good units from bad
for the two parts. Then the parts art: reassembled in operation 6, which has a fraction defect
rate qo = 0 IS. Final inspection station 7 sorts good units from bad. The desired final output

quantity is 100,000 units. (a) What is the required starting quantity (into operation I) to
achieve this output? (b) Will there be any leftover units of parts A or B,and if so. how many?

Qf~ 100.000 pc

Figure P22.10 Production line for Problem 22.10.

22.11 A certain component is produced in three sequential operations.Op eratlonl produces de,
fects at a rate qj = 5%. Operation 2 produces defects at a rate q2 = 8%. Operation 3 pro-
duces defects at a rate qs = 10%. Operations 2 and 3 can be performed on units that are

alr~adydefective.IfLO,OOOstartingpartsareprocessedthroughthesequence,(a) how many

umts are expected to be defect free. (b) how many units are expected to have exactly one
defect. and (c) how many units arc expected to have all three defects?

22.12 An industrial process can be depicted as in Figure P22.12.1\vo components are made. re-

spectively, bv operations 1 and 2, and then assembled together in oper ation 3.Seraprates are
~' follows: q, = 0.20. q, - 0.10. nnd q) ~ O. Input quantities of raw cumpunents ar opera-
nons 1 and 2 are 25JlOO and 20.000.respectivcJy. One of each component is required in the
assembly operacon. The trouble is mar defective components can he assembled just as eas-
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Figure P22.12 Production line for Problem 22.12.

Inspection Costs

22.13 Two inspection alternatives are 10be compared for a processing sequence consisting of 20
operations performed on a batch of 100startingpart.\:(l) one final inspection and sorta-
tion operation following the last pmce~~ing np"'Htion and (2) distributed inspection with
an inspection and sortatlon operation after each processing operation. The cost of each
processing operation Cp, = $1.00 per unit processed. The fraction defect rate at each op-
eration q = 0.03.The cost of the single frnal mspecticn and sonatton operation in alternative
(I} is C'f = $2.00 per unit. The cost of each inspection and sortanon operation in anerna-
rive (2) is C, = $0.10 per unn. Compare total processing and ;n'pection costs per balch for
the two cases.

22.14 In the preceding probleminstead ofinspectmg and sorting after every operation. the zn op-
erarions wili bedivideJinlogroupsoffive,wilhinspeetionsafteropeTlltions5,lU,15.and
20, Following the logic of Eq. (2212). the cost of each inspection will be five times rne cosr
of inspecting for one defect feature; that is. Cs, = C,IO= C,,, = C"o = 5($0.10) = $0.50
per unit inspected. Processing cost per unit for each operation remains the same as before
at Cp, ~ $1.00, and Q, ~ !oo parts. What is the total processing and inspection eOSIper
batchforthispartiallydistributedinspeetionsystern?

22.15 A rroce~sing sequence consists of ten operations. each of which is followed hy an inspection
and sonauon operation to detect and remove defects generated in the processing opera-
tion. Defects in each process occur at a rate ofq = 3.04.Each processing operation costs $1.00
per unit processedand the inspcction/sortatron operation costs $0.30 per unit. (a) Deter-
mine the total processing and inspection costs for this distributed inspection system. (b) A
proposal is being considered to combine all of the inspections into 0ne finalinspection and
sortanon station following the res processing operation. Determine the cost per unit of this
finallospectionandsorlalionstalionlhatwouldmakethetotaI cost of this system equal to
thatofthedistributedillspeclionsy~tem

22.16 This problem is intended 10 show the merits of a partially distributed inspection systems in
which inspections are placed lifter processing steps that generat e a high fractlon defect rate,
Thc processing sequence consists of eight operations with fraction defect rates for each op-
eration as follows:

OrMation 2 3 4 5 6

Defect rate q 0.01 0.Q1 0.Q1 0.11 0.01 0.Q1 0.01 0.11
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Three alternatives are to be compared: (1) fully distributed inspection, with an inspection
after every operation; (2) partially distributed inspection, with inspections following oper-
anons 4 and 8 only.and (3) one final inspection station after operation 8.All inspections in-
dude sortations. In alternative (2) ,the inspection procedures are each designed to detect
all of the defects for the preceding four operations. The cost of processing is Cp' = $1.00 for

each of operations 1--8,Inspeclion/sartationcostsforeach alterna nve arc given in the fol-
lowing table. Compare total processing and inspecTion costs for the three cases

Alternative Inspection and Sortation Cosr

(1) C, = $0.10 per unit for each or the eight inspection stations

(2) C. = $0.40 per unit for each or the two inspection stations

~3~ C. = $0.80 per unit for the one final inspection station

Inspection or No Inspection

22.17 A batch of 1000 parts has been produced and a decision is needed whether to 100% inspect
the batch. Past history with this part suggests that the fraction defect rate is around 0.02.In-
spcction CO/;l per part is $0.20. If the bateh ispassed on for subsequent processing, the dam-
age cost for each defective unit 10 the batch is $8.OlJ,Determine: (a) batch cost for 100%
inspection and (b) batch cost if no inspection is performed. (c) What is the critical fraction
defc,tvaluefordecidingwhethertoinspect?

22.18 Given the data from the preceding problem. sampling inspection is being considered as an
alternative to 100%inspection. The sampling plan calls for a sample of 50 parts to be drawn
at random from the batch. Based on the DC curve for this sampling plan. the probability of
accepting the batch is95% at the given defect rate of q = 0.02. Determine the batch cost for
sampling inspection.
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The inspection procedures described in the previous chapter are enabled by various sen-
sors, instruments, and gages. Some of these inspection techniques involve manually oper-
ated devices that have been used for more than a century; for example, micrometers,
calipers. protractors. and go/no-go gages. Other techniques are based on modern tech-
nologies such as coordinate measuring machines and machine vision. These newer tech-
niques require computer systems to control their operation lind analyze the data collected.
The computer-based technologies allow the inspection procedures to be automated. In
some cases they permit 100o/c, inspection to be accomplished economically.

Our coverage in this chapter will emphasize these modern technologies. Let us begjn
by discussing a prerequisite topic in inspection technology: metrology.

23.1 INSPECTION METROLOGY'

Measurement is a procedure in which an unknown quantity is compared to a known stan-
dard, using an accepted and consistent system of units. The measurement may involve a sim-
ple linear rule to scale the length of a part, or it may require measurement afforce versus
deflection during a tension test. Measurement provides a numerical value of the quantity
of interest, within certain limits of accuracy and precision. It is the means by which in-
spectionfor variables is accomplished (Section 22.1.1).

Metrology is the science of measurement. The science is concerned with seven basic
quantities: length, mass, time, electric CUrrent, temperature, luminous intensity, and mat-
ter. From these basic quantities, other physical quantities are derived, such as area, vol-
ume, velocity, acceleration, force, electric voltage, energy, and so forth. In manufacturing
metrology, our main concern is usually with measuring the length quantity in the man)'
ways in which it manifests itself in a part or product. These include length, width, depth, di-
ameter, straightness, flatness, and roundness. Even surface roughness (Section 23.5) is de-
fined in terms of length quantities

23.1.1 Characteristics of Measuring Instruments

All measuring instruments possess certain characteristics that make them useful in the par-
ticular applications they serve. Primary among these are accuracy and precision, but other
features include speed of response, operating range, and cost. The attributes are discussed
in this section. They can be used as criteria in selecting a measuring device. No measuring
instrument scores perfect marks in all of the criteria. Compromises are required in choos-
ing a device for a given application, emphasizing those criteria that are most important.

Accuracy and Precision. Measurement accuracy is the degree to which the mea-
sured value agrees with the true value of the quantity of interest.A measurement procedure
is accurate when it is absent of systematic errors. Sy,tematic errors are positive or negative
deviations from the true value that are consistent from one measurement to the next.

Precision is a measure of repeatability in a measurement process. Good precision
means that random errors in the measurement procedure are minimized. Random errors
are often due to human participation in the measurement process. Examples include vari-

lThlS ""t,oo is based on Groover [lOJ,Section 41.1
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ations in the setup. imprecise reading of the scale, round-off approximations, and so on.
Nonhuman contributors to random error include changes in temperature, gradual wear
and/or misalignment in the working elements of the device, and other variations. It is gen-
erally assumed that random errors obey a normal statistical distribution whose mean is
zero and whose standard deviation if indicates the amount of dispersion that exists in the
rneasurernenr. The normal distribution has certain well defined properties, including the fact
that 99.73~'Cof the population is included within ±3if of the population mean. A rneasur-
ing instrument's precision is often defined as ±Ju.

The distinction between accuracy and precision is depicted in Figure 23.1. In (a), the
random error in the measurement is large. indicating low precision: but the mean value of
the measurement comcidcs with the true value. indicating high accuracy. In (b), the mea-
surement error is small (good precision). but the measured value differs substantially from
the true value (low accuracy), And in (c). both accuracy and precision are good

No measuring instrument can be built that has perfect accuracy (no systematic error)
and perfect precision (no random error). Perfection in measurement, as in anything else.
is impossible. Accuracy of the instrument is maintained by proper and regular calibration
(explained bclow).Precision is achieved by selecting the proper instrument technology for
the application. A guideline often applied to determine the right level of precision is the
rule of 10, which means that the measuring device must be ten times more precise than the
specified tolerance. Tbus, if the tolerance to be measured is ±O.25 mm (±O,010 in), then
the measuring device must have a precision of =0.025 mm (±O.(x)} in),

Other Features of Measuring Instruments. Another aspect of a measuring in-
strument is its capacity to distinguish very small differences in the quantity of interest. The
indication of this characteristic is tbe smallest variation of the quantity that can be detect-
cd by the instrument. The terms resolution and sensitivity are generally used for this at-
tribute of a measuring device. Other desirable features of a measuring instrument include:
stability, speed of response, 'wide operating range, high reliability, and low cost

Some measurements, especially in a manufacturing environment. must be made quick-
ly.The ability of a measuring instrument to indicate the quantity in minimum time lag is
called its speed oj response. Ideally, the time lag should be zero: however, this is an impos-
sible ideal. For an automatic measuring device. speed of response is usually taken to be

7X""<'D''''''"''O"O'~' lx'varian,e measurements '!, Smaltvarian<:e
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Figure 23.1 Accuracy versus precision in measurement: (a) high accuracy but
low precision, (b) low accuracy but high precision, and (c) high accuracy and high
precision.



714 Chap. 23 I Inspection Technologies

the time lapse between when the quantity ofinrercst changes and the device is able to in-
dicate the change within a certain small percentage of the true value

The measuring instrument should possess a wide operating range, that is its capability
to measure the physical variable throughout the entire span of practical interest to the user.
High reliaMlity, which can be defined as the absence of frequent malfunctions and failures
of the device, and 10", LYfJ'1 are uf course desirable attributes uf any engineering equipment

Analog Versus Digital Instruments. An analog measuring instrument provides
an output that is analog; that is, the output signal of the instrument varies continuously
with the variable being measured. Because the output varies continuously. it can take on
any of an infinite number of possible values over the range in which it is designed to op-
erate. Of course. when the output is read by the human eye, there are limits on the resolu-
tion that can be discriminated. When analog measuring devices are used for process control,
the common output signal is voltage. Since most modern process controllers are based on
the digital computer, the voltage signal must be converted to digital form by means of an
analog-to-digital converter (ADC,Section 5.3).

A digital measuring ;nstroment provides an output that is digital; that is, it can assume
any of a discrete number of incremental values corresponding to the value of the quanti
ty being measured. The number of possible output values is finite. The rligital signal may
consist of a set of parallel bits in a storage register or a series of pulses that can be count-
ed. When parallel bits are used, the number of possible output values is determined by the
number of bits as follows:

(23.1)

where no = number of possible output values of the digital measuring device; and B = num-
ber of bits in the storage register. The resolution of the measuring instrument is given by:

(23.2)

where MR == measurement resolution, the smallest increment that can be distinguished hy
the device; L = its measuring range; and B == number of bits used by the device to store
the reading, as before. Although a digital measuring instrument can provide only a finite
number of possible output values, this is hardly a limitation in practice, since the storage
register can be designed with a sufficient number of bits to achieve the required resolution
of most any application.

Digital measuring devices are finding increased utilization in industrial practice for
two good reasons: (1) the ease with which they can be read when used as stand-alone in-
struments; and (2) the capability of most digital devices to be directly interfaced with a
digital computer. hence avoiding the need for analog-to-digital conversion.

Calibration. Measuring devices must be calibrated periodically. Calibration is a
procedure in which the measuring instrument is checked against a known standard. For
example, calibrating a thermometer might involve checking its reading in boiling (pure)
water at standard atmospheric pressure. under which conditions the temperature is known
to be 100o~ (212°F). The calibration procedure should include checking the instrument
over it~ enure operating range. The known standard should be used only for calibration pur-
poses; it should not serve as a spare shop floor instrument when an extra is needed.
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For convenience, the calibration procedure should be as quick and uncomplicated as
possible. Once calibrated, the instrument should be capable of retaining its calibration -con-
tinuing to measure the quantity without deviating from the standard for an extended pe-
riod of time. This capability to retain calibration is called .~tability,and the tendency of the
device to gradually lose its accuracy relative to the standard is called drift. Reasons for
drift include factors such as (I) mechanical wear, (2)dirt and dust, (3) fumes and chemicals
in the environment, and (4) effects of aging of the materials out of which the instrument is
made. Good coverage of the measurement calibration issue is provided in Morris [14].

23.1.2 Measurement Standards and Systems

A common feature of any measurement procedure is comparison of the unknown value
with a known standard. Two aspects of a standard arc critical: (1) it must be constant; it must
not change over time; and (2) it must be based on a system of units that is consistent and
accepted by users. In modern times, standards for length, mass, time, electric current, tem-
perature, light, and matter are defined in terms of physical phenomena that can be relied
upon to remain unchanged. These standards are defined by international agreement. For
the edification and amusement of our readers, we present these standards in Table 23.1

Two systems of units h"vt;: t;:vulvnl into predominance in the world: (1) the U.S.cus-

ternary system (U.S.C.S.); and (2) the International System of Units (or Sl.for Le Sysreme
International d'Unites}, more popularly known as the metric system (Historical Note 23.1).
Both of these systems arc well-known. We use both in parallel throughout this book. The
metric system (Table 23.1) is widely accepted in nearly every part of the industrialized
world except the United States, which has stubbornly dung to its U.S.C.S. Gradually, the
United States is going metric and adopting the Sf.

TABLE23.1 Standard Units for Basic Physical Quantities (System Internationale)

Quantity Standard Unit Symbol

length Meter

Mass Kilogram kg

Time Second

Electric Ampere
current

Thermo- Kelvin
dynamic
temperature

Light Candela cd
intensity

Matter Mole mol

Standard Unit Defined

The distance traveled by light in a vacuum in 1/299,792,4580fa
second.

A cylinder of plaflnum-iririillm "lIoy that is kept by the International
Bureau of Weights and Measures in Paris. A "duplloete" is
retained by the NationalInstitute of Standards and Technology
(NIST) near Washington, DC.

Duration of 9,192,631.770 cycles of the radiation associated with a
change in energy level of the cesium atom.

Magnitude of current which, when flowing through each of two
longparallelwiresadistanceofl mapartinfreespace,resultsin
a magnetic force between the wires of2 x lO-'Nforeach meter
of length.

The kelvin temperature scale has its zero point at absolute
zer? and has a fixed point of 273.15 K at the triple point of water,
which is the temperature and pressure at which ice, liquid water,
and water vapor are in equilibrium. The Celsius temperature
scale is derived from the kelvin as C "" K - 273.15.

DflfinAd.as the IU~inous intensity of 1/600,000 of a square meter of
~1;~~~~itg cavity at the melting temperature of platinum

Defined asthe number of atoms in 0.012 kg mass of carbon 12.
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Historical Note 23.1 Measurement systems

Measurement systems in ancient civilizations were based on dimensions of the human body.
Egyptian; deve'opcd the cubit as a linear measurement standard around 3000 B.c., which was
widely used in the ancient. world. Thc cubirwas defined as the.le.ngth of a human.arm a~d
hand from elbow to fingertip. Although seemingly fraught WIthdifficulties due to variations m
arm lengths. the cuhit was standardized in the form of master cubit of granite. This standard
cubit. 524mm (26.6 in), was used to produce other cubit sticks throughout Egypt The standard
cubit was divided into digits (a human finger width), with 28 digits per cubit. Four digits equaled
a palm, and five a hand. Thus, a system of measures and standards was developed in the an-
cientworld.

UltlJllately. domination of the ancient Mediterranean world passed to the Greeks and
Ihen to the Romans. The basie linear measure of the Greeh was thefJnger, and 16 fingers
equaled I foot. The Romans adopted and adapted the Greek system, specifically the foot, di-
viding it into 12 parts or illches (unciae, as the Romans called them). Thc Romans defined
5 feet as apace and 5000 feet as a mile. (How did we end up with 5280 feet in a mile?)

During medieval Europe. various national and regional measuremcnt systems devel-
oped, many ofth",m based on til",Roman standards. TWoprimary systems emerged in the west-
ern world, the English system and the metric system. The English system defined the yard "as
the distance from tho thumb-tip to the end of the nose of English King Henry I" [21]' The
yard was divided into 3 feet and this in turn into 12 inches. Since the American colonies were
tied to England. it was natural for the United States to adopt the same system of measure-
ments at tile time of its independence.This became tile U.S.Customary System (U.s.C.S.).

The initial proposal for a metric system is credited to Vicar G. Mouton in Lyon, France
around 1670.Hi, proposal included three important attributes that were subsequemlyincor-
porated into the metric standards: (1) The basic unit was defined in terms of a measurement
of Earth, which was presumed constant-his proposed length measure was based on the length
of an arc of one minute of longitude; (2) the units were subdivided decimaJJy;and(3)rational
prefixes for the units. Mouton's proposal was discussed and debated among scientists in France
for the next 125years. One of the results of the French Revolution was the adoption of the met-
ric system of weights and measures (in 1795),The basic unit of length was the meter, which was
then defined as 1/10,000,000 of the length of the meridian between the North Pole and the
Equator and passing through Paris (but of course). Multiples and subdivisions of the meter were
based on Greek prefixes.

Dissemination of III"mctric system throughout Europe during the early HmOswas en-
couraged by the military successes of French armies under Napoleon. In other parts of the
world, adoption of the metric system occurred over many years and was often motivated by
significant political changes; this was the case in Japan, China, Russia.and Latin America. An
act of British Parliament in 1963 redefined the English system of weights and measures in
terms of metric units and mandated a changeover to metric two years later, thus aligning Britain
with the rest of Europe. This left the United States as the only major industrial nation that
was nonrnetnc.

In l%O.aninternational conference on weights and measures held in Paris reached
agreement on new standards based on the metric system. Thus the metric system became the
Systemes International d'Unites(SI).The previous definition ofth e meter that had been adopt-
ed at the time of the French Revolution (10-7 times the polar quadranl of Earth) was aban-
doned,and a new standard meter was defined as 1.65076373x lit wavelengths ofthe radiation
from Krypton 86 in a vacuum, In 19!!3,the meter was again redefined in its present form, shown
in Tabk23.l
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23.2 CONTACT V5. NONCONTACT INSPECTION TECHNIQUES

Inspection techniques can be divided into two broad categories: (1) contact inspection and
(2) noncontact inspection. In contact inspection. physical contact is made between the ob-
ject and the measuring or gaging instrument, whereas in noncontact inspection no physi-
cal contact is made.

23.2.1 Contact Inspection Techniques

Comocr inspection involves the use of a mechanical probe or other device that makes con-
tact with the object being inspected. The purpose of the probe is to measure or gage the
object in some way. By its nature, contact inspection is usually concerned with some phys-
ical dimension of the part. Accordingly, these techniques are widely used in the manufac-
turing industries. in particular in the production of metal parts (machining, stamping. and
other metalworking processes). The principal contact inspection technologies are:

• Conventional measuring and gaging instruments, manual and automated
• Coordinate measuring machines (CMMsl and related techniques
• Stylus type surface texture measuring machines

Conventional measuring and gaging techniques and coordinate measuring machines mea-
sure dimensions and related specifications. Surface texture measuring machines measure
surface characteristics such as roughness and waviness.

Conventional techniques and CMMs compete with each other in the measurement
and inspection of pan dimensions. The general application ranges for the different types
of inspection and measurement equipment are presented in the PQ chart of Figure 23.2,
where [' and Q refer to the variety and quantity of parts inspected.

't

Flexible
mspecti<;m

systems

M"nuaJ
measurement

and gaging

Manual"nd
semi-automatic
measurement

and gaging

Dedication
automatic

measurement,
machine vision

Pam quantity

Figure 23.2 PO chart indicating most appropriate measurement
equipment as a function of parts variety and quantity (adapted
from [2])
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Reasons why these contact inspection methods are technologically and commercial-
ly important include the following:

• They are the most widely used inspection technologies today.
• They are accurate and reliable.
• In many cases, they represent the only methods available to accomplish the inspection.

23.2.2 Noncontact Inspection Technologies

Noncontacl inspection methods utilize a sensor located at a certain distance from the ob-
ject to measure or gage the desired features. The noncontact inspection technologies can
be classified into two categories: (1) optical and (2) nonopticaL Opt/ca/inspection tech-
nologies make use of light to accomplish the measurement or gaging cycle. The most im-
portant optical technology is machine vision; however, other optical techniques are
important in certain industries. Nonoptical insp«tion tecllnologie~ utilize energy forms
other than light to perform the inspection; these other energies include various electrical
fields, radiation (other than light), and ultrasonics.

Noncontact inspection offers certain advantages over contact inspection techniques.
The advantages include'

• Avoidance of damage to the surface that might result from contact inspection.
• Inherently faster inspection cycle times. The reason is that contact inspection proce-

dures require the contacting probe to be positioned against the part, which takes
time. Most of the noncontact methods use a stationary probe that does not need repo-
sitioning for each part.

• Noncontact methods can often be accomplished on the production line without the
need for any additional handling of the parts, whereas special handling and posi-
tioning of the parts is usually required in contact inspection.

• Increased opportunity for 100% automated inspection. Faster inspection cycle times
and reduced need for special handling means thai 100% inspection is more feasible
with noncontact methods.

A comparison of some of the features of the various contact and noncontact inspection
technologies is presented in Table 23.2.

23.3 CONVENTIONAL MEASURING AND GAGING TECHMOUES2

Conventional measuring and gaging techniques use manually operated devices for linear
dimensions such as length, depth, and diameter, as well as features such as angles.straight-
ness, and roundness. Metuurlng devices provide a quantitative value of the part feature of
interest, while gages determine whether the part feature (usually a dimension) falls with-
in a certain acceptable range of values. Measuring requires more time to accomplish but
provides more information about the part feature. Gaging can be accomplished more quick-
ly but does not provide as much information. Both techniques are widely used for post-
process inspection of piece parts in manufacturing.

'Tbis section is based on Groover [101,Section 41.3
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Inspection Technology Typical Resolution

TABLE 23.2 Comparison of Resolution and Relative Speed of Several Inspection Technologies

Relative Speed of Application

Conventional instruments:

Steel rule 0.25mm(O.01inl

Vernier caliper

Micrometer

Coordinate measuring machine

0.025 rnrn (0.001 in)

0.0025mm(O.0001in)

0,0005 mm 10.00002 in)*

Machine vision O.25mm(0.01in!**

••Precision i" machine viSIon is highl. de~ndem 0" the camera lens system and mag"ilication used i" Ih9 "pplicallo""

"AI.o.aeT.ble23.oforotherparemetersoncoord;no,emea.urin\lmachi~es

Medium speed (medium cycle
time)

Slow speed (high cycle time}

Slow speed (high cycle time)

Slow cycle time for single
measurement. High speed for
multiple measurements on
same object.

High speed (very low cycle time
per piece)

Measuring devices tend to be used on a sampling inspection basis. Some devices are
portahle and r~n 1:",.used at the production process. Others require bench setups that are
remote from the process, where the measuring instruments can be set up accurately on a
flat reference surface, called a surface plate. Gages are used either for sampling or 100%
inspection. Thcy tend to be more portable and lend themselves to application at the pro-
duction process. Certain measuring and gaging techniques can be incorporated into auto-
mated inspection systems, to permit feedback control of the process, or for statistical process
control purposes.

Fhe ease of use and precision of measuring instruments and gages have been en-
hanced in recent years by electronics. Electronic gages are a family of measuring and gag-
ing instruments based on transducers capable of converting a linear displacement into a
proportional electrical signal. The electrical signal is then amplified and transformed into
a suitable data format such as a digital readout. For example, modem micrometers and
graduated calipers are available with a digital display of the measurement of interest. These
instruments are easier to read and eliminate much of the human error associated with
reading conventional graduated devices. Transducers used in electronie gages include: lin-
ear variable differential transformers (LVDT), strain gages, inductance bridges, variable
capacitors, and piezoelectric crystals. The transducer is contained in a gaging head designed
for the application.

Applications of electronic gages have grown rapidly in recent years, driven by ad-
vances in microprocessor technology. They are steadily replacing many of the conventional
measuring and gaging devices. Advantages of electronic gages inelude: (1) good sensitivi-
ty, accuracy. precision, repeatability, and speed of response; (2) ability to sense very small
dimensions - down to 1 microineh (0.025 micron); (3) ease of operation; (4) reduced human
error; (5) electrical signal can be displayed in various formats: and (6) capability to be in-
terfaced with computer systems for data processing.

For reference. we list the common conventional measuring instruments and gages
with brief descriptions in Tahle 23.3. It is not our purpose in this book to provide an ex-
haustive discussion of these devices. A comprehensive survey can be found in books on
metrology, such as [51 or [3], or for a more concise treatment [10]. Our purpose here is 10
focus on more modern technologies, such as coordinate measuring machines.
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TABLE 23.3 Common Conventional Measuring Instruments and Gages (Adapted from (lOll-Some of These

Devices Can Be Incorporated into Automated Inspection Systems

Instrument and Description

Steel rule-lin~ar graduated measurement scale used to measure linear dimensions. Available in vario~s
lengths, tYPically ranging t-orn 150 to 1000 mOl, wit>' graduations of 1 or 0.5 mrn. (U,S.C.S, rules available
from 6to 36 in. with graduations of 1/32 in or 0.01 i"1,1

Calipers - Family of qraduatod and -ionqr aduated measuring devices consisting of two legs joined by a
hinge mechanism. The ends of the legs contact the surfaces of the object to provide a comparative
measure, Can be used for internal (e.q., inside diameter) or external (e.q. outside diameter)
measurements.

Slide caliper- Steel rule to which two jaws are added, one fixed and the other movable. Jaws are forced to
contact part surfaces 10 be measured, and the location of the movable jaw indicates the dimension of
interest Can be used for internal or external measurements

Vernierceliper- Refinement of the slide caliper, in which a vernier scale is used to obtain more precise
measuremen!s (as close asO.OOl in are reedrrv possible).

Micrometer- Common device consisting of a spindle and C-shaped anvil [similar to a c-ctamp). The spindle
is closed relative to the fixed anvil by means of a screw thread to contact the surfaces of the object being
measured. A vernier scale IS used to obtain precisions of 0.01 rnrn in 5.1. (0.0001 in in U.S,C.S,). Available
as outside micrometers, inside micrometers, or depth micrometers. Also available as electronic gages to
obtain a digital readout of the dimension of interest

Dial indicetor- Mechanical gage that converts and amplifies the linear movement of a contact pointer into
rotation of a dial needle. The dial is graduated in units of 0.01 rnrn in S.1. (0.001 in in U.S.C,S.). Can be
used to measure straightness. flatness, squereness, and roundness

GagBS- Family of gages, usually of the go/no-go type, that check whether a part dimension lies Within
acceptable limits defined by tole-ance specified in part drawing. Includes: (1) snap gegesfor externai
dimensions such as a thickness, (2) ring gages for cylindrical diameters. (3) plug gegesfor hole
diameters, and (4) thread gages.

Protrllctor- Device for measuring angles. Simple protrac1orconsists of a straight blade and a semicircular
head graduated in angular units (e.q., degrees). Bavel protractor consists of two straight blades that pivot
aneta the other; the pivot mechanism has a protractor scale to measure the angle of the two blades.

23.4 COORDINATE MEASURING MACHINES

Coordinate metrology is concerned with the measurement of the actual shape and di-

mensions of an object and comparing these with the desired shape and dimensions, as might

be specified on a part drawing. In this connection, coordinate metrology consists uf the

evaluation of the location, orientation, dimensions, and geometry of the part or object. A

coordinate measuring machine (CMM) is an electromechanical system designed to perform

coordinate metrology. A CMM consists of a contact probe that can be positioned in

three-dimensional (3-0) ~p1lce relative to the surfaces of 11workpart; and the .r , y, lind z

coordinates of the probe 1::1Inbe accurately and precisely recorded 10 obtain dimensional

data concerning the part geometry. See Figure 23.3. The technology of CMMs dates from
the mid-1950s (Historical Note 23.2)
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Figure 23.3 Coordinate measuring machine

Historical Note 23.2 Coordinate measuring machines [2J

In the mld-1950s. applications of numerical control (NC) technology were growing (Hisrori-
cal Note 6.1t A part that took hours to produce by conventional machining methods could be
machined in minutes on an I'iC machine. The problem was that it still required hours to inspect
the part by traditional measuring techniques. Among those who recogni7ed this problem was
Harty Ogden, chief engineer at Ferranti, Ltd.. a company producing NC machines in Scotland
To address the problem, Ogden developed an inspection machine in 1956,which is considered
to be the first coordinate measuring machine (CMM).lt consisted of a freely moving measur-
ing probe with electronic numerical display to indicate the location of the probe in x-y coor-
dinates.1t had x and y movements offilO mm (24io) ~nd .181mm (15 in), T"spectively 1t "sed
a tapered probe tip and provided a measuring accuracy of 0.025 mm (0.001 in). The machine
was called the Ferranti Inspection Machine

Among the attendees at the Intcrnationai Machine Tool Show in Paris in 1959 was
George Knopf, General Manager of the Industrial Controls Division of Bendix Corp. in the
United States. While touring the show, Knopf visited the Ferranti exhibit and noted with great
interest the two-axis CMM among the Ferranti products on display. Recognizing the potential
of the machine, Knopf flew from the show to the Ferranti plant in Edinburgh, Scotland, where
he started negotiations thatled to an exclusive contract for Bendix to sell Ferranti CMMs in
North America, Ferranti machines were exhrbited by Bendix at the National MachineThol
Show in Chicago in 1960

The first Ferranti CMM sold in the United States was to Western Electric Company
plant in Winston-Salem, North Carolina. The machine was used to replace manual inspection
lechniqucs.Accuraterecord,were kept on relative inspection ti mes, manual techniques ver-
sus the CMM. Inspection times were reduced from 20 minutes to 1 minute. The merit of the
CMM was demonstrare<i, dll<i th", market for the CMM was establiShed

In 1961.responsibility for marketing Ferranti CMMs was assigned to Sheffield Corp .. a
division of Bendix that had hcen acquired in 1956. Between 1961 and 1964, more than 250

~
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CMMs were sold by Sheffield. The tradename Cordax (wbich stands for coordinate axes) was
adopted. An agreement with Ferranti was reached for Sheffield to produce CMMs in the Unit-
ed States. New Cordax models were introduced. CMM sales were growing, and other compa-
nieswereenteringthe market,includingDEA (DigitalElectronicAutomation.anItalianfirm]
in 1965 and Carl Zeiss (a German firm) in 1973.Zeiss is credited with developing the firs!
three-axis CMM, The first touch-trigger probe was developed in England in 1972. Computer
software was developed for CMMs to perform probe offset compensation and to calculate
geometric features. Improvements in CMM technology continue today.

To accomplish measurements in 3-D, a basic CMM is composed of the following
components:

• probe head and probe to contact the workpart surfaces
• mechanical structure that provides motion of the probe in three Cartesian axes and

displacement transducers to measure the coordinate values of each axis

In addition, many CMMs have the following components:

• drive system and control unit to move eaeh of the three axes
• digital computer system with application software

In this section, we discuss (1) the construction features of a CMM;(2) operation and pro-
gramming of the machine; (3) the kinds of application software that enable it to measure
more than just x-y-z coordinates; (4) applications and benefits of the CMM over manual
inspection; (5) flexible inspection systems, an enhancement of the CMM; and (6) use of
C01J:lactinspection probes on machine tools.

23.4.1 CMM Construction

In the construction of a CMM, the probe is fastened to a mechanical structure that allows
movement of the probe relative to the part. The part is usually located on a worktable that
is connected to the structure. Let us examine the two basic components of the CMM: (1) its
probe and (2jltS mechanical structure,

Probe. The contact probe is a key component of a CMM.lt indicates when contact
has been made with the part surface during measurement. The tip of the probe is usually
a ruby ball. Ruby is a formot corundum (aluminum oxide), whose desirable properties in
this application include high hardness for wear resistance and low density for minimum
inertia. Probes can have either a single tip, as in Figure 23.4(a), or multiple tips as in Fig-
ure23.4(b).

Most probes today are touch-trigger probes, which actuate when the probe makes
contact with the part surface. Commercially available touch-trigger probes utilize any orvar.
tous triggering mechanisms, including the following:

• The trigger is based on a highly sensitive electrical contact switch that emits a signal
when the tip of the probe is deflected from its neutral position.

• The trigger actuates when electrical contact is established between the probe and
the (metallic) part surface.
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Figure 23.4 Contact probe configurations: (a) single tip and (b) mul-
tiple tips .

• The trigger uses a piezoelectric sensor that generates a signal based on tension or
compression loading of the probe.

Immediately after contact is made between the probe and the surface of the object,
the coordinate positions of the probe are accurately measured by displacement transduc-
ers associated with each of the three linear axes and recorded by the CMM controller.
Common displacement transducers used on CMMs include optical scales, rotary encoders,
and magnetic scales [2]. Compensation is made for the radius of the probe tip,as indicat-
ed in our Example 23.1, and any limited overtravel of the probe quill due to momentum is
neglected. After the probe has been separated from the contact surface, it returns 10 its
neutral position.

EXAMPLE 23.1 Dimensional Measurement with Probe TIp Compensation

The part dimension L in Figure 23.5 is to be measured. The dimension is aligned
with the x-axis, so it can be measured using only x-coordinate locations. When
the probe is moved toward the part from the left, contact made at x = 68.93 is
recorded (mm). When the probe is moved toward the opposite side of the part

Figure 23.5 Setup for CMM measurement. in Example 2:.U

rPm"" ..,

.S"m r
Tip (ruby ball)..--- -c.,
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from the right.contact made at x '" 137.44 is recorded. The probe tip diameter
is 3.00 mm. What is the dimension L?

Solution: Given that the probe tip diameter D, = 3.00 mm, the radius R, = 1.50 mm
Each of the recorded x values must be corrected for this radius.

XL'" 68.93 + 1.50 = 70.43mm

Xl == 137.44 - 1.50 = 135.94 mm

L = Xl - Xl = 135.94 - 70.43 == 65.51 mm

Mechanical Structure There are various physical configurations for achieving the
motion of the probe.each with its relative advantages and disadvantages. Nearly all CMMs
have a mechanical configuration that fit~ into one of the following six types. illustrated in
Figure 23.6:

Idl lei In
Figure 23.6 ,SiXtypes of CMM construction: (a) cantilever, (b) moving bridge,
(c) fixed bridge, (d) horizontal arm (moving ram type), (e) gantry, and (f)
column.
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(a) Cantilever. In the cantilever configuration, illustrated in Figure 23.6(a), the probe is
attached to a vertical quill that moves in the z-Hxis direction relative to a horizontal
arm that overhangs a fixed wnrktable.The quill can also be moved along the length
of the arm to achieve y-axis motion, and the arm can be moved relative to the work-
table to achieve »-axis motion. The advantages of this construction are: (1) convenient
access to the worktable, (2) high throughput-the rate at which parts can be mount-
ed and measured on the CMM, (3) capacity to measure large workparts (on large
CMM,). and (4) relatvely small floor space requirements. Its disadvantage is lower
rigidit) than most other CMM constructions.

(b) Moving bridge. In the moving bridge design. Figure 23.6(b). the probe IS monnted on
a bridge structure that is moved relative to a stationary table on which is positioned
the part to he measured. This provides a more rigid structure than the cantilever de-
sign. and its advocates claim that this makes the moving bridge CMM more accurate.
However. one of the problems encountered with the moving bridge design is yawing
{also known as walking), in which the two legs of the bridge move at slightly differ-
em speeds, resulting in twisting of the bridge. This phenomenon degrades the accu-
racy of the measurements. Yawing is reduced on moving bridge CMMs when dual
drives and position feedback controls are installed for both legs. The moving bridge
design is the most widely used 10 industry. It is well suited to the size range of parts
commonly encountered in production machine shops.

(c) Fixed bridge. In this configuration, Figure 23.6(c), the bridge is attached to the (MM
bed. and the worktable is moved in the .r-dircctlon beneath the bridge. This con-
struction eliminates the possibility of yawing, hence increasing rigidity and accuracy.
However, throughput is adversely affected because of the additional mass involved
to move the heavy worktable with part mounted on it.

(d) Horizontal arm. The horizontal arm configuration consists of a cantilevered hori-
zontal ann mounted to a vertical column. The arm moves vertically and in and out
to achieve y-axis and a-axis motions. To achieve .r-axis motion. either the column is
moved horizontally past the worktable (called the moving ram design), or the work-
table is moved past the column (called the moving table design). The moving ram de-
sign is illustrated in Figure 23,6(d). The cantilever design of the horizontal arm
configuration makes it less rigid and therefore less accurate than other CMM struc-
tures. On the positive side, it allows good accessibility to the work area. Large hori-
zontal arm machines are suited to the measurement of automobile bodies, and some
CMM5 are equipped with dual arms 50 that independent measurements can be taken
on both sides of the car body at the same time

(e) Gantry. This construction, illustrated in Figure 23.6(e), is generally intended for in-
specting large objects. The probe quill (z-axis) moves relative to the horizontal arm
extending between the two rails of the gantry. The workspace in a large gantry type
CMM can be as great as 25 m (82 ft) in the x-direction by 11m (26 ft) in the y-diree-
tion by 6 m (20 ft) in the a-direction

(f) Column. This configuration, in Figure 23.6(f), is similar to the construction of a ma-
chine tool. The x- and j-axis movements are achieved by moving the worktable, while
the probe quill is moved vertically along a rigid colnmn to achieve z·axismotion

In all of these constructions. special design features arc used to build high accuracy and pre-
cision into the frame. These features include precision rolling-contact bearings and hy-
drostatic air-bearings. installation mountings to isolate the CMM and reduce vibrations in
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the Iacrory from being transmitted through the floor, and various schemes to counterbal-
ance the overhanging arm in the case of the cantilever construction [4], [17].

23.4.2 CMM Operation and Programming

Positioning the probe relative to the part can be accomplished in several ways, ranging
from manual operation to direct computer control (DeC). Computer-controlled CMMs
operate much like CNC machine tools, and these machines must be programmed. In this
section. we consider: (1) types of CMM controls and (2) programming ot computer-con
trollcdCM\tIs.

CMM Controls. The methods of operating and controlling a CMM can be classi-
fied into four main categories: (1) manual drive, (2) manual drive with computer-assisted
data processing, (3) motor drive with computer-assisted data processing, and (4) DCC with
computet-assisted data processing.

In a manual drive CMM, the human operator physically moves the probe along the
machine's axes to make contact with the part and record the measurements. The three or-
thogonal slides are designed to be nearly frictionless to permit the probe to be free float-
ing in the X-, y-, and a-directions. The measurements are provided by a digital readout,
which the operator can record either manually or with paper printout.Anycalculations on
the data (e.g., calculating the center and diameter of a hole) must be made by the operator.

A CMM with manual drive and computer-assisted data processing provides some
data processing and computational capability for performing the calculations required to
evaluate a given part feature. The types of data processing and computations range from
simple conversions between U.S. customary units and metric to more complicated geom-
etry calculations, such as determining the angle between two planes. The probe is still free
floating to permit the operator to bring it into contact with the desired part surfaces.

A mosor-dnven CMM with computer-assisted data processing uses electric motors
to drive the probe along the machine axes under operator control.A joystick or similar de-
vice is used as the means of controlling the motion. Features such as low-power stepping
motors and friction clutches are utilized to reduce the effects of collisions between the
probe and the part. The motor drive can be disengaged to permit the operator to physically
move the probe as in the manual control method. Motor-driven CMMs are generally
equipped with data processing to accomplish the geometric computations required in fea-
ture assessrnent.

A CMM with direct computer control (DCC) operates like a CNC machine tool. It
is motorized. and the movements of the coordinate axes are controlled by a dedicated com-
puter under program control. The computer also performs the various data processing and
calculation functions and compiles a record of the measurements made during inspection.
As with a CNC machine tool, the DCC CMM requires pari programming.

DCC Programming. There are two principle methods of programming a DCC
measuring machine: (1) manualleadrhrough and (2) off-line programming. In the manu·
al /eadthrough method, the operator leads the CMM probe through the various motions
required in the inspection sequence. indicating the points and surfaces that are to be mea-
sured and recording these into the control memory, This is similar to the robot program-
ming technique of the same name (Section 7.6.1). During regular operation, the CMM
controller plays back the program to execute the inspection procedure.
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Off-line programming is accomplished in the manner of computer-assisted NC part
progrnmming. The program is prepared off-line based on the pan drawing and then down-
loaded to the CMM controller for execution. The programming statements for a comput-
er-controlled CM:'vI include motion commands, measurement commands, and report
formatting commands.The motion commands arc used to direct the probe to a desired in-
spection location. in the same way that a cutting tool is directed in a machining operation
Fhe measurement statements are used to control the measuring and inspection function>
of the machine, calling the various data processing and calculation routines into play. Fi-
nally, the formatting statements perrnnthe specification of the output reports to document
the inspection.

An enhancement of off-line programming is CAD progrumming [2], in which the
measurement cvrle is generatcd from CAD (Computer-Aided Design, Chapter 24) geo
metric data representing the part rather than from a hard copy part drawing. Off-line pro
gramming on a CAD system is facilitated by the Dimensional Mea~'uring Interface
Slll1ldard(DMlS). DMTS is a protocol that perrnirs rwo-way communication between CAD
systems and CMMs. Use of the DMIS protocol has thefollowing advantages [21: (1) It al-
lows any CAD system to communicate with any CMM; (2) it reduces software development
costs for CMM and CAD companies because only one translator is required to cornmuni-
care with the ])MIS; (3) users have greater choice in selecting among CMM suppliers-and
(4) user training requirements are reduced.

23.4.3 Other CMM Software

CMM software is the set of programs and procedures (with supporting documentation) used
to operate the CMM and its associated equipment. In addition to part programming soft-
ware used for programming DCC machines, discussed above, other software is also re-
quired 10 achieve full funcnonality of a CMM. Indeed, it is software that has enabled the
CMM to become the workhorse inspection machine that it is. Additional software can be
divided into the following categories (21: (1) core software other than DeC programming,
(2) post-inspection software, and (3) reverse engineering and application-specific software.

Core Software Uther than DeC Programming. Core software consists of the
minimum basic programs required for the CMM to function, excluding part programming
software. which applies only to DCC machines. This software is generally applied either be-
fore or during the inspection procedure. Core programs normally include the following:

• Probe calibration. This function is required to define the parameters of the probe
(such as tip radius, tip positions for a multi-tip probe, and elastic bending coefficients
of the probe) so that coordinate measurements can be automatically compensated for
the probe dimensions when the tip contacts the part surface, avoiding the necessity
to perform probe tip calculations as in Example 23.1. Calibration is usually accom-
plished by causing the probe to contact a cube or sphere of known dimensions.

• Part coordinate system definition. This software permits measurements of the part
to be made without requiring a time-consuming part alignment procedure on the
CMM worktable. Instead of physically aligning the part to the CMM axes, the mea-
surement axes are mathematically aligned relative to the part.
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• Geometric feature construction. This software addresses the problems associated
with geometric features whose evaluation requires more than one point measure-
rnent.These features include tlatness.squareness, determining the center of a hole or
the axis of a cylinder, and so on. The software integrates the multiple measurements
so that a given geometric feature can be evaluated. Table 23.4 lists a number of the
common geometric features, indicating how the features might be assessed by the
CMM software. Examples 23.2 and 23.3 illustrate the application of two of the fea-
ture evaluation techniques. For increased statistical reliability, it is common to mea-
sure more than the theoretically minimum number of points needed to assess the
feature and (0 use curve-fitting algorithms (such as least squares) in calculating the
best estimate of the geometric feature's parameters. A review of CMM form-fitting
algorithms is presented in Lin et al. [13].

• Tolerance lUIaly~·is.This software allows measurements taken on the part to be com-
pared to the dimensions and tolerances specified on the engineering drawing.

TABLE23.4 Geometric Features Requiring Multiple Point Measurements to Evaluate-c-Subroutlnes for
Evaluating These Features Are Commonly Available Among CMM Software

Oimen.ions. A dimension of a part can be determined by taking the difference between the two surfaces
defining the dimension. The two surfaces can be defined by a point location on eech surface. In two
axes (x-y), the distance l between two point locations (x,. V,) and (X2' Yo) is given by

l =±V(x, - xd' +'(Y2- .vI)' (23.3)

In three axes (x-y-z), the distance L between two point locations [x, y,. z,) and (x" Yz, Z2) is given by

l "" ±V{~,- XI)' + (Y2 - .vI)' + (Z2 - z,f (23.4)

See Example 23.1.

Hole loclltion IInddillmettiT. By measuring three points around the surface of a circular hole, the
"best-fit" center coordinates (8, b) of the hole and its radius Rcan be computed. The
diameter = twice the radius. In the x-ypiane, the coordinate values of the three point locations are
used in the following equation for a circle to set up three equations with three unknowns:

(x - 8)' + (y - bf = R2 (23.5)

where II = x-coorctnare of the hole center, b = y-coordinate of the hole circle, and R '" radius of the
hole circle. Solving the three equations yields the values of a, b, and R. 0 = 2R. see Example 23.2.

Cylinder axis and dillm8ttiT. This is similar to the preceding problem except that the calculation deals
with an outside surface rather than an internal (hotel eurtece.

$ph.,." centfN lind diametef. By measuring four points on the surface of a sphere, the best-fit center
coordinates (a. b. c) and the radius R (diameter 0 = 2R) can be calculated. The coordinate values
oftha four point locations are used in the following equation for a sphere to set up four equations
with four unknowns:

(x-af+(y-b)2+(Z-cf=R2 {23.61

where a = x:coordinate of the sphere. b = v-coordinate of the sphere, C = a-coordinate of the sphere.
and R = radIus of the sphere. Solvlnq the four equations yields the values of a. b. c, and R.

Definition ofelinein x-y plane. Based on a minimum of two contact points on the line, the best-fit line
is determiner!. For example, the line might be the edge of a straight surface. The coordinate values
of the two point locations a(1Iused in the following equation for a line to set up two equations with
two unknowns:

(continued on next page)
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TABLE 23.4 Continued

x+Ay+B~O (23.7)

where A is a para~eter Indicating the slope of the lin.e in th.e y-axis direction and B is a co.nstant.
indicating the x-axrs Intercept. Solving the two equations yields the values of Aand B, which defines
the line. This form of equation can be converted Into the more familiar conventional equation of a
straightlinp.,whichis

y ~ mx + b

where slope m = '-liA and v-intercept b = -BfA.

Angle between two lines. Based on the conventional form equations o~the t.wo lines. that is, Eq
~23,8), the angle between the two lines relative to the positive x-axrs is given by:

Angle between line 1 andline2 - "'-13 (23.9)

where" tan '(m,), where m, = slope of line 1; and 13 = tan-'(m,), where m, = slope of line 2.

(23.8)

Definition of a plane. Based on 11minimum of three contact points on a plane surface, the best-fit plane
is determined. The coordinate values of the three point locations are used in the following
equation for a plane to set up three equations with three unknowns:

x ~ Ay + 8z + C = 0 (23.10)

where A and Bare parerre-ers indicating the slopes of the plane in the y- and z-axis directions, and
Cis a constant indicating the x-axis intercept, Solving the three equations yields the values of A
B,andC,whichdefinestheplane.

Ratness. 8y measuring more than three contact points on a supposedly plane surface, the deviation of
the surface from a perfect plane can be determined

Angle between two planes. The angle between two planes can be found by defining each of two
planes using the plane definition method above and calculating the angle between them,

Parallelism between two planes. This is an extension of the previous function. If the angle between
two planes 'IS zero, then the planes are parallel. The degree to which the planes deviate from
parallelism can be determined.

Angle 8nd point of intersection between two lines. Given two lines known to intersect (e.g., two edges
of a part that meet in a corner), the point of intersection and the angle between the lines can be
determiner! based on two points measured for each I'Ine (a total offour points)

EXAMPLE 23.2 Computing a Linear Dimension

The coordinates at the two ends of a certain length dimension of a machined

component have been measured by a CMM. The coordinates of the first end are

(23.47,48.11,0.25), and the coordinates of the opposite end are (73.52.21.70.

60.38). where the units are millimeters. The given coordinates have been cor-

rected for probe radius. Determine the length dimension that would be com-

puted by the CMM software,

Solution .. Using Eq. (23.4) in Table 23.4, we have

L"" V(23.4i - 73.52:12 + (48.11 - 2l.70? + (0.25 - 6031\)2

'" v(=5u:lJ5T-i-- (26.41)" + {-60.l3)2

"" Y250S.0025' + 697.4881+-3615.6169 == V6818.1075 "" 82.57mm
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EXAMPLE 23.3 Determining the Center and Diameter of a Drilled Hole

Three point locations on the surface of a drilled hole have been measured by a
CMM in the x-y axes. The three coordinates are: (34.41,21.07), (55.19, 30.50),
and (50.10, 13.18) mm. The given coordinates have been corrected for probe
radius. Determine: (a) coordinates ofthc hole center and (b) hole diameter, as
they would he computed by the CMM software

Solution: To determine the coordinates of the hole center, we must establish three equa-
lions patterned after Eq. (23.5) in Table 23.4:

(34.41 - af + (21.07 - W = R2 (i)

(55.19 - a)2 + (30.50 - W = R2 (ii)

(50.10 - a)2 + (13.18 - W = R2 (iii)

Expanding each of the equations. we have:

1184.0481 - 68.820 + a' + 443.9449 - 42.14b + b1 == R' (i)

3045.9361 - 110.38a + a' + 930.25 - 61h + lY = R2 (ii)

2510.01 - 100.2n + ,,2 + 173.7124 - 2fi.36b + b' == R' (iii)

Setting Eq. (i) = Eq. (ii):

1184.0481 - 68.82a + a' + 443.9449 - 42.14b + b2 =

3045.9361 - 110.38a + a' + 930.25 - 61b + b2 (iv)

1627.993 - 68.82a - 42.14b = 3976.1861 - 110.38a - 61b

- 2348.1931 + 41.560 + 18.86b == 0

18.86b == 2348.1931 + 41.56£1

b = [24.5065 - 2.2036a

Now setting Bq. (ii) = Eq. (iii):

(iv)

3045.9361 - 11O.38a + a2 + 930.25 61b ~ 62 =

2510.01 - l00.2a + a' + 173.7124 - 26.36b + lY (v)

3976.1861 - l1O.38a - 61b == 2683.7224 ~ 100.2a - 26.36b

1292.4637 - 1O.18a - 34.64b = 0

1O.18a = 1292.4637 - 34.64b

a == 126.9611 - 3.4027b (v)

Substituting Eq. (iv) for b:

a = 126.9611 - 3.4027(124.5065 - 2.2036a)

a = 126.9611 - 423.6645 + 7.4983a

6.4983a - 296.7034 II = 45.6586 ~ 45.66

The value of a can now be substituted into Eq. (iv):
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h = 124.5065 - 2.2036(45.65l'!6) h=23.893Z_2JJ'9

Now using the values of a and b in Eq. (i) to find R (Eqs, (ii) and (iii) could also
he used). we have

R2 = (34.41 - 45.(586)' + (21.07 - 23.8932f

= (-11.2486)" + (-2.8232)' = 126.531 -+ 7.970 = 134.501

R = v'i34.501 = 11.60mm D = 23.20mlll

Post-Inspection Software. Post-inspection software is composed of the set of pro-
grams that are applied after the inspection procedure. Such software often adds significant
utility and value to the inspection function.Among the programs included in this group are
the following

• Statistital rmalysis. This software is used to carry out any of various statistical analy-
ses on the data collected by the CMM. For example. part dimension data can be used
to assess process capability (Section 21.1.2) of the associated manufacturing process
or fur suuisucat process control (Sections 21.2 and 2J .sj.two alternative approach-
es have been adopted by CMM makers in this area. The first approach is to provide
software that creates a database of the measurements taken and facilitates exporting
of the database to other software packages. What makes this feasible is that the data
collected by a CMM are already coded in digital fonn. This approach permits the
user to select among many statistical analysis packages that are commercially avail-
able. The second approach is to include a statistical analysis program among the soft-
ware supplied by the CMM builder. This approach is generally quicker and easier, but
the range of analyses available is not as great .

• Graphiral data representation. The purpose of this software i~to display the data col-
lectcd during the CMM procedure in a graphical or pictorial way, thus permitting
easier visualization of form errors and other data by the user.

Reverse Engineering and Application-Specific Software. Reverse engineering
software is designed to take an existing physical part and construct a computer model of
the part geometry based on a large number of measurements of its surface by a CMM.
This is currently a developing area in CMM and CAD software. The simplest approach is
to use the CMM in the manual mode of operation. in which the operator moves the probe
by hand and scans the physical part to create a digitized three-dimensional (3-D) surface
model. Manual digitization can be quite lime-consuming for complex pan geometries.
More autorna.ed methods are being developed, in which the CMM explores the part sur-
faces with little or no human intervention to construct the 3-D model. The challenge here
is to minimize the exploration time of the CMM, yet capture the details of a complex sur-
face contour and avoid collisions that woulrl damage the probe. In this context. it should
be mentioned that significant potential exists for using noncontacting probes (such as
lasers) in reverse engineering applications.

Application-specific software refers to programs written for certain types of palb

an?/or products and whose applications arc generally limited to specific industries. Sever-
al Important examples are [2J, [3J'
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• Gear checking. These programs are used on a CMM to measure the geometric fea-
tures of a gear, such as tooth profile, tooth thickness, pitch, and helix angle.

• Thread checking, These arc used for inspection of cylindrical and conical threads.
• Cam checking. This specialized software is used to evaluate the accuracy of physical

cams relative to design specifications.
• Automobile body checking. This software is designed for CMMs used to measure

sheet metal panels, subassemblies, and complete car bodies in the automotive indus-
trv. Unique measurement issues arise in this application that distinguish it from the
measurement of machined parts, These issues include: (1) large sheet metal panels lack
rigidity, (2) compound curved surfaces are common, (3) surface definition cannot be
determined without a great number of measured points.

Abo included in the category of application-specific software are programs to operate ac-
cessory equipment associated with the CMM. Examples ofaecessory equipment requiring
it~ own application software include: probe changers. rotary worktables used on the CMM,
and automatic part loading and unloading devices.

23.4.4 CMM Applications and Benefits

Many of the applications of CMMs have been suggested by our previous discussion of CMM
software. The most common applications are off-line inspection and on-line/post-process
inspection (Section 22.4.1). Machined components are frequently inspected using CMMs.
One common application is to check the first part machined on a numerically controlled ma-
chine tool.lf the first part passes inspection, then the remaining parts produced in the batch
are assumed to be identical to the first. Gears and automobile bodies are two examples pre-
viously mentioned in the context of application-specific software (Section 23.4.3).

Inspection of parts and assemblies on a CMM is generally accomplished using sam-
pling techniques. CMMs are sometimes used for 100% inspection if the inspection cycle is
compatible with the production cycle (it often takes less time to produce a part than it does
to inspect it) and the CMM can be dedicated to the process. Whether used for 100% in-
spection or sampling inspection, the CMM measurements are frequently used for statisti-
cal process control.

Other CMM applications include audit inspection and calibration of gages and fix-
tures. Audit inspection refers to the inspection of incoming parts from a vendor to ensure
that the vendor's quality control systems are reliable. This is usually done on a sampling
basis. In effect, this application is the same as post-process inspection. Gage andflxturt cal-
ibration involves the measurement of various gages, fixtures, and other inspection and pro-
duction tooling to validate their continued use.

One of the factors that makes a CMM so useful is its accuracy and repeatability. Typ-
ical values of these measures are given in Table 23.5 for a moving bridge CMM. It can be
seen that these performance measures degrade as the size of the machine increases.

Coordinate measuring machines arc most appropriate for applications possessing
the following characteristics (summarized in the checklist of Table 23.6 for potential users
to evaluate their inspection operations in terms of CMM suitability):

1 Many inspectors petforming repetitive 1R4JJual inspection operartons. If the inspec-
tion function represents a significant labor cost to the plant, then automating the in-
spection procedures will reduce labor cost and increase throughput.
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TABLE 23.5 Typical Accuracy and Repeatability Measures for Two Different Sizes of

CMM; Data Apply to a Moving Bridge CMM

CMMFeature SmallCMM LargeCMM
------- ---~--_._--

Measuring range x 650mmI25.6in) 900 mm (35.4 in)

600mm (23.6 inl 1200 mm (47.2 inl

500mm 119.7 in) 850 mm (33.5 in)

Accuracy. x 0.004mm(0.00016in) 0,006 mm {o.00024 in)

0.004mm W.00016 in) 0,007 mm (0.00027 in)

0.0035 mm (0.00014 in) 0,0065 mm 10.00026 in)

Repeatability 0.0035mmlO.00014in) 0.004mm(0,00016in)

Reso'ution 0.0005 mm (0.00002 in) 0.0005 mm(0.00002 in)

TABLE 23.6 Checklist 10 Determine Suitability of CMMs for Potential Applications-The
More Check Marks in the YES Column. the MorR likRly Th .••t CMM
Technology Is Appropriate

Inspection Characteristic
NO (Few or No YES (Many

Applications Applications)

1 Many inspectors performing repelitive manual
inspection operations,

2. Post-process inspection
--------------~-

3. Measurenent of geometric features requiring
multiple contact points,

----------- -------------
4. Multiple inspection setups are required if parts

are manually inspected
-----------

5 Complex;:>3rtgeometry.

6. High variety of parts to be
inspected

7. Repeat orders.

Total check marks in each column.

2. Post-process inspection. CMMs are applicable only to inspection operations per-
formed after the manufacturing process.

3. Measurement of geometric features requiring multiple contact points. These kinds
of features arc identified in Table 23.4, and available CMM software facilitates eval-
uation of these features.

4. Multiple inspection setups art: required tf parts are manually inspected. Manual in-
spections are generally performed on surface plates using gage blocks, height gages,
and similar devices, and a different setup is often required for each measurement.

Source:!3]
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The same group of measurements on the part can usuaily be accomplished in ODe
setup on a CMM.

5. Complex part geometry. If many measurements are to be made on a complex part,
and many contact locations arc required, then the cycle time ofa DeC CMM will be
significantly less than the corresponding time for a manual procedure.

6. Iligh variety of ports to be inspected. A DeC CMM is a programmable machine, ca-
pable of dealing with high parts variety.

7. Repeat orders. Using a DeC CMM, once the part program has been prepared for the
first part.subsequent parts from repeat orders can be inspected using the same program.

When applied in the appropriate parts quantity-parts variety range, the advantages
of using CMMs over manual inspection methods are [17]:

• Reduced inspection cycle time. Because of the automated techniques included in the
operation of a CMM, inspection procedures are speeded and labor productivity is
improved. A DeC CMM is capable of accomplishing many of the measurement tasks
listed in Table 23.4 in one-tenth the time or less, compared with manual techniques.
Reduced inspection cycle time translates into higher throughput.

• Flexibility. A CMM is a general-purpose machine that can be used to inspect a va-
riety of different part configurations with minimal changeover time. In the case of the
DeC machine, where progranuning is performed off-line, changeover time on the
CMM involves only the physical setup.

• Reduced operator errors. Automating the inspection procedure has the obvious ef-
fect of reducing human errors in measurements and setups.

• Great" inherent tU:CUI'tU:y and precision. A CMM is inherently more accurate and pre-
cise than the manual surface plate methods that are traditionally used for inspection.

• Avaidance of multiple setups. Traditional inspection techniques often require mul-
tiple setups to measure multiple part features and dimensions. In general, all mea-
surements can be made in a single setup on a eMM, thereby increasing throughput
and measurement accuracy.

The technologyofCMMshas spawned other contact inspection methods. We discuss two
of these extensions in the following Sections.flexible inspection systems and inspectionprobes.

23.4.5 Flexible Inspection Systems

A flexible inspection system (FIS) takes the versatility of the CMM one step further. In con-
cept, the FIS is related to a eMM in the way a flexible manufacturing system (FMS) is re-
lated to a machining center. Aflexible inspection s,stem is defined as a highly automated
inspection workcell consisting of one or more CMMs and other types of inspection equip-
ment plus the parts handling systems needed to move parts into, within, and out of the cell.
Robots might be used to accomplish some of the parts-handling tasks in the system. As
with the FMS, aU of the components of the FIS are computer controlled.

All example of an FIS at Boeing Aerospace Company is reported in Schaffer [19J.As
illustrated in the layout in Figure 23.7, the system consists of two DCC CMMs, a robotic
inspection station, an automated storage system, and a storage-and-retrieval cart that in-
terconnects the various components of the cell. A staging area for loading and unloading
pallets into and out of the cell is located immediately outside the PIS. The CMMs in the cell
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Figure 23.7 Layout plan of flexible inspection system (FlS).

perform dimensional inspection based on programs prepared off-line. The robotic station
is equipped with an ultrasonic inspection probe to check skin thickness of hollow wing sec-
tions for Boeing's aerospace products.

23.4.6 Inspection Probes on Machine Tools

In recent years there has been a significant growth in the usc of tactile probes as on-line
inspection systems in machine tool applications. These probes are mounted m toolholders..
inserted into the machine tool spindle, stored in the tool drum. and handled by the auto-
matic tool changer in the same way that cutting tools are handled. When mounted in the
spindle, the machine tool is controlled very much like a CMM. Sensors in the probe de-
termine when contact has been made with the part surface. Signals from the sensor are
transmitted by anv of several means (e.g .. direct electrical connection, induction-coil, in-
frared data transmission) to the controller that performs the required data processing to
interpret and utilize the signal.

Touch-sensitive probes are sometimes referred to as in-process inspection devices,
but by our definitions they are on-Iine/post-process devices (Section 22.4.1) because they
arc employed immediately following the rnaehming operation rather than during cutting.
However, these probes are sometimes used between machining steps in the same setup; for
example, to establish a datum reference either before or after initial machining so that sub-
sequent cuts can be accomplished with greater accuracy. Some of the other calculation fea-
tures or machine-mounted inspection probes are similar to the capabilities of CMMs with
computer-assisted data processing. The features include: determining the centerline of a
cylindrical part or a hole and determining the coordinates of an inside or outside corner.

One of the controversial aspects of machine-mounted inspection probes is that the
same machine tool making the part is also perfonning the inspection. The argument against
this is that cenain errors inherent in the cutting operation will also be manifested in the rnea.
suring operation. For example, if there is misalignment between the machine tool axes,
thus producing out-of-square parts, this condition will not be identified by the machine-
mounted probe because the movement of the probe is affected by the same axis misalign-
ment. To generalize, errors that are common to both the productiuu prUCI;:SSand the
measurement procedure will go undetected by a machine-mounted inspection probe. These
errors include [2]: machine tool geometry errors (such as the axis misalignment problem
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identified above), thermal distortions in the machine tool axes, and errors in any thermal
correction procedures applied to the machine tool. Errors that are not common to both sys-
tems should be detectable by the measurement probe. These measurable errors include
tool and/or toolholder deflection, workpart deflection, tool offset errors, and effects of tool
wear on the workpart. In practice, the use of machine-mounted inspection probes has
proved to be effective in improving quality and saving time as an alternative to expensive
off-line inspection operations.

23.5 SURFACE MEASURfMENT1

The measurement and inspection technologic, discussed in Sections 23.3 and 23.4 are con-
cerned with evaluating dimensions and related characteristics of a part or product. An-
other measurable attribute of a part or product is its surface. The measurement of surfaces
is usually accomplished by instruments that use a contacting stylus. Hence, surface metrol-
ogy is most appropriately included within the scope of contact inspection technologies.

23.5.1 Stylus Instruments

Stylus-type instruments are commercially available to measure surface roughness. In these
electronic devices, a cone-shaped diamond stylus with point radius of about 0.005 mm
(0.0002 in) and 90~ lip angle is traversed across the test surface at a constant slow speed.
The operation is depicted in Figure 23.8. As the stylus head moves horizontally, it also
moves vertically to follow the surface deviations. The vertical movements are converted into
an electronic signal that represents the topography of the surface along the path taken by
the stylus. This can be displayed as either: (1) a profile of the surface or (2) an average
roughness value.

Profiling devius use a separate flat plane as the nominal reference against which
deviations are measured. The output is a pIal of the surface contour along the line tra-
versed by the stylus. This type of system can identify roughness, waviness, and other mea-
sures of the test surface. By traversing successive lines parallel and closely spaced with
each other, a "topographical map" of the surface can be created.

Averagingdevi~ reduce the vertical deviations to a single value of surface rough-
ness. As illustrated in Figure 23.9, surface roughness is defined as the average of the verti-
cal deviations from the nominal surface over a specified surface length. An arithmetic
average (AA) is generally used, based on the absolute values of the deviations. In equa-
tion form,

R = rJ.!ldx
" 10 L

(23.11)

where R. = arithmetic mean value of roughness (m, in); y = vertical deviation from the
nominal surface converted to absolute value (In, in);and L = sampling distance, called the
altoff length,over which the surface deviations are averaged. The distance L", in Figure 23.9
is the total measurement distance that is traced by the stylus. A stylus-type averaging de-
vice performs Eq. (2:t 11) electronically. To establish the nominal reference plane, the de-

'Portions of this section are based on Groover [lOJ,Seclion 5.2 and 41.4 .1.
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Figure 23.8 Sketch illustrating the operation of stylus-type instru-
ment. Stylus head traverses horizontally across surface, while stylus
moves vertically to follow surface profile. Vertical movement is con-
verted into either: (1) a profile of the surface or (2) the average
roughness value (source: [10]).

Figure 23.9 Deviations from nominal surface used in the definition
of surface roughness (source: [10]).

vice uses skids riding on the actual surface. The skids act as a mechanical filter to reduce
the effect of waviness in the surface.

One of the difficulties in surface roughness measurement is the possibility that wavi-
ness can be included in the measurement of Ra. To deal with this problem, the cutoff length
is used as a filter that separates waviness from roughness deviations. As defined above, the
cutoff length is a sampling distance along the surface. It can be set at any of several values
on the measurement device, usually ranging between 0.08 mm (0.0030 in) and 2.5 mm
(0.10 in). A cutoff length shorter than the waviness width eliminates the vertical deviations
associated with waviness and only includes those associated with roughness. The most com-
mon cutoff length used in practice is 0.8 mm (0.030 in). The cutoff length should be set at
a value that is at least 2.5 times the distance between successive roughness peaks. The mea-
suring length L", is normally set at about five times the cutoff length.

An approximation ofEq. (23.11), perhaps easier to visualize, is given by:

(23.12)

where R. has the same meaning as above; Y. = vertical deviations identified by the subscript
i,converted to absolute value (m, in); and n = the number of deviations included in L. We
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have indicated the units in these equations to be meters (inches). However. the scale of the
deviations :s very small, so more appropriate units are microns, which equal tn' ill or
10".'mm. or micr~inches, ",•..hich equal 10 6in. These arc the units commonly used to express
surface roughness.

Surface roughness suffers the slime kinds of deficiencies of any single measure used
to assess a complex physical attribute. One deficiency is that it fails to account for the lay
of the surface pattern; thus, surface roughness may vary significantly depending on the di-
rection in which it is measured. These kinds of issues are addressed in hooks that deal
specifically with surface texture and its characterization and measurement. such as [15J.

23.5.2 Other Surface Measuring Techniques

Two additional methods for measuring surface roughness and related characteristics are
available. One is a contact procedure of sorts, while the other is a noncontact method. We
mention them here for completeness of coverage.

The first technique involves a subjective comparison of the part surface with standard
surface finish blocks that are produced to specified roughness values. In the United States,
these blocks have surfaces with roughness values of 2, 4, 8, 16,32,64, and 128 microinches.
To estimate the TOughness of a given test specimen. the surface is oompaled lU Ih",standard
both visually and by using a "fingernail test." In this test, the user gently scratches the sur-
faces of the specimen and the standard,judging which standard is closest to the specimen.
Standard test surfaces are a convenient way for a machine operator 10 obtain an estimate
of surface roughness. They are also useful for product design engineers in judging what
value of surface roughness to specify on the part drawing. The drawback of this method is
its subjectivity.

Most other surface measuring instruments employ optical techniques to assess rough-
ness. These techniques are based on light reflectance from the surface, light scatter or dif-
fusion, and laser technology. They are useful in applications where stylus contact with the
surface is undesirable. Some of the techniques permit very high speed operation, thus mak-
ing 100% parts inspection feasible. However, the optical techniques yield values that do
not always correlate well with roughness measurements made by stylus-type instruments.

23.6 MACHINE ViSiON

Machine vi5ion can be defined as the acquisition of image data, followed by the process-
ing and interpretation of these data by computer for some useful application. Machine vi-
sion (also called computer ,islon, since a digital computer is required to process the image
data) is a rapidly growing technology, with its principal applications in industrial inspection.
In Ihis section, we examine how machine vision works and its applications in QC inspec-
tion and other areas.

Vision systems are classified as being either 2-D or 3-D. Two-dimensional systems
view the scene as a 2-D image. This is quite adequate for most industrial applications, since
many situations involve a 2-D scene, Examples include dimensional measuring and gag-
ing, verifying the presence of components. and checking fOI features on a nat (or semiflat)
surface. Other applications require 3·Danalysis of the scene, and 3-D vision systems are
required for this purpose. Sales of 2-D vision systems outnumber those of 3-D systems by
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more than ten to one [7). Our discussion will emphasize the simpler 2-D systems, although
many of the techniques used fur 2-D are also applicable in 3-D vision work

The operation of a machine vision system can be divided into the following three
functions: (1) image acquisition and digitization. (2) image processing and analysis, and
(3) interpretation. These functions and their relationships are illustrated schematically in
Figure 23.10

23.6.1 Image Acquisition and Digitization

Image acquisition and digitizanon is accomplished using a video camera and a digitizing sys-
tem to store the image data tor subsequent analysis. The camera is focused on the subject
of interest. and an Image is obtained by dividing the viewing area into a matrix of discrete
picture elements (called pixelsj.fn which each element has a value that is proportional to
the light tntersity 01 that portion 01 the scene. The intensity value for each pixel is converted
into its equiv alent digital value hy an ADC (Section 5.3). The operation of viewing a scene
consisting of a simple object that contrasts suhstantially with its background, and dividing
the scene into a corresponding matrix of picture elements. is depicted in Figure 23.11

The flgun; illustrates the likely Image obtained from the simplest type of vision sys
tern. called a bmarj- vision system.In binary vision. the light intensity of each pixel,~ ulti-
mately reduced to either of two values. white or black. depending on whether the light
intensity exceeds a given threshold level.A mort sophisticated vision system is capable ot
distinguishing and storing different shades of gray III the image. This is called a gray-scale
system. This type of system can dercrrnme not only an object's outline and area charac-
teristics, but also it~ surface characteristics such as texture and color. Gray-seale vision sys-
tcms typically use 4. 6. or R hits of rneruury, Fight bits corresponds to 2~ = 256 intensity
levels, which ts generally marl' levels than the video camera can really distinguish and cer-
tainly more than the human elto can discern

Each SCI of d.giuzed pixel values is referred to as a frame, Each frame is stored in a
computer memory device ca.led e frame buffer.l he process of reading all the pixel values
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Figure 23.11 Dividing the image into a matrix of picture elements,
where each element has a light intensity value corresponding to that
portion of the image: (a) the scene; (b) 12 x 12matrixsuperimposed
on the scene; and (c) pixel intensity values, either black or white, [or
the scene.

in a frame is performed with a frequency of 30 times per second (typical in the United
States, 25 times per second in European vision systems),

Types of Cameras. Tho types of cameras are used in machine vision applications:
vidicon cameras (the type used for television) and solid-state cameras. Vidicon cameros
operate by focusing the image onto a photoconductive surface and scanning the surface with
an electron beam to obtain the relative pixel values, Different areas on the photoconduc-
tive surface have different voltage levels corresponding to the light intensities striking the
areas. The electron beam follows a well-defined scanning pattern, in effect dividing the
surface into a large number of horizontal lines, and reading the lines from top-to-bottom.
Each line is in turn divided into a series of points. The number of points on each line, mul-
tiplied by the number of lines, gives the dimensions of the pixel matrix shown in Figure
23.11. During the scanning process, the electron beam reads the voltage level of each pixel.

Solid-state cameros operate by focusing the image onto a 2-D array of very small,
finely spaced photosensitive elements. The photosensitive eJementsfonn the matrix of pix-
els shown in Figure 23.11. An electrical charge ISgenerated by each element according to
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picture values are read sequentially in the dHtH processing and

Iron
tagcs of the solid-state cameras have

(CCO).12) charge-injected device

x 1024 picture ele-
ments arrays X .12(L son x 582, and x 1320 pixels 124]. The
resolution of the vision system is its ability to sense fine details and features in the image
Resolution depends on the number of picture elements used; the more pixels designed
into the vision system. the higher its resolution. However, the cost of the camera increas-
es as the numher of pixels is increased. Even mono important, the time required to se-
quentially read the picture clements and process the data increases as the number of pixels
grows. The following example illustrates the problem.

EXAMPLE 23.4 Machine Vision

A video camera has a 512 x 512 pixel matrix. Each pixel must be converted
from an analog signal 10 the corresponding digital signal by an AOC. The ana-
log-to-oigitalccnversion process takes 0.1 microseconds(O.l x lO-osec) 10 com-
plete, including the time to move between pixels. How long will it take to collect
the image data for one frame, and is this time compatible with processing at the
ra-e ot Jtl frarnes pcr second?

Solution: lherc are 512 X 512 = 262.144 pixels to be scanned and converted. The total
time to complete the analog-to-digital conversion process is

(262,144 pixcls)(O.1 x 10-6 sec) = 0.0262 sec

At a processing rate of 30 frames per second, the processing time for each frame
is 0.0333 sec, which is significantly longer than the 0.0262 sec required to per-
form the 262,144 analog-to-digital conversions.

Illumination. Another important aspect of machine vision is illumination. The
scene viewed by the vision camera must be well illuminated, and the illumination must be
constant over time. This almost always requires that special lighting be installed for a ma-
chine vision application rather than rely on ambient lighting in the facility.

Five categories of lighting can he distinguished for machine vision application." as
depicted in Figure 23.12: (a) front lighting, (h) back lighting, (c) side lighting, (d) structured
lighting, and (e) strobe lighting. These categoric> represent differences in the positions of
the light source relative to the camera as much 11~ they do differences in lighting tech-
nologies. The lighting technologies include incandescent lamps, fluorescent lamps, sodium
vapor lamps, and lasers.
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Injrom lighting. the light source is located on the same side of the object as the cam-
era, This produces a reflected light from the object that allows inspection of surface features
such as printing on a label and surface patterns such as solder lines on a printed circuit
board. In back iighting.lhe light source is placed behind the object being viewed by the cam-
era. This creates adark silhouette of the object thal contrasts sharply with the light back-
ground. This type of lighting can be used for binary vision systems to inspect for part
dirnensioru, and to distinguish between different pa-t outlines. Sidr lightingcaus~s irregu-
larities in an otherwise plane smooth surface to cast shadows that can be identified by the
vision system. This can be used to inspect for defects and flaws in the surface of an object

Structured lighting involves the projection of a special light pattern onto the object
to enhance certain geometric features. Probably the most common structured light pat-
tern is a planar sheet of highly focused light directed against the surface of the object at a
certain known angle, as in Figure 23.12(d). The sheet of light forms a bright line where the
beam intersects the surface, In our sketch, the vision camera is positioned with its line of
sight perpendicular to the surface of the object, so that any variations from the general
plane of the part appear as deviations from a straight line, The distance of the deviation can
be determined by optical measurement, and the corresponding elevation differences can
be calculated using trigonometry.

In strobe lighting, the scene is illuminated by a short pulse of high-intensity light.
which causes a moving object to appear stationary. The moving object might be a part mov-
ing past the vision camera on a conveyor. The pulse of light can last 5-500 microseconds
[i'iJ. This is sufficient time for the camera to capture the scene, although the camera actua-
tion must be synchronized with that of the strobe light.

23.6.2 Image Processing and Analysis

The second function in the operation of a machine vision system is image processing and
analysis, As indicated by Example 23.4, the amount of data that must be processed is sig-
nificant. The data for each frame must be analyzed within the time required to complete
one scan (1/30 sec). A number of techniques have been developed for analyzing the image
data in a machine vision system. One category of techniques in image processing and analy-
~is is called segmentation. Segmtm(lI(;un technique are intended to define and separate re

gions of interest within the image. l\vo of the common segmentation techniques are
thresholding and edge detection. Tkresholding involves the conversion of each pixel in-
tensity level into a binary value, representing either white or black. This is done by com-
paring the intensity value at each pixel with a defined threshold value, If the pixel value is
greater than the threshold, it is given the binary bit value of white, say I; if less than the de-
fined threshold, then it is given the bit value of black, say O. Reducing the image to binary
form by means of thresholding usually simplifies the subsequent problem of defining and
identifying objects in the image. Edge detection is concerned with determining the location
of boundaries between an object and its surroundings in an image. This is accomplished by
identifying the contrast in light intensity that exists between adjacent pixels at the borders
of the object. A number of software algorithms have been developed for following the bor-
der around the object

Another set of techniques in image processing and analysis rhet normally follows
seg,:,entation isjearure extraction. Most machine vision systems characterize an object in
the Image by means of the object's features. Some of the features of an Object include the
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object's area, length, width, diameter. perimeter. center of gravity, and aspect ratio. Fea-
ture extraction methods are designed to determine these features based on the area and
boundaries of the object (using thresholding, edge detection, and other segmentation tech-
niques). For example. the area of the object can be determined by counting the number of
white (or black) pixels that make up the object. Its length can be found by measuring the
distance (in terms of pixels) between the two extreme opposite edges of the part.

23.6.3 Interpretation

For any given application, the image must be interpreted based on the extracted features.
I he interpretation function is usually concerned with recognizing the object, a task termed
object recognition or pattern recognition. The objective in these tasks is to identify the ob-
jcct in the image b) comparing it with predefined models or standard values. Two com-
monly used interpretation techniques are template matching and feature weighting.
Template matching is the name given to various methods that attempt to compare one or
more features of an image with the corresponding features of a model or template stored
in computer memory. The most haxic template matching technique is one in which the
image is compared. pixel by pixel. with a corresponding computer model. Within certain sta-
tistical tolerances, the computer determines whether the image matches the template. One
of the rcchnical difficulties with this method is the problem of aligning the part in the same
position and orientation in front of the camera. to allow the comparison to be made with-
out complications in image processing.

Feature weighting is a technique in which several features (e.g., area, length, and
perimeter] are combined into a single measure by assigning a weight to each feature ac-
cording to its relative importance in identifying the object. The score of the object in the
image is compared with the score of an ideal object residing in computer memory to achieve
proper identification

23.6.4 Mac;hine Vision Applications

Thc reason for interpreting the image is to accomplish some practical objective in an ap-
plication. Machine vision applications in manufacturing divide into three categories: (1) in-
spection, (2) identification, and (3) visual guidance and control.

Inspection. By far, quality control inspection is the biggest category. Estimates are
that inspection constitutes about80'i{ of machine vision applications [22]. Machine vision
installations in industry perform a variety of automated inspection tasks, mas! of which are
either on-line-in-process or on-line/post-process. The applications are almost always in mass
production where the time required to program and set up the vision system can be spread
over many thousands of units. Typical industrial inspection tasks include the following:

•Dimensional measurement. These applications involve determining the size of cer-
tain dimensional features of parts or products usually moving at relatively high speeds
on a movin~ conveyor. The machine vision system must compare the features (di-
mansions} With the corresponding features of a computer-stored model and determine
the size value

• Dimensional gaging. This is similar to the preceding except that a gaging function
rather than a measurement is performed.
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• Verification of the presence of components in an assembled product. \1achine vision
has proved tc he an important element in flexible automated assembly systems

• Verification of hole location and number afhales in a part. Operatiunallv, this task
is similar to dimensional measurement and verification of components

• Defection of surface flaws and defects. "laws and defects on the surface of a part or
material often revealthemselves ilS a chnnge in reflected light. The vision system can
identity the deviation tr om an ideal model of the surface

• Detectiem of flaws in a printed lahel. The defect can he in the form of a poorly 10-
cared label or poorly printed text. numbering. or graphics on the label.

All of the preceding inspection applications can be accomplished using 2-D vision systems.
Certain applications require 3-D vision. such as scanning the contour of a surface, inspecting
cutting tools to check for breakage and wear, and checking solder paste deposits on sur-
face mount circuit hoards. Three-dimensional systems arc being used increasingly in the au-
tomotive industry to inspect surface contours of parts such as body panels and dashboards.
Vision inspection can be accomplished at much higher speeds than the traditional method
of inspecting these components, which involves the use of CMMs.

Other Machine Vision Applications. Part idcnlification applications are those in
which the vision system is used to recognize and perhaps distinguish parts or other objects
so that some action can he taken. The applications include part sorting. counting different
types of parts flowing past along a conveyor, and inventory monitoring. Part identification
can usually be accomplished by 2-D vision systems. Reading of 2-D bar codes and charac-
ter recognition (Sections 12.3.3 and 12.3.4) represent additional identification applications
performed by 2-D vision systems.

Visual guidance and control involves applications in which a vision system is teamed
with a robot or similar machine to control the movement of the machine. Examples of
these applications include seam tracking in continuous arc welding, part positioning and/or
reorientation. bin picking, collision avoidance, machining operations, and assembly tasks.
Most of these applications require 3-D vision.

23.7 OTHER OPTICAL INSPECTION METHODS

Machine vision is a well-publicized technology. perhaps because it is similar to one of the
Important human senses. Its potential for applications in industry is very high. However.
there are also other optical sensing techniques that are used for inspection. Our discussion
in this section surveys these technologies. The dividing line between machine vision and
these techniques is sometimes blurred (excuse the pun). The distinction is that machine vi-
sion tends to imitate the capabilities of the human optical sensory system, which includes
not only the eyes but also the complex interpretive powers of the brain. The reader will note
that the techniques in this section have a much simpler mode of operation

Scanning Laser Systems. The unique feature of a laser (laser stands for light
amplification by stimulated emission of radiation) is that it uses <I coherent beam of ligh\
that can be projected with mmimum diffusion. Because of {his feature.lasers have been used
in a number ofindustrial processing and measuring applications. High-energy laser beams
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Figure 23.13 Diagram of scanning laser device.

are used for welding and cutting of materials, and low-energy lasers are utilized in various
measuring and gaging situations.

The scanning laser device falls into the latter category. As shown in the diagram of
Figure 23.13. the scanning laser uses a laser beam that is deflected by a rotating mirror to
produce a beam of light that can be focused to sweep past an object. A photodetector on
the far side of the object senses the light beam except for the time period during the sweep
when it is interrupted by the object. This time period can be measured with great accura-
cy and related tu the size of the object in the path of the laser beam. The scanning laser beam
device can complete its measurement in a very short time cycle. Hence, the scheme can be
applied in high-production on-line/post-process inspection or gaging. A microprocessor
counts the time interruption of the scanning laser beam as it sweeps past the object.makes
the conversion from time to a linear dimension, and signals other equipment 10 make ad-
justments in the manufacturing process and/or activate a sortation device on the produc-
tion line. The appltcatiuns of the scanning laser technique include rolling mill operations,
wire extrusion, and machining and grinding processes.

Linear Array Devices. The operation of a linear array for automated inspection is
similar in some respects to machine vision, except that the pixels are arranged in only one
dimension rather than two. A schematic diagram showing one possible arrangement of a
linear array device is presented in Figure 23.l4.The device consists of a light source that
emits a planar sheet of light directed at an object. On the opposite side of the object is a

Figure 23.14 Operation of a linear array
measuring device.
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Figure 23.15 Principle of optical
triangulation sensing.

linear array of closely spaced photo diodes. Typical numbers of diodes in the array are 256,
1024, and 2048 [24].The sheet of light is blocked by the object, and this blocked light is mea-
sured by the photo diode array to indicate the object's dimension of interest

The linear array measuring scheme has the advantages of simplicity, accuracy, and
speed. It has no moving parts and is claimed to possess a resolution as small as 50 mil-
lionths of an inch [20]. It can complete a measurement in a much smaller time cycle than
either machine vision or the scanning laser beam technique.

Optical Triangulation Techniques. Triangulation techniques are based on the
trigonometric relationships of a right triangle. Triangulation is used for range-finding. that
is. determining the distance or range of an object from two known points. Use of the prin-
ciple in an optical measuring system is explained with reference to Figure 23.15. A light
source (typically a laser) is used to focus a narrow beam at an object to form a spot of light
on the object. A linear array of photo diodes or other position-sensitive optical detector is
used to determine the location of the spot. The angle A of the beam directed at the object
is fixed and known and so is the distance L between the light source and the photosensi-
tive detector.Accordmgty, the range K of the object from the base line defined by the light
source and the photosensitive detector in Figure 23.15 can be detennined as a function of
the angle from trigonometric relationships as follows:

R=LcotA (23.13)

23.8 NONCONTACT NONOPTICAL INSPECTION TECHNIQUES

In addition to noncontact optical inspection methods, there are also a variety of nonopti-
cal techniques used for inspection tasks in manufacturing. Examples include sensor tech-
niques based on electrical fields, radiation, and ultrasonics. This section briefly reviews
these technologies as they might be used for inspection.

Electrical Field Techniques. Under certain conditions, an electrical field can be cre-
ated by an electrically active probe. The field is affected by an object in the vicinity of the
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probe. Examples of electrical fields include reluctance, capacitance. and inductance. In the
typical application. the ohject (workpart) is positioned in a defined relation with respect
to the probe. By measuring the effect of the object on the electrical field, an indirect mea-
surement or gaging of certain part characteristics can be made, such as dimensional features,
thickness of sheet material. and in some cases, flaws (cracks and voids below the surface}
In the material

Radiation Techniques. Radiation techniques utilize X-ray radiation to accomplish
noncontact inspection procedures on metals and weld-fabricated products. The amount of
radiation absorbed by the metal object can be used to indicate thickness and presence uf
flaws ill the metal part or welded section. An example is the use of X-ray inspection tech
niqucs to measure thickness of sheet metal made in a rolling mill. Tile inspection is per-
formed as an on-line/post-process procedure. with information from the inspection used to
make adjustments in the opening bet ••••.een rolls in the rolling mill.

Ultrasonics Inspection Methods. Ultrasonic techniques make use of very high
frequency sound (greater than 20.000 Hz] for various inspection tasks. Some of the tech-
niques are performed manually, whereas others are automated. One of the automated
method, involves the analysis of ultrasonic waves that are emitted by a probe and reflect-
ed off the object to be inspected. III the setup of the inspection procedure, an ideal test
part is placed in front of the probe to obtain a reflected sound pattern. This sound pattern
becomes the standard against which production parts are later compared. If the reflected
pattern from a given production part matches the standard (within an allowable statistical
variation). the part is considered acceptable; otherwise, it is rejected. One technical prob-
lem with this technique involves the presentation of production parts in front of the probe.
To avoid extraneous variations in the reflected sound patterns, the parts must always be
placed in the same position and orientation relative to the probe.
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Coordinate Metrology

Note: For case of computation, numerical values in the following problems are given at a
lower level of precision than most CMMs would be capable of.

23.1 The coordinates at the two ends of a certain length dimension have been measured by a
CMM.The coordinates of the first end arc (120.5,50,2,20.2), and the coordinates of the op-
posite end are (23.I.ll.9.20,3),where the units are millimeters .Fhe given coordinates have
been corrected for probe radius. Determine the length dimension that would be computed
by the CMM software

23.2 1\>.'0point locations corrcspondmg to a certain length dimension have been measured by a
CMM In the x-y plane. The coordinates of the first end are (12.511,2.273), and the coordi-
nates of the opposite end are (4.172,1.985),wheretheunitsareinch es The coordinates have
been corrected for probe radius. Determine [he length dimension that would be computed
by the CMM software

23,3 Three point locations on the surface of a drilled hole have been measured by a CMM in the
x·y axes.The three coordinates are: (16.42,17.17),(20.20, 11.85), anct(24.08.16.54),where
the units are millimeters.These coordinates have been corrected for probe radius.Determine:
(a) the coordinates of the hole center and (b} the hole diameter, as they would be cornput-
edby the CMMsoftware
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23.4 Three point locations on the surface of a cylinder have been measured by a CMM. The
cylinder is positioned so that its axis is perpendicular to the x-y plane. The three coordi-
natcsinthcx-yaxesare:(5.242,O.124),(0325,4.81i),and(-4.073,-0.544), where the units
are inches.The coordinates have been corrected for probe radius. Determine: (a) the COOT'

dinates of the cylinder axis and (b) the cylinder diameter, as they would be computed by the
CMMsoftware

23.5 Twopoints on a line have been measured by a CMM in the x-y plane. The point locations
have the following coordinates: (12.257,2.550) and (3.341,-IO.294),where the units are
inche", and the coordinates have been corrected for probe radilL<;.Findthe equation for the
line in the fonn ot Eq. (23.7).

23.6 TWopoints on a line are measured by a CMM in the x- y plane. The points have the follow
ing coordinates: (100.24,20.57) and (50.44,60.46), where the units are millimeters. The given
coordinates have been corrected for probe radius. Determine the equation for the line in the
form of Eq. (23.7).

23.7 The coordinates of the intersection of two lines are to be determined using a CMM to de-
fine the equations for the two lines.The two lines are the edges of a certain machined part.
and the intersection represents the corner where the two edges meet. Both lines lie in the
x-y plane. Measurements are in inches. Tho points are measured on the first line 10 have
coordinates of (5.254,10.430)and (10.223,6.052).1\vo points are measured on the second line
'n h~ve.C{)ordinalesof(6_101,O.657) and (RQ70,3.824).Thecoordinale values have been
corrected tor probe radius. (a) Determine the equations for the two lines in the form of Eq.
(23.7). (b) What are the coordinates of the intersection of the two lines? (c) The edges rep-
resented by the two lines are specified to be perpendicular to each other. Find the angle be-
tween the two lines to determine if the edges lire perpendicular

23.8 Two of the edges of a rectangular part are represented by two lines in the x-y plane on a
CMM worktable, as illustrated in Figure P23.8. It is desired to mathematically redefine the
coordinate system so that the two edges arc used as the x-andy-axes,rat her than the reg-
ular ];-y axes of the CMM. To define the new coordinate system, two parameters must be de-
termined: (a) the origin of the new coordinate system must be located in the existing CMM

.. 0;,

_ ..j ,.. ...1. _ _. I _ .. ......••

<lO 60 &1 tur rzu 140 160 x(CMM)

Figure P23.8 Overhead view of part relative to CMM axes.

Rectangular
•......... part
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23.10 A solid-state camera has a 256 x 256-pixel matrix. The ADC takes 0.20 microseconds
(0.20 x 10"'"sec) 10convert the analog Charge slgnat for each pixel into the corresponding
digital signal. If there is no time loss in switching between pixels. determine the following:
(a) How much time is required to collect the image data for one frame? (b) Is the time de-
terrnined in part (a) compatible with the processing rate of30frame s per second?

23.11 The pixel count on the photoconductive surface of a vidicon camera is 500 X 5H2.Each
pixel is converted from an analog voltage signal to the correspondi ng digital signal by an
ADC The conversion process takes 0.08 microseconds (0.08 X 10-6 sec) to complete. In ad-
dition to the ADC process, it takes 1.0microsecond to move from one horizontal line of pix-
els to the one below. Given these nmes, how long will it take to collect and convert the image
data for one frame? Can this be done 30 times per second?

23.12 A high-resolution solid state camera is to have a 1035 x 1320-pixel matrix. An image pro-
cessing rill",of 30 times per second must be achieved, or 0.0333 sec per frame. To allow [or
time lost in other data processing per frame, the total ADC time per frame must be 80% of
the 0.0333sec. or 0.0267 sec.To be compatible with this speed. in what time period must the
analog-to-olgnal conversion be accomplished per pixel?

Z3.13 A ceo camera system has 512 x 512 picture e'ements All pixels are converted sequen-
tially by an ADC and read into the frame buffer for processing. The machine vision system
will operate at the rate of 30 frames per second. However, to allow time for data processing
of the contents of the frame buffer, the analog-to-digital conversion 0I all pixels by tbe Al'rC
must be completed in 1/80 sec. Assuming rhat 10 nanoseconds (10 X 10--9sec.) are lost in
switching from one pixel to the next, determine the time required to carry out the analog-
to-digitaJ conversion process fur each pixel. in nanoseconds.

:B.14 A scanning laser device. similar tn the one shown in Figure 23.13, is to be used to measure
the diameter of shafts that are ground in a centerless grinding operation. The part has a di-
ameter of 0.475 in with a tolerance of ±0.002in. The four-sided mirror of the scanning laser
beam device rotates at 250 rev/min. The collimating lens focuses 30°of the sweep of the
mirror into a swath that is 1.000-in wide. It is assumed that the light beam moves at a con-
slant speed across this swath. The photodeteetor and timing circuitry is capable of resolving
time units as fine as 100nanoseconds (1m x lO-<>sec).Thisresolution should be equivalent
to no more than 10% of the tolerance band (0.004 in). (a] Determine the interruption time
of the scanning laser beam for a part whose diameter is equal to tbe nominal size. (b) How
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much ofa difference in interruption time is associared with the tolerance of±O.OO2in?(c) Is
the resolutionof the photodetector and timingcircuitrysufficientto achievethe 100/(,rule
on the tolerance band?
Thangulation computations are to be used to determine the distance of parts moving on a
conveyor. The setup of the optical measuring apparatus is as illustrated in the text in FIgure
23_1_~_Th~. ~nele h"tween the beam and the surface of the part is 25" Suppose for one given
part passing on the conveyor the baseline distance is 6.55 in, as measured by the linear pho-
tosensitive detection system. What is the distance of this part from the baseline?

23.15
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This final part of the book is concerned with manufacturing support systems that operate
at the enterprise level, as indicated in Figure 24.1. The manufDcturing support systems are
the procedures and systems used by the firm to manage production and solve the techui-
cal and logistics problems associated with designing the products.planning the processes,
ordering materials, controlling work-in-process as it moves through the plant, and delivering
products to the customer. Many of these functions can be automated using computer sys-
tems; hence, we have terms like computer-aided design and computer integrated manu-
facturing. Whereas most of the previous automation levels have emphasized the flow of the
physical product through the factory, the enterprise level is more concerned with the flow
of information in the factory and throughout the finn. While most of the topics in Part V
deal with computerized systems, we also describe some systems and procedures that are
labor intensive in their operation. Examples include manual process planning (Section
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Figure 24.1 The position of the manufacturing support systems in
the larger production system.

25.1) and the kanban production control te"hnil.Ju<;(Section 26.7.1). Even the computer-
automated systems include people. People make the production systems work.

The present chapter is concerned with product design and the various technologies
tim! are used to amplify and automate the design function. CAD/CAM (computer-aided
design and computer-aided manufacturing) is one of those technologies. CAD/CAM irt-
volves the use of the digital computer to accomplish certain functions in product design and
production. CAD is concerned with using the computer to support the design engineering
function, and CAM is concerned with using the computer to support manufacturing engi-
neering activities. The combination of CAD and CAM in the term CAD/CAM is symbol-
ic of efforts to integrate the design and manufacturing functions of a finn into a continuum
of activities rather than to treat them as two separate and disparate activities, as they had
been considered in the past. elM (computer integrated manufacturing) includes all of
CAD/CAM but also embraces the business functions of a manufacturing finn. ClM im-
plements computer technology in all of the operational and information processing activ-
ities related to manufacturing. In the final section of the chapter, we discuss a systematic
method for approaching a product design project. called quality function deployment.

Chapters 25 and 26 are concerned with topics in production systems and ClM other
than product design. Chapter 25 deals with process planning and how it can be automat"
ed using computer systems. We also discuss ways in which product design and manufac-
turing and other functions can be integrated using an approach called concurrent
engineering. An iroportaat issue in concurrent engineering is design/or manufacturing;that
is, how can a product be designed to make it easier (and cheaper) to produce? Chapter 26
discusses the various methods used in the modern practice of production planning and
control. This includes material requirements planning, shop floor control, and just-in-time
production. Our final chapler in part V takes a broad view of the manufacturing enter-
prise by dealing with some contemporary management topics such as lean production and
agile manufacturing.
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24.7 PRODUCT DESIGN AND CAD

Product design is a critical function in the production system. The quality of the product
design (i.e .. how well the design department does its job) is probably the single most im-
portant factor in determining the commercial success and societal value of a product. If the
product design is poor, no matter how well it is manufactured, the product is very likely
doomed to contribute little to the wealth and well-being of the firm that produced it. If
the product design is good, there is still the question of whether the product can be pro-
duced at sufficiently low cost to contribute to the company's profits and success. One of the
facts of life about product design is that a very significant portion of the cost of the prod-
uct is determined by its design. Design and manufacturing cannot he separated in Ihe pro-
duction system. They are bound together functionally, technologically, and economically.

Let us begin our discussion of product design by describing the general process of de-
sign. We then examine how computers are used to augment and automate the design process.

24.1.1 The Design Process

The general process of design is characterized by Shigley [15J as an iterative process con-
sisting of six phases: (1) recognition of need, (2) problem definition, (3) synthesis, (4)
analysis and optimization,(5) evaluation,and (6) presentation. These six steps, and the it-
erative nature of the sequence in which they are performed, are depicted in Figure 24.2(a).

Recognition of need (1) involves the realization by someone that a problem exists
for which some corrective action can be taken in the form of a design solution. This recog-
nition might mean identifying some deficiency in a current machine design by an engineer
or perceiving of some new product opportunity by a salesperson. Problem definition (2) in-
volves a thorough specification of the item to be designed. This specification includes the
physical characteristics, function, cost, quality, and operating performance.

Synthesis (3) and analysis (4) are closely related and highly interactive in the design
process. Consider the development of a certain product design: Each of the subsystems of
the product must be conceptualized by the designer, analyzed, improved through this analy-
sis procedure, redesigned, analyzed again, and so on. The process is repeated until the de-
sign has been optimized within the constraints imposed on the designer. The individual
components are then synthesized and analyzed into the final product in a similar manner.

Evaluation (5) is concerned with measuring the design against the specifications es-
tablished in the problem definition phase. This evaluation often requires the fabrication and
testing of a prototype model to assess operating performance, quality, reliability, and other
criteria. The final phase in the design procedure is the presentation of the design. Presen-
tation (6) is concerned with documenting the design by means of drawings, material spec-
ifications, assembly lists, and so on. In essence, documentation means that the design data
base is created.

24.1.2 Application of Computers in Design

Computer-aided design (CAD) is defined as any design activity that involves the effective
use of the computer to create, modify, analyze, or document an engineering design. CAD
is most commonly associated with the use of an interactive computer graphics system, re-
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figure 24.2 (a) Design process as defined by Shigley [15]. (b) The de-
sign process using computer-aided design (CAD).

ferred 10 as a CAD system. The term CAD/CAM system is also used if it supports manu-
facturing as well as design applications.

There are several good reasons for using a CAD system to support the engineering
design function [l1J:

-To increase the productivity of the designer. This is accomplished by helping the
designer to conceptualize the product and its components. In tum, this helps reduce
the time required bf the designer to synthesize, analyze, and document the design.

• To improve the quality of Ihe design, The use of a CAD system with appropriate
hardware and software capabilities permits the designer to do a more complete en-
gineering analysis and to consider a larger number and variety of design alternatives.
The quality of the resulting design is thereby improved.

• To improve design documentation. The graphical output of a CAD system results in
better documentation of the design than what is practical with manual drafting. The
engineering drawings are superior, and there is more standardization among the
drawings, fewer drafting errors, and greater legibility.

• To create a manufacturing data base. In the process of creating the documentation
for the product design (geometric specification of the product, dimensions of the
components, materials specifications, bill of materials, etc.), much of the required data
base to manufacture the product is also created.
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TABLE 24.1 Computer-Aided Design Applied to Four of the Shigley

Design Phases

Design Phase

1. Synthesis

2. Analysis and optimization

3. Evaluation

4. Presentation

CAD Function

Geometric modeling

Engineering analysis

Design review and evaluation

Automated drafting

With reference !O the six phases of design defined previously, a CAD system can ben-
eficially be used in four of the design phases, as indicated in Table 24.1 and Illustrated in
Figure 24.2(b) as an overlay on the design process of Shigley.

Geometric Modeling Geometric modeling involves the use of a CAD system to
develop a mathematical description of the geometry of an object. The mathematical de-
scription, called a geometric model, is contained in computer memory. This pennits the
user of the CAD system to display an image of the model on a graphics terminal and toper-
form certain operations on the model. These operations include creating new geometric
models from basic building blocks available in the system, moving the images around on
the screen, zooming in on certain features of the image, and so forth. These capabilities
permit the designer to construct a model of a new product (or Its components) or to mod-
ifyanexistingmodel.

There are venous types of geumetric models used in CAD. One classification distin-
guishes between two-dimensional (2-D) and three-dimensional (3-D) models.Two-dirnen-
sional models are best utilized for design problems in two dimensions, such as flat objects
and layouts of buildings. In the first CAD systems developed in the early 1970s, 2·0systems
were used principally as automated drafting systems. They were often used for 3-D objects,
and it was left to the designer or draftsman to properly construct the various views of the
object. Three-dimensional CAD systems are capable of modeling an object in three di-
mensions. The operations and transformations on the model are done by the system in
three dimensions according to user instructions. This is helpful in conceptualizing the ob-
ject since the true 3-D model can be displayed in various views and from different angles.

Geometric models in CAD can also be classified as being either wire-frame models
or solid models. A wire-frame model uses interconnecling lines (straight line segments) to
depict the object as illustrated in Figure 24.3(a).Wire-frame models of complicated geome-
tries can become somewhat confusing because all ofthe lines depicting the shape of the ob-
ject are usually shown, even the lines representing the other side of the object.Techniques

52I (3'
(.)

Figure 24.3 (a) Wire-frame model. (b) Solid model of the same ob-
ject.

(b)
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are available for removing these so-called hidden lines, but even with this improvement,
wire-frame representation is still often inadequate. Solid models are a more recent devel-
opment in geometric modeling. In solid modeling,Figure 24.3(b),an object is modeled in
solid three dimensions, providing the user with a vision of the object very much like it
would be seen in real life. More important for engineering purposes, the geometric model
is stored in the CAD system as a 3-D solid model. thus providing a more accurate repre-
sentation of the object. This is useful for calculating mass properties, in assembly to perform
interference check ing between mating components, and in other engineering calculations.

Finally, two other features in CAD system models are color and animation. Some
CAD systems have color capability in addition to black-and-white. The value of color is
largelyto enhance {he ability of the user to visualize the object on the graphics screen.
For example, the various components of an assembly can be displayed in different colors,
thereby permitting the parts to be more readily distinguished. Animation capability per-
mits the operation of mechanisms and other moving objects to be displayed on the graph-
ics monitor.

Engineering Analysis. After a particular design alternative has been developed,
some form of engineering analysis often must be performed as part of the design process.
The analysis rna} take the form of stress-strain calculations, heat transfer analysis, or dy-
namic simulation. The cornputauona are often complex and time consuming, and before the
advent of the digital computer, these analyses were usually greatly simplified or even omit-
ted in the design procedure. The availability of software for engineering analysis on a CAD
system greatly increases the designer's ability and willingness. to perform a more thorough
analysis of a proposed design. The term computel'-aJtkd engineering (CAE) is often used
for engineering analyses performed by computer. Examples of engineering analysis soft-
ware in common use on CAD systems include:

• Mass properties analysis, which involves the computation of such features of a solid
object as its volume, surface area, weight, and center of gravity. It is especially ap-
plicable in mechanical design. Prior to CAD, determination of these properties often
required painstaking and time-consuming calculations by the designer.

• Interference checking. This CAD software examines 2-D geometric models consist-
ing of multiple components to identify interferences between the components. It is
useful in analyzing mechanical assemblies, chemical plants, and similar multicompo-
nent designs

• Tolerance analysis. Software for analyzing the specified tolerances of a product'S
components is used for the following functions: (1) to assess how the tolerances may
affect the product's function and performance, (2) to determine how tolerances may
influence the ease or difficulty of assembling the product.and (3) to assess how vari-
ations in component dimensions may affect the overall size of the assembly.

• Finite element analysis. Software for finite element analysis (FEA), also known as
finite element modeling (FEM). is available for use on CAD systems to aid in stress-
strain, heat transfer, fluid flow, and other engineering computations, Finite element
analysis is a numerical analysis technique for determining approximate solutions to
physical problems described by differential equations that are very difficult or im-
possible to solve. In FEA. the physical object is modeled by an assemblage of dis-
crete interconnected nodes (finite elements), and the variable of interest (e.g., stress,
strain, temperature) in each node can be described by relatively simple mathemati-
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Figure 24.4 Temperature analysis in a cutting tool using finite element analy-
sis: (a) the physical geometry ofthe tool and (b) the tool composed offinite el-
ement nodes. (For clarity. not all nodes are shown in the drawing; also not shown
are the internal nodes}

(bl

caJ equations, By solving the equations for each node. the distribution of values of the
variable throughout the physical object is determined. Figure 24.4 illustrates a finite
element model to analyze tempera tures in a cutting tool [10].

• Kinematic and dynamic analysis. Kinematic analysis involves the study of the op-
eration of mechanical linkages to analyze their motions. A typical kinematic analy-
sis consists of specifying the motion of one or more driving members of the subject
linkage, and the resulting motions of the other links are determined by the analysis
package. Dynamic analysis extends kinematic analysts by including the effects of the
mass of each linkage member and the resulting acceleration forces as well as any ex-
ternally appiied forces

• Discrete-event simulation. This type of simulation is used to model complex opera-
tional systems, such as a manufacturing cell or a material handling system, as events
occur at discrete moments in time and affect the status and performance of the sys-
tem. For example, discrete events in the operation of a manufacturing cell include
parts arriving for processing or a machine breakdown in the cell. Measures of the
status and performance include whether a given machine in the cell is idle or busy and
the overall production rate of the cell. Current discrete-event simulation software
usually includes an animated graphics capability that enhances visualization of the sys-
tern's operation.

Design Evaluation and Review. Design evaluation and review procedures can be
augmented by CAD. Some of the CAD features that are helpful in evaluating: and re-
viewing a proposed design include:

/
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•Automatic dimensioning routines that determine precise distance measures between
surfaces on the geometric model identified hy the user.

• Error checking. This term refers 10 CAD algorithms that are used to review the ac-
curacy and consistency of dimensions and tolerances and to assess whether the prop-
er design documentation format has been followed

• Animation of discrete-event simulation soJurions.Discretc·event simulation was de-
scribed above in the context of engineering analysis. Displaying the solution of the dis-
crete-event simulation in animated graphic, is a helpful means of presenting and
evaluating the solution. Input parameters, probability distributions, and other factors
can he changed to assess their effect on the performance of the system being modeled

• Plant layout design scores. A number of software packages are available for facili-
ties design. that is, designing the floor layout and physical arrangement of equipment
in a facility. Some of these packages provide one or more numerical scores for each
plant layout design, which allow the user to assess Ihe merits of the alternative with
respect to material flow, closeness ratings. and similar factors.

The traditional procedure in designing a new product includes fabrication of a pro-
totype before approval and release of the product for production The prototype serves as
the "acid test" of the design, permitting the designer and others to see. feel, operate, and test
the product for any last-minute changes or enhancements of the design. The problem with
building a prototype is that it is traditionally very time consuming; in some cases, months
are required to make and assemble all of the parts. Motivated by the need to reduce this
lead time for building the prototype. several new approaches have been developed that
rely on the usc of the geometric model of the product residing in the CAD data file. We men-
tion two of these approaches here: (1) rapid prototyping and (2) virtual prototyping,

Rapid prototyplng is a general term applied to a family of fabrication technologies
that allow engineering prototypes of solid parts to be made in minimum lead time [12J.
The common feature of the rapid prototyping processes is that they fabricate the part di-
rectly from the CAD geometric model. This is usually done by dividing the solid object
into a series of layers of small thickness and then defining the area shape of each layer. For
example, a vertical cone would be divided into a series of circular layers, each circle be-
coming smaller and smaller as the vertex of the cone is approached. The rapid prototyp-
ing processes then fabricate the object by starting at the base and building each layer on
top of the preceding layer to approximate the solid shape. The fidelity of the approxima-
tion depends on the thickness of each layer. As layer thickness decreases, accuracy in-
creases. There are a variety of layer-bUilding processes used in rapid prototyping. The most
common process, called stereol/thography, uses a photosensitive liquid polymer that cures
(solidifies) when SUbjected to intense light. Curing of the polymer is accomplished using <I

moving laser beam whose path for each layer is controlled by means of the CAD model.
By hardening each layer, one on top of the preceding, a solid polymer prototype of the
part is built.

Virtual prototyping. based on virtual reality technology, involves the use of the CAD
geometric model to construct a digital mock-up of the product, enabling the designer and
others to obtain the sensation of the real physical product without actually building the
physical prototype. Virtual prototyping has been used in the automotive industry to eval-
uate new car style designs. The observer of the virtual prototype is able to assess the ap-
pearance of the new design even though no physical model is on display. Other applications
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of virtual prntoryping include checking the feasibility of assembly operations, for example,
parts mating, access and clearance of parts during assembly, and assembly sequence.

Automated Drafting. The fourth area where CAD is useful (step 6 in the design
process) i~ presentation and docurncnration.Ce.D systems can be used as automated draft-
ing machines to prepare highly accurate engineering drawings quickly. It is estimated that
a CAD system increases productivity in the drafting function by about fivefold over man-
ual preparation of drawings

24.2 CAD SYSTEM HARDWARE

The hardware for a typical CAD system consists of the following components: (1) one or
more design workstations, (2) digital computer, (3) plotters, printers. and other output
devices. and (4) storage devices. The relationship among the components i, illustrated in
Figure 24.S.ln addition, the CAD system would have a communication interface to permit
transmission of data to and from other computer systems. thus enabling some of the ben-
efits of cornputerintegration

Design Workstations. The workstation is the interface between computer and
user in the CAD system. Its functions are the following: (1) communicate with the CPu.
(2) continuously generate a graphic image. (3) provide digital descriptions of the image,
(4) translate user commands into operating functions, and (5) facilitate interaction between
the user and the system.

The design of the CAD workstation and its available features have an important in-
fluence on the convenience, productivity. and quality of the user's output. The workstation
must include a graphics display terminal and a set of user input devices. The display terminal
must be capable of showing both graphic~ and alphanumeric text.It is the principal means
by which the system communicates with the user. For optimum graphics display, the mon-
itor should have a large color screen with high resolution.

The user input devices permit the operator to communicate with the system. To op-
erate the CAD system, the user must be able to accomplish the following: (1) enter al-
phanumeric data, (2) enter commends to the system (0 perform various graphics operations,
and (3) control the cursor position on the display screen. To enter alphanumeric data, an
alphanumeric keyboard is provided. A conventional typewriter-like keyboard allows the
designer to input numerical and alphabetic characters into the system. The alphanumeric

Figure 24.5 Configuration of a typical CAD system.
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keyboard can also be used to enter commands and instructions to the system. However.
other input devices accomplish this function more conveniently. Special function keypath
have been developed to allow entry of a command in only one or two keystrokes. These
special keypads have from 10 to 50 function keys, depending on the system. However, each
key provides more than one function, depending on the combination of keys pressed or
which software is being used. Another input device for entering commands to a CAD sys-
tern is the electronic tablet, an electronically sensitive board on which an instruction set is
displayed, arid commands arc entered using a puck or electronic pen.

lJJfSOr control permits the operator to position the cursor on the screen to identify
a location where some function is to be executed. For example, to draw a straight line on
the screen, the endpoints of the line can be identified by locating the cursor in sequence at
the two points and giving the command to construct the line. There are various cursor con-
trol devices used in CAD, inducting pucks, mouses, joysticks, trackballs, thumbwheels, light
pens, and electronic tablets.An input device for entering coordinates from an existing draw-
ing into the CAD system is a digit/t.er, which consists of a large flat board and an elec-
tronic tracking element such as a puck that can be moved across the surface of the board
to record x- and y-coordinate positions.

Digital Computer. CAD applications require a digital computer with a high-speed
central processing unit (CPU), math coprocessor to perform computation-intensive oper-
ations, and large internal memory. Today's commercial systems have 32-bit processors,
which permit high-speed execution of CAD graphics and engineering analysis applications.

Several CAD system configurations are available within the general arrangement
shown in Figure 24.5. Let us identify three principal configurations, illustrated in Figure
24.6: (a) host and terminal, (b) engineering workstation, and (c) CAD system based on a
personal computer (PC).

The host and terminal was the original CAD configuration in the Ig70s and early
1980s when the technology was first developing. For many years, it was the only configu-
ration available. In this arrangement, a large mainframe computer or a minicomputer serves
as the host for one or more graphics terminals. These systems were expensive, each instal-
lation typically representing an investment of a million dollars or more. The powerful mi-
croprocessors and high-density memory devices that are so common today were not
available at that time. The only way to meet the computational requirements for graphics
processing and related CAD applications was to use a mainframe connected 10 multiple ter-
minals operating on a time-sharing basis. Host and terminal CAD systems are still used
today in the automotive industry and other industries in which it is deemed necessary to
operate a large central database.

An engineering workstation is a stand-alone computer system that is dedicated to one
user and capable of executing graphics software and other programs requiring high-speed
computational power. The graphics display is a high-resolution monitor with a large screen.
As shown in our figure, engineering workstations are often networked to permit exchange
of data files and programs between users and to share plotters and data storage devices.

A PC-based CAD system is a PC with a high-performance CPU and medium-to-high
resolution graphics display screen. The computer is equipped with a large random access
memory (RAM), math coprocessor, and large-capacity hard disk for storage of the large ap-
plications software packages used for CAD. PC-based CAD systems can be networked 10

share file" output devices, and for other purposes. Starting around 1996, CAD software de-
velopers began offering products that utilize the excellent graphics environment of Microsoft
Windows NtD'" [13], thus enhancing the popularity and familiarity of PC-based CAD.
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Figure 24.6 Three CAD system configurations: (a) host and termi-
nal, (b) engineering workstation, and (c) CAD system based on a
Pc.

When the engineering wurkstation is compared with the PC-based system, the for-
mer is superior in terms of most performance criteria. Its capacity to efficiently accomplish
3-D geometric modeling and execute other advanced software exceeds that of a PC, and
this makes the workstation more responsive and interactive than a PC-based CAD Sys-
tem. However, the performance characteristics of PCS are improving eaeh year, and the
prices of engineering workstations are dropping each year, so that the distinction between
the two types is becoming blnrred.

Plotters and Printers, The CRT display is often the only output device physical-
ly located at the CAD workstation. There is a need to document the design on paper. The
peripherals of the CAD system include one or more output devices for this purpose. Among
these output devices are the following

• Pen plotters. These are .t-y pluuers of various types used to produce high accuracy
line drawings.
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• Electrostatic plotters. These are faster device, based on the same technology as pho-
tocopying. The resolution of the drawings from electrostatic plotters is generally
lower than those made by a pen plotter.

• Dot-matrix printers. In the operation of these printers, small hammers strike an ink
ribbon against the paper to form a drawing consisting of many ink dots.

• Inkjet printers. These arc similar to dot-matrix printers except that the dots arc
formed by high-speed jets of ink impacting the paper.

Storage Devices. Storage peripherals are used in CAD systems to store programs
and data files. The storage medium is usually a magnetic disk or magnetic tape, Files can
be retrieved more quickly from magnetic disks, which facilitates loading and exchange of
files between CPU and disk. Magnetic tape is less expensive, but more time is required to
access a given file due to the sequential file storage on the tape. His suited to disk backup,
archival files, and data transfer to output devices.

24.3 CAM, CAD/CAM, AND CIM

We have briefly defined the terms CAM, CAD/CAM, and CIM in our introduction. Lei us
explain and differentiate these terms more thoroughly here. The term computer integrat-
ed manufaclUrlng (CIM) is sometimes used interchangeably with CAM and CAD/CAM.
Although the terms are closely related.our assertion is that CIM possesses a broader mean-
ing than does either CA M or CAD/CAM

24.3.1 Computer-Aided Manufacturing

Computer-aided manufactllring (CAM) is defined as the effective use of computer tech-
nology in manufacturing planning and control. CAM is most closely associated with func-
tions in manufacturing engineering, such as process planning and numerical control (NC)
part programming. With reference to our model of production in Section 13.2, the appli-
cations of CAM can be divided into two broad categories: (1) manufacturing planning and
(2) manufacturing control. We cover these two categories in Chapters 25 and 26, but Jet
us provide a brief discussion of them here 10 complete our definition of CAM.

Manufacturing Planning. CAM applications for manufacturing planning are those
in which the computer is used indirectly to support the production function, but there is no
direct connection between the computer and the process. The computer is used "off-line"
to provide information for the effective planning and management of production activities.
The following list surveys the important applications of CAM in this category:

• Computer-aided process planning (CAPP). Process planning is concerned with the
preparation of route sheets that list the sequence of operations and work centers re-
quired 10 produce the product and its components. CAPP systems are available today
to prepare these route sheets. We discuss CAPP in the following chapter.

• Computer-assisted NC parr programming. The subject of part programming for NC
was discussed in Chapter 6 (Section 6.5). For complex part geometries,computer-as-
sisted part programming represents a much more efficient method of generating the
control Instructions for the machine tool than manual part programming is.
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• Computerized machinability data systems. One of the problems in operating a metal
cutting machine tool is determining the speeds and feeds that should be used to ma-
chine a given workpart. Computer programs have been written to recommend the ap-
propriate cutting conditions to use for different materials. The calculations are based
on data that have been obtained either in the factory or laboratory that relate tool
life to cuuing conditions. These machinability data systems are described in [11 J.

• Development of work standards. The time study department has the responsibility
for seuing time standards on direct labor johs performed in the factory. Establishing
standards hv direct time studv can be a tedious and time-consuming task. There are
several com'merciallv available computer packages for setting work standards.These
computer programs 'use standard time data that have been developed for basic work
clements that comprise any manual task. By summing the limes for the individual
element, required to perform a new Job, the program calculates the standard lime for
the job. These packages are discussed in [II]

• Cost estimating, The task of estimating the cost of a new product has been simplified
in most .ndusmcs by computerizing several of the key steps required to prepare the
estimate. The computer is programmed to apply the appropriate labor and overhead
rates to the sequence of planned operations for the components of new products.
rhe program then sums the individual component costs from the engineering bill of
materials to determine the overall product cost.

• Production and inventory planning. Thc computer has found widespread use in
many of the functions in production and inventory planning. These functions include:
maintenance of inventorv records, automatic reordering of stock items when inven-
tory is depicted. production scheduling, maintaining current priorities for the differ-
ent procuction orders, material requirements planning, and capacity planning. We
discuss these activities in Chapter 26.

• Computer-aided line balancing. Finding the best allocation of work elements among
stations on an assembly line is a large and difficult problem if the line ISof significant
size. Computer programs have been developed to assist in the solution of this prob-
lem (Section 17.5.4).

Manufacturing Control. The second category of CAM applica\inn~ is concerned
with oevcropu-g computer systems to implement the manufacturing control function. Man-
ufacturing control is concerned with managing and controlling the physical operations in
the tecrory These management and control areas include:

• Process monitoring and control. Process monitoring and control is concerned with ob-
serving and regulating the production equipment and manufacturing processes in the
plant. We have previously discussed process control in Chapter 4. The applications of
computer process control arc pervasive today in automated production systems. They
include transfer lines. assembly svstcms. NC, robotic>. material handling. and flexible
manufacturing systems.All of these topics have been covered III earlier chapters.

• Quality rontro/.Qua1it} control includes a variety of approaches to ensure the high-
est possible quality levels III the manufactured product. Quality control systems were
covered in the chapters of Pan IV

• Shop f/oorcomrol. Shop floor cnntrol refers 10 production management techniques
for coJlectin~ data fron.' factory operations and using the data to help control pro-
~uctlOn and mvenrorv III the factory. We discuss shop floor control and computer-
ized factory data collection systems tn Chapter 26.
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• Inventory control. Inventory control is concerned with maintaining the most appro-
priate levels of inventory in the face of two opposing objectives: minimizing the in-
vestment and storage costs of holding inventory and maximizing service to customers.
Inver-tor-y control is discussed in Chapter 26.

• Just-in-time production systems. The term just-in-time refers to a production sys-
tem that is organized to deliver exactly the right number of each component to down-
stream workstations in the manufacturing sequence just at the lime when that
component ts needed. The term applies not only to production operations but 10 sup-
plier delivery operations as well. Just-in-time systems are discussed in Chapter 26.

24.3.2 CAD/CAM

CAD/CAM is concerned with the engineering functions in both design and manutactur-
ing. Product design, engineering analysis, and documentation of the design (e.g.. drafting)
represent engineering activities in design. Process planning, NC part programming, and
other activities associated with CAM represent engineering activities in manufacturing.
The CAD/CAM systems developed during the 1970s and early 1980s were designed pri-
marily to address these types of engineering problems. In addition, CAM has evolved to in-
clude many other functions in manufacturing, such as material requirements planning,
production scheduling, computer production monitoring, and computer process control.

It should also be noted that CAD/CAM denotes an integration of design and manu-
facturing activities by means of computer systems. The method of manufacturing a prod-
uct is a direct function of its design. With conventional procedures practiced for so many
years in industry, engineering drawings were prepared by design draftsmen and later used
by manufacturing engineers to develop the process plan. The activities involved in design-
ing the product were separated from the activities associated with process planning. Es-
sentiallya two-step procedure was employed. This was time-consuming and involved
duplication of effort by design and manufacturing personnel. Using CAD/CAM technolo-
gy, it is possible to establish a direct link between product design and manufacturing engi-
neering.ln effect, CAD/CAM is one of the enabling technologies for concurrent engineering
(Section 25.3). It is the goal of CAD/CAM not only to automate certain phases of design
and certain phases of manufacturing, but also to automate the transition from design to
manufacturing. In the ideal CAD/CAM system, it is possible to take the design specifica-
tion of the product as it resides in the CAD data base and convert it into a process plan for
making the product, this conversion. being done automatically by the CAD/CAM system.
A large portion of the processing might be accomplished on a numerically controlled ma-
chine tooL As part of the process plan, the NC par! program is generated automatically by
CAD/CAM, The CAD/CAM system downloads the NC program directly to the machine
tool by means of a telecommunications network. Hence, under this arrangement, product
design, NC programming, and physical production are all implemented by computer.

24.3.3 Computer Integrated Manufacturing

Computer integrated manufacturing includes all of the engineering functions of
CAD/CAM, but it also includes the firm's business functions that are related to manufac-
turing. The ideal CIM system applies computer and communications technology to all of
the operational functions and information processing functions in manufacturing from
order recerpt, through design and production, to product shipment. The scope of OM,
compared with the more limited scope of CAD/CAM, is depicted in Figure 24.7.
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Figure 24.7 The scope of CAD/CAM and ClM.

The (1M concept is that all of the firm's operations related to production are incor-
porated in an integrated computer system to assist. augment. and automate the operations.
The computer system b pervasive throughout the firm, touching all activities that support
manufacturing. In this integrated computer system, the output of one activity serves as the
input to the next activity, through the chain of events that starts with the sales order and
culminates with shipment ofthe product. The components of the integrated computer sys-
tern are illustrated in Figure 24.8. Customer orders are initially entered by the company's
sales force or directly by the customer into a computerized order entry system. The orders
contain the specifications describing the product. The specifications serve as the input to
the product design department. New products are designed on a CAD system. The com-
ponents that comprise the product are designed, tbe bill of materials is compiled, and as-
sembly drawings are prepared. The output of the design department serves as the input to
manufacturing engineering, where process planning. tool design, and similar activities are
accomplished to prepare for production. Many of these manufacturing engineering activ-
ities are supported by the (1M system. Process planning is performed using CAPP. Tool and
fixture design is done on a CAD system, making use of the product model generated dur-
ing product design. The output from manufacturing engineering provides the input to pro-
duction planning and control. where material requirements planning and scheduling are
performed using the computer system. And so it goes. through each step in the manufac.
turing cycle. Pull implementation of C1M results in the automation of the information flow
through every aspect of the company's organization.

24.4 OUALITY FUNCTION DEPLOYMENT

A number of concepts and techniques have been developed to aid in the product design
function. For example, several of the principles and methods ofIaguchi (who is most rec-
ognized for his contributions in quality control), such as "robust design" and the "Taguchi

Sc()pe"fClM
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Figure 24.8 Computerized elements of a elM system.

loss function," can be applied 10 product design. These topics are covered in Part IVan
Quality Control Systems (Section 20.3). The topics of concurrent engineering and design
for manufacturing are also related closely with design. We discuss these subjects in the fol-
lowing chapter (Section 25.3) because they also relate to manufacturing engineering and
process planning. In the present section, we discuss a technique that has gained acceptance
in the product design community as a systematic method for organizing and managing any
given design problem. The method is called quality function deployment.

Quality function deployment (QFD) sounds like a quality-related technique, And
the scope of QFD certainly includes quality. However, its principal focus is on product de-
sign. The objective of QFD is to design products that will satisfy or exceed customer re-
quirements. Of course, any product design project has this objective, but the approach is
often very informal and unsystematic. QFD, developed in Japan in the mid-196Os, uses a for-
mal and structured approach. Quality jUlIction depioyment is a systematic procedure for
defining customer desires and requirements and interpreting them in terms of product fea-
lures and process characteristics. The technique is outlined in Figure 24.9. In a QFD analy-
sis, a series of interconnected matrices are developed to establish the relationships between
customer requirements and the technical features of a proposed new product. The matri-
ces represent a progression of phases in the QFD analysis, in which customer requirements
are first translated into product features, then into manufacturing process requirements, and
finally into quality procedures for controlling the manufacturing operations.
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Flguee 24.9 Quality function deployment. shown here as a series of matrices
that relate customer requirements to successive technical requirements. Shown
here is a typical progression: (1,1customer requirements to technical require-
ments of the product, (2) technical requirements of the producl to component
characteristics, (3) component characteristics 10 process requirements. and
(4) process requirements to quality procedures.

It should be noted that QFD can be applied to analyze the delivery of a service as well
as the design and manufacture of a product. It can be used to analyze an existing product
or servtcc. not just a proposed new one. The matrices may take on different meanings de-
pending on the product or service being analyzed. And the number of matrices used in the
analysis may also vary, from as few as one (although a single matrix does not fully exploit
the potential of QFD) to as many as 30 [5]. QFD is a general framework for analyzing
product and process design problems,and it must be adapted to the given problem context.

Each matrix in QFD is similar in format and consists of six sections, as shown in Fig-
ure 24.10. On the left-hand side is section 1, consisting of a list of input requirements that
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Figure 24.10 General form of each matrix in QFD, known as the
house of quality in the starting matrix because of its shape.
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serve as drivers for the current matrix of the QFD analysis. In the first matrix. these inputs
are the needs !Iud desires of the customer. The input requirements arc translated info OUI-

put technical requirements, listed in section 2 of the matrix. These technical requirement>
indicate how the input requirements arc to he satisfied in the new product or service. In the
starting matrix, they represent the product's technical features or capabilities. The output
requirements in the present matrix scr-.•..e as the iC1PUtrequirements for the next matrix,
through to the final matrix in the QfD analysis.

At the top of the matrix is section 3, which depicts technical correlations among the
output technical requirements. This section of the matrix uses a diagonal grid to allow each
of the output requirements 10 be compared with all others. The shape of the grid is simi.
lar to the roof of a house, and for this reason the term house of quality is uften used to de-
scribe the overall matrix. It should be mentioned that this term is applied only to the starting
matrix in Qf"D by some authors [5], and the technical correlation section (the roof of the
house) may be omitted in subsequent matrices in the analysis. Section 4 is called the rela-
tionship matrix; it indicates the relationships between inputs and outputs. Various sym
bois [1J, [5J, [13] have been used to define the relationships among pairs offactors in sections
3 and a.These symbols are subsequently reduced to numerical values.

On the right-hand side of the matrix is section 5, which is used for comparattve evat-
uation of inputs. For example, in the starting matrix, this might be used to compare the pro-
posed new product with competing products already on the market. FinaUy, at the bottom
of the matrix is section 6, used for comparative evaluation of output requirements. The six
sections may take on slightly different interpretations for the different matnces of QFD and
for different products or services, but our descriptions are adequate as generalities

Let us illustrate the construction of the house of yuality, that is, tile matrix used for
the first phase of QFD. This is the beginning of the analysis, in which customer requirements
and needs are translated into product technical requirements. The procedure can be out-
lined in the following steps:

1. Identify customer requirements, Often referred to as the "voice of the customer,"
this is the primary input in OFD (section 1 in Figure 24.10). Capturing the customer's
needs, desires, and requirements is most critical in the analysis. It is accomplished
using a variety of possible methods, several of which are listed in Table 24.2. Select-
ing the must appropriate data collection method depends on the product or service
situation. In many cases, more than one approach is necessary to appreciate the full
scope of the customer's needs.

2. ldenlify product features needed to meet customer requirements. These are the tech-
nical requirements of the product (section 2 in Figure 24.10) corresponding to the
requirements and desires expressed by the customer. In effect, these product features
are the means by which the voice of the customer is satisfied. Mapping customer rc-
quirements into product features often requires ingenuity, sometimes demanding the
creation of new features not previously available on competing products.

3. Determine technical correlations among productfeatures. This is section 3 in Figure
24.10. The various product features will likely be related to each uther in various
ways. The purpose of this chart is to establish the strength of each of the relation-
ships between pairs of product features. Instead of using symbols, as previously indi-
cated, let us adopt thc numerical ratings shown in Table 24.3 for our illustrations.
These numerical sc~res indicate how significant (how strong) the relationship be-
tween respective pairs of requirements is.
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TABLE 24.2 Methods of Captur ng Customer Requirements

fnrerviews-One-on-one interviews, either in person or by telephone.

Comment cards-These allow the customer to rate level of satisfaction of the product or service and to
comment on features that were either appreciated or not appreciated. Comment cards are often provided
to the customer on receipt of the product or service. They can also be made a part of product warranty
reyi>;tr<ltiurr

Forma/surveys-These are often accomplished by mass mailings. Unfortunately, the response rate is often
low.

Focus groups-Several customers or potential customers serve on a panel. Group dynamics may elicit
opinions and observations that would be omitted in one-on-one interviews.

Study of complaint5--This allows a statistical review of data on customer complaints

Customer rIIturns-When the customer returns the product, information is requested about the reason for
the return

fntflrnet- This is a relative new way of gathering customer opinions. The Usenet, for example, consists of
15,000 subject-oriented Interest groups. some of which are companies and products [8].

i-iflld intf1l11gflnce-This involves collection of second-hand information from employees who deal directly
with customers.

TABLE 24.3 Numerical Scores Used For Correlations and Evaluations in Sections 3, 4, 5, and 6 of the QFD
Matrix

Numerical
Score

Strength of Relationship in
Sections 3 and 4

Relative Importance Merits of Competing Product
in Section 5 in Sections 5and 6

No relationship

Weakrelatwnship

Medium-Io-strongrelationship

Very strong relationship

No importance

Little importance

Medium importance

Very important

Nolapplicable

low score

Medium score

High score

4. Del'elop relationship matrix between customer requirements and product features.
The function of the relationship matrix in the ()FD analysis is to show how well the
collection of product features is fulfilling individual customer requirements. Identi-
fied as section 4 in Figure 24.10, the matrix indicates the relationship between indi-
vidual factors in the two lists. The numerical scores in Table 24.3 are used to depict
relationship strength.

5. Comparative eVlllualion of input customer requirements. In section 5 of the house
of quality, two comparisons are made. First, the relative importance of each customer
requirement is evaluated using a numerical scoring scheme. High values indicate that
the customer requirement is important. Low values indicate a low priority. This eval-
uation can be used to guide the design of the proposed new product. Second, exist-
ing competitive products are evaluated relative to customer requirements. This helps
to idf'ntify possible weaknesses or strengths in competing products that might be em-
phasized in the new design. A numerical scoring scheme might be used as before (see
Table 24.J)

$OUr<i~: Complle<llromI71-ISI""<lurt)~r,ource"
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6. Comparative evaluation of output teehntcel requirements. This is section 6 in Fig-
ure 24.10. Tn this part of the analysis, each competing product is scored relative to
the output technical requirements. Finally. target values can be established in each
technical requirement for the proposed new product.

At this point in the analysis. the completed matrix contains milch information about which
customer requirements are most important, how they relate to proposed new product fea
turcs, and how competitive products compare with respect to these input and output reo
quircmcnts.All of this information must be assimilated and assessed to advance to the next
step in the QFD analysis. Those customer needs and product features that arc most irn-
portant must be stressed as the analysis proceeds through identification of technical re-
quirements for components, manufacturing processes, and quality control in the succeeding
QFDmatrices.

EXAMPLE 24.1 Quality Function Deployment: House of Quality

Given: We are engaged in a new product design project for the case of child's
toy. The toy would be for children ages 3-9. It is a toy that could be used in a
bathtub or on the floor. We want to construct the house of quality for such a toy
(the initial matrix in OFD), first listing the customer requirements as might be
obtained from one or more of the methods listed in Table 24.2. We then want
to identify the corresponding technical features of the product and develop the
various correlations.

Solution: The first phase of the OFD analysis (the house of quality) is developed in fig-
ure 24.11. Following the steps in our procedure, we have the list of customer
requirements in step 1 of the figure. Step 2 lists the corresponding technical fea-
tures of the product that might be derived from these customer inputs. Step 3
presents the correlations among product features, and step 4 fills in the rela-
tionship matrix between customer requirements and product features, Step 5 in-
dicates a possible comparative evaluation of customer requirements, and step
6 provides a hypothetical evaluation of competing products for the technical
requirements'
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Qualjfy Function Deployment

24.1 Consider some existing product with which you arc familiar. If you work for a manufactur-
ing company. consider a product that is manufactured by your company. Develop the house
of quality (the first matrix) in QFD for a possible new product that would be competitive
with the existing product. Specifically, develop a list of customer requirements as the inputs
10the first marrtx and then rcennry the tecnnrcar requirements eta new product that would
satisfy the customer requirements. This project lends itself to a team activity.

24.2 This problem is contingent on successful completion of preceding Problem 24.1. Based on
the house of quality developed in Problem 24.1, develop the second matrix in QPD, in
which the product's technical requirements would be the inputs to the second matrix, and
the output would be the component characteristics. If the product consists of a large num-
ber of components, consider only several of the most important. This project lends itself to
aream ecuvny
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The product design is the plan for the product and its components and subassemblies. To
convert the product design into a physical entity. a manufacturing plan is needed. The ac
tivity of developing such a plan is called process planning. It is the link between product
design and manufacturing, Process planning involves determining the sequence of pro
ccssing and assembly steps that must be accomplished to make tile product In the present
chapter, we examine process planning and several related topics.

At the outset, we should distinguish between process planning and production plan-
ning, which is covered in the following chapter, Process planning is concerned with the en-
gineering and technological issues of how to make the product and its parts. What types of
equipment and tooling are required to fabricate the parts and assemble the product? Pro-
duction planning is concerned with the logistics issues of making the product. After process
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planning has determined the technical details, production planning is concerned with or-
dering the materials and ohtaining the resources required to make the product in suffi
cient quantities to satisfy demand for it

25.1 PROCESS PLANNING

Process planning involves determining the most appropriate manufacturing and assembly
processes and the sequence in which they should be accomplished to produce a given part
or product according to specifications set forth in the product design documentation. The
scope and variety of processes that can be planned are generally limited by the available
processing equipment and technological capabilities of the company or plant. Parts that can-
not be made internally must be purchased from outside vendors. it should be mentioned
that the choice of processes is also limited by the details of the product design. This is a point
we will return to later.

Process planning is usually accomplished by manufacturing engineers. (Other titles
include industrial engineer, production engineer. and process engineer.) The process plan-
ner must be familiar with the particular rnanufacruring processes available in the factory
and be able to interpret engineering drawings. Based on the planner's knowledge, skill,
flnd experience, the processing steps arc developed in the most logical sequence to make
each part. Following is a list of the many decisions and details usually included within the
scope of process planning [iO]. [12J

• Interpretation of design drawings. The part or product design must be analyzed (ma-
terials, dimensions, tolerances, surface finishes, etc.) at the start of the process plan-
ning procedure.

• Processes and sequence. The process planner must select which processes are required
and their sequence. A brief description of ail processing steps must be prepared.

• Equipment selection. In general, process planners must develop plans that utilize ex-
isting equipment in the plant. Otherwise, the component must be purchased, or an in-
vestment must be made in new equipment.

• Tools, dies, molds,flxtures, and gages. The process planner must decide what tool-
ing i~ required for each processing step. The actual design and fabrication of these
tools is usually delegated to a 1001design department and tool room, or an outside
vendor specializing in that type of tool is contracted

• Methoth analysis. Workplace layout, smaf tools, hoists for lifting heavy parts, even
in some cases hand and body motions must be specified for manual operations. The
industrial engineering department is usually responsible for this area.

• Work standards. Work measurement techniques are used to set time standards for
each operation.

• Cutting tools and cutting conditions. These must be specified for machining opera-
tions, often with reference to standard handbook recommendations,

25. t.t Process Planning for Parts

For individual parts, the processing sequence is documented on a form called a route sheet.
(Not all companies use the name route sheet; another name is "operation sheet.") Just as
cngmeermg drawings are used to specify the product design, route sheets are used to spec-
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Figure 25.1 Typical route sheet for specifying the process plan.

ify the process plan. They are counterparts. one for product design, the other for manu-
facturing. A typical route sheet, illustrated in Figure 25.1, includes the following informa-
tion: (1) all operations to be performed on the workpart, listed in the order in which they
should be performed; (2) a brief description of each operation indicating the processing to
be accomplished, with references to dimensions and tolerances on the part drawing; (3) the
specific machine, on which the work is to be done; and (4) any special tooling, such as dies,
molds, cutting tools. jigs or fixtures, and gages. Some companies also include setup times,
cycle time standards, and other data. It is called a route sheet because the processing se-
quence defines the route that the part must follow in the factory. Some of the guidelines
in preparing a route sheet are listed in Table 25.1.

Decisions on processes to be used to fabricate a given part are based largely on the
starting material for the part. This starting material is selected hy the pmd(lct designer
Once the material has been specified. the range of possible processing operations is re-
duced considerably. The product designer's decisions on starting material are based pri
madly on functional requirements, although economics and manufacturahility also playa
role in the selection

TABLE 25,1 Typical Guidelines in Preparing a Route Sheet

•Operattor numbers for consecutive processing steps should be listed as 10, 20, 30, etc,
This allows new operations to be inserted if necessary.

•A new operation and number should be specified when a workpart leaves one
workstation and is transferred to another station

•A new operation and number should be specified if a part is transferred to another
workholder (e.g., jig or fixture), even if it is on the same machine tool

•A new operation and number should be specified if the workpart is transferred from
one worker to another, as on a production line.

Shaft,gcncrat~ __
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Propcr:y-enhancingproccIses
nolalwayo,equ;rcd

Figure 25.2 Typical sequence of processes required in part fabrication.

A tvpical processing sequence to fabricate an individual part consists of: (I) a basic
process, (2) secondary processes, (3) operations to enhance physical properties, and (4) fin-
ishing opera/jam. The sequence is shown in Figure 25.2. A basic process determines the
starting geometry of the workpart. Metal casting. plastic molding, and rolling of sheet metal
arc examples of basic processes. The starting geometry must often be refined by secondary
processes, operations that transform the stilrting gcometJ y intu the Iiual geometry (or close

to the final geometry).The secondary processes that might be used are closely correlated
to the basic process that provides the starting geometry. When sand casting is the basic
process, machining operations arc generally the secondary processes. When a rolling mill
produces sheet metal, stamping operations such as punching and bending are the secondary
processes. when plastic injection molding is the basic process, secondary operations are
often unnecessary, because most of the geometric features that would otherwise require rna-
chilling can be created by the molding operation. Plastic molding and other operations
that require no subsequent secondary processing are called net shape processes. Operations
that require some but not much secondary processing (usually machining) are referred to
as near net shape processes. Some impression die forgings are in this category. These parts
can often be shaped in the forging operation (basic process) so that minimal machining
(secondary processing) is required.

Once the geometry has been established, the next step for some parts is to improve
their mechanical and phsyical properties. OperatiQllS to enh.an.a properties do not alter the
geometry of the part; instead. they alter physical properties. Heat-treating operations on
metal parts are the most common example. Similar heating treatments are performed on
glass to produce tempered glass. For most manufactured parts, these property-enhancing
operations arc not required in the processing sequence, as indicated by the alternative
arrow path in Figure 25.2.

FinaJlY,ftnishing operations usually provide a coating on the workpart (or assem-
bly) surface. Examples include electroplating, thin film deposition techniques, and paint-
ing. The purpose of the coating is to enhance appearance, change color, or protect the
surface from corrosion. abrasion, and .>0 forth. Finishing operations are not required on
many parts: for example, plastic moldings rarely require finishing. When finishing is re-
quired, it is usually the final step in the processing sequence.

Table 25.2 presents some typical processing sequences for common engineering ma-
teriats used in manufacturing.

In most cases, parts and male rials arriving at the factory have completed their basic
process. Thus, the first operation in the process plan follows the basic process that has pro-
vided the starnng geometry of the part. For example, machined parts begin as bar stock or

;',,"C" .1';;":-]--1 ,,,"c"",,-U-PWP'''':Ch,"''~ Fici,hic.LFi.i,hed
ra"maleri"I~.~ rrnc~"~'J -L pro,,,,,,,,, ~ pari---. -

Additional secondary
proce"essometLmesreq~lred

fonowingproperlye~b.ancement
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TABLE 25.2 Some Typical Process Sequences

Baste Process ! Starting Material , Secondary
: Processes

! Finalshape : Enhancing
! Processes

: Finishing

~
',Painting

- - - ----- - - - -- - _. -f-- - - - --- - -- - ~

Sand casting Machined part (Optional)

Die casting Die casting (Optional) Painting

Casting of glass Glass ware Heat treatment (None)

Injection molding Plastic molding (None)

Rolling

Deepdrawing Draw'lng (None) Plating.
painting

Machined part (None) Plating.
painting

---------+-
Rolling and bar Bar stock Machining, Machined part Heat treatment Plating.

drawing grinding .. +-painting

Extrusion of Extrudate Painting,
aluminum anodizf nq

Atomize ---"-'-f:":':~:" Paint

Comminution Glaze

Ingot pulling Silicon boule ~ Silicon wafer Cleaning

INane)

Stamping (None) Plating,
painting

Rolling 'Sheet metal

-- ----f----
Forging : Forging

Sawing1lnrl
grinding

: Silicon wafer i Coating

castings or forgings, which arc purchased from outside vendors. The process plan begins with
the machining operations in the company's own plant. Stampings begin as sheet metal coils
or strips that are bought from the rolling mill. These raw materials are supplied from out-
side sources so that the secondary processes, property-enhancing operations, and finishing
operations can be pertormed in the company's own factory.

In addition to the route sheet, a more detailed description of each operation is usu-
ally prepared. This is filed in the particular production department office where the oper-
ation is performed. It lists specific details of the operation, such as cutting conditions and
tooling (if the operation is machining) and other instructions that may be useful to the ma-
chine operator. The descriptions often include sketches of the machine setup.

25.1.2 Process Planning for Assemblies

The type of assembly method used for a given product depends on factors such as: (1) the
anticipated production quantities; (2) complexity of the assembled product, for example,

: O:.:idation. CVD, : IC chip
, PVD. etching ,
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the number of distinct components: and (3) assembly processes used, for example. me-
chantcal assembly versus welding. For a product that is to be made III relatively small quan-
tities, assembly is generally accomplished at individual workstations where one worker or
a team 0: workers perform all of the assembly tasks. For complex products made in medi-
urn and high quantities.assembly is usually performed on manual assembly lines (Chapter
17). For simple products of a dozen or so components. to be made in large quantities, au-
tomated aS~tmbl} systems arc appropriate. In any case, there is a precedence order in
which the work must be accomplished, an example of which is shown in Table 17.4.The
precedence requirements are sometimes portrayed graphically on a precedence diagram,
as in Figure 17.5.

Process planning for assembly involves development of assembly instructions simi-
lar to the list of work elements in Table 17.4, hut in more detail. For low production quan-
tities, the entire assembly is completed at a single station. For high production on an
assembly line, process planning consists of allocating work elements to the individual sta-
tions of the line, a procedure called line balancing (Section 17.4.2). The assembly line
routes the work units to individual stations in the proper order as determined by the line
balancing solution, As in process planning for individual components, any tools and fix-
tures required to accomplish an assemhly task must be determined, designed, and built;
and the workstation arrangement must be laid out.

25.1.3 Make or Buy Decision

An important question that arises in process planning is whether a given part should be pro-
duced in the company's own factory or purchased from an outside vendor, and the answer
to this question is known as the make or buy decision. If the company does not possess the
technological equipment or expertise in the particular manufacturing processes required
to make the part, then the answer is obvious: The part must be purchased because there is
no internal alternative. However, in many cases, the part could either be made internally
using existing equipment, or it could be purchased externally from a vendor that possess
similar manufacturing capability.

In our discussion of the make or buy decision, it should be recognized at the outset
that nearly all manufacturers buy their raw materials from suppliers.A machine shop pur-
chases its starting bar stock from a metals distributor and its sand castings from a foundry.
A plastic molding plant buys its molding compound from a chemical company. A stamp-
ing press factory purchases sheet metal either from a distributor or direct from a rolling mill.
Very few companies are vertically integrated in their production operations all the way
from raw materials to finished product. Given that a manufacturing company purchases
some of its starting materials, it seems reasonable to consider purchasing at least some of
the parts that would otherwise be produced in its own plant. It is probably appropriate to
ask the make or buy question for every component that is used by the company.

There are a number of factors that enter into the make or buy decision. We have
compiled a list of the factors and issues that affect the decision in Table 25.3. One would
think that cost is the most important factor in determining whether 10 produce the part or
puchase it. ~fan outside vendor is more proficient than the company's own plant in the
manufacturmg processes used 10 make the part, then the internal production cost is likely
10 he greater. t~an the purchase price evc,n after t,he vendor has included a profit. Howev-
er. if the decision to purchase results in Idle equipment and labor in the company's own
plant, then the apparent advantage of purchasing the part may be lost, Consider the fol-
lowing example.
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TABLE 25.3 Factors in the Make or Buy Decision

Factor Explanation and Effect on Make/Buy Decision

How do part costs compere? This must be considered the most important factor in the make or
buy decision. However, the cost comparison is not always clear,
as Example 25, 1 illuSlri;llt:!~.

Isthe process available in-house? If the equipment and technical expertise foca given process are not
available internally, then purchasing ls the obvious decision.
Vendors usually become very proficierrt 'In certain processes,
which often makes them cost competitive in external-internal
comparisons. However, there may be long-term cost
implications for the company if it does not develop technological
expertise in certain processes that are important for the types of
products it makes

What is the total production qr.antitv? The total number of units required over the life of the product JSa
key factor. As the total production quantity increases, this tends
to favor the make decision. lower quantities favor the buy
decision.

What is the anticipated product life? longer product life tends to favor the make decision

Is th ••component a standard Ilem? Standard catalog items re.q.. hardware items such as bolts, screws,
nuts, and other commodity items) are produced economically by
suppliers specializing in those products. Enst ccmparisons
almost always favor a purchase decision on these standard parts.

ls the supplier reliable? A vendor that misses a delivery on a critical component can cause
a shutdown at the company's final assembly plant. Suppliers
with proven delivery and quality records are favored over
suppliers with lesser records.

Is the company's plant already In peak demand periods, the company may be forced to augment
operating at full capacity? its own plant capacity by purchasing a portion of the required

production from external vendors.

Does tha company need an Companies sometimes purchase parts from external vendors to
alternative supply source? maintain an alternative source to their own production plants.

This ls an attempt to ensure an uninterrupted suppiyof parts,
e.g., !IS !I safeguard aqetnst a wildcat strike atthe company's
parts production plant.

EXAMPLE Z5.1 Make or Buy Cost Decision

The quoted price for a certain part is $20 00 per unit for 100 units, The part can

be produced in the company's own plant for $28.00. The cost components of

making the part arc as follows:

Lnit raw material cost 0== $8.00 per unit

Direct labor cos! 6.00 per unit

Labor overhead at 150% '= 9.00 per unit

Equipment fixed COS! = 5.00 per unit

Total '" 28.00 per unit

Should the component by bought or made in-house?

S(Jlln;6:BasedonilO)andOlhersources
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Solution: Although the vendor's quote seems to favor a buy decision, let us consider the
possible impact on plant operations if the quote is accepted. Equipment fixed
cost of $5.00 is an allocated cost based on an investment that was already made
If the equipment designated for this job becomes unutilized because of a deci-
sion to purchase the part, then the fixed cost continues even if the equipment
stands idle. In the same way, the labor overhead cost of $9.00 consists offacto-
ry space, utility, and labor costs that remain even if the part is purchased. By this
reasoning, a buy decision is not a good decision because it might cost the com-
pany as much as $20.00 + $5.00 + $9.00 "" $34.00 per unit if it results in idle
lime on the machine that would have been used to produce the part. On the
other hand, if the equipment in question can be used tor the production of other
parts for which the in-house costs are less than the corresponding outside quotes.
then a buy decision is a good decision

Make or buy decisions are not often as straightforward as in this example. The other fac-
tors listed in Table 25.3 also affect the decision. A trend in recent years, especially in the au-
tomobile industry, is for companies to stress the importance of building close relationships
with parts suppliers. We will return to this issue in our later discussion of concurrent engi-
nccriug (Section 25.3).

25.2 COMPUTER-AIDED PROCESS PLANNING

There is much interest by manufacturing firms in automating the task of process planning
using computer-aided process planning (CAPP) systems. The shop-trained people who are
familiar with the details of machining and other processes are gradually retiring, and these
people will be unavailable in the future to do process planning. An alternative way of ac-
complishing this function is needed, and CAPP systems are providing this alternative.
CAPP is usually considered to be part of computer-aided manufacturing (CAM). Howev-
er, this lends to imply that CAM is a stand-alone system. In fact, a synergy results when
CAM is combined with computer-aided design to create a CAD/CAM system. In such a sys-
tem, CAPP becomes the direct connection between design and manufacturing. The bene-
fits derived from computer-automated process planning include the following:

• Process rationalization and standardization. Automated process planning leads to
more logical and consistent process plans than when process planning is done com-
pletely manually. Standard plans tend to result in lower manufacturing costs and high-
er product quality.

• Increased productivity of process planners. The systematic approach and the avail-
ability of standard process plans in the data files permit more work to be accom-
plished by the process planners.

• Reduced lead timefor process planning. Process planners working with a CAPP sys-
tem can provide route sheets in a shorter lead time compared to manual preparation.

• Improved legibility. Computer-prepared route sheets are neater and easier to read
than manually prepared route sheets,

• l~corpQration of other application programs The CAPP program can be interfaced
With other application programs, such as cost estimating and work standards.
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Computer-aided process planning systems are designed around two approaches. These
approaches are called: (1) retrieval CAPP systems and (2) generative CAPP systems. Some
CAPP systems combine the two approaches in what is known as semi-generative CAPP [12).

25.2.1 Retrieval CAPP Systems

A retrieval CAPP system, abo called a variant CAPP system, is based on the principles
of group technology (GT) and parts classification and coding (Chapter 15), In this type of
CAPP, a standard process plan (route sheet) is stored in computer files for each part code
number. The standard route sheets are based on current part routings in use in the facto-
ry or on an ideal process plan that has been prepa:ed for each family. It should be noted
that the development of the data base of these process plans requires substantial effort.

A retrieval CAPP system operates as illustrated in Figure 25.3. Before the system
can be used for process planning, a significant amount of information must be compiled and
entered into the CAPP data files. This is what Chang et al. [3], [4] refer to as the "prepara-
tory phase:' It consists of the following steps: (1) selecting an appropriate classification
and coding scheme for the company, (2) forming part families for the parts produced hy
the company; and (3) preparing standard process plans for the part families. It should be
mentioned that steps (2) and (3) continue as new parts are designed and added to the com-
pany's design data base.

l\ew part d~sign

Figure 25.3 General procedure for using one of the retrieval CAPP systems.
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After the preparatory phase has been completed, the system is ready for use, For a
new component for which the process plan is to be determined. the first step is tu derive
the GT code number for the part. With this code number, a search is made of the part fam-
ii-, file 10 determine if a standard route sheet exists for/he given part code. If the file con-
rains a process plan for the part it is retrieved (hence. the word "retrieval" for this CAPP
system} and displayed for the user. The standard process plan is examined to detennine
whether any modifications are necessary. It might be that although the new part has the
same code number. there are minor differences in the processes required to make it. The
user edits the standard plan accordingly. This capacity 10 alter an existing process plan is
what gives the retrieval system its alternative name: variant CAPP system.

If the file does not contain a standard process plan for the given code number, the user
may search the computer file for a similar or related code number for which a standard
route sheer does exist. Either by editing an existing process plan, or by starting from scratch,
the user prepares the route sheet for the new part. This route sheet becomes the standard
process plan for the new part code number

The process planning session concludes with the process plan formatter, which prints
alit the route sheet in the proper format. The formatter may call other application pro-
grams into use: for example, to determine machining conditions for the various machine tool
operations in thc sequence. to calculate standard times (or the operations (e.g., for direct
labor incentives). or to compute cost estimates for the operations.

One of the commercially available retrieval CAPPsystems is MultiCapp,from OIR
the Organization for Industrial Research. It is an on-line computer system that permits
the user to create new plans. or retrieve and edit existing process plans, as we have ex-
plained above. An example at a route sheet representing the output from the MultiCapp
system is shown in Figure 25.4.

25.2.2 Generative CAPP Systems

Generative CAPP systems represent an alternative approach to automated process plan-
ning. Instead of retrieving and editing an existing plan contained in a computer data base,
a generative system creates the process plan based on logical procedures similar to the
procedures a human planner would lise. In a fully generative CAPP system, the process se-
quence is planned without human assistance and without a set of predefined standard plans.

The problem of designing a generative CAPP system is usually considered part of the
field of expert systems, a branch of artificial intelligence. An expert system is a computer
program that is capable of solving complex problems that normally require a human with
years of education and experience. Process planning fits within the scope of this definition.

There arc several ingredients required in a fully generative process planning system.
First. the technical knowledge of manufacturing and the logic used by successful process
planners must be captured and coded into a computer program. In an expert system applied
to process planning, the knowledge and logic of the human process planners is incorporated
into a so-called "knowledge base."The generative CAPP system then uses that knowledge
base to solve process planning problems {i.e., create route sheets).

The second ingredient in generative process planning is a computer-compatible de-
~criptionof the part to be produced. This descrifltion contains all of the pertinent data and
lllf?r~ahon needed to plan the process sequence, Two possible ways of providing this oe.
~CTlptlOnare: (l) the geometric model of the part that is developed on a CAD system dur-
10g product design and (2) a GT code number of the part that defines the part features in
significant detail.
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Figure 25.4 Route sheet prepared by the MultiCapp System (cour-
tesy of OIR, the Organization for Industrial Research).

The third ingredient in a generative CAPP system is the capability to apply the process
knowledge and planning logic conlained in the knowledge base to a given pari descrip-
tion. In other words, the CAPP system uses its knowledge base to solve a specific problem-
planning rhe process for a new part. This problem-solving procedure is referred to as the
"inference engine'tin the terminology of expert systems. By using its knowledge base and
inference engine, the CAPP system synthevizes a new process plan from scratch for each
new part it is presented.

25.3 CONCURRENT ENGINEERING AND DESIGN
FOR MANUFACTURING
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Concurrent engineering refers to an approach used in product development in which the
functions of design engineering, manufacturing engineering, and other functions are inte-
grated to reduce the elapsed time required to bring a new product to market. Also called
simultaneous engineering, it might be thought of as the organizational counterpart to
CAD/CAM technology. In the traditional approach 10 launching a new product, the two
functions of design engineering and manufacturing enginecring tend to be separated and
sequential. as illustrated in Figure 25.5(a). The product design department develops the
new design, sometimes without much consideration given to the manufacturing capabili-
ties of the company. There is lillie opportunity for manufacturing engineers 10 offer advice
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(0)

Fil!:ure 15.5 Comparison of: (a) traditional product development
cycle and (b) product development using concurrent engineering.

on how the design might be altered to make it more manufacturable. It is as if a wall ex-
ists between design and manufacturing. When the design engineering department com-
pletes the design, it tosses the drawings and specifications over the wall, and only then does
process planning begin.

By contrast, in a company that practices concurrent engineering, the manufacturing
engineering department becomes involved in the product development cycle early on,
providing advice on how the product and its components can be designed to facilitate
manufacture and assembly. It also proceeds with the early stages of manufacturing plan-
ning for the product. This concurrent engineering approach is pictured in Figure 2S.5(b).
In addition 10 manufacturing engineering, other functions are also involved in the prod-
uct development cycle, sueh as quality engineering, the manufacturing departments, field
service, vendors supplying critical components, and in some cases the customers who will
use the product. AU of these functions can make contributions during product development
to improve not only the new product's function and performance, but also its produce-
ability. inspectability, testability, serviceability, and maintainability. Through early in-
volvement, as opposed to reviewing the final product design after it is too late to
conveniently make any changes in the design, the duration of the product development
cycle is substantially reduced.
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25.3.1 Design for Manufacturing and Assembly

It hils been estimated that about 70% of the life cycle cost of a product is determined by
basic decisions made during product design [16J. These design decisions include the material
lor each part. part geometry, tolerances, surface finish, how parts arc organized into sub-
assemblies. and the assernolv method, to he used. Once these decisions are made, the abil-
ity to reduce the manU.factu~ing cost of the product is limited. For example. if the product
designer decides that a part is to be made of an aluminum sand casting but which possess-
es features that can he achieved only h) machining (such as threaded holes and close tol-
erances). the manufacturing engineer has no alternative except to plan a process sequence
that starts WIth sand casting followed by the sequence of machining operations needed to
achieve the specified features. In this example, a better decision might be to use a plastic
molded part that can be made in a single step. It is important for the manufacturing engi-
neer to be given the opportunity to advise the design engineer as the product design is
evolving, to favorably influence the JlHillufal:turability of the product.

Terms uxed to describe such attempts to favorably influence the rnanufacrurability of
a new product are design.formanufacturing (DFM) and design for assembly (DFA). Of
course, DFM and DFA arc inextricably linked, so Jet us lise the term design for manufac-
turing and assembly (DFMIA). Design for manufacturing and assembly involves the sys-
tematic consideration of rnanufacturability and assemblability in the development of a new
product design. This indudes: (l) organizational changes and (2) design principles and
guideline,

Organizational Changes in DFMIA. Effective implementation ofDFMlA,involves
making changes in a company's organizational structure.either formally or informally, so
that closer interaction and better communication occurs between design and rnanufacrur-
tug personnel. This can he accomplished in several ways: (1) by creating project teams con-
sisting of product designers, manufacturing engineers, and other specialties (e.g., quality
engineers, material scientists) to develop the new product design; (2) by requiring design
engineers to spend some career time in manufacturing to witness first-hand how manu-
facturabihty and assemblability are impacted by a product's design; and (3) by assigning
manufacturing engineers to the product design department on either a temporary or full-
time basis to serve as producibility consultants.

Design Principles and Guidelines. DFM/A also relies on the use 01 design prin-
cipies and guidelines for how 10 design a given product to maximize manufacturability and
asscrnblability. Some of these arc universal design guidelines that can be applied to near-
ly any product design situation, such as those presented in Table 25.4. In other cases, there
are design principles that apply to specific processes, for example, the use of drafts or ta-
pers in casted and molded parts to facilitate removal of the part from the mold, We leave
these more process-specific guidelines to texts on manufacturing processes, such as [10].

The guideline. sometimes conflict with one another. for example. one uf the guide-
lines in Table 25.4 is to "simplify part geometry; avoid unnecessary features." But another
guideline IIIthe same table states that "special geometric features must sometimes be added

:~~':~~;;;';:;;'~:~::~i::~'::~~:C:;c'h:';'~crgamza-
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Interpretation and Advantages

TABLE 25.4 General Principles and Guidelines in DFMjA

Minimize number of
components

Use standard commercially
available components

Use common parts across
product lines

Design for ease of part
fabrication

Design parts with tolerances
that are within process
capability

Design the product to be
foolproof during assembly

Minimize flexible
components

Design for ease of assembly.

Use modular design

Shape parts and products for
ease of packaging

Eliminate or reduce
adjustments

Reduced assembly costs
Greater reliability in final product.
Easier disassembly in maintenance and field service.
Automation is often easier with reduced part count.
Reduced work-in-process and inventory control problems.
Fewer parts to purchase; reduced ordering costs.

Reduced design effort.
Fewer part numbers
Better inventory control possible.
Avoids design of custom-engineered components.
Ouantity discounts possible.

Group technology (Chapter 15~ can be applied.
Ouantity discounts are possible.
Permits development of manufacturing cells.

Use net shape and near net shape processes where possible.
Simplify part geometry; avoid unnecessary features.
Avoid surface roughness that is smoother than necessary since additional

processing may be needed.

Avoid tolerances less than process capability (Section 21.1.2l.
Specify bilateral tolerances.
Otherwise, additional processing or sortation and scrap are required.

Assembly should be unambiguous.
Components designed so they can be assembled only one way.
Special geometric features must sometimes be added to components.

These include components made of rubber, belts, gaskets, electrical
ceoreaetc.

Flexible components are generally more difficult to handle.

Include part features such as chamfers and tapers on mating parts.
Use base part to which other components are added.
Use modular design teee following guideline).
Deslqn assembly for addition of components from one direction, usually

vertically; if mass production, this rule can be violated because fixed
automation can be designed for multiple direction assembly.

Avoid threaded fasteners (screws, bolts, nuts) where possible, especially
when automated assembly is used; use fast assembly techniques such
as snap fits and adhesive bonding.

Minimize number of distinct fasteners.

Each subassembly should consists of 5-15 parts.
Easier maintenance and field service.
Facilitates automated (and manual) assembly.
Reduces inventory requirements.
Reduces final assembly time.

Compatible with automated packaging equipment
Facilitates shipment to customer.
Can use standard packaging cartons.

Many assembled products require adjustments and ceubratrons.
During product design, the need for adjustments and calibrations should

be minimized because they are often time consuming in assembly.

Source: ['0]
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to components" to design the product for foolproof assemhly. And it may abo be desirable
to combine features of several assembled parts into one component to minimize the num-
ber of parts in the product. In these instances. design for part manufacture is in conflict
with design for assembly, and a suitable compromise must be found between the opposing
sides of the conflict

25.3.2 Other Product Design Objectives

To complete our coverage of concurrent engineering, let us hriefly discuss the other design
objectives: design for quality, cost, and life cycle.

Design for Quality. It might be argued that DFM/A is the most important com-
ponent of concurrent engineering because it has the potential for the greatest impact on
product cost and development time. However. the importance of quality in international
competition cannot be minimized. Quality does not just happen. It must be planned for dur-
ingproducl design and during production. Design for quality (DFQ) is the term that refers
to the principles and procedures employed to ensure that the highest possible quality is de-
signed into the product. The general objectives of DFQ are [1]: (1) to design the product
to meet or exceed customer requirements; (2) to design the product to be "robust," in the
sense of Taguchi (~ection 20.3.2), that is, to design the product so that its function and pcr
formance are relatively insensitive to variations in manufacturing and suhsequent appli-
cation; and (3) to continuously improve the performance, functionality. reliability, safety.
and other quality aspects of the product to provide superior value to the customer.

Our discussion of quality in Part IV (Chapters 20-23) is certainly consistent with the
focus of design for quality, but our emphasis in those chapters was directed more at the op-
erational aspects of quality during production. Among those chapters, the Taguehi quality
engineering methods (Section 20.3) are applicable ill design for quality. Another approach
that is gaining acceptance is quality function deployment, discussed in Section 24.5.

Design for Product Cost. The cost of a product is a major factor in determining
its commercial success, Cost affects the price charged for the product and the profit made
by the company producingit.Deslgnjor product cost (DFC) refers to the efforts of a com-
pany to specifically identify how design decisions affect product costs and to develop ways
to reduce cost through design. Although the objectives of DFC and DFMIA overlap to
some degree, since improved manufacturability usually results in lower cost, the scope of
design for product cost extends beyond only manufacturing in its pursuit of cost savings,
as indicated by the list of typical product cost components in Table 25.5.

Design for Life Cycle. To the customer, the price paid for the product may be a
small portion of its total cost when life cycle costs are considered. Design for life cycle
refers to the prodnct after it has been manufactnred and includes factors ranging from
product delivery to product disposal. Most of the significant life cycle factors are listed in
Table 25.6. Some customers (e.g., the federal government) include consideration of these
costs in their pnrchasing decisions. The producer of the product is often obligated to offer
service contracts that limit customer liahility for om-of-control maintenance and service
costs. In these cases, accurate estimates of these life cycle costs must be included in the
total product cost
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Genera/Area

TABLE 25.5 Typical Product Cost Components

Affected Departments

Product development
and design

Manufacturing
engineering

Materials

Manufacturing

Inspection

Distribution

Overhead

Marketing research
Basic research on new product teohnoloqies
Engineering analysis and optimization
Design drawings and specifications
Prototype development
Design testing

Manufacturing process research
Process planning
Tool design

Purchasedrawmateriais
Purchased components
Transportation costs
Receiving and inspection

Parts fabrication (equipment, labor, tooling, etc.]
Assembly (tools, assembly lines, labor, etc.I
Material handling (equipment and labor)
Production planning and control (labor and computer resources}

Inspection (tnspectton plan design, gages, labor)
Testing (test design, equipment, labor)

Warehousing
Shipment
Inventory control

Factory overhead (plant management, building, utilities, support staff)
Corporate overhead (general management, sales, finance, legal, clerical,

building,utilities,etc.l

Factor

TABLE 25.6 Factors in Design for Life Cycle

Delivery

Installability

Reliability

Maintainability

Serviceability

Humanfaetors

Upgradeability

Disposabiiily

Typicallssufils end ConC8rns

Transport cost, time to deliver, storage and distribution of mass produced items, type
of carrier required (truck, railway, air transport)

Utility requirements (electric power, air pressure, etc.], construction costs, field
assembly, support during Installation

Service life of product, failure rate, reliability testing requirements, materials used in
the procvct.toleranoes

Design modularity, types of fasteners used in assembly, preventive maintenance
requirements, ease of servicing by customer

Product complexity, diagnostics techniques, training offield service staff, access to
internal workings of product, tools required, availability of spare parts

Ease and convenience of use, complexity of controls, potential hazards, risk of injuries
during operation

Compatibility of current design with future modules and software, cost of upgrades

Materials used in the product, recycling of components, waste hazards
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25.4 ADVANCED MANUFACTURING PLANNING

Advanced manufacturing planning emphasizes planning for the future. It is a corporate-
level activity that l~ distinct from process planning because it is concerned with products
being contemplated in the company's long-tern- plans (2-10-year future), rather than prod-
ucts currently being designed and released. Advanced manufacturing planning involves
working with sates, marketing, and design engineering to forecast the new products that will
be introduced and to determine what production resources will be needed to make those
future products. Future products may require manufacturing technologies and facilities
not currently available within the firm. In advanced manufacturing planning, the current
equipment and facilities are compared with the processing needs created by future planned
products to determine what new facilities should be installed. The general planning cycle
is portrayed in Figure 25.6. Activities in advanced manufacturing planning include: (1) new
technology evaluation, (2) investment project management, (3) facilities planning. and
(4) manufacturing research

New Technology Evaluation. Certainly one of the reasons why a company may
consider mstalung new technologies is because future product lines require processing meth-
ods not currently used by the company. To introduce the new products. the company must
either implement new processing technologies ill-house or purchase the components made
by the new technologies from vendors. For strategic reasons, it may be in the company's in-
terest to install a new technology internally and develop staff expertise in that technology
as a distinctive competitive advantage for the company. These issues must be analyzed, and
the processing technology itself must be evaluated to assess its merits and demerits.

Figure 25.6 Advanced manufacturing planning cycle.
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A good example of the need for technology evaluation has occurred in the micro-
electronics industry, whose history spans only the past several decades. The technology of
microelectronics has progressed very rapidly, driven by the need to include ever-greater
numbers of devices into smaller and smaller packages. As each new generation has evolved,
alternative technologies have been developed both in the products themselves and the re-
quired processes to fabricate them. It has been necessary for the companies in this indus-
try. as wel! as companies that use their products, to evaluate the altemative technologies
and decide which should be adopted

There an: other reasons why a company may need to introduce new technologies:
(1) quality improvement. (2) productivity improvement, (3) cost reduction, (4) lead time
reduction, and (5) modernization and replacement of worn-out facilities with new equip-
ment.A good example of the introduction of a new technology is the CAD/CAM systems
that were installed by many companies during the t 980>. Initially, CAD/CAM was intro-
duced to modernize and increase productivity in the drafting function in product design.
As CADle AM technology itself evolved and its capabilities expanded to include three-di-
mensional geometric modeling, design engineers began developing their product designs
on these more powerful systems. Engineering analysis programs were written to pcrform
finite-element calculations for complex heat transfer and stress problems. The usc of CAD
had the effect of increasing design productivity, improving the quality of the design, im-
proving communications, and creating a data base for manufacturing. In addition, CAM
software was introduced to implement process planning functions such as numerical con-
trol part programming (Section 6.5) and CAPPo thus reducing transition time from design
to production

Investment Project Management. Investments in new technologies or new equip-
ment are generally made one project at a time. The duration of each project may be sev-
eral months to several years. The management of the project requires a collaboration
between the finance department that oversees the disbursements, manufacturing engi-
neering that provides technical expertise in the production technology, and other func-
tional areas that may be related to the project. For each project, the following sequence of
steps must usually be accomplished: (1) Proposal to justify the investment is prepared.
(2) Management approvals are granted for the investment. (3) Vendor quotations are so-
licited. (4) Order is placed to the winning vendor. (5) Vendor progress in building the
equipment is monitored. (6) Any specialtooting and supplies are ordered. (7) The equip.
ment is installed and debugged. (8) Training of operators. (9) Responsibility for running the
equipment is turned over to the operating department.

Facilities Planning. When new equipment is installed in an existing plant, an al-
teration of the facility is required. Fluor space must be allocated to the equipment, other
equipment may need to be relocated or removed, utilities (power.heat, light, air, etc.] must
be connected, safety systems must be installed if needed, and various other activities must
be accomplished to complete the installation. In extreme cases, an entire new plant may
need to be deslgned to produce a new productline or expand production of an existing line.
The planning work required to renovate an existing facility or design a new one is carried
out by the plant engineering department (or similar title) and is called facilities planning.
I~ the ?e~ign or redesign of a production facility.mll?ufacturing engineering and plant eu-
gmeenng must work closely to achieve a successtul installation.
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Facilifie~' planning is concerned with the planning and design of the fixed assets (e.g
land. buildings, and equipment) of an organization. Facilities planning can be divided into
two types of problems: (1) facilities location and (2) -acilities design. Facilities location deals
with the problem of determining the optimum geographical location for a new facility. Fac-
tors that must be considered in selecting the best location include: location relative to cus-
tomers and suppliers.Tabor iHailabilit~~ skills of labor pool, uansportatiou. cost of living.
quality of life. energy costs, construction (;OSIS. and tax and other incentives thai may be of-
fered hy the 10l:alor state government. The choices i:l facilities location include international
a~ well as national alternatives. Once the general location of the facility has been decided
(i.e.,state and region within the state). the local site must be selected.

Facilities design consists of the design of the plant, which includes plant layout, rna-
[erial handling. building, and related issues. The plant layout is the physical arrangement
of equipment and space in the building. Objectives in designing a plant layout include log-
ical war;';' tlow.minimum material movement.convenience of those using the facility.safe-
tv, cxpandability, and flexibility in case rearrangement is necessary. Material handling is
concerned with the efficient. movement 01 work in the factory. This is usually accomplished
by meanv of equipment such as powered forklift trucks. conveyors of various types. auto-
matic guided vehicles. cranes, and hoists (Chapter 10). Material handling and plant layout
arc closely related design issues. Building design deals with the architectural and struc-
rural design of the plant and includes not only brick, and mortar but also utilities and com-
rnunicationslines

Manufacturing Research and Development. To develop the required rnanutac-
turing technologies, the company may find it necessary to undertake a program of manu-
facturing research and development (R&D). Some of this research is done internally,
whereas in other cases projects are contracted to university and commercial research lab-
oratories specialising in the associated technologies. Manufacturing research can take var-
ious forms. including:

• Development of new processing rechnofogies-This R&D activity involves the de-
velopment of new processes that have never been used before. Some of the process-
ing technologies developed for integrated circuits fabrication represent this category
Other recent examples include rapid prototyping techniques (Section 24.1.2).

• Adaptation of existing processing technologies-A manufacturing process may exist
that has never been used on the type of products made by the companyyet it is per-
ceived that there is a potential for application. In this case, the company must engage
in applied research to customize the process to its needs.

• Process fine. tuning- This involves research on processes used by the company. The
objectives of a given study can be any of the following; (J) improve operating effi-
ciency, (2) improve product quality, (3) develop a process model, (41 learn how to
better control the process. (5) determine optimum operating conditions, and so forth.

• Software systems development-These are projects involving development of cus-
tomized manufacturing-related software for the company. Possible software develop-
ment projects might include: cost estimating software, parts classification and coding
systems. CAPPo customized CAD/CAM application software, production planning and
control systems, work-in-process tracking systems. and similar projects. Successful de-
velopment of a good software package may give the company a competitive advantage
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• Automation systems development-These projects are similar to the preceding ex-
cept they deal with hardware or hardware/software combinations. Studies related to
applications of industrial robots (Chapter 7) in the company are examples of this
kind of research .

• Operations research and simulation-Operations research involves the development
of mathematical models to analyze operational problems. The techniques include lin-
ear programming, inventory models, queuing theory, and stochastic processes. In
many problems, the mathematical models are sufficiently complex that they cannot
be solved in closed form. In these cases, discrete event simulation can be used to
study the operations. A number of commercial simulation packages are available for
this purpose.

Manufacturing R&D is applied research. The objective is todevelop or adapt a tech-
nology or technique that will result in higher profits and a distinctive competitive advan-
tage for the company.
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Production planning and control (pre) is concerned with the logistics problems that are
encountered in manufacturing, that is, managing the details of what and how many prod-
ucts to produce and when, and obtaining the raw materials, parts, and resources to pro-
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ducc those products. PPC: solves these logistics problems by managing information. The
computer is essential for processing the tremendous amounts of data involved to define the
products and the manufacturing resources to produce them and to reconcile these techni-
cal details with the desired production schedule. In a very real sense.Pl'C is the integrator
in computer integrated manufacturing

Planning and control in ppe must themselves be integrated functions.!t is insufficient
to plan production if there is no control of the factory resources [0 achieve the plan, And
it is ineffective to control production if there is no plan against which to compare factory
progress. Both planning and control must be accomplished .ano they must be coordinated
with each other and with other functions in the manufacturing firm. such a, process plan-
ning, concurrent engineering. and advanced manufacturing planning (Chapter 25). Now,
having emphasized the integrated nature of Pl'C. let us nevertheless try to explain what is
involved in each of the two function" production planning and production control.

Production planning IS concerned with: (1) deciding which products to make, how
many of each, and when they should he completed: (2) scheduling the delivery and/or pro-
duction of the pans and products: and (3) planning the manpower and equipment resources
needed to accomplish the production plan. Activities within the scope of production plan-
ninginclude

• Aggregate production planning. This involves planning the production output lev-
cts for major product lines produced by the firm. These plans must be coordinated
among various functions in the firm, including product design, production, market-
ingand sales

• Master production planning. The aggregate production plan must be converted into
a master production schedule (\1PS) which is a specific plan of the quantities to be
produced of individual models within each product line.

• Material requirements planning (MRP) is a planning technique, usually implemented
by computer- that translates the MPS of end products into a detailed schedule for
the raw materials and parts used in those end products

• Capaciry planning is concerned with determining the labor and equipment resources
needed to achieve the master schedule.

Production planning activities divide into two stages: (1) aggregate planning which re-
sults in the MPS, and (2) detailed planning. which includes MRP and capaclty planning.Ag.
gregate planning involves planning 6 months or more into the future. whereas detailed
planning is concerned with the shorter tcrm (weeks to months)

Production control is concerned with determining whether the necessary resources
10 implement the production plan have heen provided, and if not. it attempts to take cor-
rective action to address the deficiencies. A, its name suggests, production control includes
various systems and techniques for controlling production and inventory in the factory.
The major topic, covered in this chapter are:

• Shop floor control. Shop floor control systems compare the progress and status of pro-
duction orders in the factory to the production plans (MPS and parts explosion ac-
complished by MRP)

•Inventory control. Inventory control includes it variety of techniques fur managing
the inventory of a firm. One of the important tools in inventory control is the.eco-
nomic order quantity forruula
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• Manufacturing resource planning. Also known as MRP II. manufacturing resource
planning combines MRP and capacity planning as well as shop Iloor control and
other functions related to Pl'C

• Just-tn-ttme production systems. The term "just-in-time" refers 10 a scheduling dis-
cipline in which materials and parts are delivered to the next work cell or production
line station just prior to their heing used. This type of discipline tends to reduce in-
ventory and other kinds of waste in manufacturing.

The activities in a modem pre system and their interrelationships are depicted in Fig-
ure 26.1. As the figure indicates, Pl'C ultimately extends to the company's supplier base and
customer base. This expanded scope of Pl'C control is known as supply chain management.

26.1 AGGREGATE PRODUCTION PLANNING AND THE MASTER
PRODUCTION SCHEDULE

Aggregate planning is a high-level corporate planning activity. The aggregate production
pian indicates production output levels for the major product lines of the company. The ag-

Figun! 26.1 Activities in a Pl'C system (highlighted in the diagram)
and their relationships with other functions in the firm and outside.
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gregatc plan must be coordinated with the plans of the sales and marketing departments.
Because the aggregate production plan includes products that are rurrently in production,
it must also consider the present and future inventory levels of those products and their
component parts. Because new products currently being developed will also be included
in the aggregate plan. the marketing plans and promotions for current products and new
products must be reconciled against the total capacity resources available to the company.

The production quantities of the major product lines listed in the aggregate plan must
he converted into a very specific schedule of individual products, known as the master pro-
duction schedule (MPS).lt is a list or the products to be manufactured, when they should
be completed and delivered, and in what quantities. A hypothetical MPS for a narrow prod-
uct set is presented in Figure 26.2(0), showing how it is derived from the conesponding ag-
gregate plan in Figure 26.2(a). The master schedule must be based on an accurate estimate
of demand and a realistic assessment of the company's production capacity.

Products included in the MPS divide into three categories: (1) finn customer orders,
(2) forecasted demand, and (3) spare parts. Proportions in each category vary for different
companies, and in some cases one or more categories are omitted. Companies producing
assembled products will generally have to handle all three types. In the case of customer
orders for specific products, the company is usually obligated to delivery the item by a par-
ticular date that has been promised by the sales department. In the second category. pro-
duction output quantities are based on statistical forecasting techniques applied to previous
demand patterns, estimates by the sales staff. and other sources. For many companies, fore-
casted demand constitutes the largest portion of the master schedule. The third category
consists of repair parts that will either be stocked in the company's service department or
sent directly to the customer. Some companies exclude this third category from the mas-
ter schedule since it does not represent end products.

The MPS is generally considered to be a medium-range plan since it must take into
account [he lead times to order raw materials and components, produce parts in the fac-
tory, and then assemble the end products. Depending on the product. the lead times can

ProdUCl!ine , 2 3 4 5 6 7 8 9 W
MmodeJlme zm 2(XI 200 '50 150 no rzu un 100 '00
:-Jmodelline ., W 50 4D 33 20 10
Pmodellin~ 70

(a) Aggregale production plan

Week

Product tine model. 1 2 ., 3 5 6 7 8 9 10

Mod.IM3 120 "'0 1'0 '00 W, 00 80 70 70 70
Modc1M4 so so so 50 50 4D 30 50 50 50

Mod.IN8 80 60 50 40 3. 20 10
M,>ddPl 50 '00
ModelP2 70 80 25

(h) Ma,ter produclion,chedute

Figure 26.2 (a) Aggregate production plan and (b) corresponding
MPS for a hypothetical product line
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range from several weeks 10 many months; in some cases. more than a year. The MPS is'u.su-
allv considered to he fixed in the near term. This means that changes arc not allowed with-
in about a 6 week honzon because of the difficulty in adjusting production schedules within
such a short pet-rod. However. schedule adjustments are allowed beyond 6 weeks to cope
with changing demand patterns or the introduction of new products.Accordingly, we should
note that the aggregate production plan is not the only input to the master schedule. Other
inputs that may came the master schedule to depart from the aggregate plan include new
customer orders and changes in sales forecast over the near term.

26.2 MATERIAL REOUIREMENTS PLANNING

Material requirements planning (MRP) is a computational technique that converts the
master schedule for end products into a detailed schedule for the raw materials and com-
ponents used in the end products. The detailed schedule identifies the quantities of each raw
material and component item. It also indicates when each item must be ordered and de-
livered to meet the master schedule for final products. MRP is often thought of as a method
of inventory control. Even though it is an effective tool for minimizing unnecessaryinven-
tory investment, MRP is also useful in production scheduling and purchasing of maleriab.

The distinction between independent demand and dependent demand is important
in MRP.lndependent demand means that demand for a product is unrelated to demand for
other items. Final products and spare parts are examples of items whose demand is inde-
pendent. Independent demand patterns must usually be forecasted. Dependent demand
means that demand for the item is directly related to the demand for some other itern.usu-
ally a final product. The dependency usually derives from the fact that the item is a com-
ponent of the other product. Not only component parts but also raw materials and
subassemblies are examples of items subject to dependent demand.

Whereas demand for the firm's end products must often be forecasted, the raw ma-
terials and component parts should not be forecasted. Once the delivery schedule for end
products i; established, the requirements for components and raw materials can be directly
calculated. For example. even though demand for automobiles in a given month can only
he forecasted. once the quantity is established and production is scheduled, we know that
five tires will be needed to deliver the car (don't forget the spare).MRP is the appropri-
ate technique for determining quantities of dependent demand items. These items consti-
tute the inventory of manufacturing: raw materials, work-in-process (WIP), component
parts, and subassemblies.That is why MRP is such a powerful technique in the planning and
control of manufacturing inventories. For independent demand items, inventory control is
often accomplished using Older point systems, described in Section 26.5.1.

The concept of M}{P is relatively straightforward. Its implementation is complicat-
ed b y the sheer magnitude of the data to be processed, The master schedule provides the
overall production plan for the final products in terms of month-by-month deliveries. Each
product may contain hundreds of individual components. These components are produced
from raw materials, some of which arc common among the components. For-example, sev-
eral components may be made out of the same gauge sheet steel. The components are as-
sembled into simple subassemblies. and these subassemblies are put together into more
complex subassemblies, and so on, until the final products are assembled. Each step in the
manutactunng and assembly sequence takes time. All of these factors must be incorpo-
rated mto the MRP calculations. Although each calculation is uncomplicated, the magni-
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tude of the data isso large that the' application of MRP is practically impossible except by
cornputer pr ocexxtng

In our discussion of MRP that follows. we first examine the inputs to the MRP sys·
tern. We then describe how MRP works, the output reports generated by the MRP com-
putations-and finally the benefits and pitfalls that have been experienced with MRP systems
in industry.

26.2.1 Inputs to the MRP System

To function. the MRP program must operate on data contained in several files. These files
serve as inputs to the MRP processor They are: (I) MPS,(2) bill of materials file and other
engineering and manufacturing data. and (3) inventory record file. Figure 26.3 illustrates
the flow of data into the MRP processor and its conversion into useful output reports. In a
properly implemented MRP system.capacity planning also provides input to ensure that
the MRP schedule does not exceed the production capacity of the finn. More on this in
Section 20.3.

The MPS lists what end product, and how many of each are to be produced and when
they are to be ready for shipment, as shown in Figure 26 2(b). Manufacturing firms gener-
ally work toward monthly delivery schedules, but the master schedule in our figure uses
weeks as the time periods. 'Whatever the duration, these time periods art: ""llt:<l time buck-
ets in MRP. Instead of treating time as a continuous variable (which of course, it is). MRP
makes its computations of materials and parts requirements in terms of time buckets

The bill of materials (BOM)file is used to compute the raw material and compo-
nent requirements for end products listed in the master schedule. It provides information
on the product structure by listing the component parts and subassemblies that make up
each product. The structure of an assembled product can be illustrated as in Figure 26.4.
This is much simpler than most commercial products. but its simplicity will serve for illus-
tration purposes. Product PI is composed of two subassemblies, Sl and S2, each of which
is made up of components Cl, C2, and C3, and C4, C'l, and C6, respectively. Finally, at the

Figure- 26•.\ Structure of an \1.RP system
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~
PrOdllCl

+Subassembly

Figure 26.4 Product structure for product PI.

bottom level are the Jaw materials that go into each component. The items at each suc-
cessively higher level are called the parents of the items feeding into it from below. For ex-
ample, Sl is the parent of Cl, C2, and C3. The product structure must also specify the
number of each subassembly, component, &ndraw material that go into its respective par-
ent. These numbers are shown in parentheses in our figure.

The inventory record file is referred to as the item master file in a computerized
inventory system. The types of data contained in the inventory record are divided into
three segments:

1. Item master data. This provides the item's identification (part number) and other
data about the part such as order quantity and lead times.

2, Inventory status. This gives a time-phased record of inventory status. In MRP, it is im-
portant to know not only the current level of inventory, but also any future changes
that will occur against the inventory. Therefore, the inventory status segment lists the
gross requirements for the item, scheduled receipts, on-hand status, and planned order
releases, as shown in Figure 26.6.

3. Subsidiary data. Thc third file segment provides subsidiary data such as purchase or-
ders, scrap or rejects, and engineering changes.

26.2.2 Haw MRP Works

The MRPprocessor operates on data contained in the MPS, the 80M file, and the inven-
tory record file. The master schedule specifies the period-by-period list of final products re-
quired. The 80M defines what materials and components are needed for each product. And
the inventory record file contains data on current and future inventory status of each prod-
uct, component, and material. The MRP processor computes how many of each component
and raw material are needed each period by "exploding" the end product requirements
into successively lower levels in the product structure.

EXAMPLE 26.1 MRP Gross QUllntity Computations

In the master schedule of Figure 26.2. 50 units of product PI are to be com-
pleted in week 8. Explode this product requirement into the corresponding
number of subassemblies and components required.
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Solution:

Several complicating factors mU~1he tacen into account during the 'vIRP computa
nons. First. the quantities of components and subassemblies listed in the solution of Example
26.1 do not account for any of those items that may already be stocked in inventory or arc
expected to be received a, future orders. Accordingly, the computed quantities must be
adjusted for any inventories on hand or on order, a procedure called netting. For each time
bucket, net requirements = gross requirements tess on-hand inventories and less quanti-
ties on order

Second. quantities of common use items must be combined during parts explosion to
determine the total quantities required for each component and raw material in the sched-
ule. Common use items arc raw materials and components that are used on more than one
product. MRP collects these common use items from different products to effect economics
in ordering the raw materials and producing the components.

Third. lead times for each item must be taken into account. The lead time for a job
is the time that must be allowed to complete the job from start to finish. There are two
kinds of lead times in MRP: ordering lead times and manufacturing lead times. Ordering
lead time for an item is the time required from initiation of the purchase requisition 10 re-
ceipt of the item from the vendorIf the item is a raw material that is stocked by the ven-
dor.fhe ordering lead time should be relatively short,perhaps a few days or a few weeks.
If the item is fabricated, the lead time may be substantial, perhaps several months. Manu-

facturing lead time is the time required to produce the item in the company's own plant,
from order release to completion, once the raw materials for the item are available. The
scheduled delivery of end products must be translated into time-phased requirements for
components and materials by factoring in the ordering and manufacturing lead times.

EXAMPLE 26.2 MRP Time-Phased Quantity Requirements

To illustrate these various complicating factors, let us consider the MRP pro-
cedure for component C4, which i~used in product PI. This part also happens
to be used on product P2 of the master schedule in Figure 26.2. The product
structure for P2 is shown in Figure 26.5. Component C4 is made out of material

Figure 26.5 Product structure for product P2.
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Penod , 2 3 , 5 5

Item; Raw material M4

Gross requirements

Sch~<JuleJ r~~~ipl' .,
On hand 50 50 50 50
Netrcquiremenl,

Planned order rcleascs

Figure 26.6 Initial inventory status of material M4 in Ex-
ample 26.2.

M4, one unit of M4 for each unit of C4, and the inventory status of M4 is given
in Figure 26.6. The lead times and inventory status for each of the other items
needed in the MRP calculations are shown in the table below. Complete the
MRP calculations to determine the time-phased requirements for items 52, 53,
C4,and Ma.based on the requirements for PI and P2 given in the MP5 of Fig-
ure 26.2. We assume that the inventory on hand or on order for PI, P2. 82, 53,
and C4 is zero for all future periods except for the calculated values in this prob-
lem solution.

Item Lead time Inventory

P1
P2

52
53
e,
M'

Assembly lead time = 1 wk
Assembly lead time = 1 wk
Assembly lead time = 1 wk

Assembly lead time = 1 wk
Manufacturing lead time = 2 wk

Ordering lead time = 3 wk

No inventory on hand or on order
No inventory on hand or on order

No inventory on hand or on order
No inventory on hand or on order
No inventory on hand or on order

See Figure 26.6.

Solution.. The results of the MRP calculations are given in Figure 26.7, The delivery re-
quirementsfor P1 and P2 must he offset by their I wk assembly lead time to ob-
tain the planned order releases. These quantities are then exploded into
requirements for subassemblies 52 (for PI) and 83 (for P2)_These requirements
are offset by their I wk assembly lead time and combined in week 6 to obtain
gross requirements for component C4. Net requirements equal gross require-
ments for PI, Pl, S2, 53, and C4 because of no inventory on hand and no planned
orders, We see the effect of current inventory and planned orders in the time-
phased inventory status of M4. The on-hand stock of 50 units plus scheduled re-
ceipts of 40 are used to meet gross requirements of 70 units of M4 in week 3,
with 20 units remaining that can be applied to the gross requirements of
280 units in week 4. Net requirements in week 4 are therefore 2&1 units. With
an ordering lead time of 3 wk, the order release for 260 units must be planned
for week 1
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806 Chap. 26 1 Production Planning and Control Systems

26.2.3 MRP Outputs and Benefits

The MRP program generates a variety of outputs that can be used in pJanningand man-
aging plant operations. The outputs include: (I) planned order releases. which provide the
authoritv to place orders thai have heen planned by the MRP systcm:(2) report of planned
order rcleils~sin future pt>ri,,(k (1) rescheduling notices, indicating changes in due dates
for open orders: (4) cancelation notices, indicating that certain open orders have been can-
celed because of changes in the MPS; (.:1) reports on inventory status; (6) performance re-
ports of various types. indicating costs.Item usage, actual versus planned lead times.and sO
on: (7) exception reports. showing deviations from the schedule, orders that are overdue,
scrap, and so on: and (R) inventory forecasts. indicating projected inventory levels in fu-
lure periods

Of the ~RPOlltputs listed <ibm-c.the planned order releases are the most important
because they drive the production system. Planned order releases are of two kinds, purchase
orders and work orders. Purchase orders provide the authority to purchase raw materials
or parts from outside vendors, with quantities and delivery dates specified. Work orders gen-
erate the authority to produce parts or assemble subassemblies or products in the compa-
ny's own factory. Again quantities to be completed and completion dates are specified.

Many benefits are claimed for a well-designed MRP system. Benefits reported by
users include the fotldwing:{t) rcoucuon in inventory, (2) quicker response to changes in
demand than is possible with a manual requirements planning system. (3) reduced setup and
product changeover costs, (4) better machine utilization,(5) improved capacity to respond
to changes in the master SChedule, and (0) as an aid in developing the master schedule.

Notwithstanding these claimed benefits. the success rate in implementing MRP sys-
tems throughout industry has been less than perfect. Reasons why some MRP systems
have not been successful include: (I) the application was not appropriate, usually because
the product structure did not fit the data requirements of MRP; (2) the MRP computa-
tions were based on inaccurate data; and (3) the MPS was not coupled with a capacity plan-
ning system. therefore the MRP program generated an unrealistic schedule of work orders
that overloaded the factory.

26.3 CAPACITV PLANNING

A realistic master schedule must be consistent with the production capabilities and limi-
tations of the plant that will produce the product.Accordinglythe firm must know its pro-
duction capacity and must plan for changes in capacity to meet changing production
requirements specified in the master schedule. In Chapter 2, we defined production ca-
pacity and formulated ways for determining the capacity of a plant Capacity planning is
concerned with determining what labor and equipment resources are required to meet the
current MPS as well as long-term future production needs of the firm (see Section 25.4).
Capacity planning also serves to identify the limitations of the available production re-
sources so that an unrealistic master schedule is not planned.

Capacity planning is typically accomplished in two stages, as indicated in Figure 26.8:
first, when the Mrs is established: and second, when the MRP computations are done. In
the MPS stage. a rough-cut capacity planning (Reep) calculation is made to assess the fea-
sibility of the master schedule. Such a calculation indicates whether there is a significant vi-
olation of production capacity in the MPS. On the other hand, if the calculation shows no
capacity violation, neither does it guarantee that the production schedule can be met. This
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Figure 26.8 Two stages of C(IPiKiIY

planuing

the plant. Accordingly.
a second caoacitv calculation is malic at the MRP schedule is prepared. Called
capacity requirements planning (eRP). this detailed calculation determine, whether there
is sufficient production capacity in the individual departments and work cells to complete
the specific parts and assemblies that have been scheduled by MRP. If the schedule is not
compatible with capacity, then adjustments must be made either in plant capacity or in the
master schedule

Capacity adjustments can be divided into short term adjustments and long-term ad-
justments. Capacity adjustments for the short term include'

• Employment levels. Employment in the plant can be increased or descreased in re-
sponse to changes in capacity requirements,

• Temporary workers. Increases in employment level can also be made by using work-
en Irom a temporary agency. When the busy period is passed, these workers move to
positions at other companies where their services are needed.

• Number of work shifts. The number of shifts worked per production period can be
increased or decreased.

• Labor houn. The numbcr of labor hours per shift can be increased or decreased,
through the use of overtime or reduced hours.

• Inventory stockpiling. This tactic might be used to mamtain steady employment lev-
els during slow demand periods

• Order backl"C,5. Deliveries of the product to the customer could be delayed during
busy periods when production resources are insufficient to keep up with demand.

• Sabcontrecung. This involves the letting of jobs to other shops during busy periods.
or the taking in of extra work during slack periods

Capacity planning adjustments for the long term include possible changes in pro-
duction capacity that generally require long lead times. These adjustments include the fol-
lowing types of decisions'

• New equipment Investments. This involves investing in more machines or more pro-
ductive machines to meet increased future production requirements, or investing in
new types of machines to match future changes in product design.

• New plant construction. Building a new factory represents a major investment for the
company. However. it also represents a significant increase in production capacity
for the firm.

• Purchase of existing plants from other companies.
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• Acquisition oj existing companies. This may be done to increase productive capac-
it). However. there are usually more important reasons for t<lking over an existing
company, for example, to achieve economies of scale that result from increasing mar-
ket share and reducing staff .

• Plant closings. This involves the closing of plants that will not be needed in the future,

Many of these capacity adjustments are suggested by the capacity equations and models
presented in Chapter 2

26.4 SHOP FLOOR CONTROL

Shop floor control is concerned with Ihe release of production orders to the factory, mon-
itoring and controlling the progress of the orders through the various work centers, and ac-
quiring current information on the status of the orders.A typical shop flour control system
consists of three phases: (1) order release, (2) order scheduling, and (3) order progress.
The three phases and their connections to other functions in the production management
system are pictured in Figure 26.9. In today's implementation of shop floor control, these
phases are executed hy a com hi nation of computer and human resources, with a growing
proportion accomplished by computer automated methods.

Figure 26.9 Three phases in a shop floor control system.
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26.4.1 Order Release

"he order release phase of shop floor control provides the documentation needed to
process a production order through the factory. The collection of documen[~ is sometimes
called the shop packet. It consists of: (1) the route sheet, which documents the process plan
for the item to be produced: (2) material requisitions [0 draw the necessary raw materi-
als from inventory: (3)job cards or other means to report direct labor time devoted to the
order and to indicate progress uf the order through the factory; (4) move tickets to autho-
rize the material handling personnel to transport parts between work centers in the facto-
ry if this kind of authorization is required; and (5) parts list, if required for assembly jobs.
In rho operation of a conventional factory, which relies heavily on manual labor, these are
paper documents that move with the production order and are used to track its progress
through the shop. In a modern factory, automated identification and data capture tech-
nologies (Chapter 12) are used to monitor the status of production orders, thus rendering
the paper documents (or at least some of them) unnecessary. We explore these factory data
collection systems in Section 26.4.4.

The order release module is driven by two inputs, as indicated in Figure 26,9. The
first is the authorization to produce that derives from the master schedule. This autho-
rization proceeds through MRP which generates work orders with scheduling informa-
tion. The second input to the order release module is the engineering and manufacturing
data base which provides the product structure and process planning information needed
to prepare the various documents that accompany the order through the shop.

26.4.2 Order Scheduling

The order scheduling module follows directly from the order release module and assigns
the production orders to the various work centers in the plant. In effect, order scheduling
executes the dispatching function in Pl'C. The order scheduling module prepares a dispatch
list, which indicates which production orders should be accomplished at the various work
centers. It also provides information about relative priorities of the different jobs, for ex-
ample, by showing due dates for each job. In current shop floor control practice, the dis-
patch list guides the shop foreman in making WOTk assignments and allocating resources
to different jobs so that the master schedule can best be achieved.

The order scheduling module in shop floor control is intended to solve two prob-
lems in production control: (1) machine loading and (2) job sequencing. To schedule a given
set of production orders or jobs in the factory, the orders must first be assigned to work cen-
ters. Allocating orders to work centers is referred to as machine loading. The term shop
loading is also used, which refers to the loading of all machines in the plant. Since the total
number of production orders usually exceeds the number of work centers, each work cen-
ter will have a queue of orders waiting to be processed. The remaining question is: In what
sequence should these jobs be processed?

Answering this question is the problem in job sequencing. Job sequencing involves
determining the sequence in which the jobs will be processed through a given work cen-
ter.!o determine this se~uence, priorities are esta~lished a~?ng the jobs in the queue, and
the jobs are processed III the order of their relative priorities, Priority conh'ollS a term
used in production control to denote the function that maintains the appropriate priority
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levels for the various production orders in the shop.As indicated in Figure 26.9, priority con-
trol information is an important input in the order scheduling module. Some of the dis-
patching rules used to establish priorities for production orders in the plant include:'

• First-rome-first serve. Jobs are processed in the order in which they arrive at the ma-
chine. One might argue thaI this rule is the most fair.

• Earliest due date. Orders with earlier due dales are given higher priorities.
• Shortest processing time. Orders with shorter processing times are given higher

priorities.
• Least slack time. Slack lime is defined as the difference between the time remaining

until due date and the process time remaining. Orders with the least slack in their
schedule are given higher priorities.

• Critical ratio. The critical ratio is defined as the ratio of the time remaining until
due date divided by the process time remaining. Orders with the lowest critical ratio
are given higher priorities.

When an order is completed atone work center, it enters the queue at the next ma-
chine in its process routing. That is, the order becomes part of the machine loading for the
next work center, and priority control is utilized to determine the sequence of processing
among the jobs at that machine.

The relative priorities of the different orders may change over time. Reasons behind
these changes include: (1) lower or higher than expected demand for certain products,
(2) equipment breakdowns that cause delays in production, (3) cancellation of an order by
a customer, and (4) defective raw materials that delay an order. The priority control func-
tion reviews the relative priorities of the orders and adjusts the dispatch list accordingly.

26.4.3 Order Progress

The order progress module in shop floor control monitors the status of the various orders
in the plant, WIP, and other characteristics that indicate the progress and performance of
production. The function of the order progress module is to provide information that is
use·fulin managing the factory based on data collected from the factory. The information
presented to production management is often summarized in the fonn of reports, such as
the following:

• Work order status reports. These reports indicate the status of production orders.
Typical information in the report includes the current work center where each order
is located, processing hours remaining before completion of each order, whether the
job is on-time or behind schedule, and priority level.

• Progress reports, A progress report is used to report performance of the shop dur-
ing a certain time period (e.g., week or month in the master schedule).!! provides in-
formation on how many orders were completed during the period, how many orders
should have been completed during the period but were not, and so forth.



Sec. 26.4 .I Shop Floor Control '"
• Exception reports; An exception report indicates the deviations from the production

schedule (c.g .. overdue jobs]. and similar exception information

26.4.4 Factory Data Collection System

There arc a variety of techniques used to collect data from the factory tloor. These tech-
niques nmge from clerical methods which require workers to fill out paper forms that an:
later compiled, to iullv automated methods, that require no human participation.Thefac-
tory data collection system (FOe system} consists of the various paper documents, ter-
minals, and automated devices located throughout the plant for collecting data on shop
floor operuuons. plus the means tor compiling and processmg the data. The factory data
collection system serves as an input to the order progress module in shop Floor control. as
illustrated in Figure 26.9. It iv also an input to priority control, which affects order sched-
uling. Examples of the types of data on factory operations collected by the FOC system
include: piece counts completed at a certain work center. direct labor time expended on

tach order. parts that are scrapped. parts requiring rework, and equipment downtime.The
data collection system can abo include the time clocks used hy employees to punch in and
out of work.

The ultimate purpose of the factory data collection system is twofold- (1) (0 supply
status and pe-Iormaucc data to the shop floor control system and (2) to provide current in-
formation to production foremen, plant management. and production control personnel
To accomplish this purpose.the factory data collection system must input data to the plant
computer system. In current Cl M technology. this is done using an on-line mode, in which
the data arc entered directly into the plant computer system and are immediately available
to the order progress module, The advantage of on-line data collection is that the data file
representing the status of the shop can be kept current at all times. As changes in order
progress are reported. these changes arc immediately incorporated into the shop status
file. Personnel wah a need to know can access this status in real-time and be confident that
they have the most up-to-date information on which to base any decisions. Even though a
modern FOC system is largely computerized. paper documents are still used in factory op-
erations, and our coverage includes both manual (clerical) and automated systems.

Manua,1 (Clerical) Data Input Techniques. Manually oriented techniques of fac-
tory data collection are those in which the production workers must read from and fill out
paper forms indicating order progress data. The forms are subsequently turned in and com-
piled, using a combination of clerical and computerized methods. The paper forms include:

• Job traveler; This is a log sheet that travels with the shop packet through the facto-
ry. Workers", ho spend time on the order are required 10 record their times on the log
sheet along with other data such 'l'i the date, piece counts, defects. and so forth. The
job traveler becomes the chronological record of the processing of the order. The
problem with this method is irs inherent incompatibility with the principles of real-
time data collection. Since the job traveler moves with the order, it is not readily
available for compiling current order progress.

plobkJEl(lIl;d~ in the
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• Employee time sheets. In the typical operation of this method. a daily time sheet is
prepa:t:d for each worker, and the worker must fill out the form to indicate work that
he/she accomplished during the day. Typical data entered on the form include order
number, operation number on the route sheet, number of pieces completed during the
day, and time spent. Some of these data are taken from information contained 1ll the
documents uavcliug with the order (e.g., typical documents traveling with the order
include one or more engineering drawings and route sheets). The time sheet is turned
in daily, and order progress information is compiled (usually by clerical staff).

• Operation tear strips. With this technique, the traveling documents include a set of
preprinted tear strips that can be easily separated from the shop packet.The preprint-
ed data on each tear strip includes order number and route sheet details. When a
worker finishes an operation or at the end of the shift, one of the tear strips is torn
off. piece count and trme data are recorded by the worker. and the form is turned in
to report order progress.

• Prepunched cards. This is essentially the same technique as the tear strip method.ex-
cept that prepunched computer cards are included with the shop packet instead of tear
strips. The prepunched cards contain the same type of order data, and the workers
must write the same kind of production data onto the card, The difference in the use
of pre punched cards is that in compiling the daily order progress, mechanized data
processing procedures can be used to record some of the data.

There arc problems with all of these manually oriented data collection procedures.
Thev all rely on the cooperation and clerical accuracy of factory workers to record data onto
a paper document. There are invariably errors in this kind of procedure. Error rates asso-
ciated with handwritten entry of data average about 3% (one error out of 30 data entries).
Some of the errors can be detected by the clerical staff that compiles the order progress
records. Examples of detectable errors include: wrong dates, incorrect order numbers (the
clerical staff knows which orders are in the factory, and they can usually figure out when
an erroneous order number has been entered by a worker), and incorrect operation num-
bers on the route sheet. (If the worker enters a certain operation number, but the preced-
ing operation number has not been started, then an error has been made.) Other errors are
more difficult to identify. If a worker enters a piece count of 150 pieces that represents the
work completed in one shift when the batch size is 250 parts, this is difficult for the cleri-
cal staff to verify. If a different worker on the following day completes the batch and also
enters a piece count of 150, then it is obvious that one of Ihe workers overstated his/her
production, but which one? Maybe both.

Another problem is the delay in submitting tile order progress data for compilation.
There is a time lapse in each of the methods between when events occur in the shop and
when the paper data representing those events are submitted. The job traveler method is
the worst offender in this regard. Here the data might not be compiled until the order has
been completed, too late to take any corrective action. This method is of little value in a
shop floor control system. The remaining manual methods suffer a one-day delay since
the shop data are generally submitted at the end of the shift, and a summary compilation
is nor available until the following day. In addition to the delay in submitting the order
dahl, there is also a delay associated with compiling the data into useful reports. Depend-
ing on how the order progress procedures are organized, the compilation may add sever-
aldays to the reporting cycie
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Automated and Semi-Automated Data Collection Systems. Because of the
problems associated with the manual/clerical procedures. techniques have been developed
that use data collection terminals located in the factory. Data collection terminals require
workers to input data relative to order progress using simple keypads or conventional al-
phanumeric keyboards. Data entered by keyboard are subject to error rates of around
O.3~Y"(one error in 300 data entries), <III order uf magnitude irnpruvernent in data accura-
cy over handwritten entry. Also, error-checking routines can be incorporated into the entry
procedures to detect syntax and certam other types of errors. Because of their widespread
use in our societ y.PCs are becoming more and more common in the factory, both for col-
lection of data and for presenting engineering and production data to shop personnel.

The data entry methods also include more automated input technologies such as op-
tical bar code readers or magnetic card readers. Certain types of data such as order num-
ber.product identification, and operation sequence number can be entered with automated
techniques using bar-coded or magnetized cards included with the shop documents (refer
back to the bar-coded route sheet in Figure 12.7).

Using either pes or terminals that combine keypad entry with bar code technology,
there are various configurations of data collection terminals that can be installed in the
factory. These configurations include:

• Une centralized terminaL In this arrangement there is a single terminalloeated cen-
trally in the plant. This requires all workers to walk from their workstations to the cen-
tral location when they must enter the data. If the plant is large, this becomes
inconvenient. Also, use of the terminal tends to increase at time of shift change, re-
sulting in significant lost time for the workers.

• Satellite terminals. In this configuration, there are multiple data collection termi-
nals located throughout the plant. The number and locations are designed to strike
a balance between minimizing the investment cost in terminals and maximizing the
convenience of the plant workers.

• Workstation terminals. The most convenient arrangement for workers is to have a
data collection terminal available at each workstation. This minimizes the time lost
in walking to satellite terminals or a single central terminal. Although the investment
cost of this configuration is the greatest, it may he justified when the number of data
transactions is relatively large and when the terminals are also designed to collect
certain data automatically.

The trend in industry is toward more use of automation in factory data collection
systems. Although the term "automation" is used,many of the techniques require the par-
ticipation of human workers; hence, we have included "semi-automated" in the subtitle for
this category of data collection system

26.5 INVENTORY CONTROL

Inventory control is concerned with achieving an appropriate compromise between two op-
posing objectives: (I) minimizing the cost of holding inventory and (2) maximizing service
to.c~stome.rs. On the one hand, minimizing inventory cost suggests keeping inventory to a
mlm:num. Ill. the extreme, zero inventory On the other hand, maximizing customer service
Implies kccp~ng large stocks on hand from which the customer can choose and immediately
lake possession.
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The types of Inventory of greatest interest in PPC arc raw materials, purchased com
ponents, in-process inventory (WIPl,and finished products. The major costs of holding in-
ventory are (1) investment costs, (2) storage costs, and (3) cost of possible obsolescence or
spoilage. The three costs arc referred to collectively as carrying costs or holding costs: In
vestment cost is usually the largest component; for example, when a company borrows
money at a high rate or interest to invest in materials being processed ill the Factory,bUI
the materials arc months away from being delivered to the customer. Companies can min
imize holding costs by minimizing the amount of inventory on hand. However, when in-
ventories are minimized, customer service may suffer. inducing customers to take their
business elsewhere. This also has a cost, called the stock-out cost. Most companies want 10
minimize stock-out cost and provide good customer service. Thus. they are caught on the
horns of an inventory control dilemma: balancing carrying costs against the cost of poor cus-
tamer service.

In our introduction to MRP (Section 26.2), we distinguished between two types of de-
mand, independent and dependent. Different inventory control procedures are used for in.
dependent and dependent demand items. For dependent demand items, MRP is the most
widely implemented technique. For independent demand items, order point inventory sys-
tems are commonly used.

26.5.1 Order Point Inventory Systems

Order point systems are concerned with two related problems that must be solved when
managing inventories of independent demand items: (1) how many units should be ordered?
and (2) when should the order be placed? The first problem is often solved using economic
order quantity formulas. The second problem can be solved using reorder point methods.

Economic Order Quantitv Formula. The problem of deciding on the most ap-
propriate quantity to order or produce arises when the demand rate for the item is fairly
constant, and the rate at which the item is produced is significantly greater than its de-
mand rate. This is the typical make-to-stock situation. The same basic problem occurs with
dependent demand items when usage of the item is relatively constant over time due to a
steady production rate of the final product with which the item is correlated. In this case,
it may make sense to endure some inventory holding costs so that the frequency of setups
and their associated costs can be reduced. In these situations where demand rate remains
steady, inventory is gradually depleted over time and then quickly replenished to some
maximum level determined by the order quantity. The sudden increase and gradual re-
duction in inventory cause. the inventory level over time to have a sawtooth appearance,
as depicted in Figure 26.10

A total cost equation can be derived for the sum of carrying cost and setup cost for
the inventory model in Figure 26.10. Because of the sawtooth behavior of inventory level,
the average inventory level is one-half the maximum level Q in our figure. The total annual
inventory cost is therefore given by:

TIC == C1JQ + C,uD•
2 Q (26.1)

where TIC == total annual inventory cost (holding cost plus ordering cost, $/yr),Q = order
quantity (pc/order), Ch = carrying or holding cost ($jpcjyr), C,u = setup cost and/or or-
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Figure 26.10 Model of inventory level over time in the typical make-
to-stock situation.

dering cost for an order ($/setup or $/order), and D. = annual demand for the item
(pc/yr). In the equation, the ratio DalQ is the number of orders or batches produced per
year.which therefore gives the number of setups per year.

The holding cost en consists of two main components, investment cost and storage
cost. Both are related to the time that the inventory spends in the warehouse or factory. As
previously indicated, the investment eo~1results from the money the company must invest
in the inventory before it is sold to customers. This inventory investment cost can be cal-
culated as the interest rate paid by the company i (%/100), multiplied by the value (cost)
of the inventory.

Storage cost occurs because the inventory takes up space that must be paid for. The
amount of the cost is generally related to the size of the part and how much space it occu-
pies. As an approximation, it can be related to the value or cost of the item stored. For our
purposes, this is the most convenient method of valuating the storage cost of an item. By
this method, the storage cost equals the cost of the inventory multiplied by the storage rate,
,I'. The term s is the storage cost as a fraction (%/100) of the value of the item in inventory.

Combining interest rate and storage rate into one factor, we have h = i + s. The
term h is called the holding cost rate. Like i and s, it is a fraction (%/100) that is multiplied
by the cost of the part to evaluate the holding cost of investing in and storing WIP. Ac-
cordingly, holding cost can be expressed as follows

(26.2)

where Co = holding (carrying) cost ($/pc/yr), Co = unit cost of the item ($/pc). and
h = holding cost rate (rate/yr).

Setup cost includes the cost of idle production equipment during the changeover
time between batches. The costs of labor performing the setup changes might also be
added in. Thus,

(26.3)

where C," = setup cost ($/setup or $/order), T,u = setup or changeover time between
batches, (hr /serup or hr/order), and c,/, = cost rate of machine downtime during the
changeover ($/hr). In cases where parts are ordered from an outside vendor, the price
~uoted by the vendor usually includes a setup cost, either directly or in the form of quan-
ttry discounts. Csu should also include the internal costs of placing the order to the vendor.



816 Chap. 26 ! Production Planning and Conlrol Systems

Eq. (26.1) excludes the actual annual cost of part production. If this cost is included
then annual total cost is given by the following equation:

(26.4)

where Doer = arnual demand (pc/yr) multipled by east per item (S/pe),
If the derivative is taken of either E4_ (26.1) or Eq. (26.4), the economic orderquan-

titv (EOQ) formula IS obtained by setting the derivative equal to zero and solving for Q.
This batch size minimizes the sum of carrying costs and setup costs'

Q = EOQ = (26.5)

where EOQ "" economic order quantity (number of parts to be produced pef batch,
pc/batch or pc/orde r]. and the other terms have been defined previously.

EXAMPLE 26.3 Economic Order Quantity Formula

The annual demand for a certain item made-to-stock = 15,000 pc/yr. One unit
of the item costs $20.00. and the holding cost rate = 18%/yr. Setup time to pro-
duce a batch = 5 hr. The cost of equipment downtime plus labor = $150/hr, De-
termine the economic order quantity and the total inventory cost for this case.

Sotutton: Setup cost C,u = 5 x $150 = $750. Holding cost per unit = 0.18 x $20.00 =
$3.60. Using these values and the annual demand rate in the EOQ formula, we
have

EOQ = \r(15~~(750) = 2500 units

Total inventory cost is given by the TIC equation:

TIC = 0,5(3.60)(2500) + 750(15,000/2500) = $9000

Induding the actual production costs in the annual total, by Eq (26.4) we have:

TC = 15J)[)0(20) + 9000 = $309,000

The economic order quantity formula has been widely used for determining so-called
optimum batch sizes in production. More sophisticated forms of Eqs, (40.1) and (40.4) have
appeared in the literature; for example, models that take production rate into account to
yield alternative EOQ equations [S]. Eq. 26.5 is the most general form and, in the author's
opinion. quite adequate for most real-life situations. The difficulty in applying the EOQ for-
mula is in obtaining accurate values of the parameters in the equation,namely(l) setup cost
and (2) inventory carrying costs. These cost factors are usually difficult to evaluate; yet
they have an important impact on the calculated economic batch size.

Then: is no disputing the mathematical accuracy of the EOO equation. Given spe"
cifie values of annual demand (D~),setup cost (C,").and carrying Cost (e,,), Eq. (26.5) com-
putes the lowest cost batch size to whatever level of precision the user desires.' I'he trouble
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is that the user may be lulled into the false belief that no matter how much it CUS1~ to
change the setup. the EOO formula always calculates, tho optimum batch size. For many
years in u.s. industry, this belief tended to encourage lung production runs by manufac-
turing manager". The thought process went something like this: "If the setup cost increas-
es, we just increase the batch size. because the EOO formula always tells us the optuuum
production quantity."

The user of the EOQ equation must not lose sight of the total inventory cost ITIC)
equation.Eq. (26.1). from which EOQ is derived. Examining the TIC equation. a cost-con-
scious production manager would quickly conclude that both costs and batch sizes can be
reduced by decreasing the values of holding cost (c,,) and setup cost (C",). The produc-
tion manager may not be able to exert much influence on holding cost hecause it is deter-
mined largely by prevailing interest rates. However. methods can be developed to reduce
setup cost by reducing the time required to accomplish the changeover {If a
machine. Reducing setup times is an important focus in just-in-time
review the approaches for reducing setup time in Section 26.7.2

Reorder Point Systems. Determining the economic order quantity is nut the only
problem that must be solved in controlling inventories in make-to-stock situations, The
other problem is deciding when to reorder. One of the most widely used methods is the re-
order point system. Although we have drawn the inventory level in Figure 26.10 as a very
deterministic sawtooth diagram, the reality is Ihat there are usually variations in demand
rate during the inventory order cycle. as illustrated in Hgure 26.11. Accordingly, the tim-
ing of when to reorder cannot be predicted with the precision that would exist if demand
rate were a known constant value. In a reorder point system. when the inventory level for
a given stock item falls to some point specified as the reorder point, then an order is placed
to restock the item. The reorder point is specified at a sufficient quantity level 10 mini-
mize the probability of a stock-out between when the reorder point is reached and the
new order is received. Reorder point triggers can be implemented using computerized in-
ventory control systems that continuously monitor the inventory level as demand occurs
and automatically generate an order for a new balch when the level declines below the re-
order point

Figure 26.11 Operation of a reorder point inventory system
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26.5.2 Work-in-Process Inventory Costs

Work-in-process (WIP) represents a significant inventory cost for many manufacturing
firms. In effect, the company is continually investing in raw materials, processing those
materials, and then delivering them to customers when processing has been completed
The problem is that processing takes time, and the company pays a holding cost between
start of production and receipt of payment from the customer for goods delivered. In
Chapter 2, we showed that WIP and manufacturing lead time (MLT) are closely related.
The longer the manufacturing lead time, the greater the WIP. In this section, a method for
evaluating the cost of WIP and MLT is presented. The method is based on concepts sug-
gested by Meyer [5].

In Chapter 2, we indicated that production typically consists of a series of separate
manufacturing steps or operations. Time is consumed in each operation, and that time has
an associated cost. There is also a time between each operation (at least for most manu-
facturing situations) that we have referred to as the nonoperation time. The nonoperation
lime includes material handling, inspection. and storage. There is also a cost associated
with the nonoperation time. These times and costs for a given part can be graphically il-
lustrated as shown in Figure 26.12.At time t == 0, the cost of the part is simply its materi-
al cost em' The cost of each processing step on the part is the production time multiplied
by the rate for the machine and labor. Production time Tp is determined from Eq. (2.10)
and accounts for both setup time and operation time. Let us symbolize the fate as Co' Non-
operation costs (c.g., inspection and material handling) related to the processing step are
sY!fibolized by the term eM' Accordingly, the cost associated with each processing step in
the manufacturing sequence is the sum

The cost for each step is shown in Figure 26.12 as a vertical line, suggesting no time lapse.
This is a simplification in the graph, justified by the fact that the time between operations

Figure 26.12 Cost of product or part as a function of time in the factory.
As operations are completed, value and cost are added to the item.

Manufacturing_
lead lime
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spent waiting and in storage is generally much greater than the tune for processing,han-
dlingand inspection

I'he total cost that has been invested In the part at the end of all operations is the sum
of the material cost and the accumulated processing, inspection, and handling costs. Syrn-
bolizing this part cost as C1V' wc can evaluate it using the following equation:

where k is used to indicate the sequence of operations, and there are a lotal of flo opera-
tions. For convenience. if we assume that 1~ and Cooare equal for all n., operations, then

(26.6)

The part cost function shown in Figure 26.12 and represented by Eq. (26.6) can be ap-
proximated by a straight line as shown in Figure 26.13. The line starts at lime t = 0 with a
value = em and slopes upward 10 the right so that its final value is the same as the final part
cost in Figure 26.12. The approximation becomes more accurate as the number of pro-
cessing steps increases. The equation for this line is

where MLT = manufacturing lead time for the part, and t = time in Figure 26.13.
As in our derivation of the economic order quantity formula, we apply the holding

cost rate h to the accumulated part cost defined by Eq. (26.6), but substituting the straight-
line approximation in place of the stepwise cost accumulation in Figure 26.12. In this way,
we have an equation for total cost per part that includes the WIP carrying costs:

Let us use a simpler form ofthis cost equation by making the following substitution for the
flo( C,,"I'I' + enol term in the above:

emtt

,,~l~
6~-~~nuhcturiDg lead time ~MLi--- 7

F1gure 26.13 Approximation of product or part cost as a function of
time in the factory.
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(26.7)

Then,

(26.8)

Carrying out the integration, we have the following:

(26.9)

The holding cost is the lastterm on the right-hand side of the equation.

(
C'

Holding cost/pc = em + i)h(MLT) (26.10)

Figure 26.14 shows the effect of adding the holding cost to the material, operation, and
nonoperation costs of 11 part or product during production in the plant.

~

. =r::-i"I, 1 cost

c,i c::::::tI~
o ~ ManufaclUringJead l!me--l

Ftgure 26.14 Approximation of product cost showing additional cost
of holding WIP during the manufacturing lead time.

EXAMPLE 26.4 Inventory Holding Cost for WIP During Manufacturing

The cost of the raw material for a certain part is $100. The part is processed
through 20 processing steps in the plant, and Ihe manufacturing lead time is
15 wk. The production time per processing step is 0.8 hr,and the machine and
labor rate is $25,(X)jhr. Inspection, material handling, and other related costs
average to SlOper processing step by the time the part is finished. The interest
rare used by the company i '" 20%, and the storage rate s = 13%. Determine
the cost per part and the holding cost.
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Solution: The material cost, operation costs, and nonoperation costs are by Eq. (26.6).

CPc' == $100, 20($25JXJjhr x .8hr + $10) = $700/pc

10 compute the holding cost, first calculate Cpo

C~ = 20{$25.00jhr x .8 hr + $10) = $600jpc

Next, determine the Expressing this as
a weeklv rate h = = 0.6346 %Iwk = O.006341,jwk. According
to Eq.(26.1O),

Holdingcost/pc = (100 + 600j2)(.006346){15wk) == $3S0Xjpc

TCjN = 700.00 + 38.08 = $738.08jpc

The $3S.08 in our example is more than 5% of the cost of the part; yet the holding cost
is usually not included directly in the company's evaluation of part cost. Rather, it is con-
sidered as overhead. Suppose that this is a typical part for the company, and 5000 similar
parts are processed through the plant each year; then the annual inventory cost for WIP of
5000 parts = 5000 x $38.08 == $190,400. If the manufacturing lead time could be reduced
to half its current value, this would translate into a 50% savings in WIP holding cost.

26.6 MANUFACTURING RESOURCE PLANNING (MRP I/)

The initial versions of MRP in {he early 1970s were limited to the planning of purchase or-
ders and factory work orders and did not take into account such issues as capacity planning
or feedback data from the factory for shop floor control. MRP was strictly a materials and
parts planning tool whose calculations were based on the MPS. It became evident that
MRP should be tied to other software packages to create a more integrated PPC system.
The PPC software packages that evolved from MRP became known as manufacturing re-
source planning, or MRP II,to distinguish' it from the original abbreviation and perhaps to
suggest that it was second generation; that is, more than "just" MRP.

Manufacturing resource planning can be defined as a computer-based system for
planning, scheduling, and controlltng the materials, resources, and supporting activities
needed to meet the MP& MRP II is a closed-loop system that integrates and coordinates
all of the major functions of the business to produce the right products at the right times,
The term "closed-loop system" means that MRP II incorporates feedback of data on var-
ious aspects of operating performance so that corrective action can be taken in a timely
manner; that is, MRP II includes a shop floor control system.

Application modules typically provided in a high-end MRP II system include the fol-
lowing:

• Management planning. Functions included in this module are business strategy, ag-
gregate production planning, master production scheduling, rough-cut capacity plan-
ning. and budget planning

• Customer service. Typical components in this module are sales forecasting, order
entry, sales analysis, and finished goods inventory.
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• Operations planning. This is the MRP module. enhanced with capacity requirements
planning. The output consists of purchase order and work order releases.

• Operations execution. This includes purchasing, production scheduling and control,
\\tIP inventory control, shop floor control. and labor hour tracking.

• Financial funcTions. These include cost accounting, accounts receivable, account,
payable, general ledger. and payroll.

In effect. MRP 11consists of virtually all of the functions in the PPC system dia-
gramed in Figure 26.1 plus additional business functions that are related to production.
Software vendors continue to add new features to their MRP II packages to gain compet-
itive advantages in the market. Some of the applications that have been added to recent gen-
erations of MRP II are in the following areas: quality control, maintenance management,
customer field service, warranty tracking, marketing support, supply chain management, dis-
tribution management, and product data management. Product data management (PDM)
is closely related to CAD/CAM and includes product data filing and retrieval, engineering
change control, engineering data capture, anu other features related to product design. In
fact, the POM area has emerged as a separate software market [11], although available
commercial packages are designed to integrate with MRP II.

Ncw names have been coined in the attempt to differentiate the latest generation of
MRP II software from its predecessors. Some of the newer terms include:

• Enterprise resource planning (ERP). Software packages described by the term ERP
have the traditional MRP lf modules. Use of the word "enterprise" in the title denotes
that these packages extend beyond manufacturing to include applications such as
maintenance management, quality control. and marketing support [11J.

• Customer-oriented manufacturing management systems (COMMS). This term com-
petes with ERP but the definition is similar. COMMS software packages are organized
into three major phases: (1) planning, (2) execution, and (3) control. Modules in the
execution phase are known as manufacturing execution systems, which have become
recognized on their own.

• Manufacturing execution systems (MES). As mentioned above, this name refers to
the execution phase of COMMS. MES typically includes production scheduling, qual-
ity control, and material handling modules.

• Customer-oriented management systems (COMS). This term was coined by one of
the originators of COMMS who started up his own commercial venture to market
software and services for a more general clientele than only manufacturing. Hence,
the word "manufacturing" was dropped from the title. What remained was customer-
oriented management systems. Application modules in CaMS are again similar to
those in ERP and COMMS.

Commercially available MRP II packages number in the hundreds and range in price
from several hundred dollars to several hundred thousand dollars. depending on features
and support delivered by the software vendor. The cost of the software itself is only a por-
tion of the total cost that may Ultimately be paid by the user company. Other costs include
[8]: (1) t~aining ~fuser company personnel.in the operation of the specific MRP II pack-
age, (2) interfacing the MRP II package with other software and data bases in the user
company, and (3) reprogramming the MRP II package to customize it to other user com-
puny's systems
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26.7 JUST-iN-TIME PRODUCTION SYSTEMS

Just-in-time (JIT) production systems were developed in Japan to minimize inventories,
especial 1)' WlP. WIP and other types of inventory are seen by the Japanese as waste that
should be minimized or eliminated, The idealjust-in-time production system produces
and delivers exactly the required number of each component to the downstream opera-
tion in the manufacturing sequence just at the time when that component is needed.
Each component is delivered "just in time." This delivery discipline minimizes WIP and
rnanufucturir.g lead time as well as the space and money invested in WIP, The JIT disci-
pline can be applied not only to production operations but to supplier delivery operations
as well

Whereas the development of lIT production systems is largely credited to the Japan-
ese, the philosophy of JIT has been adopted by many u.s. manufacturing firms. Other terms
have sometimes been applied to the American practice of lIT to suggest differences with
the Japanese practice. For example, continuous flow manufacturing is a widely used term
in the United States that denotes a lIT style of production operations. Prior to lIT, the tra-
ditional U.S. practice might be described as a-just-In-case" philosophy. that is, to hold large
in-process inventories to cope with production problems such as late deliveries of compo-
nents, machine breakdowns. defective components, and wildcat strikes,

The JIT production discipline has shown itself to be very effective in high-volume
repetitive operations, such as those found in the automotive industry (6J, The potential for
wrp accumulation in this type of manufacturing is significant due to the large quantities
of products made and the large numbers of components per product.

The principal objective of JIT is to reduce inventories, However, inventory reduc-
tion cannot simply be mandated to happen. Certain requisites must be in place for a JlT
production system to operate successfully. They are: (I) a pull system of production con-
trol, (2) small batch sizes and reduced setup times, and (3) stable and reliable production
operations. We discuss these requisites in the following sections.

26.7.1 Pull System of Production Control

JIT is based on apull system of production control, in which the order to make and deliv-
er parts at each workstation in th", production sequence comes from the downstream sta-
tion that uses those parts. When the supply of parts at a given workstation is about to be
exhausted. that station orders the upstream station to replenish the supply. Only on re-
ceipt of tbis order is the upstream station authorized to produce the needed parts. When
this procedure is repeated at each workstation throughout the plant, it has the effect of
pulling parts through the production system. By comparison, in a push system of produc-
tion control, parts at each workstation are produced irrespective of the immediate need for
the parts at its respective downstream station. In effect, tbis production discipline pushes
parts through the plant. The risk in a push system is that more work gets scheduled in the
factory than it can handle, resulting in large queues of parts in front of machines. The ma-
chines are unable to keep up with arriving work. and the factory becomes overloaded. A
poorly planned MRP-based production planning system that does not include capacity
planning runs this risk.

One way to implement a pull system i~ to use kanbans, The word kanban (pronounced
kahn-bahn ) means "card" in Japanese, The Kanban :rystem of production control, devel-
oped and made famous by Toyota, the Japanese automobile company, is based on the use
of cards that authorize (1) parts production and (2) parts delivery in the plant. Thus, there
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are two types of kanbans: (1) production kanuans and (2) transport kanbans. A production
kanban (Pckanban) authorizes the upstream station to produce a batch of parts. As they
are produced. the parts are placed in containers. so the batch quantity is just sufficient to
fill the container. Production of more than this quantity of parts is not allowed in the kau-
ban system.A transport kanbon (T-kanban) authorizes transport of the container of parts
to the downstream station.

Let us describe the operation of a kanban system with reference to Figure 26.15. The
workstations shown in the figure (station i and station i + 1) are only two in a sequence
of multiple stations upstream and downstream. The flow of work is from station i to sta-
tion i + 1. The sequence of steps in the kanban pull system is as follows (our numbering
sel.juellce is coordinated with Figure 26.15): (1) Station i + 1 removes the next P-kanban
from the dispatching rack This P-kanban authorizes the station to process a container of
part b. A material handling worker removes the T-kanban from the incoming container
and takes it back to station i. (2) At station i, the worker finds a container of part b, removes
the P-kanhan and replaces it with the Tkanban. He then puts the Pikanban in the dis-
patching rack at station i. (3) The P-kanban for part b at station i authorizes station i to
process a new container of part b: however, it must wait its turn in the rack for the other
P-kanbans ahead of it. Scheduling of work at each station is determined by the order in
which the production kanbans are placed in the dispatching rack. The container of part b
that was at station i is moved to station i + 1, as authorized by the 'l-kanban. Meanwhile,
processing of the b parts at station i + 1 has been completed, and that station removes the
next Pek anban from the dispatching rack and begins processing that container of parts
(part d as indicated in our figure).

As mentioned, stations i and i + 1 are only two sequential stations in a longer se-
quence, All other pairs of sequential stations operate according to the same kanban pull
system. This production control system avoids unnecessary paperwork. The kanban cards
are used over and over again instead of generating new production and transport orders
every cycle. Although considerable labor is involved in material handling (moving cards
and containers between stations), this is claimed to promote teamwork and cooperation
among workers.

26.7.2 Small Batch Siles and Reduced Setup Times

To minimize WIP inventories in manufacturing, batch size and setup time must be mini-
mized. The relationship between batch size and setup time is given by the EOQ formula,
Eq. (2fi 5). In our mathematical model for total inventory cost, Eq. (26.1). from which the
EOQ formula is derived, average inventory level is equal to one half the batch size. To re-
duce average inventory level, batch size must be reduced. And to reduce batch size, setup
cost must be reduced. This means reducing setup times. Reduced setup times permit small-
er batches and lower WIP levels. Methods for reducing setup time were pioneered by the
Japa?ese during the 1960s and 1970s. U.S. manufacturing firms have also adopted setup re-
duction methods. Results of the efforts are sometimes dramatic. Examples of setup re-
ductions in Japanese and U.S. industries are reported by Suzaki [10], and we present some
of these in Table 26.1.

Setup time reductions result [rom a number of basic approaches that are best de-
scribed as industrial engineering methods improvements. These approaches include
(sourcc,:[2].[3],[7],[12])·
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Figure 26.15 Operation of a kanban system between workstations (see
description of steps in the text)

• Separate the work elements that comprise the setup procedure into two categories:
(1) internal elements, those that must be done during the machine stoppage, and
(2) external dements, those that can be done while the previous job is still running.

• Design the setup tooling [e.g., die, fixture, mold) and plan the setup method to permit
as much of the changeover procedure as possible to consist of external work elements.

• Use time and motion study to reduce the internal work elements to the fewest possible.
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TABLE26.1 Examples of Setup Reductions in Japanese and U.S. Industries

Setup Time Setup Time
Equipment eetore After Reduction Reduction (%)

Industry Type Reduction (min)

Japaneseautomolive tooo-ee press 4h, 3 98,7
Japanese diesel Transfer line 9.3hr 9 98.4
U.S. power tool Punch press 2h, 3 97.5
Japanese automotive Machine tool e nr 10 97.2
U.S. electric appliance 45-ton press 50min 2 96.0

• Eliminate or minimize adjustments in the setup. Adjustments are time consuming.
• Use quick-acting clamping devices instead of bolts and nuts.
• Develop permanent solutions for problems that cause delays in the setup.
• Schedule batches of similar part styles in sequence to minimize the magnitude of

changes required in the setup.
• Use group technology and cellular manufacturing it possible so that similar part styles

are produced on the same equipment.
• Design modular fixtures consisting of a base unit plus insert tooling that can be quick-

ly changed for each new part style.

EXAMPLE 26.5 Elfect of Setup Reduction on EOQ and Inventory Cost

Let us determine the effect on economic balch size and total inventory costs of
reducing setup time in Example 26.3. Given in that example are the following:
annual demand = 15,000 pc/yr, unit cost = $20. holding cost rate = 18%/yr,
setup time = 5 hr, and cost of downtime during setup = $150/hr. Suppose it
were possible to set up time from 5 hr to 5 min. (This kind of reduction is not
so far-fetched, given the data in Table 26.1.) Determine the economic order
quantity and total inventory cost for this new situation.

Solution: Setup cost C,,, = (5/601 X $150"" $12__'iO_ Holding cost per unit remains at
$3.60. From the EOO formula, we have

J2(15000)(12.50)
EOO = - 323 units

3.60

This is a significant reduction from the 2500-pc batch size in the previous ex-
ample. Total inventory costs are computed as follows:

TIC = 0.5(3.60)(323) + 12.50(15,000/323) = $1162.

This is an 87% reduction from the previous value of $9000.

26.7.3 Stable and Reliable P,oduetion Ope,ations

Other requirements for a successful JIT production systems include: (1) stable production
schedules, (2) on-time delivery, (3) defect-free components and materials, (4) reliable pro-
duction equipment. (5) a workforce that is capable, committed, and cooperative, and (6) a
dependable supplier base.
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Stable Schedule. Production must flow as smoothly as possible, which means min-
imum perturbations from the fixed schedule. Perturbations in downstream operations tend
to be magnified in upstream operations. A 100/,change in final assembly may translate into
a 50Ll:. change in parts production operations due to overtime, unscheduled setups, varia
rions [rom normal work procedures. and other exceptions, Hy maintaining a constant MPS
O"er lirllo.:.smooth work Flowis achieved. and disturbances in production arc rnlntrnlzed

On- Time Delivery, Zero Defects, and Reliable Equipment. Just-in-time pro.
ducuon requires near perfection in on-time delivery, parts qualny, and equipment relia
hility, Because ofthe small lot sizes used in lIT. parts must be delivered before stock-outs
occur at downstream stations. Otherwise. these stations are starved for work.and produc-
tion must be stopped

lIT requires high quality in every aspect of production. If defective parts are pro-
duccd. they cannot be used in subsequent processing or assembly stations, thus interrupt-
ing work at those stations and possibly stopping production. Such a severe penalty forces
a discipline of very high quality levels (zero defects) in parts fabrication. Workers are
trained to inspect their own output to make sure it is right before it goes to the next oper-
ation.In effect.this means controlling quality during production rather than relying on in
specters to discover the defects later. The Japanese use the word Jidoka in their quality
control procedures. Roughly translated, it means "stop everything when something goes
wrong"[2j

JIT also requires highly reliable production equipment. Low WIP leaves little room
for equipment stoppages. Machine breakdowns cannot be tolerated in a JIT production sys-
tem. The equipment must he "designed for reliability." and the plant that operates the
equipment must have a well-planned preventive maintenance program.

Workforce and Supplier Base. Workers in a JIT production system must be co-
operative. committed, and cross-trained. Small batch sizes means that workers must be
willing and able to perform a variety of tasks and to produce a variety of pan styles at their
workstations. As indicated above, they must be inspectors as well as production workers to
ensure the quality of their own output. They must be able to deal with minor technical
problem, that may be experienced with the production equipment so that major break-
downs are avoided.

The suppliers of raw materials and components to the company must be held to the
same standards of on-time delivery, zero defects, and other lIT requirements as the com-
pany itself. New policies in dealing with vendors are required for JlT. These polices in-
clude: (I) reducing the total number of suppliers, thus allowing the remaining suppliers
to do more business: (2) entering into long-term agreements and partnerships with sup-
pliers. so that suppliers do not have to worry about competitively bidding for every order;
(3) establishing quality and delivery standards and selecting suppliers on the basis of
their capacity to meet these standards; (4) placing employees into supplier plants to help
those suppliers develop their own JIT systems; and (5) selecting parts suppliers that are
located near the company's final assembly plant to reduce transportation and delivery
problems.

[11 0. LYONS, Shop Floor Control Systems.
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Inventory Control

26.1 The annual demand for a certain part is 2000 units.The part is produced in a batch model
manufacturing system. Annual holding cost per piece is $3.00.1t takes 2 hr to set up the ma-
chine to produce this part, and cost of system downtime is $150/hr. Determine (a) the most
economical batch quantity for this part and (b) the associated total inventory cost

26.2 Annual demand for a made-to-stock product is 60,000 units. Each unit costs $8.00, and the
annual holding cost rate > 2470. Setup time to change over equipment for this prod-
l1Ct~ 6 hr, and the downtime cost of the equipment - $120/hr. Determine: (a) economic
order quantity and (b) total inventory costs.

26.3 Demand fur a certain product is 25,000 units/yr. Unit cost e $10,00. Holding cost
rate > 30%/yr. Changeover (setup) time between products = 10.0 hr. and downtime cost
during changeover = $150/hr. Determine: (a) economic order quantity, (b) total inventory
costs, and (c) total inventory cost per year as a proportion of total preduction costs,

26.4 A part is produced in batch"s of size = 3000 pieces. Annual demand = 60,000 pieces, and
piece cost = $5.00. Setup time to run a batch = 3.0 hr. cost of downtime on the affected
equipment is figured at $200jhr, and annual holding cost rate = 30%.What would the an
nualsavings be if the pan were produced in the economic order quanti ty?

26.5 In the previous problem, (a) how much would setup time have to be reduced to make the
balet. size 013UOOpieces equal to the economic order quantity? (b) How much would total
inventory costs he reduced if the EOQ = 3000 unus compared Withthe EOQ calculated in
the prevlOus probl"m? (c) H{>wmuch would total inventory COStsbe reduced if the setup
time were equal to the value obtained in part (a) compared with the 3.0 hr used in the pre-
vious problern?
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26.6

26.7

26.8 A variety 01assembled products arc made in batches un a batch model assembly line. Every
time a different product is produced, the line must be changed over, which causes lost pro-
ducucn time.The assembled product of interest here has an annual demand of 12,000units
The changeover time to set up the Imc for this product i56.0hr,The cornpany figures that
the hourly rate for lost production tIme on the line due to changeovers is $200/hr. Annual
holding cost for the product is $7.00/product.Thc product is cutrentiy rnade in batches of
1DOOunits for shipment each month to the wholesale distributor. (a) Determine the total an-
nual inventory COolfor this producl in hatch sizes of llJOCluuits.(b) Determine the econom-
ic batch quanuty for this product (c) How often would shipments be made using this EOQ?
(d) How milch would the company save ill annual inventory costs if it produced batches
equaltotheEOQratherthanlOOllunits?

26,\1 A two-bin approach i.1used to control inventory for a certain tow-cost hardware item, Each
bin holds 500 units uf the item. When one bin becomes empty, an order for 500 units is re-
leased 10replace the sl('ck m that bin The order lead time is slightly less than the time it takes
IOdepleleth.c~tockinonebin.Accordingly,lhechanceofastock-out is low, and the aver-
age inventory level of the item is about 250 units.perhaps slightly more.Annual usage of the
item = 6000 units. Ordering cost c" $40. (a) what is the imputed holding cost per unit for
this item. based on the data given? (b) If the actual annual holding cost per unit is $0.05,what
lot size should be ordered? (c) Huy, much does the current two-bin approach cost the com-
pany per year compared with using the economic order quantity?

26.111 A work part costing $80 is processed through the factory. Tbe manufacturing lead time for
the part is 12 wk, and the total time spent in processing during the lead time is 30 hr for all
operauons at a rate of $35/hr. Nonoperation costs total $70 during the lead time. The hold-
ing cost rate used by the company for WIP is 26%.The plant operates 40 hr/wk, 52 wk/yr.
If this part is typical of the 200parts/wk processed through the factory.determine thefol-
lowing:(a) the holding cost per part during the manufacturing lead time and (b) the total an-
nual holding costs 10the factory. (c) If the manufacturing lead time were to be reduced from
12 wk to 8 wk, how milch would the total holding costs be reduced on an annual basis?

26.11 A batch of large castings is processed through a machine shop. The batch size is 20.Each raw
casting costs $175. There are 22 machining operations performed on each casting at an av-
erage operation time of Il.Shryoperation. Setup rime per operation averages 5 hr.Tue cost
Tale for the mach inc and labor is$40/hr. Nonoperation costs (inspection, handling between
operations. etc.) average $5/operalion per part. The corresponding nonoperation time be"
tween each operation averages two working days.The shop works five 8 hr day/wk. 52 wk/yr.
Interest rate used by the company is 25% for investing in WIP inventory, and storage cost
rate is 14% of the value of the item held. Both of these rates are annual rates. Determine the
follo\Ving:(a) manufa.tur;ng lead time for the batch of castings; (b) tolill cost 10the shop of
each casting when it j,. ooHlpkletl, inciuding the holding cost.and (c) total hoJdingcost of the
batch 'or the time it spends in the machine shop as WIP.
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Material Requirements Planning

26.12 Using the master schedule of Figure 26.2(b) and the product structures in Figures 26.4 and

26.5,determine the time-phased requirements for component C6 and raw material M6. The
raw material used in component C6 is M6. Lead time, are as follows: for PI, assembly lead
lime = 1 wk.for P2,assembly lead time = 1 wk;for 52,assembly lead time = 1 wk;forS3
assembly lead time = 1 wk: for C6, manufacturing lead time = 2 wk; and for M6, ordering
lead time = 2 wk. Assume that the current inventory status for all oflhe above items iszero
units on hand and lew units on order. The format of the solution should be similar to that

presented in Figure 26.7
26.13 Solve Problem 26.12 except that the current inventory on hand and on order for 53, C6, and

M6 is as follows: for 53, inventory un hand = 2 units, and quantity on order = 0; for C6, in-
ventory on hand = 5 units, and quantity on order = 10 for delivery in week 2;and for M6
inventory on hand = 10 units, and quantity on order = 50 for delivery in week 2

26.14 Material requirements are to be planned for component C2 given the master schedule for
PI and P2 in Figure 26.2(b) and the product structures in figures 26.4 and 26.5. Assembly
lead time for products and subassemblies (P and S levels) = 1 wk, manufacturing lead times
for components (C level) = 2 wk, and ordering lead time for raw materials (M level) = 3 wk
Determine the time-phased requirements for M2, C2, and 31. Assume there are ne cum
men use items other than those specified by the product structures for PI and P2 (Figure!
7/l.4~nrl26 5). and that all on_hand inventories and scheduled receipts are zero. Use a for
mat similar to Figure 26.7, Ignore demand beyond period 10

26.L'i Requirements are to be planned for component C5 in product PI. Required deliveries for
Pl are given in Figure 26.2(b), and the product structure for Pl is shown in Figure 26.4.As-
sembry lead time for products and subassemblies (P and 3 levels) = 1 wk, manufacturinglead
limes for components (C level) = 2 wk, and ordering lead time for raw materials (M
level) = 3 wk. Determine the time-phased requirements for M5, C5, and 52 to meet the
master schedule. Assume no common use items. On-hand inventories are: 100 units for M5
and 50 unit, for C5, 0 units for 52.Scheduled receipts are zero for these items. Use a format
similar to Figure 26.7. Ignore demand for PI beyond period 10.

26.16 Solve previous Problem 26.15 except that the following additional information is known
scheduled receipts ofM5 are 50 units In week 3 and 50 units in week 4.

Order SchedUling

26.17 It is currently day 10 in the production calendar of the XYZ Machine Shop. Three orders
(A, S, and C) are to be processed at a particular machine tool. The orders arrived In the se-
quence A-B-C. The following table indicates the process time remaining and production
calendar due date for each order'

Remaining Process
Order Time (day) Due Date

4 Day 20
16 Day 30
6 Day1a

Determine the sequence of the orders that would be scheduled using the following pri-
ority control rules: (a) first-come-flrs.t-serve.d,(b) earliest due date, (c) shortest processing
llme, (d) least slack time, and (e) criticalratio

26.18 In ~ro?lem 26.17, for each solution, (a)-(e). determine which jobs are delivered on time and
which jobs are tardy.
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Setup lime Reduction

26.19 The following data apply to sheet metal parts produced at a stamping plant that serves a final
assembly plant in the automotive industry. The data are average values representative of
the parts made at the plant. Annual demand e 150,OUOpieces (for each part produced): av-
erage cost pel piece > $20, holding cost > 25%, changeover (setup) time for the press-
es = 5 hr, and cost of downtime on any given press - $2oo/hr. (a) Compute the economic
batch size and the total annual inventory cost for the data. (b) If the changeover time could
be reduced to 30 min, compute the economic batch size and the total annual inventory cost

26.20 Given the data in the previous problem, it is desired to reduce the batch size from the value
derennined in that problem to 600 pieces, consistent with the number of units produced
daily by the final assembly plant served by the stamping plant. Determine the changeover
time that would allow the economic batch size in stamping to be MJOpieces.What is the cor-
responding total annual inventory cost for this batch size?

26,21 Annual demand for a part is 500 units. The pan is currently produced in batches. It takes
2.0 hr to set up the production machine for this part, and the downtime during setup costs
$125ihr. Annual holding cost for the part is $5.00.The company would like to produce the
part using a new flexible manufacturing system it recently Installed. This would allow the
company to produce this part as well as others on the same equipment. However.changeover
time must be reduced to a minimum. (a) Determine the required changeover (setup) time
to produce this part economically it, batell SIzes of 1 urnt. (b) lfthc part were to be produced
in batch sizes of 10 units instead of 1 unit, what is the implicit changeover time for this batch
quantity? (c) How much are the annual total inventor}' costs to the company when the batch
size = 1 unit?
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27.2.1 Market Forces and Agility
27.2.2 Reorganizing the Production System for Agility
27.2.3 Managing Relationships for Agility
27.2.4 Agility Versus Mass Production

27.3 Comparison of Lean and Aglle

TWo new systems of doing business in manufacturing have evolved in recent decades: lean
production and agile manufacturing. One might argue that these new systems represent par-
adigm shifts from mass production. Lean production can be traced to the 19605 in Japan,
when Toyota Motors started innovating changes in mass production to deal with its do-
mestic automotive market. The term "lean production" was coined around 1989 with the
popularity of the book, The Machine that Changed the World [18], written by researchers
at the Massachusetts Institute of Technology (MIT). Agile manufacturing originated from
a research study at Lehigh University in the early 1990s.This study attempted to peerinto
the future to answer the question: What things would successful manufacturing companies
be doing in 15 years? What they discovered was that successful companies were already
doing these things.

We identify lean and agile as "new systems of doing business." They have their ori·
gins in manufacturing. However, as we shall see in the present chapter, lean and agile prln-
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27.1 LEAN PRODUCTION

Lean production is a term that embraces many of the topics that we have covered in ear-
lier chapters, topics such as flexible manufacturing, minimizing work-in-process, "pull" sys-
tems of production control, and setup time reduction. The term itself was coined by MIT
researchers to describe the collection of efficiency improvements that Toyota Motors un-
dertook to survive in the Japanese automobile business after World War II (Historical
Note 27.1). Because of its origins at Toyota Motors, the same collection of Improvements
has also been called the "Toyota production system' [12]'[13].

Historical Note 27,1 Lean production

The person given credit for initiating many of the methods of lean production wa~e'Iovota chief
engineer named Taiiehi Ohno (l912-1990). In the post-world War II period, the Japanese au-
rornotrvc industry had to basically start over. Ohno visited a U.S.auto plant to Jearn American
production methods. At that time, the car market in Japan was much smaller than in the U.S.,
so a Japanese automotive plant could not afford the largeproduc tion runs and huge work-in-
procels inventories that we had here. (As it turns out. OUr plants cannot afford them any longer
cithcr.) Ohno knew that Toyota's plants needed to be more flexible. Also, space was (and is)
very precious in Japan. These conditions. as well as Ohno's apparent aversion to waste in any
furm (mllda, as the Japanese call it). motivated him to develop some of the basic ideas and
procedures that have come \0 be known as lean production. Over the next several cecades.he
and his colleagues perfected tbcsc ideas and procedures, which incluced just-in-time produc-
lion and the ktmban system of production control. smoothed production, setup time reduction,
quality circles, and dcdkated adherence to statistical quality control

Ohnohimselfdidnot~olOtheteJm"leanproduetion"todescribethcoolJectionofactions
taken at Toyota to impl'Oveproduction efficiency. In fact, he titled his book, The Toyota Pro-
ductton System: Beyond Ltll'geScale Production [13J. The term "lean production" was coined
by researchers at MIT to describe the activities and programs that seemed to explain Toyota's
success: the effine,nry with which they rrouuceu can; and th"'lua1ity ofthecllThlheyproduced

The MIT research project came to he known as the International Motor Vehicle Program
(IMVP). Included in the research was a survey of 87 automobile assembly plants throughout
the world. The research was popularized by the book The Machine rhllt Chllnged rh~ World
IJ8j. In the subtitle ofthc book was the tcrm"leimprcduction"

Let us provide two definitions of lean production. Our first definition is a paraphrase
of two of the authors of The Machine that Changed the World. Womack and Jones define
lean as doing "more and more with less and less-less human effort, less equipment, less
time, and less space-while coming closer and closer to providing customers with exactly
what they want"[19]. We are taking some liberties in using this quote, It comes from their
book ritled Lean TlJinking (p. 15), and they use these words to define "lean thinking,"
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which is lean production but expanded in scope to include distribution and other functions
beyond the factory.

The second definition is developed to introduce our discussion of the principles of lean
production. Lean production can he defined as an adaptation of mass production in which
workers and work cells are made more flexible and efficient by adopting methods that re-
duce waste in all forms. According to another author of The Machine that Changed the
World, lean production is based on four principles [14]:

1. minimize waste
2. perfect first-time quality
3. flexible production lines
4. continuous improvement

Let us explain these principles and at the same time compare Jean production with its pre-
decessor, mass production. The comparison is summarized in Table 27.1.

Minimize Waste. All four principles of lean production are derived from the first
principle: minimize waste. 'Iaiichi Ohno's list of waste forms can be listed as follows [13J:
(1) producti{ln of defective parts, (2) production of more than till: number uf items need-
ed, (3) unnecessary inventories, (4) unnecessary processing steps, (5) unnecessary movement
of people, (6) unnecessary transport of materials, and (7) workers waiting. The various pro-
cedures used in the Toyota plants were developed to minimize these forms of waste. A
number of these procedures have been discussed in previous chapters. For example, lean
principle 2 (perfect first-time quality), discussed next, is directed at eliminating produc-
tion of defective parts (waste fonn 1). The just-in-time production system (Section 26.7) was
intended to produce no more than the minimum number of parts needed at the next work-
station (waste form 2). This reduced unnecessary inventories (waste fonn 3). And so on,
as we will see now.

Perfect First-Time Quality. In the area of quality, the comparison between mass
production and lean production provides a sharp contrast. In mass production, quality con-
trol is defined in terms of an acceptable quality level or AQT. (Section 22.2.1). This means
that a certain level of fraction defects is sufficient, even satisfactory. In lean production, by
contrast, perfect quality is required. The just-in-time delivery discipline (Section 26.7) used
in lean production necessitates a zero defects level in parts quality, because if the part de-
livered to the downstream workstation is defective, production stops. There is minimum in-

TABLE 27.1 Comparison of Mass Production and lean Production

Mass Production Lean Production

Inventory buffers
.rust-tn-cese oeuvertes

Minimum waste
Minimum inventory
Just-in-timedeliveries
Perfect first-time quality
worker teems
Worker involvement
Flexible production systems
Continuous improvement

Acceptable quality level (AQU
Tavlorisrn
Maximum efficiency

Ifilain'l broke, don't fix it
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ventory III a .ean system to act as a buffer. In mass production, inventory buffers are used
just in case these quality problems occur. The defective work uruts are simply taken off
the line and replaced with acceptable units, However, the prohlem is that such a policy
tends to perpetuate the cause of the poor quality. Therefore, defective parts continue to be
produced. In lean production. a single defect draws attention to the quality problem, forc-
ing corrective action and a permanent solution. WOrl<..eISinspect their OWl! production.
minimizing the delivery of defects to the downstream production station

Flexible Production Systems. Mass production is predicated largely on the prin-
ciples of Frederick W. Taylor. one of the leaders of the scientific management movement
in the early 1901}s(Historical Note 2.1). According to Taylor, workers had to be told every
detail of their work methods and were incapable of planning their own tasks. By compar-
ison.Iean production makes use of worker teams to organize the tasks to be accomplished
and worker involvement to solve technical problems. One of the findings reported in The
Machine thai Changed the World was that workers in Japanese "lean production" plants
received many more hOUTSof training than their U.S, counterparts (380 hours of training
vs.46 hoursj.Another finding was the lower number of job classifications in Japanese lean
plants. The study showed an average of 11.9 job classifications in Japanese plants versus an
average of 67.1 in L:.S. plants. Fewer job classifications mean more cross-training among
workers and greater nexttunty ill the work force

In mass production, the goal is to maximize efficiency. This is achieved using long
production runs of identical parts. Loeg production runs tolerate long setup changeovers,
In lean production. procedures are designed to speed the changeover. Reduced setup times
allow for smaller batch sizes. thus providing the production system with greater flexibility.
Flexible production systems were needed in Toyota's comeback period because of the
much smaller car market in Japan and the need to be as efficient as possible.

Continuous Improvement. In mass production, there is a tendency to set up the
operation, and ifitts working, leave it alone. Mass production lives by the motto.vlfit ain't
broke, don't fix it." By contrast. lean production supports the policy of continuous im-
provement. Called kaizen by tho Japanese, continuous improvement means constantly
searching for and implementing ways to reduce cost, improve quality, and increase pro-
ductivity. The scope of continuous improvement goes beyond factory operations and in-
volves design improvements as well. Continuous improvement is carried out one project
at a time. The projects may be concerned with any of the following problem areas: cost re-
duction.qualiry improvement, produetivit y improvement, setup time reduction, cycle time
reduction, manufacturing lead time and work-in-process inventory reduction, and im-
provement of product design to increase performance and customer appeal. The proce-
dure for carrying out a continuous improvement project in the quality area is outlined in
Section 21.4.2, Similar procedures can be applied to other problem areas.

27.2 AGILE MANUFACTURING2

As a.n ohse.rved "system of doing business:' agile manufacturing emerged after lean pro-
duction (Historical Note 27.2) yet shares many aspects, as we shall see when we compare
the two. in Section 27.3: Agile manafeauring can he defined as (1) an enterprise level man-
nfacturmg strategy ofmtroducmg new products into rapidly changing markets and (2) an

'Thj,sC~lion ••ba,ed largely on [81 and [91



836 Chap. 27 I Lean Production and Agile Manufacturing

organizational ability to thrive in a competitive environment characterized by continuous
and sometimes unforeseen change,

Historical Note 27.2 Agile manufacturing

In 1'1'11. an indmtry-ledsludyw3saccomplished underlhe auspices of the Iacocca Institute

at Lehigh University. The study was sponsored by the United States Navy Mantecb Program
and involved 13 u.s. comparues.l The objective of the study was to consider what thee har-
acterisncs will be that successful manufacturing companies will possess In the year 2006. By
the time the study was completed, more than 100 companies had participated in addition to
the origmal 13. The report of the study was entitled 21st Century Manufacturing Enterprise
Study. The term "agile manufacturing" was coined to describe a new manufacturing para-
digm that was recognized as emerging to replace mass production, Key findings of the study
included the following

• A new competitive environment is emerging that is forcing changes in manufacturing sys-
terns and organizations

• Agile companies that can rapidly respond [0 demand for customized products will have
competitive advantage in this environment.

• Agllilyrequire.inlegralionof,(l) f1exibleproduction lechnol ogic"-(2)knowlcdge,,,blc
work force, and (3) management structures that encourage coopera tive initiatives in-
ternally and between firms

• The American standard of living is at risk unless tts.tndusrry can J ead rhe transition to
agile manufacturing.

Three.of the principals involved in the 1991study went on to write a book that is generally rec-
ognized as the definmitive work on agility.Their book is titled Agile Competitors and Virtrl-
afOrganlwtions,published in 1995 [8]

The 1991 study identified four principles of agility" Manufacturing companies that are
agile competitors tend to exhibit these principles or characteristics. The four principles are:

1. Organize to Moster CfUlnge-"An agile company is organized in a way that allows
it to thrive on change and uncertainty'? In a company that is agile, the human and
physical resources can be rapidly reconfigured to adapt to changing environment and
market opportunities.

2. Leverage the Impact of People and Informatlon~In an agile company, knowledge
is valued, innovation is rewarded, authority is distnbuted to the appropriate level of
the organization. Management provides the resources that personnel need. The or-
ganization is entrepreneurial in spirit. There is a "climate of mutual responsibility for
jolnt succesa'"

"Companies panicipating in the 211'1 Century Manu!nCluri"g E,mrprlSe Study were:Air Products & Otem-
kals,AT&T, Boemg. Chry,ler, FMC, General Eleclric. Geueral Motors, IBM, Kingsbury Corp., Motorola, Texa,
Instruments. TRW. and Wemnghm"e

'Tho fUUJ principle •.as we have call~d tham here. are ref.rred to as the tour dimenSIOn> of agility in [8]

'See nole 5 ahoye
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3. Cooperate to Enhance Competitiveness-"Cooperation-intern~lly and with other
companies-is an agile competitor's operational strategy of first choice."? The objec-
tive is to bring products 10 market as rapidly as possible. The required resources and
competencies (Ire found and melt wherever they exist. This may involve partnenng
with other companies, possibly even competing companies. to form virtual enter-
prises {Secncn 27.2.3)

4. Enrich the Cu.\'tomer--"An agile company is perceived by its customers as enriching
them in a significant way. not only itsclf.'" The products of an agile company are per-
ceived as solutions to customers' problems. Pricing of the product can be based on -he
value of the solution to the customer rather than on manufacturing cost

A~ our definition and the list of four agility principles indicate, agile manufacturing
involves more than Just manufacturing. It involves the firm's organizational structure, it
involves the way the firm treats it people. it involves partnerships with other organizations,
and it involves relationships with customers. Instead of "agile manufacturing," it might be
more appropriate to just call this new system of doing business "agility:"

27.2.1 Market Forces and Agility

A number of market forces Can be identified that are driving the evolution of agility and
agile manufacturing in business. These forces include:

• Intensifying competilion-Signs of intensifying competition include (I) global com-
petition, (2) decreasing cost of information, (3) growth in communication technolo-
gies.(4'! pressure to reduce time-to-market, (5) shorter product lives. and (6) increasing
pressures on costs and profits

• Fragmentation of mass markets-Mass production was justified by the existence of
very la-ge markets for mass-produced products. The signs of the trend toward frag-
mented markets include: (1) emergence of niche markets, for example, different sneak-
ers for different sports and nonsports applications; (2) high rate of model changes;
(3) declining barriers to market entry from global competition; and (4) shrinking win-
dows of market opportunity. Producers must develop new product styles in shorter
development periods.

• Cooperative business relationships-There is mare cooperation occurring among
corporations in the United States. The cooperation takes many forms. including'
(1) increasing inter-enterprise cooperation, (2) increased outsourcing, (3) global sourc-
ing. (4) improved labor management relationships. and (5) the formation of virtual
enterprises among companies. One might view the increased rate of corporate merg-
ers that are occurring at time of writing as an extension of these cooperative rela-
tionships.

• Changing customer expectations-Market demands are changing. Customers are be-
coming more sophisticated and individualistic in their purchases. Rapid delivery of

'See note 5 above
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the product. support throughout the product life. and high quality are attributes ex-
pel:kd hy the customer of the product and of the company that manufactured the
product. Quality is no longer the basis of competition that it was in the 1970s and
19S0s.Today·~products me likely to have an increased information content.

• Increasing societal pressures-Modern companies are expected to he responsive tel
social issues, including workforce tr-aining and education, legal pressures, environ-
mental impact issues. gender issues, and civil rights issues.

Modern fir-ns are dealing with these market forces by becoming agile. Agility is a
strategy for profiting from rapidly changing and continually fragmenting global markets for
customized products and services. Becoming agile is certainly not the only objective of the
firm. There are important other objectives, sueh as making a profit and surviving into the
future. However. becoming more agile is entirely compatible with these other objectives.
Indeed, becoming agile represents a working strategy for company survival and future
profitability.

How coes a company become more agile? Two important approaches are: (1) to reo
organize the company's production systems to make them more agile and (2) to manage
relationships differently and value the knowledge that exists in the organization. Let us
examine each of these approaches in a company's operations as it seeks to become an agile
manufacturing firm.

27.2.2 Reorganizing the Production System for Agility

Companies seeking to be agile must organize their production operations differently than
the traditional organization. Let us discuss the changes in three basic areas: (1) product
design. (2) marketing, and (3) production operations.

Product Design. Rcorganiarng production for agility includes issues related to
product design. As we have noted previously, decisions made in product design determine
approximately 70'1(,of the manufacturing cost of a product. For a company to be more
agile, the design engineering department must develop products that can be characterized
as follows'

• Cuetomtzabte, Products can be customized for individual niche markets. In some
cases, the product must be custornizable for individual customers.

• Upgradeebte. It should be possible for customers who purchased the base model to
subsequently huy additional options to upgrade the product.

• ReconfigurabJe. Through modest changes in design, the product can be altered to
provide it with unique reaturcs.A new model can be developed from the previous
model without drastic and time-consuming redesign effort.

• Design modularity. The product should be designed so that it consists of several
modules (e.g .. subassemblies) that can he readily assembled to create the finished
item. In this way. if a module needs to be redesigned, the entire product does not re-
quire redesign. The other modules can remain the same

• Frequent model changrs wiunu stable market families. Even for products that succeed
in the marketplace. the company should nevertheless introduce new versions of the
product to remain competitive.
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In addition. the company must achieve rapid. cost-effective development of new products,
and it must have a life cycle design philosophy (the life cycle running from initial concept
through production. distribution, purchase. disposal. and recovery).

Marketing. A company's design and marketing objectives must be closely linked
The best efforts of design may be lost if the marketing plan is flawed. Being an agile mar-
keting company suggests the following objectives. several of which arc related directly to
the preceding product design attributes

• Aggressive and proactive product marketing. The sales and marketing functions of
the firm should make change happen in the marketplace. The company should bc
the change agent that introduces the new models and products

• Cannibalize successful products. The company should introduce new models to re-
place and obsolete its most successful current models.

• Frequent new product introductions. The company should maintain a high rate of new
product introductions.

• Life cycle product support. The company must provide support for the product
throughout its life cycle

• Pricing b_1'customer value. The price of the product should be established according
to its value to the customer rather than according to its own cost.

• Effective niche market competitor. Many companies have become successful by com-
peting effectively in niche markets.Using the same basic product platform, the prod-
uct has been reconfigured to provide offerings for different markets. The sneaker
industry is a good example here

• Platforms for information and services. Depending on the type of product offering.
it should include of information and service. Information and service

tho

form ot a 1

Production Operations. A substantial impact on the agility of the production sys-
tem can be achieved by reorganizing factory operations and the procedure, and systems
that support these operations. Objectives in production operations and procedures that
are consistent with an agility strategy are the following:

• Be a cost-effective, low-volume producer. This is accomplished using flexible pro-
duction systems and low setup times.

• Be able to produce to customer order. Producing to customer order reduces inven-
tories of unsold finished goods

• Master mass customtzatton, The agile company is capable of economically produc-
ing a unique product for an individual customer

• Use reco1lfigurable and rew,ubJe processes, tooling, and resources .Examples include
computer numerical control machine tools, parametric part programming, robots that
arc reprogrammed for different jobs, programmable logic controllers, mixed-model
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production lines, and modular fixtures (fixtures designed with a group technology
approach, which typically possess a common base assembly to which are attached
components that accommodate the different sizes or styles of work units).

• Bring customers c101J'erto the production process. Provide systems that enable eus
tamers to specify or even design their own unique products. As an example, it has
become vel)' L:UlIlIllUIl in the perxunal computer market for customers to be able to
order exactly the PC configuration (monitor size, hard drive, and other options) and
software that they want.

• Integrate bustness procedures with production. The production system should in-
clude sales.marketing, order entry, accounts receivable, and other business functions
These functions are included in a computer integrated production planning and con-
troJ system based on manufacturing resource planning (MRP II, Section 26.6)

• Treat production as a system that extendsfrom suppliers through to customers. The
company's own factory is a component in a larger production system that includes sup-
pliers that deliver raw materials and parts to the factory. It also includes the suppli-
ers' suppliers.

To summarize, some of the important enabling technologies and management prac-
tices to reorganize the production function for agile menufactur'iug <trclisted in T<tble27.2.

27.2,3 Managing Relationships for Agility

Cooperation should be the business strategy of first choice (third principle of agility). The
general policies and practices that promote cooperation in relationships and, in general,pro-
mote agility in an organization include the following:

• management philosophy that promotes motivation and support among employees
•.trust-based relationships

• empowered workforce

TABLE 27.2 Enabling Technologies and Management Practices for Agile Manufacturing

Enabling technologies Computer numerical control (Chapter 6*)
Direct numerical control (Chapter 6}
Robolics(Chapter7)
Programmable logic controllers (Chapter 8)
Group technoloqv and cellular rnanufacturlnq (Chapter 15)
Flexible manufacturing systems (Chapter 16)
CAD/CAM and CIM (Chapter 24)
Rapid prolotyping (Section 24.1)
Computer-aided process planning (Section 25.2)
Concurrent engineering (Seetion25.3)
Manufacturing resource planning (Section 26.6l
Just-in-time production systems (Section 26.71
Reduced setup and changeover times (Section 26.7.2}
Shorter producl developmant tlrnes 10 increase

respo.nsiveness and flexibility (Chapter 24J
Production beseo on orders rather than forecasts
Lean production ISection27.tJ

Enabling management
practices

"Texlchaple'or'e.:lionwhe'ethis!opic"discu'sed.
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• shared responsibility for success or failure
• pervasive entrepreneurial spirit

There arc two differcnrtvpes uf relationships that should be distinguished in the con-
~~~~,;'~,~;~':;~~"~i,nternal relationships and (2) relationships between the company and

Internal Relationships. Internal relationships arc those that exist within the firm.
between coworkers and between supervisors and subordinates. Relationships inside the
firm must be managed to promote agility. Some of the important objectives include
(1) make the work organization adaptive. (2) provide cross-functional training, (3) en-
courage rapid partnership formation. and (4) provide effective electronic communications
capability

External relationships. External relationships are those that exist between the
company and external suppliers. customers, and partners, It is desirable to form and culti-
vate external relationships for the following reasons: (1) to establish interactive. proactive
relationships with customers; (2) to provide rapid identification and certification of sup-
pliers: (3) to install effective electronic communications and commerce capability; ilnd
(4) to encourage rapid partnership formation for mutual commercial advantage,

The fourth reason raises the issue of the virtual enterprise. A virtual enterprise (the
terms virtual organization and virtual corporation are also used) is defined as a tempo-
rary partnership of independent resources (personnel, assets. and other resources) intended
to exploit a temporary market opportunity. Once the market opportunity is passed and
the objective is achieved. the organization is dissolved. In such a partnership, resources are
shared among the partners. and benefits (profits) are also shared. Virtual enterprises arc
sometimes created by competing firms.

The formation of a virtual enterprise bas the foliowmg potential benefits: (1) It may
provide access to resources and technologies not available in-house, (2) it may provide ac-
cess to new markets and distribution channels. (3) it may reduce product development
time, and (4) it accelerates technology transfer. Some of the guidelines and potential prob-
lems associated WIth virtual enterprise are listed in Table 27.3.

Valuing Knowledge. We must begin discussion of this topic by stating a funda-
mental premise. It is that the people in an organization, their skills and knowledge and their

TABLE 27.3 Virtual Enterprises: Guidelines and Problems

Guidelines •Marry well; choose the right partners for good reasons.
• Play fair win; win opportunity for all concerned
•Put your best people into these relationships,
•Define the objectives.
•Build a common infrastructure.

Problems •legal issues-protection of intellectual property rights.
• How to valuate each participant's contribution, so profits can be equrtab'v

snared.
• Reluctance of companies to share proprietary information.
•Loss of competitive advantage by sharing knowledge
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ability to use information effectively and innovatively, are disungulshing characteristics of
an agile competitor. To whatever extent tOISpremIse applies to IIgiven organization. the skill
and knowledge base must be encouraged, developed. and exploited for the good of the or-
ganization. Some of the important objectives include: (1) open communication and infor-
mation access, (2) openness to learning is pervasive in the organization, (3) learning and
knowledge nrc basic attributes of an organization's ability to adapt to change, (4) the or-
ganization provides and encourages continuous education and training for all employees,
and (5) there is effective management of competency inventory, meaning that the organi-
zation knows and capitalizes on the skills and knowledge of its employees.

27.2.4 Agility Versus Mass Production

Like lean production, agility is often compared with mass production. In this comparison
we must interpret mass production to include all of the requisites that made it successful,
such as the availability of mass markets and the ability to forecast demand for a given prod-
uct in such mass markets. Our comparison is summarized in Table 27.4. Let us elaborate on
the items listed in the table.

In mass production, companies produce large quantities of standardized products.
The purest form of mass production provides huge volumes of identical products. Over
the years, the technology of mass production has been refined to allow for minor variations
in the product (we call it "mixed-model production"). In agile manufacturing, the prod-
ucts are customized. The term used to denote this form of production is mass customize-
tion, which means large quantities of products having unique individual features that have
been specified by and/or customized for their respective customers. Referring to our PO
model of production in Chapter 2 (Section 2.3),

In mass production, Q is very large, P is very small, and

in mass customisation. P is very large, Q is very small (in the extreme Q '" 1),

where P = product variety (number of models), and Q "" production quantity (units of
each model per year).

Along with the trend toward more customized products, today's products have short-
er expected market lives. Mass production was justified by the existence of very large mar-
kets for its mass-produced goods. Mass markets have become fragmented, resulting in a
greater level of customization for each market.

In mass production, products are produced based on sales forecasts. If the forecast is
wrong. this can sometimes result in large inventories of finished goods that are slow in sell-

TABLE 27.4 Comparison of Mass Production and Agile Manufacturing

Mass Production Agile Manufacturing

Standardized products
Long market life expected
Produce to torecaer
Low information content
Single time sales
Pticlng by production cost

Customized products
Short market life expected
Produce to order
H:gh information content
Continuing relationship
Pricing by customer value
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ing. Agile companies produce to order: customized products for individual customers. In-
veuiorics of finished products are minimized.

Products today have a higher information content than products of yesterday. This is
made possible by computer technology. Think of the many products today that operate
based on integrated circuits. Nearly all consumer appliances are controlled by l C chips,
Modern automobiles use engine controllers that are based on microprocessors. The personal
computer market relies on the ability of the customer to be able to telephone an ROO nurn-
ber for assistance. The same is true of many appliances that are complicated to operate, for
example, video cassette recorders (VCRs). Manufacturers of rhesc appliances keep adding
more and more features to gain competitive advantage, further complicating the products

Single time sales was the expectation of the merchandiser before agility. The cus
tamer bought the product and was not expected to be seen again. Today, companies want
to nave continuing relationships with their customers, Automobile companies want their cus
torners to nave their new cars serviced at the dealer where the car was purchased. This
provides continuing service business for the dealer, and when the customer finally decide,
that the time is right to purchase a new car, the first logical place to look for that new car
is at the same dealer.

Finally, pricing of the product is traditionally based on its cost. The manufacturer cal-
culates the costs that went into making thE' product find adds a markup to determine thc
price (Example 2.8). But some customers are willing and able to pay more. The product may
be more valuable to them, especially if it is customized for them. The marketplace allows
different pricing structures for different customers. Instead of standard prices for everyone,
different prices are used, according to the value to the customer, The airline industry is a
good example of multi-level pricing structure. Tourists who fly and stay over Saturday night
pay sometimes one third the airfare of business travelers who travel round trip during the
same week. Automobiles produced in the same final assembly plant on the same body
frame can vary in price by two-to-one depending on options and nameplate. In the higher
education industry, we have different tuition rates for different students. We use a differ-
ent lexicon tor the lower rates than other industries use: We give a discount on the tuition
price and call it a scholarship.

27.3 COMPARISON OF LEAN AND AGILE

Lean production and agile manufacturing are sometimes compared, and in this final sec-
tion we attempt such a comparison. Are lean and agile really different? They certainly use
different statements of principles. The four principles of lean production are compared
with the four principles of agility in Table 27.S. We also compare the main features of the

TABLE 27.5 Four Principles of lean Production and Agile Manufacturing

Lean Production Agile Manufacturing

1, Enrichthecustorner

2 Cooperate to enhance competitiveness

3. Organize to master change

4. Leveragetheimpaetofpeopleand
information

1. Minimi.rewaste

2. Pertect first-tirne quajtty
3. Floxlbteproductton lines
4. Continuo uairnprovamanr
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TABLE 27.6 Comparison of Lean Production and Agile Manufacturing Anributes

Lean Production Agile Manufacturing

Enhancement of mass production Break with mass production; emphasis on mass
customization.

Greater flexibility for customized products

Scopeis enterprtse wtoe
Formation of virtual enterprises

Emphasis on thriVing in environment marked by
continuous unpredictable change

Acknowledges and attempts to be responsive
to change.

Flexible production for product variety
Focus on factory operations

Ernptvasts on supplier management

Emphasis on efficient use of resources

Relies on smooth production schedule

two systems in Table 27.6. The emphasis in lean seems to be more on technical and oper-
ational issues, whereas agility emphasizes organization and people issues. Lean applies
mainly to the factory. Agility is broader in scope, applicable to the enterprise level and
even beyond to the formation of virtual enterprises. One might argue that agility represents
an evolutionary next phase of lean production. Certainly the two systems do not compete.
If anything, agility complements lean. It extends lean thinking to the entire organization
Agility is to lean a, manufacturing resource planning is to material requirements planning.

If there is a difference between these two production paradigms, it is in the area of
change and change management. Lean tries to minimize change, at least external change.
It attempts to smooth out the ups and downs in the production schedule. It attempts to re-
duce the impact of changeovers on factory operations so that smaller batch sizes and lower
inventories are feasible. It uses flexible production technology to minimize disruptions
caused by design changes. By contrast, the philosophy of agility is to embrace change. The
emphasis is on thriving in an environment marked by continuous and unpredictable change.
It acknowledges and attempts to be responsive to change, even to be the change agent if
it leads to competitive advantage.

Is this distinction in the way change seems to be viewed in the two systems a funda-
mental difference? This author would argue that although there may be a difference in
viewpoint and perhaps strategy with regard to change, there is no difference in method or
approach. The capacity of an agile company to adapt to change or to be a change agent de-
pends on its capabilities to have a flexible production system, to minimize the time and
cost of changeover, to reduce on-hand inventories of finished products, and to avoid other
forms of waste. These capabilities belong to a lean production system. For a company to
be agile, Jl must also be lean.
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196-209

ASIRS,
.see Autornated storage
systems

Assembly:
automated,

see Automated assembly
definerl,13
design for assembly,

seeDcsignforasscmbly

typical products and
processes, 606, 608

Automated guided vehicles:
analysis of, 312-317
appiications,295-298
assembly systems, 524
FMS,473,482
technology of, 298-302
typesof,295-298

Automated production lines.
see Transfer lines

Automated storage systems:
analysis of, 344-352
AS/RS, 284, 336-342,
carousel storage systems,

284,342-344
FMS,472-475

Automatic data capture:
applications, 359, 813
available technologies,

358-360
bar codes, 361-370,813
comparison of techniques,

358,360
defined, 357
history,363
machine vision, 372
magnetic stripes, 371
optical character

recognition, 371-372
radio frequency

identification, 370-371
shop floor control, 813

Automatic identification:
and data capture,

see Automatic data
capture

flexible manufacturing
systems,3R7

process monitoring, 97

847
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Bowl feeders, 605

Bulk storage, 333-.134
Business functions. 7-8

C
CAD.

see Computer-Aided Design
CAD/CAM.12,176-177,

754,766
CAE,

see Computer-Aided
Engineering

CALR540
Calibration:

metrology, 714-715
products in QC testing, 687

CAM,
See computer-Aided
Manufacturing

Cameras in machine vision,
740-741

Capacity planning, 9, 797,
806-808

CAPP,
see Computer-Aided
Process Planning

Cart -on-track conveyors,
306-307.570

Carouse/systems:
assembly, 603,604
storage,.147._144,350_352

Cause and effect diagrams,
636,672,673

Cellular manufacturing:
benefits, 422, 441
defined, 421,434
machine cell design, 425,

435-439,447-452
medium quantity

production,6
objectives of, 434
quantitative analysis,

442--452
Center column machine, 577
Changeover, 6,387
Check sheets in SPC, 669-671
CIM,

see Computer-Integrated
Manufacturing

Automatic pallet changer.
401.407,473

Automat-e tool changing, 407

basic elements of systems,
63-71

defined, 9,61
history, 62-6J
inspection,692·694
levels of. 76-78. 80-81,94-96
manufacturing systems,

10.384-385
principles and strategies.

17-21,290
program of instructions,

66-69
reasons for automat.lug.

13-14
semi-automated versus

full} automated,377
singtc station cells, 399--404
transfer lines,

see Transfer lines
types of, 10-11

Availability, 45-46, 410, 313,330,
412-413

B
Balance delay, 532
Balancing (line) efficiency, 532,

535-536,538,539.541,543,547
Barcodes,361-370,1l13
Batch production:

assembrvnnes.szz
defined:6,29-30,41
EOQ,
see Economic order quantity

manufacturing lead time,
46-47

manufacturing systems, 386
numerical control, 141

Behind the tape reader, 135
Belt conveyors. 304, 569-570
Blocking ui' stations, 518·519.587
Boolean algebra, 261, 262
Bottleneck model, FMS,

488-502
Bottleneck station, 528, 594

Cluster analysis, 432. 442-447
CMM,

see Coordinate measuring
machines

CNC
see Numerical control

Combinational logic control
see Discrete control

Complexity, part or product
36-38

Component insertion
machines, 142-143

Composite part concept,
434-435

Computer-Aided Design,
12,754.755-764

Computer-Aided Engineering,
758

Computer-Aided Line
Balancing, 540

Computer-Aided
Manufacturing, 12, 754,
764-766

Computer-Aided Process
Planning, 764, 782-785

Computer-Integrated
Manufacturing, 12, 754, 764,
766-767

Computer numerical control, see
Numerical control

Computer process control:
background,88
capabilities,91-Y4
components, 107-1 18
computer numerical

control,
see Numerical
control

control requirements,
90-91

FMS,476-479
history,89-9O
levels of, 94-96
manufacturing systems,

380-381
types of, 96-106

Computer vision,
see Machine vision

COMSOAL,540
Concurrent engineering,

754,785-790



Contact input/output devices,
JI7·J[8

Conunuous uow
manufacturing.Ef.S

Continuous improvement,
392,834,835

Continuous path eomrol
numerical control, 125-127,

154-155,157-158,168-172
robotics, 219

Continuous production, 29
Continuous transport systems,

520
Contouring,

see Continuous path
Control:

computer control,
see Computer process
control

ccnunuous versus discrete,
82-88

control systems,
see Control system

discrete,
see Discrete control

factnry operationsSy
industrial,79-80

Control charts, 635, 636.
658-667

Control resolution. 185-188,
248-250

Control system:
automation element,

65,69-71
components, 107-118
continuous, 82-87
discrete,

see Discrete control
feedbackcontrol,69-71
numerical control, 179-185
open loop, 70-7 I
robot,218-220

Conveyors:
analysisof,317-321
assembly lines, 519-520
defined, 283, 303
FMS,473, 481,482
operations and features,

307-309
Coordinate measuring

machines, 143,720·734

Corrective action in SPC 676
Lust

estimating, 765
design for product cost,

789-790
equipment usage. .'i2-'i4
manufacturing, 48-52
numerical control, 145
product, 50
work-in-process, 818-821

Cranes, 283,309-311
Cutter offscr in NC,154-l55

D
Data collection system,

91-92,811-814
Dedicated FMS, 468·469
Dedicated storage, 331-332
Defect concentration

diagram,,6/1
Defect rate:

quantitative analysis in
inspection, 698-70l'i

single station cells.
410,412-413

Design:
modularity,

see Modular design
product design,

see Product design
Design for assembly:

automated assembly,
606-610

defined, 787-789
manual assembly, 524-525

Design for life cycle, 789-790
Design for manufacturing, 754,

787-789
Design for quality, 789
Design for product cost,

789-790
Diagnostics:

automation, 72-73
FMS,479
manufacturing systems, 381
numerical control, 130-131

Dial-indexing machines'
automated assembly,

603..{j04
machining, 568-569
mechanisms, 571-572

IndRX 849

Digital measuring instruments,
714

Digital-to-analog conversion,
115-116

Dimensional Measuring
Interface Standard, 727

Direct digital contro1.89,97-99
Direct numerical control, 129,

134-136
Directlabor.

see Human resources
Discrete-event simulation,

759,76fJ
Discrete control:

continuous versus discrete,
80-82

dcfined,87-88,257-258
ladder logic diagrams,

264-268,272-273
logic control, 258-264
PCs,

see Persona! computers
PLCs,

see Programmable logic
controllers

sequencing,264
Dispatching, 301, 809
Distributed control, 89, 99,

102-103,105-106,136-137
Distributed numerical control.

136-137
Division of labor,

see Specialization of lab OJ

Dual grippers, 221

E
Economic order quantity:

formula,814-817
setup reduction.gga

Efficiency:
assembly lines, 526, 529,

532
transfer lines, 582, 585-5R6,

587-594
line balance, 'i17
repositioning,529
worker, 410,412

End effectors, 220-221
Engineering workstations,

762-763
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Enterprise resource planning,
"22

EOQ.
vee Economic order quantity

ERP,
see Enterprise resource
planning

Error detection and recovery,
73-76,94

Evolutionary operations, 676
Exception handling. 94
Expert systems in CAPP, 784

,
Facilities,2
Facilities planning, 792-793
Factory data collection system.

811-814
J'eedbao.;k control:

control charts, 666-667
detlned,69-70
inspection. 693-694, 695
numerical control. 180,

183-185
regulatory control, 83-84

Feedforward control, 84
Finishing operations, 778
Finite element analysis,

758-759
Flshbone diagram, 672, 673
Fixed automation, 10-11
Fixed-position layout, 4
Fixed rate launching, 547-552
Fixed routing, 378,383, 384,

385
Flexible automation, 11
Flexibleaulomated

manufacturing system, 463
Flexible manufacturing

systems:
applications and benefits.

480-485
components, 469-479
computer control system,

476-479
conditions for, 461-462
criteria (tests) for, 464, 466
dellned,462
flexibility types, 465,466
GTceUtype,437

historv,461
layouts,473-476
lean production, 835
manufacturing systems

classification, 391
planning and implementation.

485-487
quantitative analysis,

487-504
types of, 464-469

Flcxibletransferline,469
Flexibility:

criteria (tests) for, 464, 466
level of, in FMSs, 467-469

Flow line production, 6
FloPro,276-277
FMS,

see Flexible manufacturing sys-
tems

Fork.lifttrucks,294-295
Function block diagrams, 273

G
Gages,gaging,718-720
Generative CAPP systems,

784-785
Geneva mechanism,571-572
Geometric modeling, 757-758
Grippers, 220-221
Group technology

application considerations,
421,439-442

benefits, 422,441
cellular manufacturing,

see Cellular manufacturing
cluster analysis, 432,

442-447
defined,420-421
medium quantity production,

6
obstacles to, 421-422
quantitative analysis,

442-452
GT,

see Group technology

H
Histograms, 667-668
History:

agile manufacturing, 836
APT language, 162-163

assembly lines, 516·517
automation, 62-63
barcodes, 363
computer process control,

89-90,128-129
coordinate measuring

machines, 721-722
FMS,461
group technology. 421
Jean production, 833
manufacturing, 25-28
measurement systems, 716
nurnericalcontroi.Bv,

121-122, 121l-129,
162-163

PLCs,269
qualitycontrol,635-636
robotic.s,211-212
transfer lines, 576

Hoists, 283,309-311
Human resources:

costs,49
direct labor, 49, 381
factory operations, 14-16
FMS,479
indirect labor. 381
inspection, 683, 690·692
manning levels.

see Manning level
manufacturing support

systems, 16-17
manufacturing systems, 381

I
Indexing machine,

see Dial indexing machine
Industrial control, 79-80
Industrial revolution, 26-27
Industrial robotics,

see Robotics
Industrial trucks, 282, 293-295
Industries:

automatic identification
358

material handling, 281. 358
process versus discrete

manuracturtng.gu-Sz
types of, 28-31

fn-Iinesystems:
assembly, 603



L""
Learning curves, 392·394.515
Lights out operation. 401
Line balancing:

algorithm~,534-540
CAM,765
efficiency, 532
mixed model assembly

lines, 542-545
single model assembly

Jines, 527. 529-:'i33
transfer lines, 58il

Link line, 579
Local area network, 132,

136-137
Logic control,

see Discrete control
Loss function (Taguchi].

642-648

M
MachinabiJity data systems.

765
Machine cells, 391, 413. 463,

466.468
Machine c1usters,405. 413-415
Machine loading, 487, 809
Machine vision:

applications, 372,744-745
automatic identification,

372,745
defined, 738
robotics, 222
technology of, 739-744

Machining
defined, 33, 138
FMS.471
numericaicontrol.13R-141
robotics,225,228

Machining centers, 141,404,
471,472, 406-407

Magnetic stripes, 371
Make or buy decision, 7XO-7X2
Manipulator kineuraucx

240-249
Manninglevel,383,518
Manual assembly lines.

see Assembly lines
Manual data input in NC 179

FMS.473-474

569-570
Inspection:

coordinate measuring
machines. 720-734

contacttechniques, 717-718
conventional techniques.

718-720
costs,700-701l
defined,6H2
distributed versus final,

697-698,700-703
factory operations, 34
flexible inspection systems,

734-735
FMS.472
inspection versus no

inspection, 703-706
machine vision. 738-745
metrology, 712-716
noncontact technlques,

718,745-748
numerical control. 144
off-line versus on-line,

694-696
optical technique" 745-747
post-process. 733
procedure, 683-684
process monitoring,

696-697
quantitative analysis,

698-706
roooucs.zzc.zan
sampling versus 100%,

687-691
standards, 715-716
surface metrology. 736·738
testing, 587
types of, 682-683

Instantaneous control,
575,617-618

Interchangeable parts, 27. 515. 635
Inter1ocks,92,236-238
Interpolation:

numerical control, 126, 127.
130

robotics, 219,231-233

Interrupt. 89. 90, 92-94
Inventory control:

defined.9,SI4
CAM.7bb

YOOO.648-650
NC coding standard,

146-14K

J
Jidok.a,827
Job shop, 4,41-42,47
Just-in-time:

CAM, 766
dcfined,H23
Kanban system.TSc.

823-824
lean production, 834
production control. 798

K
Koiren, 632, 835
Kanban,754,823-824
Key characteristics, 684
Key machine concept, 438-439
Kllbridge and Wester, 536-538

L
Lahor,

vee Human resources
Ladder logic diagrams,

264-268, 272~273
Largest candidate rule, 535-536
Lasers, 745·746
Launching discipline. 546
Law of diminishing returns,

594,706
Lavout:

'FMS,473-476
GT,436-438
manufacturing systems,

382-383
plant layout,

see Plant layout
transfer line, 566-569

Leadthrough programming:
CMMs,726
roboti~,23J-234

Index 851
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Manual Ieadthrough:
forCMMs, 726
in robotics, 231

Manufacturing:
capabilities and limitations,

39-40
hislOry,25-28
operations,31-35
processes, 25-27, 32-33,

64-65
plant layouts,

see Plant layout
Manufacturing control, 9,

765-766,767,768
Manufacturing execution

systems, 822
Manufacturing lead time,

46-48.803
Manufacturing planning:

advanced manufucturlng
planning, 791-794

components of, 8-9
Manufacturing processes,

32-33,39,64-65,80,778-779
Manufacturing progress

functioos,392-394
Manufacturing research,

793-794
Manufacturing resource

planning, 798, 821-822
\1anufacturing support

systems, 2, 7-9, 753-754
Manufacturing systems:

classiticationscheme,
381-392

components of,376-381
detined, 2,78, 375
flexibility, 387, 464, 465, 466
flexible manufacturing sys-

tems,
see flexible manufacturing
systems

production lines,
see Production line

recontigurabJe,388
Mass custonuzation, 839, 842
Mass production:

defined, 6, 42
history, 27
manufacturing lead time,

47-48

versus agile manufacturing,
842·843

versus lean production,834
Master production schedule,

9,797,799
Material handling:

advanced manufacturing
planning, 793

analvsisof,311-321
AGVs,

see Automated guided
vehicles

automation, 64
considerations in system

design, 285-288
conveyors,

see Conveyors
defined, 281
dial indexing machines,

571-572
equipment, 282-285, 293-311
factory operations, 34
FMS,472-476
GT,436-438
manual assembly lines,

518-520
manufacturing systems,

377-380
principles of, 288-291
robotics, 223-225
single station cells,

400,401-404
storage.

see Storage
transfer lines, 569-570
worker team assembly,

524
Material requirements

planning, 9, 797, 800-R06
Measurement:

coordinate measuring
machines, 720-734

conventional measuring
techniques,718-720

defined, 712
history, 716
inspection, 712-716
optical techniques, 745-747
standards, 715
surface measurement,

736-738

Memory control, 575. 617-618
MFS,

see Manufacturing
execution systems

Methodsanalysi,,552
Metric system. 715-716
Metrology,

see Measuremeur
Microcomputer, sv, 101
Microprocessor, 101
Migration strategy,

automation, 20-21
Mill-turn centers,471, 40&
Miniload AS/RS, 338
Minimum rational work

element, 529-S30, 552-553
Mixed-model production:

defined, 7, 522
assembly lines, 522-523,

540-552
manufacturing systems, 387
model launching, 545-552

Model Jaunching.545-552
Modular design:

agility, 838
design for automated

assembly, 609
fixtures for GT,440
pallet fixtures,3SO, 471,472
reconfigurable manufacturing

systems,388
Monorails. 283, 302-303
MRP,

see Material requirements
planning

MRPII,
see Manufacturing
resource planning

Muda,!\33
Multiclass coding system,

428-431

N
NC,

see Numerical control
Net shape processes, 778
Nondestructive evaluation, 687
Nondestructive testing, 687
Numerical control:

advantages and disadvantag-
es,143-145



part programming,
we Part programming

reconfigurable manufacturing

o
Open architecture,

103,104,388
Open loop system,

see Control system
Operating characteristic curve,

6R9-fi90,691
Opitz classification system,

427-428,429
Optical:

automatic identification,
see Automated data

machine vision,
.rccMechine vision

character recognition.
371-372

sensors,110,222
Optimization

on-line search strategies,
86-87

steady state, 85
Overhead rates, 49-52

p
Pacing, assembly line, 52 1-522
Pallet fixtures, 379-380, 471,

472.486,566
Pa]Jels, 284, 291. 337.345-346,471
Palletizers,284
Parallel workstations,554-556
Parametric programming, 440
Pareto charts, 668-669

Pareto priority index, 675
Parr families

Part programming:
APT language, 162-176,

196-209
automated system, 66
NC part programming,

129-130,145-179
Partial automation, 620-624
Parts feeding in automated

assembIY,604-606
Parts classi'fication and coding,

425-431
Pc.

xee Personalcornputer

Personal computers;
CAD,762-763
history,90,
numerical control. 133-134
PLC applications, 275-277
process control, 1OI.

103-105
transfer Jines, 575

PFA,
see Production flow analysis

Plant capacity,
see Production capacity

Plant layout:
detlned,2,4-7
material handling, 287-288
group technology, 422-424
manufacturing planning,

793
types of, 4-7

Playback control.Zl.c
PLC,

see Programmable logic con-
troller

Point-to-point control:
numerical control, 125,

153-154,156-157,160,
167-168

robotics.Zf e
Polling (data sampling), 91"92
Postprocessor, NC, 160-162,

172-173
Power-and-free,306

Pre-assembly,553
Precedence constraints, 530
Precedence diagram, 530
Precision'

metrology, 712-713
numericalcontrol.Ld'i-l Sd

Probes:
CMM" 722-724, 727
machine tools. 735-736

Process capability, 655-658
Process capability index. 658
Process control:

CAM,765
computer,

see Computer process
control

requirements, 90_91
Process layout,4-5,2R7,288,

422-424
Process monitoring:

CAM,765
defined,96,97
inspection,6%-697
tool life in FMS,479

Process parameter, 66, 81-82
Process planning:

computer-aided process
planning. 782-78:;

defined.8,775,776-7R2
for assemblies, 779-780
for parts, 776-779
make or buy decision,

780-782
NC part programming,

see Part programming
parts classification and

coding, 425
Process variable, 66,Rl-82
Processes, manufacturing,

32-33,39,64-65,80,778-779
Product complexity, 36-38
Product design:

computers in, 755-761
GT applications, 440
manufacturing support

systems, 8,753.754
modularity, 609, 838
parts classification and

coding, 425-431

Index 853
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product design for agility,
838-839

product design process.
755,756

Taguchi methods. 639-042
r'roouct rayout.ezsr-zzx
Product types, 28-31
Product variety, 3

assembly lines, 522-523
hard vs. soft, 4, 35
manufacturing systems,

385-388
relationships,

See P-Q relationships
Production capacity, 40, 43-44
Production flow analysis,

43]·433
Production line:

assembly line,
see Assembly line

defined, 391-392
high production, 6
transfer line,
see Transfer line

Production planning and
control,X-9,796-799

Production quantity:
defined, 3
FMS, 462, 468,486
GTcelldesign,438
relationships.

see P-Q relationships
Production rate:

assembly lines, 525-527,
541,542,547,550,554

automated assembly
systems, 614-623

defined, 40·43
FMS,490-491,498-501,

503·504
transfer lines, 581, 585,

586-587,592,
593-594

Production system, 1-2, 7, 78
Program, programming:

automation element, 66·69
CMMs,726-728
ladder logic diagrams,

264-268,272-273
NC part programming,

see Part programming

PLC,
see Programmable
logic controllers

robotics, 230-239
Programmable automation, 11
Programmable logic

controllers
components and operation,

270-272
defined, 100,268
history, 89,269
numerical control, 133
programming, 272-275
transfer lines, 575

Programmable parts feeder,
6Q6

PuIl~ystem,823
Pu!se counters, 118
Pulse generators, 118
Push system, 823

Q

QC,
see Quality control

Quality,633-635,834
Quality assurance, 632
Quality control:

defined, 9, 632
history, 635-636
in CAM, 765
inspection,

see Inspection
ISO '::1000, 648·650
Taguchi methods, 638·648
total quality management,

637-638
traditional versus modem

views, 635-638
transfer lines, 574

Quality engineering, 638-648
Quality system (ISO 9(00),

648-649
Quality function deployment,

636,754,767-773
Quantity,

see Production quantity
Queueing models, 487

•Radio frequency
communication, 301, 370

Radio frequency identification.
370-371

Rail-guided vehicles, 283,
302-303

Random-order FMS,468-469
Randomized storage, 331-332
Rank order clustering, 442-447
Ranked positional weights

method, 538-539
Rapid prototyping, 760
Reconfigurable manufacturing

systems, 388
Reliability;

availability,
see Availability

in Iransferhnes,580-586
qualify feature, 633

Reorder point systerns.Rl ?
Repeatability'

numerical control, 185-188
robotics, 248·250

Repositioning efficiency, 529
Repositioning time, 402, 414,

527-529,571-572,580
Research, manufacturing,

793-794
Resolution in metrology, 713
Retrieval (variant) CAPP

systems, 783-784
Reverscengineering,731
Robotics:

anatomy, 212-217
applications, 222-230
FMS, 463-464, 475
defined,99,211
engineering analysis,

240-250
programming,230-239
tecnnology,212-222

Robust design, 640, 641-642
Roller conveyor, 303-304
Route sheets:

PFA,432
shop floor control, 809
process planning, 776-777

S
Safety:

AGVS, 300, 301-302
reason for automating,

13-14



monitoring in automation.
71·72

monitoring in
manufacturing systems,
381

monitoring in transfer
lines, 574

Sampling,91-92,112-1t3
Sampling inspection. 6M,

687-690,704-706
Scanning, 91·92
Scatter diagrams in SPC, 672
Scheduling

FMS, 487
material handling. 287
shop floor control. 809-810

Self-guided vehicles, 24':.1-300
Sensors

analog-to-digis.al
conversion.Ll Z,

defined. 108
robotics,222
types of. 10R-I10
Sequence control
numerical control, 133
roootics,211\-219
transfer lines. 574

Sequenuat conrror,
see Discrete control

Sequential function charts, 273
Sequencing.

see Discrete control
Service time, 402.528

Setup time reduction, 1\24-826

Shop floor control:
components of. 808-811
defined, 9,797, 80R
factory data collection

811·814
in CAM, 765
in productioneontrol, 797

Simulation
discrete-event, 4,sK 759,

760
robotics, 238-239

Simultaneous engineering.
see Concurrent engineering

Storage buffers:

reasons for, 571
_ transfer lines. 573, 587-594

Strategies for automation, H~-20
Structured text. 275

Supervisory control. 1(x)-IOI
Supply chain management. 7%
Surface measurement, 736-738
Synchronous transport

svsterns.Szu
System Intemationatc.v'l S

T

Technological processing
capability. 39-40

Timers. 264.265.274
Tolerances, 640, 657-65R
Tolerancetime,521.534

Transfer lines'
application considerations,

565
applicatiom,.'i75-579
benefits, 565
components, 578-579
control functions,574-575
defined,565-566.576-577
flexihletransfcrline,46Y
historv •.'i76
quantitative analysis,

579-594

transport,

Transfer ti01C.571-572, 580
Trunnion machine. 577
Turning centers. 404, 471, 472.

U
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Singlestalionmanufactllrmg
systems:

applications, 404-408

Soft logic. 275-277
Software

coordinate measuring
machines, 727-728

numerical control, 134
programmable logic

controllers, 275-277
SPC,

see Statistical process control
Specialization of labor, 515
Starving of stations, 518,587
Statistical process control:

cause and effect diagrams.
636,672,673,674

check sheets, 669-671,674
control charts. 635. 636,

651'-667,674
defect concentration

diagrams. 671,674
defined, 654-65j
histograms, 667-668, 674
implementation. 672-677
Pareto charts. 668-669, 674
process capability, 655-658
scatter diagrams. 672. 674

Statistical quality control, fi36
Stereolithography,76O
Storage:

automated,
see Automated
storage systems

equipment types, 284,
332-335,336-344

FMS, 472-475, 486
function of, 328

manufacturing systems, 377
single station cells, 400,
401·404
systcrn perforrnance,

329-331
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Unit load carrier. 2%
Unit load principle, 288, 289.

291
Unitized production line, 579
Unnizing equipment, 284
USA Principle, 17-18
Utilityworker!>.383,51F
Utilization:

defined,44-46
FMS. 491.493. 4%, 503-504
numerical control, 145
single station ccUs,41O.
412-413

storage svsterns.Sm

V
Variable rate launching.

546-547
Variable routing. 578, 51\3.3S4, 385
Variant CAPP,

see Retrieval CAPP systems
Vibratory bowl feeders. 605

Virtual enterprise. 837,841
Virtual prototyping, 760-761
Vision, see Machine vision

W
Walking beam transfer. 570
Welding, 33, 226-228
Work carriers, 379-380,471,

567,
Workcenter,43,52-53
Work content time, 526
Work elements, 529-530,

552-553
Work cycle:

assembly,S2!-522
program, 66-69
robotics,223
transfer line, 581

Work-in-process:
cost of, 818-821
storage buffers,

see Storage buffers

Work standards in CAM, 765
Worker efficiency,

see Efficiency
Worker teams in assembly, 523

, Workholder,378
Workstations:

assembly line, 517·S18,S33,
554-556

FMS, 470-472, 488-504
manufacturing systems, 377
parallel, in assembly line,

554-556 '
reconfigurable manufacturing

systems. 388
single station cells,

see Single station
manufacturing cells

Z
Zero defects, 827
Zoning constraints. 553-554
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