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Preface

The first edition of this book was published in 1980 under the tite Auwmalian, Produc-

tion Systems, and Comp Aided ing. A revision was published in 1983 with
about 200 more pages and a :I|gh|]y different title: Automation, Pmducrmn Systems, and
Computer . The 2 al pages expanded the coverage of top-

1cs like industrial rohotics, programmable lagic controllers, materia! handling and storage,
and quality control. But much of the book was very similar w the 1980 (ext. By the time 1
started work on the curtent volume {technically the second edition of the 1987 title, but in
fact the third generation of the 1980 publication). it was clear that the book was in need of
4 thorough rewriting. New technologies had been develaped and existing technologies had
advanced. new theories and methadoingies had emerged in the research literature. and my
own understanding of automation and production systems had grown and matured (at
least [ think so). Readers of the two previous book‘ WIll ﬂnd this new volume Lo be guite
different (rom its predecessors. Its organization 1s changed, new topics have
been added. and some topics from the previous editions have been discarded or reduced
in coverage. It is not an cxaggeration to say that the entire text has been rewritten (read-
ers will find very few instances where 1 have used the same wording as in the previous edi-
tions). Nearly all of (e figures are new. It is csscntially a new book.

There is a risk in changing the book so much. Both of the previous editions have been
very successful for Prentice Hall and me. Many instructors have adopted the book and have
become accustomed to its organization and coverage. Many courses have been developed
based on the hook. What will these instructors think of the new edition, with all of its new
and different features? My hope is that they will try out the new book and find it to be a
significant improvement over the 1987 cdition, as weil as any other texthook on the subject.

Specifically, what are the changes in this new edition? To begin with, the organi:
has been substantially revised. Following two introductory chapters, the book is organized
into five main party:

L ion and control ies: Six chapters on automation, industrial com-
puter control, control system components, numerical control, industrial robetics. and
programmable logic controllers

. Material handling technulogies: Four chapters covering conventional and automat-
ed material andling systems (e.g. conveyor systems and automated guided vehicle
systems), conventional and automated sterage systems, and automatic identification
and data capture.

I

- Manufacturing systems: Seven chapters on a manufacturing systems taxonomy, sin-
gle station cels. group technology. flexible manufacturing systems, manual assembly
lines. transfer lines, and automated assembly.

xi
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IV. Quality control systems Four chapters covermg quallly assurance, statistical process
control. i and i (e.g.. measur-
ing machines and machine vision).

Manufacturing support systems: Four chapters on product design and CAD/CAM.
process planning, production planning and control, and lean production and agite
manufacturing.

<

Other changes in organization and coverage in the current edition, compared with the
1987 book, include:

+ Expanded coverage of ical control p
group technology, flexible manufaclurmg systerus, malenal handlmg and storage,
quality control and i pr logic
controllers.

« New chapters or sections on manufacturing systems, single station manufacturing
systems, mixed-model assembly lmc analysxs quality assurance and statistical process

control, Taguchi melhods and concurrent engi-
neering, ion and data coll lean and agile manufacturing.
* Consolidation of numerical cantrol into one chapter (the ald edition had three
chapters).
* Consolidation of industrial robotics into one chapter {the old edition had three
chapters).

* The chapters on control systems have been completely revised to reflect current in-
dustry practice and technology.

* More quantitative problems on more topics: nearly 400 problems in the new edition,
which is almost a 50% increase over the 1987 edition.

* Historical notes describing the development and historical background of many of the
automation technologies.

With all of these changes and new features, the principle objective of the book remains
the same. Tt is a textbook designed primarily for engineering students at the advanced un-
dergraduate or beginning graduate levels. It has the characteristics of an engineering Lext-
book: equations, example problems, diagrams, and end-of-chapter exercises. A Solutions
Manual is available from Prentice Hall for instructors who adopt the book.

The book should also be useful for practicing eng;neers and managers who wish lo
learn about and p systems in modern
several chapters, application guidelines are presented to help readers decide whether lhe
particular technology may be appropriate for their operations.
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Introduction
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16 Organization of the Book

This book is about production systems that are used to manufacture products and the parts
assembled into those products. The prmlucmm system is the collection of people, equipment,
and p organized to the ians of a company (or
other organization). Production systems can be divided into two categories or levels as in-
dicated in Figure 1.1:
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Production

system
Figure 1.1 The production system
consists of [acilities and manufacturing
support systems.

1. Facilities. The facilities of the production system consist of the factory, the equipment
in the factory, and the way the equipment is organized.

Manufacturing support systems. This is the set of procedures used by the company to
manage production and to solve the technical and logistics problems encountered in
ordering materials, moving work through the factory. and ensuring that products meet
quality standards. Product design and certain business functions are included among
the manufacturing support systems.

Ll

In modern manufacturing operations, portions of the production system are auto-
mated andlar computerized. However, production systems include people. People make
these systems work. In general, direct Iabor people (biue collar workers) are responsible for
operating the facilities, and professional staff people {white collar workers) are tesponsi-
ble for the manufacturing support systems.

In this introductory chapter, we consider these two aspects of production systems
and how they are sometimes automated and/or computerized in modern industrial prac-
tice. In Chapter 2, we examine the ions that the ion systems
are intended to accomplish.

1.1 PRODUCTION SYSTEM FACILITIES'

The facilities in the production sysiem are the factory, production machines and tooling, ma-
tevial handling equipment, inspection equipment, and the computer systems that control
the manufacturing operations. Facilities also include the plan: layout, which is the way the
equipment is physically arranged in the factory. The equipment is usually organized into
togical groupings, and we refer to these equipment arrangements and the workers who op-
erate them as the manufacturing systems in the factory. Manufacturing systems can be in-
dividual work cells, consisting of a single production machine and worker assigned to that
machine. We more commonly think of manufacturing systems as groups of machines and
workers, for example, a production line. The manufacturing systems come in direct physi-
cal contact with the parts and/or assemblies being made. They “touch” the product.

A manufacturing company attempts to organize its facilities in the most efficient way
to serve the particular mission of that plant. Over the years, certain types of production fa-
cilities have come to be recognized as the most appropriate way to organize for a given type
of manufacturing. Of course, one of the most important factors that determine the type of
manufacturing is the type of products that are made. Qur book is concerned primarily with

*Portions of this section are based on M. P, Groover. Fundamentals of Modern Manufacturing: Materials,
Processes, and Systems |2]




Sec. 1.1 / Production System Facilities. 3

the product:on of discrete parts and products,compared with products that are in liquid or
bulk form, such as chemicals (we examine the distinction in Section 2.1).

If we limit our discusston to discrete products. the quantity produced by a factory has
a very significant influence on its facilities and the way manufacturing is organized. Pro-
duction quantity refers 1o the number of units of a given part or product produced annu-
ally by the plant. The annual part or product quantities produced in 2 given factory can be
classitied into thrce ranges:

1. Low producton: Quantities in the range of 110 100 units per year
2. Medium production; Quantities in the range of 100 to 10,000 units annually.
3. High production: Production quantities are 10,000 to miflions of units.

The boundaries between the three ranges are somewhat arbitrary (author’s judgment).
Depending on the types of products we are dealing with. these boundaries may shift by an
order of magnitude or so.

Some plants produce a variety of different product types, each type being made in low
or medium guantities. Other plants specialize in high production of onty one product type.
Itis instructive to identify product varicty as a parameter distinct from production quan-
tity. Product variety refers to the different product desigos or types that are produced in a
plant. Ditferent products have different shapes and sizes and styles: they perform different
functions: they are sometimés intended for different markets; some have more compo-
nents than others; and so forth, The number of different product types made cach year can
be counted. When the number of product types made in a factory is high. this indicates
high product variety.

There is an inverse correlation between product variety and production quantity in
terms of factory operations. When product vartety is high, production quantity tends to be
low: and vice versa. This relationship is depicted in Figure 1.2, Manufacturing plants tend
to specialize in a combination of production quantity and product variety that lies some-
where inside the diagona! band in Figure 1.2. In general. a given factory tends to be limit-
ed to the product variety value that is correlated with that production quantity.

Product variety

High
1 100 10.000 1000000
Production quantity

Figure 1.2 Relationship between product variety and production
quantity in discrete product manufacturing.
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Although we have identified product variety as a quantitative parameter (the num-
ber of differant product types made by the plant or company), this parameter is much less
exact than production quantity is, because details on how much the designs differ are not
captured simply by the number of different designs. The differences between an automo-
bile and an air conditioner are far greater than between an air conditioner and a heat pump.
Products can be different, but the extent of the differences may be small or great. The au-
tomotive industry provides some examples to illustrate this point. Each of the U.S. auto-
motive companies produces cars with two or three different nameplates in the same
assembly plant, although the body styles and other design features are nearly the same. In
different plants, the same auto company builds heavy trucks. Let us use the terms “hard”
and “soft™ to describe these differences in praduct variety. Hurd product variety is when the
products differ substantially. In an assembled product, hard variety is characterized by a low
proportion of common parts among the products; in many cases, there are no common
parts. The difference between a car and a truck is hard. Soft product variety is when there
are only small differences between products, such as the differences between car models
made on the same production line. There is a high proportion of common parts among as-
sembled products whose variety is soft. The varicty between different product categories
tends Lo be hard: the variety betwceen different models within the same product category
tends to be soft.

We can use the three prodution quantity ranges o identify three basic categories of
production plants Although there are variations in the work osganization within each cat-
egory, usually depending on the amount of product variety, this is nevertheless a reason-
able way to classify factorics for the purpose of our discussion.

1.1.1  Low Quantity Production

The type of production facility usually assouated with (he quanuly range of 1 to 100
units/year is the job shop, which makes low qua of and prod-
uets. The products are typically complex, such as space capsules, alrcrafl, and special ma-
chinery. Job shop production can also include fabricating the component parts for the
products. Customer orders for these kinds of items are often special, and repeat orders
may never occur. Equipment in a job shop is general purpase and the labor force is high-
ly skilled.

A job shop must be designed for maximum flexibility to deal with the wide part and
product variations encountercd (hard product variety). If the product is large and heavy,
and therefore difficult to move in the factory, it typically remains in a single location, at least
during its final assembly. Workers and processing equipment are brought to the product,
rather than moving the product to the equipment. This type of layout is referred 10 as a
fixed-position layout, shown in Figure 1.3(a). In the pure situation, the product remains in
asingle location during its entire fabrication. Examples of such products include ships, air-
craft, railway locomotives, and heavy machinery. In actual practice, these items are usual-
ly built in large modules at single locations. and then the completed modules are brought
together for final assembly using large-capacity cranes.

The individual parts that comprise these large products are often made in factories
that have a process layout, in which the equipment is arranged according to function or
type. The lathes are in onc department, the milling machines are in another depariment,
and 5o on,as in Figure 1.3(b). Differcnt parts, each requiring a different operation sequence,
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Figure 1.3 Various types of plant layout: (a) fixed-position layout,
(b) process layout. {¢) cellular layout, and (d) product layout.

are routed through the departments in the particular order needed for their processing, usu-
ally in batches. The process layout is noted for its flexibility; it can accommodate a great
variety of alternative operation seq for different part configurations. Its disad
tage is that the machinery and methods to produce a part are not designed for high effi-
ciency. Much material handling is required 1o move parts between departments, so
in-process inventory can be high.
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1.1.2 Medium Quantity Production

In the medium guantity range (100-10.000 units annually), we distinguish between two
different types of facility, depending on product variety. When product variety is hard. the
traditional approach s barch prodiction, in which a baich of ene product is made, after
which the facility is changed over to produce a dateh of the next product, and so on. Or-
ders for each product are freq: Iy repeated. The pi rate of the i is
greater than the demand rate for any single product type.and so the same equipment can
be shared among muliiple products. The changeover hetween production runs takes time.
Called the setup time or changeover time. itis the time 1o change tooling and to set up and
reprogram the machinery. This is lost productica time. which 1s a disadvantage of batch
manufacturing, Batch production is commonly used in make-to-stock situations, in which
items are manufactured to replenish inventory that has been gradually depleted by de-
mand. The equipment is usually arranged in a process layout, Figure 1.3(h).

An alternative approach to medium range production is possible if product variety
is soft. In this case, extensive changeovers between one product style and the next may not
be required. 1t is often possible ta configure the equipment so (hat groups of similar paris
or products can be made on the same equipment without significant lost time for
changeovers. The processing or assembly of different parts or products is accomplished in
cells consisting of several workstations or mackines. The torm celludar murtofacturing is
often associated with this type of production. Each cell is designed to produce a limited va-
riety of part i i that is. the cell ializes in the p ion of a given set of
similar parts or products, according to the principles of group technology (Chapter 15).
The layout is called a cellular layout, depicted in Figure 1.3(c).

1.1.3 High Production

The high quantity range (10,000 to millions of units per year) is often referred to as mass
production. The situation is characterized by a high demand rate for the product,and the

facility is dedi to the of that product. Two categories of mass
production can be distinguished: (1) quantity production and (2) fiow line production.
Quantity production involves the mass praduction of single parts on single pieces of equip-
ment. The method of production typically involves standard machiues {such as stamping
presses) equipped with special tooling (e.g., dies and material handiing devices), in effect
dedicating the equipment 1o the production of one part type. The typical layout used in
quantity production is the process layout, Figure 1.3(b).

Flow line production involves multiple workstations arranged in sequence, and the
parts or assemblies are physically moved through the sequence to complete the product.
The workstations cansist of production machines and/or workers equipped with special-
ized tools. The collection of stations is designed specifically for the product to maximize ef-
ficiency. The layout is called a product layour, and the workstations are arranged into one
long line, as in Figure 1.3(d), or into a series of connected line segments. The work is usu-
ally moved between stations by powered conveyor. At each station, a small amount of the
total work is completed on each unit of product.

The most familiar example of flow line production is the assembly line, associated with
products such as cars and household appliances. The pure case of flow line production is
where there is no variation in the products made an the line, Every product is identical, and
the line is reforred to as a single model production fine. However, to successfully markct a
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Figure 1.4 Types of facilities and layouts used for different levels of
production quantity and product variety

given product, it is often necessary to introduce model variations so that individual cus-
tomers can choose the exact style and options that appeal to them, From a production
viewpoint, the model differences represent a case of soft product variety. The term
mixed-modei producnon line applies to those situations where there is soft variety in the
products made on the line. Modern automobile assembly is an example. Cars coming off
the asscmbly line have variations in options and irim representing different models (and,
in many cases, different nameplates) of the same. haSIC car design.

Much of our di ion of the types of prodi facilities is in Figurc
1.4, which adds detail to Figure 1.2 by identifying the types of production facilities and plant
layouts used. As the figure shows, some overlap exists among the different facility types.

1.2 MANUFACTURING SUPPORT SYSTEMS

‘To operate the production facilitics efficiently, acompany must organize itself to design the
processes and equipment, plan and control the production orders, and satisfy product qual-
ity requirements, These functions are accomplished by manufacturing support systems -
people and procedures by which a company manages its production operations, Most of
these support systems do not directly contact the product, but they ptan and control its
progress through the factory.

Manufacturing support involves a cycle of information-processing activities, as fllus-
trated in Figure 1.5. The production system facilities described in Section 1.1 are pictured
in the center of the figure. The information-processing cycle, represented by the outer ring,
can be described as consisting of four functions: (1) business functions, (2) product design,
(3) manufacturing planning, and (4) manufacturing control.

Business Functions. The business functions are the principal means of commu-
nicating with the customer, They arc, therefore, the oeginning and the end of the informa-
tion-processing cycle. Included in this category are sales and marketing, sales forecasting,
order entry, cost accounting, and customer billing.
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Figure 1.5 The information-processing cycle in a typical manufac-
wring firm.

The order to produce a product typically originates from the customer and proceeds
into the company through the sales and marketing department of the firm. The production
order will be in one of the following forms: (1) an order to manufacture an item to the cus-
tomer's specifications, (2) a customer order to buy one or more of the manufacturer’s pro-
prietary products, or (3) an internal company order based on a forecast of future demand
for a proprietary product,

Product Design. i the product is 10 be manufactured to customer design, the de-
sign will have been provided by the customer. The manufacturer’s product design depart-
ment will not be involved. If the product is to be produced to customer specifications, the

s product design dep may be d to do the design work for the
product as well as to manufacture it

If the product is proprietary. the ing firm is ible for ity P
and design. The cycle of events that initiates a new product design often originates in the
sales and marketing department; the information flow is indicated in Figure 1.5. The de-
partments of the firm that are organized to accomplish product design might inctude re-
search and development, design engineering, drafting, and perhaps a prototype shop.

Manufacturing Planning. The information and documentation that constitute the
product design flows into the manufacturing planning function, The information-process-
ing activities in manufacturing planning include process planning. master scheduling, re-
quirements planning, and capacity planning. Process planning consists of determining the
sequence of individual processing and assembly operations needed to produce the part. The
manufacturing engineering and industrial engineering departments are responsible for
planning the processes and related tecinical details.

Manufacturing planning includes logistics issues, commonly known as production
Planning. The authorization to produce the product must be transtated into the master
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production schedule. The master production schedule is a listing of the products to be made,
when they arc to be delivered. and in what quantities. Months are traditionally used to
specify deliveries in the master schedule. Based on this schedule, the individual compo-
and subassemblies that make up each product must be planned. Raw materials must

d or isiti from storage. d parts must be ordered from sup-
and all of these items must be planned so that they are available when needed. This
entire Lask is called material requirements planning. In addition, the master schedule must
not list more quantities of products than the factory is capable of producing each month
with its given number of machines und manpower. A function called capacity planning is
concerned with planming the manpower and machine resources of the firm.

Control. ing control is with ing and
controlling the physical operations in the factory to implement the manufacturing plans.
The flow of information is from planning to control as indicated in Figure 1.5. Information
also flows back and forth between manufacturing control and the factory operations. In-
cluded in the manufacturing control function are shop floor contrat, inventory control, and
quality control.

Shop floor control deals with the problem of monitoring the progress of the product
as it is being processed, assembled, moved, and inspected in the factory. Shop floor control
is concerned with inventory in the sense that the materials being processed in the factory
are work-in-process inventory. Thus, shop floor control and inventory control overlap to
some extent. Jnventory control attempts to strike a proper balance between the danger of
too little inventory (with possible stock-outs of materials) and the carrying cost of too
much inventory. It deals with such issues us deciding the right quantities of materials to
order and when to reorder a given item when stock is low.

The mission of quatity control is to ensure that the quality of the product and its com-
ponents mee: the standards specificd by the product designer. To accomplish its mission,
quality control depends on inspection activities performed in the factory at various times
during the manufacture of the product. Also, raw materials and component parts from out-
side sources arc sometimes inspected when they are received. and final inspection and test-
ing of the finished product is performed to ensure functional quality and appearance.

1.3 AUTOMATION IN PRODUCTION SYSTEMS

Some elements of the firm’s production system are likely to be automated, whereas oth-
crs will be aperated manually or clerically. For our purposes here, automation can be de-
fined 2y a technology concerned with the application of ical, el ic, and
computer-based systems to operate and control production.

The automated elements of the production system can be separated into two cate-
gories: (1) automation of the manufacturing systems in the factory and (2) computerization
of the manufacturing support systems. In modern p ion systerus, the two i
overlap to some extent. because the aulomated manufacturing systems operating on the fac-
tory floor are themsclves often implemented by computer systems and connected to the
computerized manufacturing suppor( systems and management information system oper-
ating at the plant and enterprise lovels. T'he term computcr-intcgrated manufacturing is
used to indicate this extensive use of computersin production systems. The two categories
of automation are shown in Figure 1.6 as an overlay on Figure 1.1.
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1 Automated Manufacturing Systems

Automated manufacturing systems operate in the facmry on the physical product. They per-
form ions such as ing, assembly, i or material handling, in some
cases accomplishing more than one of these operations in the same system, They are cailed
automated because they perform their operations with a reduced level of human partici-
pation compared with the corresponding manual process. In sore highly automated sys-
tems, there is virtually no human participation. Examples of automated manufacturing
systems include:

* automated machine tools that process parts

# transfer lines that perform a series of machining operations

automated assembly systems

manufacturing systems that use industrial robots to perform processing or assem-
bly operations

* automatic material handling and storage systems to integrate manufacturing operations
automatic inspection systems for quality control

d ing systems can be classified into three basic types (for our pur-
poses in this introduction; we explore the topic of automauon in greater depth in Chapter 3
(1) fixed ) and (3) flexible

Fixed Automation. Fixed automation is a system in which the sequence of pro-
cessing (or assembly) operations is fixed by the equipment configuration. Each of the op-
erations in the sequence is usually simpic, involving perhaps a plain linear or rotational
motion or an uncomplicated combination of the two; for example, the feeding of a rotat-
ing spindle. It is the integration and ¢oordination of many such operations into one piece
of equipment that makes the system complex. Typical features of fixed automation are:

* high initial for cust
* high production rates
« relatively inflexible in accommodating product variety

The economic justification for fixed automation is found in products that are produced in
very large quantities and at high production rates. The high initial cost of the equipment
can be spread over a very large number of units, thus making the unit cost attractive com-

the system
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Fixed Automation. Fixed automation is a system in which the sequence of processing (or assembly) operations is fixed by the equipment configuration. Each of the operations in the sequence is usually simple, involving perhaps a plain linear or rotational
motion or an uncomplicated combination of the two; for example, the feeding of a rotating spindle. It is the integration and coordination of many such operations into one piece
of equipment that makes the system complex. 
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parcd with alternative methods of production. Examples of fixed automation include ma-
chining transfer lines and automated assembly machines.

Pr A jon. Inp ion, the p ion equip-
ment is designed with the capabilily (o change the sequence of operations to accommodate
different product configurations. The uperation sequence is controlied by a program, which
is 4 set of instructions coded so that they can be read and interpreted by the system. New
programs can be prepared and entered into the equipment to produce new products. Some
of the teatures that charactenze programmable automation include:

* high investment in general purpose equipment

* lower production rates than fixed automation

* fexibility to deal with vanations and changes in product configuration
* most suitable for baich production

Programmable automated production systems are used in low- and medium-volume pro-
duction. The parts or products are typically made in batches. To produce each new batch
of a different product, the system must be reprogrammed with the set of machine instruc-
tions that correspond to the new product. The physical setup of the machine must also be
changed: Took must be loaded. fixtures must be attached to the machine table, and the re-
quired machine settings must be entered. This changeover procedure takes time, Conse-
quently, the typical cycle for a given product includes a period during which the setup and
reprogramming takes place. followed by a period in which the batch is produced. Exam-
ples of programmable automation include numerically controtled {NC) machine tools, in-
dustrial robots, and programmable logic controllers.

Flexible A . Flexible ion is an extension of programmable au-
tomation. A flexible automated system is capable of producing a variety of parts (or prod-
ucls) with virtually no time lost for changeovers from one part style to the next. There is
no lost o time while Tepry ing the system and altering the physical setup
(tooling, fixtures, machine settings). Consequently, the system can produce various combi-
nations and schedules of parts or products instead of requiring that they be made in batch-
es. What makes flexible automation possible is that the differences between parts processed
by the systemare not significant. It is a case of soft variety,so that the amount of changeover
required between styles is minimal. The features of flexible automation can be summa-
rized as follows:

* high investment for a custom-engineered system

* continuous production of variable mixtures of products
* medium production rates

« flexibility to deal with product design variations

Examples of flexible automation are the flexible manufacturing systems for performing
machining operations that date back to the late 1960s.

The relative positions of the three types of automation for different production vol-
umes and product varicties are dupicied in Figure 1.7. For low production quantities and
new product introductions, manual production is competitive with programmable au-
tomation. as we indicate in the figure and discuss in Section 1.4.1,
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Figure 1.7 Three types of automation relative to production quan-
tity and product variety.

1.3.2 Computerized Manufacturing Support Systems

Automation of the manufacturing support systems is aimed at reducing the amount of
manual and clericai effort in product design, manufacturing planning and control, and the
business functions of the firm. Nearly all modern manufacturing support systems are im-
plemented using computer systems. [ndeed, computer technology is used to implement
automation of the manufacturing systems in the factory as well. The term computer-
integrated manufacturing (CIM) denotes the pervasive use of computer systems to design
the products, plan the production, control the operations, and perform the various busi-
ness-related functions needed in a manufacturing firm. True CIM involves integrating
all of these functions in one system that opcrates throughout the enterprise. Other terms
are used to identify specific elements of the CIM system. For example, computer-aided
design {(CAD) denotes the use of computer systems to support the product design fune-
tion. Computer-aided manufacturing (CAM) denotes the use of computer systems to per-
form functions related to maaufacturing engineering, such as process planning and
numerical control part programming. Some computer systems perform both CAD and
CAM, and so the term CAD/CAM is used to indicate the integration of the twa into one
system. Computer-integrated manufacturing includes CAD/€AM, but it also includes
the firm’s business functions that are related to manufacturing.

Let us attempt to define the relationship between automation and CIM by develop-
inga model of ing.Ina ing firm, the physical pmducllon
activities that take place in the factory can be disti from the i
cessing activities, such as product design and production planning, that usually occur m an
office environment. The physical activities include all of the processing, assembly, materi-
al handling, and inspection operations that are performed on the product in the factory.
These operations come in direct contact with the product during manufacture. The rela-
tionship between the physical activities and the information-processing activities in our
modelisdepicted in Figure 1.8. Raw materials flow into one end of the factory and finished
products flow out the other end. The physical activitics take place inside the factory. In
our model, the information-processing activities form a ring that surrounds the factory,
providing the data and knowledge required to successfully produce the product. These in-
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formation-processing activities are to i the four basic manufactur-
ing support functions identified earlicr: (1) business functions. (2) product design, (3) man-
ufactusing planning, and (4) manuacturing control. These four functions form a cycle of
events that must accompany the physical production activities but do not directiy touch the
product

1.3.3 Reasons for Automating
Companies undertake projects m manulacturing automation and computer-integrated

manutacturing for a variety of good reasons, Sume of the reasons used to justify automa-
tion are the following:

To increase labor productivity. i ing usually in-
creases production rate and labor pmduuxvuy This means greater output per hour
of labor input

To reduce labor cost. Ever-increasing labor cost has been and continues to be the
trend in the world's industrialized socictics. Consequently, higher investment in au-
tomation has become economically justifiable to replace manual operations. Ma-
chines are increasingly being substituted for human fabor to reduce unit product cost.
7o miugare the effects of labor shortages. There is a general shortage of labor in many
advaaced nations, and this has stimul. of

as a substitute tor labor.

o

w»

P

S

Tor reduce or eliminate routine manual and clerical tasks. An argument can be put
forth that there 1s social value in automating operations that are routine. boring, fa-
tiguing. and possibly irksome. Automating such tasks serves a purpose of improving
the general level of working conditions.

Toimprove worker safety. By automating a given operation and transferring the work-
et from active participation in the process to a supervisory role, the work is made
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safer. The safety and physical well-being of the worker has become a national ob-
jective with the enactment of the Occupational Safety and Health Act (OSHA) in
1970.This has provided an impetus for automation.

6. To improve product quality. Automation not only results in higher production rates

than manual operations; it also performs the manufacturing process with greater uni-

formity and conformity to quality specifications. Reduction of fraction defect rate is
one af the chief benefits of automation.

To reduce manufacturing lead time. Automation helps to reduce the ¢elapsed time be-

tween customer order and product delivery, providing a competitive advantage 1o

the manufacturer for future orders. By reducing manufacturing lead time, the man-

ufacturer also reduces work-in-process inventory.

. To accomplish processes that cannot be done manually, Certain operations cannot be

accomplished without the aid of a machine. These processes have requirements for
precision, miniaturization, or complaxny of geometry, thax cannot be achieved man-
ually. Examples include certain d circuit : rapid pro-
totyping processes based on computer graphics (CAD) models, and the machining of
complex, mathematically defined surfaces using computer numerical control, These
processes can only be realized by computer controlled systems.
To avoid the high cost of not There is a signifi itive advan-
tage gained in g A ing plant. The cannot easily be
demonstrated on a company s project authorization form. The benefits of automation
often show up in unexpected and intangible ways, such as in improved quality, high-
er sales, better labor relations,and better company |mage Compames that do not au-
tomate are likely to find at a with their
customers, their employees, and the general public.

=~

w
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1.4 MANUAL LABOR IN PRODUCTION SYSTEMS

Is there a place for manual labor in the modern production systemn? The answer is cer-
tainly yes. Even in a highly automated production system, humans are still a necessary
component of the manufacturing enterprise. For the foreseeable future, people will be re-
quired to manage and maintain the ptant, even in those cases where they do niot participate
direetly in its manufacturing operations. Let us separate our discussion of the labor issue
into two parts, corresponding to our previous distinction between facilities and manufac-
turing support: (1) manual labor in factory aperations and (2} labor in the manufacturing
support systems,

1.41 Manual Labor in Factory Operations

There is no denying that the long-term trend in manufacturing is toward greater use of
automated machines to substitute for manuaj labor. This has been true throughout human
history, and there is every reason to befieve the trend will oon!mue Tt has been made pos-
sible by applying advances in to factory In paraltel, and
in conflict, with this lechnologlca]ly driven trend are lssues of eccnomlcs that continue to
find reasons far emp manual labor in

Certainly one of the current economic realities in the world is that there are countries
whose average hourly wage rates are sufficiently low that most automation projects are im-
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passible to justify strictly on the basis of cost reduction. At time of writing, these countries
include Mexico, China, and most of the countries of Southeast Asia. With the recent pas-
sage of the North American Free Trade Agreement (NAFTA), the North American con-
tinent has become one large labor pool. Within this pool, Mexico’s labor rate is an order
of magnitude less than that in the United States. For U.S. corporate executives making de-
cisions on a factory location or the outsourcing of work, this is an economic reality that must
be reckoned with.

In addition to the labor rate issuc. there are other reasons, ultimately based on eco-
nomics, that make the use of manuat labor a feasible alternative to automation. Humans
possess certain attributes that give them an advantage over machines in certain situations
and certain kinds of tasks. Table 1.1 lists the relative strengths and attributes of humans and
machines, A pumber of situations can be listed in which manual labor is usually preferred
over automation;

s Task is too technologically difficidt fo automate. Certain tasks are very difficult (either
technologically or economically) to automate. Reasons for the difficulty include: {1}
problems with physical access to the work location, (2) adjustments required in the
task. (3) manual dexierity requitements, and (4) demands on hand-eye coordination.
Manual labor is nsed to perform the tasks in these cases. Examples inchide automo-
bile final assembiy tines where many final trim operations are accomplished by human
workers.

Short product life cycle. §f the product must be designed and introduced in a short
period of time to meet a near-term window of opportunity in the marketplace, or if
the product is anticipated to be on the market for a relatively short period, then a
manufacturing method designed around manual fabor allows for a much faster prod-
uct launch than does an automated method. Tooling for manual production can be fab-
ricated in much less time and at much lower cost than comparable automation tooling.
Customized product. If the customer requires a one-of-a- kmd item wnh unique fea-
tures, manual labor may have the g¢ as the Tesource
because of its versatility and adaptability. Humans are more flexible than any auto-
mated machine.

* To cope with ups and downs in demand. Changes in demand for a product neecssitate
changes in production output levels. Such changes are more easily made when man-
ual labor is used as the means of An ing system has
a fixed cost associated with its investment. If output is reduced, that fixed cost must
be spread over fewer units, driving up the unit cost of the product. On the other hand.

TABLE 1.1 Relative Strengths and Attributes of Humans and Machines

Relative Strengths of Humans Relative Strengths of Machines
Sense unexpected stimuli Perform repetitive tasks consistently
Develop new solutions to problems Store large amounts of data
Cope with abstract problems Retrieve data from memory reliably
Adapt to change Perform multiple tasks at same time
Generalize from observations Apply high forces and power
Learn from experience Parform simpie computations quickly

Make difficult decisions based on incomplete data  Make routine decisions quickly
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an automated system has an ultimate upper limit on its output capacity. It cannot
produce more than its rated capacity. By contrast, manual fabor can be added or re-
duced as nceded to meet demand. and the associated cost of the resource is in direct
proportion to its usage. Manual labor can be uscd to augment the output of an existing
automated system during those periods when demand exceeds the capacity of the
avtomated system.

o To reduce risk of product failure. A company introducing a new product to the mar-
ket never knows for sure what the ultimate success of that product will be. Some
products will have long life cycles. white others will be on the market for relatively
short lives. The use of manual lahor as the productive resource at the beginning of the
product’s life reduces the company’s risk of losing a significant investment in au-
tomation il the product fails to achicve a long market life. In Section 1.5.3, we discuss
an automation migration straiegy Lhat is sitable for introducing a new product.

1.4.2 iaborin Manufacturing Support Systems

In manufacturing support functions. many of the routine raanual and clerical tasks can be
automated using computer systems. Certain production planning activities are better ac-
complished by computer than by clerks. Material requirements planniug (MRP, Section
26.2) is an cxample: In material requirements planning, order releases are generated for
component parts and raw materials based on the master production schedule for final
products. This requires a massive amount of data processing that is best suited to comput-
er automation. Many commercial software packages are available to perform MRP. With
few that need to MRP rely on the computer. Humars
are still requ\red to interpret and implement the output of these MRP computations and
to atherwise manage the production planning function.

In modern production systems. the compuier is used as an aid in performing virtual-
ly all manufacturing support activitics. Computer-aided design systems are used in prod-
uct design. The human designer is still required to do the creative work. The CAD system
is a tool that assists and amplifics the designer’s creauve talents. Computcr-aided process
planning systems are used by ing s to plan the jon methads
and routings. In these examples, humans are integral components in the operation of the
manufacturing support functions, and the computer-aided systems are 100ls to increase
productivity and imptove quality. CAT and CAM systems rarely operate completely in
automatic mode.

Tuis very unlikely thar humans will never be needed in manufacturing support systems,
no matter how automated the systems are. People will be needed to do the decision mak-
ing, learning, engineering, evaluating. managing, and other functions for which humans are
much better suited than are machines, according to Table 1.1.

Evenif all of the manufacturing systems in the factory are automated, there will still
be a need for the following kinds of work 10 be performed:

. Eq i Skilled i will be required to maintain and repair the
automated systems in the factory when lhese systems break down. To improve the re-
liability of the systems, Will have 1o be carried out.

* Programmumng and computer operation. There will be a continnal demand to upgrade
softwarc. install new versions of sofiware packages, and execute the programs, [t is an-
ticipated that much of the routine process planning, numerical control part pro-
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and robot pr ing may be highly d using artificial intelli-
gence in the future.

Engineering project work. The computer-automated and integrated factory is likely

never to be finished. There will be a continual need to upgrade production machines.

design tooling, and undertake continuous improvement projects. These activities re-
quire the skills of engineers working in the factory.

* Plant management. Someonc must be responsible for running the factory. There will
be a limited staff of gers and who are resp for
plant operations, There is likely to be an increased emphasis on managers’ technica:
skills rather than in traditional factory management positions, where the emphasis is
on personne] skills.

1.5 AUTOMATION PRINCIPLES AND STRATEGIES

The preceding discussion leads us 1o conclude that automation is not always the right an-
swer for a given production situation. A certain caution and respect must be obscrved in
applying automation technologies. In this section, we offer three approaches for dealing with
automation projects:® (1) the USA Principle, (2) the Ten Strategies for Automation and
Production Systems, and {3) an Automation Migration Strategy.

15.1 USA Principle

The USA Principle is a common sense approach to automation projects. Similar proce-
dures have been suggested in the manufacturing and automation trade literature, but none
has a more captivating title than this one. USA stands for:

1. Undersiand the existing process
2. Simplify the process
3. Automate the process.

A statement of the USA principle appeared in an APICS? article [4]. The articte was con-
cerned with implementation of enterprise resource planning {ERP, Section 26,6}, but the
USA approach is so general that it is applicable to nearly any automation project. Going
through each step of the procedure for an automation project may in fact reveal that sim-
plifying the process is sufficient and automation is not necessary,

Understand the Existing Process. The obvious purpose of the first step in the
USA approach is to comprehend the current process in all of its details. What are the in-
puts? What are the outputs? What exactly happens to the work unit between input and
output? What is the function of the process? How does it add value to the product? What
are the upstrearn and ds inthe sequence, and can they be
combined with the process under consideration?

*There are addinonal approaches not discussed here. but in which the reader may be mierested: for ex-
ample, the ten steps to integratod manufactus iug production systems diseussed in & Black's book: The Deslgn of
she Factory with & Future 1]

*APICS = Amencan Production and Inventory Control Society.
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Some of the basic charting tools used in methods analysis are useful in this regard, such
as the operation process chart and the flow process chart {5]. Application of these tools to
the existing process provides a model of the process that can be analyzed and searched for
weaknesses (and strengths). The number of steps in the process, the number and place-
ment ofinspections, the number of moves and delays experienced by the work unit, and the
time spent in storage can he hy these charting

Mathematical models of the process may also be useful to indicate relationships be-
tween input parameters and output variables, What are the important output variables?
How are these output variables affected by inputs to the process, such as raw material
Pproperties, process settings, operating and envi ? This in-
formation may be valuable in identifying what output variables need to be measured for
feedback purposes and in formulating algorithms for automatic process control.

Simplify the Process. Once the existing process is understood, then the search
can begin for ways to simplify. This often involves a checklist of questions about the exist-
ing process. What is the purpose of this step or this transport? Is this step necessary? Can
this step be eliminated? Is the most appropriate techndlogy being used in this step? How
can this step be simplified? Are there. unnecessary steps in the process that might be clim-
inated without detracting from function?

Some of the ten strategies of automation and production systems (Section 1.5.2) are
applicable to try to simplify the process. Can steps be combined? Can steps be performed

? Can steps be i into a manually operated production line?

Autornate the Process. Once the process has been reduced to its simplest form,
then automation can be considered. The possible forms of automation include those fist-
ed in the ten strategies discussed in the following section. An automation migration strat-
egy (Section 1.5.3) might be implemented for a new product that has not yet proven itself.

15.2 Ten Strategies for Automation
and Production Systems

Following the USA Principle is a good flrsl step in any automation project. As suggested
previously, it may turn out that of 1he prucess is 'y Or cannot be cost
justified after it has been simplified.

If automation seems a feasible solution to improving productivity, quatity, or other
measure of performance, then the following ten strategies provide a road map to search for
these improvements. These ten strategies were first published in ry first book.* They seem
as relevant and appropriate today as they did in 1980. We refer to them as strategies for au-
tomation and production systems because some of them are applicable whether the process
is a candidate for automation or just for simplification.

1. Specialization of operations. The first strategy involves the use of special- purpose
equipment designed to perform one operation with the greatest posslble efﬁcnency
This is analogous to the concept of labor specialization, which is employed to im-
prove labor productivity.

*M. P, Groover. Automaion, Production Ssstems, and Computer-Aided Manufactsring, Prentice Hall,
Englewood Cliffs. New Jersey, 1980,
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. Combired operations. Production occurs as a sequence of operations. Complex parts

may requise dozens, or even hundreds, of processing steps. The strategy of combined
operations involves reducing the number of distinct production machines or work-
stations through which the part must be routed. This is accomplished by petforming
more than one operation at a given machine, thereby reducing the number of sepa-
rate machines needed. Since each machine typically involves a setup, setup time can
usually be saved as a consequence of this strategy. Material handling effort and non-
operation time are also reduced. Manufacturing lead time is reduced for beter cus-
tomer service.

Simultaneous operations. A logical extension of the combined operations strategy is
to simultancously perform the operations that are combined at one workstation. In
effect, two or mare processing {or assembly) operations are being performed simul-
taneously on the same workpart. thus reducing total processing time.

Integration of operations. Anolhe! strategy is to link several workstations together into
a single integr using work handling devices to transfer
parts between stations. In effect, this reduces the number of separate machines
through which the product must be scheduled. With more than one warkstation, sev-
eral parts can be p , thereby ing the overall output of
the system.

Increased flexibility. This strategy attempts to achieve maximum utilization of equip-
ment for job shop and medium-volume situations by using the same equipment for
a variety of parts or products. It involves the use of the flexible atitomation concepts
(Section 1.3.1). Prime objectives are to reduce setup time and programming time for
the production machine, This normally translates into lower manufacturing lead time.
and less work-in-process.

Improved material handling and storage. A great opportunity for reducing nonpro-
ductive time exists int the use of automated material handling and storage systems. Typ-
ical benefits include reduced work-in-process and shorter manufacturing lead times.
Online inspection. Inspection for quality of work is traditionally performed after the
process is completed. This means that any poor- qualny product has already been pro-
duced by the time it is inspected. ion into the

Process permits corrections to the process as the product is being made. This reduces
scrap and brings the overall quality of the product closer to the nominal specifications
intended hy the designer.

Process control and optimization. This includes a wide range of comrol schemes in-
tended to operate the individ and ! more effi-
ciently. By this strategy, the mdwndual process times can be reduced and product
quatity improved.

Plant operations control. Whereas the previous strategy was concerned with the con-
trol of the individual manufacturing process, this strategy is concerned with control
at the plant level. It attempts to manage and coordinate the aggregate operations in
the plant more efficiently. Its implementation usually involves a high level of computer
networking within the factory.

. Computer-iniegrated manufacruring (CIM), Taking the previous strategy one level

higher, we have the integ of factory op with ef ing design and
the business functions of the firm. CIM invalves extensive use of computer applica-
tions, computer data bases, and computer networking throughout the enterprise.
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The ten strategics conslitute a checklist of the possibilities for improving the production
system through automation or simplification. They should ot be considered as mutually
cxclusive. For most situations. multiple strategies can be implemented in one improve-
ment project

153 Automation Migration Strategy

Owing to competitive pressures in the marketplace, 2 company often needs to introduce a
new product in the shortest possible time. As mentioned previously, the easiest and least
expensive way Lo accomplish this objective is to design a manual production method, using
asequence of workstations operating independently. The tooling for a manual method can
be fabricated quickly and at low cost. If more than a single set of workstations is required
to make the product in sufficient quantities, as is often the case, then the manual cell is
replicated as many times as needed to mect demand. If the product turns out to be suc-
cessful.and high future deman is anticipated, then it makes sense for the company o au-
tomate production. The improvements are often carried out in phases, Many companies
have an automanon migration strategy. that is, a formalized plan for cvolving the manu-
facturing systems used to produce new products as demand grows. A typical automation
migration sirategy is the following:

Phase 1:  Manual production using single-station manned cells operating indepen-
dently. This is used for introduction of the new product for reasons aiready
mentioncd: quick and low-cost tooling to get started.

Phase2: A { production using single-stati d cells operating in-
dependently. As demand for the product grows, and it becomes clear that
automation can be justified, then the single stations are automated to re-
duce laber and increase production rate. Work units are still moved be-
tween workstations manually

Phase3: A d i duction using a multi system
with serial operations and automated transfer of work units between sta-
tions. When the company is certain that the product will be produced in
mass quantities and for several years, then integration of the single-station
automated cells is warranted to further reduce labor and increase pro-
duction rare.

is illustrated in Figure 1.9. Details of the automation migration strategy vary
from company to company. depending on the type= of produm lhey make and the manu-
facturing processes they perform. But well ies have poli-
cies like the automation migration strategy. Advantages of such a strategy include:

¢ Itallows introduction of the new product in the shortest possible time, since pro-
duction cells based on manual workstations are the easiest to design and implement

« Ttallows auromation to be intraduced gradually (in planned phases), as demand for
the praduct grows, engineering changes in the product are made, and time is allowed
to do a thorough design job on the automated manufacturing system.

 Itavoids the commitment to 2 high level of automation from the start, since there is
always a risk that demand for the product will nof justify it.
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Figure 19 A typical automation migration stratcgy. Phase 1: man-
ual procuction with single independent workstations. Phase 2: an-
tomated production stations with manual handling between stations.
Phase 3: i with handling
between stations. Key: Aut = automated workstation.

1.6 ORGANIZATION OF THE BOOK

This chapler has provided an overview of production systems and how automation is some-
times used in these systems. We see that people are needed in manufacturing, even when
the production systems are highly automated. Chapier 2 takes a look at manufacturing op-
erations: the manufacturing processes and other activities that take place in the facfory.
We also develop several mathematical models that arc intended to increase the reader's un-
derstanding of the issues and in ing operations and to und.
their quantitative nature.

The remaining 25 chapters are organized into five parts. Let us describe the five parts
with reference to Figure 1.10. which shows how the topics fit together. Part ] includes six
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book,
chapters that are ies. Whereas Chapter 1 discusses au-
tomation in general terms. Parl Idescribes the lechmcal details. Automatmn relies heavily
on control systems, so Part 1 is cafled A and Control Technologies. These tech-

nologies include numerical control, industrial robotics, and programmable fogic controfiers,

Part 11 is composed of four chapters on material handling technologies that are used
primarily in factories and warehouses. This includes equipment for transporting materials,

storing them, and automatically |denufymg lhem for malenal control purposes.

Part IILis concerned with the i of ies and material
handling into ing s hose that operate in the factory and
touch the product. Some of these manufacturing systems are highly automated, while oth-
ers rely largely on manual labor. Part 11T contains seven chapters, covering such topics as
production Yines, assembly systems, group and flexible systems.

The importance of guality control must not be overloaked in modern production
systems. Part I'V covers this topic, dealing with statistical process control and inspection is-
sues. We describe some of the significant inspection technologies here, such as machine vi-
sion and coordinate measuring machines. As suggested in Figure 1.10, quality control (QC)
systems inciude clements of both facilities and manufacturing support systems. QC isan en-
terprise-level function, but it has equipment and procedures that operate in the factory.

Finally, Part V addresses the remaining manufacturing support functions in the pro-
duction system. We include a chapter on product design and how it is supported by com-
puter-aided design systems. The second chapter in Part V is concerned with process planining
and how it is automated by computer-aided process planning. Here we also discuss con-
current enginecring and design for manufacturing, Chapter 26 covers production planning
and control, inctuding topics such as material requirements planning (mentioned in Chap-
ter 1), manufacturing resource planmng. and just-in-time producuon systems. Our book
concludes with a chapter on lean prod and agile two ion sys-
tem paradigms that define the ways that modern manufacturing companies are attempt-
ing to run their businesscs.
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Manufacturing can be defined as the application of physical and chemical processes to
alter the geometry, properties, and/or appearance of a given starting material to make parts

“The chapter introduction and Sections 2.1 and 2.2 are based on M. P. Groover, Fundamentals of Modermn

Manufacturing: Materiats, Processes, and Systems, Chapter |
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Figure 2.1 Alternative definitions of manufacturing: (a) as a tech-
aological process and (b) 4s an econumic Process.

or products; manufacturing also mcludes the j Jommu of multiple parts lo make assembled

products. The processes that involve a of machin-
ery, tools, power, and manual labor, as deplc(ed in Figure 2. l(a) Manufactunng is almost
always carried out as a sequence of Each brings the ma-
terial closer to the desu—ed final state.

From an ing is the ion of materials into

iterns of greater value by means of one or more processing andior assembly operations, as
depicted in Figure 2.1(b). The key point is that manufacturing adds value to the material
by changing its shape or properties or by combining it with other materials that have been
similarly altered. The material has been made more valuable through the manufacturing
operations performed on it. When iron ore is converted into steel, value is added, When sand
is transformed into glass, value is added. When petroleum is refined into plastic, value is
added. And when plastic is molded into the complex geometry of a patio chair, it is made
even more valuable.

In this chapter, we provide a survey of manufacturing operations. We begin by ex-
amining the industries that are engaged in manufacturing and the types of products they
produce. We then discuss fabrication and assembly processes used in manufacturing as well
as the activities that support the processes, such as material handling and inspection. The
chapter with iptions of several models of ing op-
erations. These models help to define oenam issues and parameters that are u-nportant n

and to provide a ing

Wwe mlghl observe here that the mmul’actlmng operauons. ﬂle processes in particu-
rax, the of while the produc-
tion systems discussed in Chapter 1 stress the economic definition. Our emphasis in this
book is on the systems. The history of manufacturing includes both the development of
manufactering processes, some of which date back thousands of years, and the evolution of
the production systems required to apply and exploit these processes (Historical Note 2.1).

Historical Note 2.1  History of manufacturing

The history of manufzcturing includes two related topics: (1) man's discovery and invention
of materials and processes to make things and (2) th pment of systems of
The materials and processes predate the systems by several millennia. Systems of production
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refer to the ways of organizing people and equipment so that production can be performed
more efficiently, Some of the basic processes date as far back as the Neolithic period {circa
8000-3000 B.C.). when operations such as the following were developed: woodworking, form-
ing, and firing of clay pottery. grinding and polishing of stone, spinnng and weaving of tex-
tiles, and dyeing of ctoth. Metallurgy and metalworking also began during the Neolithic, in
Mesopotamia and other areas around the Meditecrranean. It either spread to, or developed in-
dependently in, regions of Europe and Asia. Gold was found by early man in relatively pure
form in nature; it could be kammered inta shape. Copper was probably the first metal to be ex-
tracted from ores, thus requiring smelting as a processing technique. Copper could not be read-
ily hammered because it strai ;instead, it was shaped by casting. Oth
during this period were silver and tin. It was discovered that copper alloyed with tin produced
a more workable metal than copper alone (casting and hammering could both be used). This
heralded the important period known as the Bronze Age (circa 3500-1500 B.C.).

Tron was also first smelted during the Bronze Age. Meteorites may have been one source
of the metal, but iron ore was also mined. The temperatures required to reduce iron ore to
metal are significantly higher than for copper, which made furnace operations more difficult.
Other processing methods were also more difficult for the same reason. Early blacksmiths,
learned that when certain irons (those containing small amounts of carbon) were sufficiently
heated and then quenched, they became very hard. This permitted the grinding of very sharp
cutting edges on knives and weapons but it also made the metal brittle. Toughness could be in-
creased by reheating at a lower temperature, a process known as tempering. What we have de-
scribed is, of course, the Aeat treatment of steel. The superior properties of steel caused it to
succeed bronze in many applications (w i and devices). The pe-
riod of its use has subscquentiy been named the fron Age (starting araund 1006 B.C.). It was
not until much later, well into the nineteenth century, that the demand for steel grew signifi-
cantly and more modern steelmaking techniques were developed.

The carly fabrication of i and weapons ished more as crafts and
trades than by manufacturing as we know it today. The ancient Romans had what might be
called factories to produce weapons,scrolls, pottery, glassware, and other products of the time,
but the procedures were largely based on handicraft. It was not until the Industrial Revolution
(circa 1760--1830) that major changes began to affect the systems for making things. This pe-
riod marked the beginning of the change from an economy based on agricutture and handicraft
to one based on industry and manufacturing The change began in England, where a series of
important nachines were invented, and steam power began to replace water, wind, and animal
power. Initially,these advances pave British industry significant advantages over other nations,
but cventually the revolution spread to other European countries and to the United States The
Industrial ? i tothe of ing in the following ways:

(1) Warr's anew p i 2) pment of machine ools,
starting with John Wilkinson’s boring machine around 1775, which was used to boze the cylin-
der on Watt’s steam engine; (3) invention of the spinning jenny, power loom, and other ma-
chinery for the textite industry, which permitted significant increases in productivity; and (4)
the factory system, a new way of organizing large mumbers of production workers based on the
division of labor.

Wilkinson's boring machine is generally recognized as the beginning of machine tool
technology. It was powered by water whel. During the period 1775-1850, other machine tools
were developed for most of the conventional machining processes, such as boring, turning,
drilling, milling, shaping, and planing. As steam power became more prevalent, it gradually
became the preferred power source for most of these machine tools. It is of interest to note
that many of the individual processes predate the machine tools by centuries; for example,
drilling and sawing (of wood) date from ancient times and turning (of wood) from around the
time of Christ.

. Assembly methods were used in ancient cultures to make ships, weapons, tools, farm
implements, machinery, chariots and carts, furniture, and garments. The processes included
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binding with twine and rope. rivesing and naiing, and solderng. By around the time of Christ,
Jorge welding and adhesive bonding had been developed. Widespread use of screws, bolls, and
nuts. 50 common in today’s assembly—required the development of machine tools, in par-
ticular. Maudsley's screw cutting lathe (1500). which could accurately form the helical thrads.
It was ot until around 1900 that fusion welding processes started to be developed as assem-
bly techniques.

While England was leading the Indastrial Revalution, an important concept related to
assembly technology was being introduced in the United States: interchangeable paris manu-
facture, Much credit for this concept is given to Ei Whitney (1765-1825), although its impor-
tance bad been recognized by others [2]. In 1797, Whitney negotiated a contract to produce
10,000 muskets for the U.S. government. The traditional way of making guns at the time was
10 custom Zabricate each part for a particular gun and then hand—fit the parts together by fil-
ing. Each musket was therefore unique, and the time to make it was considerable Whitney be-
licved that the componcnts could be made accurately enough to permit parts assembly without
fitting, After several years of development in his Connecticut factory, he traveled to Washing-
ton in 1801 to demonstrate the principle. Before government officials. including Thomas Jef-
fersan. he laid out components for 10 muskets and proceeded to select parts randomly to
assemble the guns. No special filing or fitting was required, and all of the guns worked perfecily.
The scret sehind his achievement was the collection of special machines, fixtures, and gages
(hat he had developed in his factory. parts required many years
nf developmcnl and refinement bctore bccummg a pracucal realuy but it revolutionized meth-

of assembled products. Because
s ongms were in the United States, mlcrchangeable parts pmducuon came Lo be known as
the American Syster of manufucture.

The mid- and late-1800s witnessed the expansion of railroads, steam-powered ships, and
other machines that crealed a growing need for iron and steel. New methods for producing steel
were developed to meet this demand Also during this period. several consumer products were
developed, including the sewing machine, bicycle, and automobile. To meet the mass demand
for these products. more cfficient production methods were required. Some histotians identi-
fy developments during this period as the Second Industrial Revolution, characterized in terms
of its cifects on production systems by the following: (1) mass production, (2) assembly lines,
(3) scientific management movement. and (4) electrification of factories,

Mass production was primarily an American phenomenon. Its motivation was the mass
market that existed in the United States. Population in the United States in 1900 was 76 mil-
lion and growing, By 1920 it cxceeded 106 million. Such a large population, larger than any west-
ern European country, created a demand for large numbers of products. Mass production
provided those products. Certainly one of the important technologies of mass production was
the assembly fine, introduced by Henry Ford (1863-1947) in 1913 at lis Highland Park plant
(Historical Note 17.1). The assembly line made mass production of complex consumer prod-
ucts possible. Usc of assembly line methods permitted Ford to sell 2 Model T automobile for
less than $500in 1916, thus making ownership of cars feasible for a large segment of the Amer-
ican population

The scientific management movement started in the late 1800s in the United States in re-
sponse to the need 1o plan and control the activities of growing numbers of production work-
ers. The movement was led by Frederick W. Taylor (1856~1915), Frank Gitbecath (1868-1924)
and his wife Lilian (1878~1972). and others. Scientific management included: (1) motion study,
aimed at finding the best method to perform a given task: (2) rime study, to establish work
standards for a job: (3) exlensive use of standards in industry: (4) the piece rate sysien and siem-
ilar labor incentive plans; and (5) use of data collection. record keeping, and cos! accounting
in factory operations.

n 1881 electrification began with the first clectric power generating station being built
in New York City. and soon clectric motors were being used as the power source to operate fac-
tory machinery. This was a far more convenient power delivery system than the steam engine,
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which required overhead belts to distribute power to the machines. By 1920, electricity had over-
taken stezm as the principal power sousee in U.S, factories. Electrification also motivated many
new inventions that have affected manufacturing operations and production systerns. The twen-
tieth centary has been a time of mors technological advances than in all other centuries com-
bined. Many of these developments have resulted in the automarion of manufacturing.
Historical notes on some of these advances in autoration are covered in this book.

2.1 MANUFACTURING INDUSTRIES AND PRODUCTS

18 an important activity, carried out by companies that sell prod-
ucts to The type of ing performed by a company depends on the
kinds of products it makes. Let us first take a look at the scope of the manufacturing in-
dustries and then consider their products,

Manufacturing Industries. Industry consists of enterprises and organizations that
produce andfor supply goods and/or services. Industries can be classified as primary, sec-
ondary. and tertiary. Primary industries are those that cultivate and exploit natural re-
sources, such as agriculture and mining. Secondary industries convert the outputs of the
primary industries into products. Manufacturing is the principal activity in this category, but
the secondary industries also include construction and power utilities, Tersiary industries
constitute the service sector of the economy, A list of specific industries in these categories
is presented in Table 2.1.

TABLE 2.1 Specific Industries in the Primary, Secondary, and Tertiary Categories,
Based Roughly on the International Standard industrial Classification (ISIC)
Used by the United Nations

Primary Secondary Tertiary (Service)
Agriculture Aerospace Banking
Forestry Apparel Communications
Fishing Automotive Education
Livestock Basic metals Entertainment
Quarries Beverages Financial services
Mining Building materials Government
Petroleum Chemicals Heelth and medical
Computers Hotel
Construction Information
Consumer appliances Insurance
Electronics Lo
Equipment Real estate
Fabricated metals Repair and maintenance
Food processing Restaurant
Glass, ceramics Retail trade
Heavy machinery Tourism
Paper Transportation
Petrolevm refining Wholesale trade

Pharmaceuticals
Plastics (shaping)
Power utilities
Publishing

Textiles

Tire and rubber
Waood and furniture
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In this book.we are concerned with the secondary industries (middle column in Table
2.1}, which are of the ics cnpaged in tng. Tt i useful to dis-
tinguish the pro industries from the industries that make discrete parts and products.
The process ndustrics include chemicals. pharmaceuticals, petroleum. basic metals, food,
beverages. and electric power gencration. The discrete product industries include auto-
mobiles, wircraft, appliances. computers. machinery. and the component parts that these
products are asscmbled from. The International Standard Industrial Classification {ISIC)
of industries according to types of products manufactured is listed in Table 2.2. In gener-
al. the process industries are included within ISIC codes 31-37, and the discrete product
manufacturing industries are included in [SIC codes 38 and 39. However, it must be ac-
knowledged that many of the products made by the process industries are finally sold to
the consumer in discrete units. For cxample. beverages are sold in bottles and cans. Phar-
maceuhicals are often purchased as pills and capsules.

Production operations in the process industries and the discrete product industries
can be divided into continuous production and batch production. The differences are shown
in Figure 2.2. Continuous production occurs when the production equipment is used ex-
clusively for the given product, and the output of the product is uninterrupted. In the
process industries, continuous production means that the process is carried out on a con-
tinuous stream of material, with no interruptions in the output flow. as suggested by Fig-
ure 2.2(a) Once operating in steady state. the process does not depend o the length of time
it is operating. The material being processed is likely to be in the form of a liquid, gas, pow-
der. or similar physical state. In the discrete manufacturing industries, continuous produc-
tion means 100% dedication of the production cquipment to the part or product, with no
breaks for product changeovers, The individual units of production are identifiable, as in
Figure 2.2(b).

Batch production occurs when the materials are processed in finite amounts or quan-
tities. The finite amount or quantity of material is called a batch in both the process and
discrete manufacturing industries, Batch production is discontinuous because there are in-
terruptions in production between batches. The reason for using baich production is

TABLE 2.2 International Standard Industrial Classification {ISIC) Codes for Various
Induystries in the Manufacturing Sector

Basic
Code Products Manufsctured
31 Food, ges {alcoholic and tobacco
32 Textiles, wearing apparel. leather goods, fur products
33 Wood and wood products {e.g., furniturel, cark products
34 Paper, paper products, printing, publishing, bookbinding
35 Chemicals, coal, petroleum, plastic, rubber, products made from these
materials, pharmaceuticals
36 Ceramics (including glass), nonmetallic mineral products (e.g., cement)
37 Basic metals {e.g., steel, aluminum, etc.}
38 Fabricated metal products, machinery, equipment (e.g., aircraft, cameras,
and other office equi , inery, motor vehicles, tools,
televisions)
39

Other manufactured goods {e.g., jewelry, musicai instruments, sporting
goods, toys}
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Figure 2.2 Continuous and batch production in the process and dis-
crete manufacturing industries: (a) continuous production in the
process industries, (b) continuous production in the discrete manu-
facturing industries, (c) batch production in the process industries,
and (d) batch in the discrete ing industries.

because the nature of the process requires that only a finite amount of material can be ac-
commodated at one time (e.g., the amount of material might be limited by the size of the
container used in processing) or because there are differences between the parts or prod-
ucts made in different batches {e.g., a batch of 20 units of part A followed by a batch of
50 units of part B in a machining operation. where a setup changeover is required be-
tween batches because of differences in tooling and fixturing required). The differences
in batch production between the process and discrete manufacturing industries are por-
trayed in Figure 2.2(c) and (d). Batch production in the process industries generally means
that the starting materials are in liguid or bulk form, and they are processed altogether
as a unit. By contrast, in the discrete manufacturing industries, a batch is a certain quan-
tity of work units, and the work units are usually processed one at a time rather than al-
together at once. The number of parts in a batch can range from as few as one to as many
as thousands of units.

Manufactured Products.  As indicated in Table 2.2, the secondary industries in-
clude food, beverages, textiles, wood, paper, publishing, chemicals, and basic metals (ISIC
codes 31-37). The scope of our book is primarily directed at the industries that produce dis-
crete products (ISIC codes 38 and 39). The two groups interact with each other, and many
of the concepts and systems discussed in the book are applicable to the process industries,
but our attention is mainly on the production of discrete hardware, which ranges from nuts
and bolts to cars, airplanes, and digital computers. Table 2.3 lists the manufacturing indus-
tries and corresponding products for which the production systems in this book are most
applicable.
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TABLE 2.3 Manufacturing Industries Whose Products Are Likely to Be
Produced by the Productio . Systems Discussed in This Book

Industry Typical Products
Aerospace Cormmercial and mititary aircraft
Automative Cars, trucks, buses, motorcycles
Computers Mainframe and personal computers
Consumer appliances Large and small household appliances
Electronics. Tvs, VCRs, audio equipment
Equipment Industrial machinery, railroad equipment
Fabricated metals Machined parts, metal stampings, tools
Glass, ceramics Glass products, ceramic tools. potiery
Heavy machinery Machine tools, construction equipment
Plastics {shaping} Plastic moldings, extrusions
Tire and rubber Tires, shoe soles, tennis balls

Final products made by the industries listed in Table 2.3 can be divided into two major
classes: consumer goods and capital goods. Consumer goods are products purchased di-
rectty by consumers, such as cars, personal computers, TVs, tires, toys, and tennis rackets.
Capital goods are products purchased by other companies to produce goods and supply ser-
vices. Examples of capital goods include commercial aircraft, mainframe computers, ma-
chine tools, railroad equipment, and construction machinery.

In addition to final products, which are usually assembled, there are companies in in-
dustry whose business is primarily to produce materials, components, and supplies for the
companies that make the final products. Examples of these items include sheet steel, bar
stock, metal stampings, machined parts, plastic moldings and extrusions, cutting tools, dies,
molds, and lubricants. Thus, the manufacturing industries consist of a complex infrastruc-
ture with various categories and layers of intermediate suppliers that the final consumer
never deals with,

22 MANUFACTURING OPERATIONS

There are certain basic activities that must be carried out in a factory 1o convert raw ma-
terials into finished praducts. Limiting our scope to a plant engaged in making discrete
products, the factory activities are: (1) processing and assembty operations, (2) material
handling, (3} i jon and test, and (4) ination and control.

The first three activities are the physical activities that “touch” the product as it is
being made. Processing and assembly operations alter the geometry. properties, and/or ap-
pearance of the work unit. They add value to the product. The product must be moved
from onc operation to the next in the manufacturing sequence, and it must be inspected
andor tested to insure high quality. It is sometimes argued that these material handling and
inspection activities do not add value to the product. However, our viewpoint is that value
is added through the totality of manufacturing operations performed on the product. Un-
necessary operations, whether they are pracessing, assembly, material handling, or inspec-
tion. must be eliminated from the sequence of stcps performed 1o complete a given product.
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221 ing and O

Manufacturing processes can be divided into two basic types: (1) processing operations
and (2) assembly operations. A processing operation (ransforms a work material from one
state of completion to a more advanced state that is closer to the final desired part or prod-
uct. It adds value by changing the geometsy. properties, or appearance of the starting ma-
terial. In general, pmu.ssmg upu’dllons are performed on discrete workparts, but some

arealso to items, for example. painting a weld-
ed sheet metal car body. An assembly operation joins two or more components to create a
new entity. which is called an assembly. subassembly, or some other term that refers to the
specific joining process.

Processing Operations. A processing operation uses energy to alter a workpart’s
shape, physical properties, or appearance to add value to the material. The forrs of ener-
gy include mechanical, thermal, electrical, and chemical. The energy is applied in a con-
trolled way by means of machinery and tooling. Human energy may also be required, but
human workers are generally employed to control the machines. to oversee the operations,
and to load aud unlead parts before and after each cycle of operation. A general model of
a processing operation is illustrated in Figure 2.1(a). Material is fed into the process, ener-
gy is applied by the machinery and tooling to transform the material, and the completed
workpart exits the process. As shown in our model. most production operations produce
waste or scrap, cither as a natural byproduct ot the process (e.g., removing materiat as in
machining) or in the form of occasional defective pieces. An important objective in man-
ufacturing is to reduce waste in either of these forms,

More than one processing operation is usually required to transform the starting ma-
terial into final form. The operations are performed in the particular sequence to achieve
the geometry and/or condition defmed by the design spccxﬁcauun

Three categories of | are d: (1) shaping
(2) property-enhancing operations.and (3) surface processing operations. Shaping opera-
tions apply mechanical force or heat or other forms and combinations of energy to effect
achange in geometsy of the work material. There are various ways to classify these process-
es. The classification used here is based on the state of the starting material, by which we
have four calegories:

1. Solidification processes. The important processes in this category arc casting (for
metals) and molding (for plastics and glasses), in which the starting material is a
heated liquid or semifluid, in which state it can be poured or otherwise forced to
flow into a mold cavity where it cools and solidifics, taking a solid shape that is the
same as the cavity.

. Particulate processing. The starting material is a powder. The common technique in-
volves pressing the powders in a die cavity under high pressure to cause the powders
10 take the shape of the cavity. However, the compacted workpart lacks sufficient
strength for any useful apptication. To increase strength, the part is then sintered—
heated to a temperature below the melting point, which causes the individual parti-
cles to bond together, Both metals (powder metalturgy) and ceramics can be formed
by particulate processing.

Deformation processes. In most cases, the starting material is a ductile metal that is
shaped by applying stresses that exceed the metal's yield strength. To increase duc-
tility, the metal is often heated prior to forming. Deformation processes include. forg-

N

w
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ing. extrusion, and rolling. Also included in this category are sheet metal processes such
as drawing. forming. and bending.

Marerial removal processes. The starting material is solid (commonly 2 metal, ductile
or brittle), from which excess material is removed from the starting workpiece so that
the resulting part has the desired geometry. Most important in this category arc ma-
chining operations such as furning, drifling, and milling, accomplished using cutting
toals that are harder and stronger than the work metal. Grinding is another common
process in this category, in which an abrasive grinding wheel is used to remove mate-
rial. Other material removal processes are known as nontraditional processes because
they do not use traditional cutting and grinding tools. Instead, they are based on lasers,
electror. beams, chemical erosion, electric discharge, or electrochemical energy.

B

Property-enhancing operations are designed to improve mechanical or physical prop-
erties of the work matertial. The most important property-cnhancing operations involve
heat treatments, which include varjous temperature-induced strengthening and/or tough-
ening processes for metals and glasses. Sinfering of powdered metals and ceramics, men-
tioned previously. 1s also a heat treatment, which strengthens a pressed powder workpart.
Property-enhancing operations do nol aller part shape, except unintentionally in some
cases, for example, warping of a metal part during heat treatment or shrinkage of a ceramic
part during sintering.

Surface processing operations include: (1) clcaning, (2) surface treatments, and (3)
couting and thin film deposition pracesses. Cleaning includes both chemical and mechan-
ical processes to remove dirt, oil, and other contaminants from the surface. Surface rreat-
ments include mechanical working, such as shot peening and sand blasting, and physical
processes, like diffusion and ion impiantation. Coating and thin film deposition processes
apply a coating of material to the exterior surface of the workpart. Common coating
processes include electroplating, anodizing of aluminum, and organic coating (call it paint-
ing). Thir: film deposition processes include physical vapor deposition and chemical vapor
depostion taform extremely thin coatings of various substances. Several surface process-
ing operations have been adapted to fabricate semiconductor materials (most commonly
siticon) into i circuits for micro . These processes include chemical
vapor deposition, physical vapor deposition. and oxidation. They are applied to very lo-
calized areas on the surface of a thin wafer of silicon (or other semiconductor material) to
create the microscopic circuit.

Assembly Operations. The second basic type of manufacturing operation is as-
sembly, in which two or more separate parts are joined to form a new entity. Components
of the new cntity are connected together either permanently or semipermanently, Perma-
nent joining processes include welding. brazing. soldering, and adhesive bonding. They com-
binc parts by forming a joint that cannot be easily disconnected. Mechanical assembly
methods are available to fasten two (or more) parts together in a joint that can be conve-
nicntly disassembled. The use of threaded fusteners (e.g...screws, boits, nuts) are important
traditional methods in this category. Other mechanical assembly techniques that form a
permanent connection include rivets, press fitting, and expansion firs. Special assembly
methods are used in electronics. Some of the methods are identical to or adaptations of the
above techniues. For example, soldering is widely used in electronics assembly. Electron-
ics assembly is concerned primarily with the usserubly of components (e.g., integrated cir-
cuit packages) to printed circuit boards to produce the complex circuits used in so many
of today’s products.
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2.2.2 Other Factory Operations

Other activities that must be performed in the factory include material handling and stor-
age, i ion and testing, and and control.

Material Handling and Storage. A means of moving and storing materials be-
tween processing and/or assembly operations is usually required. In most manufacturing
plants, materials spend more time being moved and stored than being processed. In some
cases, the majority of the labor cost in the factory is consumed in handling, moving, and stor-
ing materials. It is important that this furction be carried out as efficiently as possible. In
Part II of our book, we consider the material handling and storage technologies that are
used in factory operations.

Eugene Merchant, an advocate and spokesman for the machine tool industry for
many years, observed that materials in a typical metal machining batch factory or job shop
spend more time waiting or being moved than in processing [3]. His observation is illustrated
in Figure 2.3. About 95% of a part’s time is spent either moving or waiting (temporary stor-
age). Only 5% of its time is spent on the machine tool. Of this 5%, less than 30% of the
time on the machine (1.5% of the totat time of the part) is time during which actual cut-
ting is taking place. The remaining 70% (3.5% of the total) is required for loading and un-
loading, part handling and pommnmg tool positioning, gaging, and other elements of

ing time, These time pi provide evidence of the significance of mate-
rial handling and storage in a typical factory.

Inspection and Test. Inspection and test are quality control activities. The pur-
pose of inspection is to determme whether the manufactured product meets the estab-
lished design and ions. For example, i ion examines whether the
actual dimensions of a mechamcal part are within the tolerances indicated on the engi-
neering drawing for the part. Testing is generally concerned with the functional specifica-
tions of the final product rather than with the individual parts that go into the product.
For example, final testing of the product ensures that it functions and operates in the man-
ner specified by the product designer. In Part IV of this text, we examine the inspection and
testing function.

“Time on
machine Moving and waiting
Time in factory —
5% 95%
0% %%
Time o0 machine
Cutting Loadting,
positianing,
gaging etc

Fignre 2.3 How time is spent by a typical part in a batch produc-
tion machine shop [3].
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Coordination and Control, Coordination and control in manufacturing includes
both the ion of individual and assembly i as well as the man-
agement of plant level activities. Control at the process level involves the achievement of
certain performance objectives by properly manipulating the inputs and other parameters
of the process. Control at the process level s discussed in Part I of the book.

Control at the plant level includes effective use of tabor, maintenance of the equip-
ment, moving materials in the factory, controlling inventory, shipping products of good
quality on schedule, and keeping plant operating costs at a minimum possible level. The
manufacturing control function at the plant level represents the major point of intersection
between the physical operations in the factory and the information processing activities that
oceur in production. We discuss many of these plant and enterprise level control functions
in Parts IV and V.

2.3 PRODUCT/PRODUCTION RELATIONSHIPS

c jes organize their ing ions and p systems as a function
of the particular products they make. It is instructive to recognize that there are certain
praduct parameters that are influentiat in determining how the products are manufactured.
Let us consider four key parameters: (1) production quantity, (2) product variety, (3) com-
plexity of assembled products, and (4) complexity of individual parts.

23.1 Production Quantity and Product Variety

We previously discussed production quantity and product variety in Chapter 1 (Section
1.1). Let us develop a set of symbols to represent these important parameters. First, let
Q = production quantity and P = product variety. Thus we can discuss product variety
and pr ion quantity i ips as PQ i i

Q refers to the number of units of a given part or product that are produced annual-
ly by a plant. Our interest includes both the quantities of each individual part or product
style and the total quantity of all styles. Let us identify each part or product style by using
the subscript j, so that @, = annual quantity of style j. Then let Qy = total quantity of all
parts or products made in the factory. ©, and 0 are related as follows:

,
Q= ;Q, @1

where P = total number of different part or product stylcs, and j is a subscript 10 identify
products,j = 1,2, .., P.

P refers to the different product designs or types that are produced in a plant.Itisa
parameter that can be counted. and yet we recognize that the difference between products
can be great or small. In Chapter 1, we distinguished between hard product variety and
soft product variety. Hard product variety is when the products differ substantially. Soft
product variety is when there are anly small differences between products. Let us divide the
parameter £ into two levels, as in a tree structure. Call them P1 and P2, P1 refors to the num-
ber of distinct product lines produced by the factory, and P2 refers to the number of mod-
els in a product line. P1 represents hard product variety, and P2 is for soft variety.
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EXAMPLE 2.1 Product Lines P1and Product Models P2

A company specializes in consumer photographic products. tt produccs oaly
cameras and projectors. Thus PI = 2. fn its camera line it offers 15 different
inodets, and in its projector line it offers five models. Thus for cameras, P2, = 15.
and for projectors. P2, = 5. The totality of product models offered is given by:

n :
P=3m =3P =15+5=20 22
i1 s

2.3.2 Product and Part Complexity

How camplex is cach product made in the plant? Product complexity is a complicated
issue. It has both qualitative and quantitative aspects. Let us deal with it using quantitative
measures. For an assembled product, one possible indicator of product complexity is its
number of components—the more parts, the more complex the product is. This is easily
demonstrated by comparing the numbers of compenents in various assembled products, as
inTable 2.4. Our list demonstrates that the more components a product has. the more com-
plex it tends to be.

For a fabricated component, a possible measure of part complexity is the numbcr of
processing steps required to produce it. An integrated circuit, which is technically a mono-
lithic sificon chip with localized alterations in its surface chemistry, requires hundreds of pro-
cessing steps in its fabrication. Although it may measure only 9 mm (3/8 inch) on a side and
is 0.5 mm (0,020 inch) thick, its complexity is orders of magnitude greater than a round
washer of 9 mm (3/8 inch) outside diameter, stamped out of 0.80-mm (1/32-inch) thick
stainlcss steel in one step. In Table 2.5, we have compiled a list of manufactured parts with
the typical number of processing operations that would be required for cach.

So, we have complexity of an assembled product defined as the number of distinct
components; let n, = the number of parts per product. And we have processing com-
plexity of each part as the number of operations required to make it; let 2, = the number
of operations or processing steps to make a part. We can draw some distinctions among pro-
duction planis on the basis of #, and n,. As defined in Table 2.6, three different types of plant
can be identified: parts producers, pure assembly plants. and verticatly integrated plants.

TABLE 2.4 Typical Number of Separate Components in Various
Assembled Products (Compiled from [2], [4], and Other Sources)

Approx. Numoer

Product (Approx. Date or Circa) of Components
Mechanical pencil (modermj 10
Ball bearing (modern) 20
Rifle (1800) 50
Sewing machine (1875) 150
Bicycie chain 300
Bicycle (modern) 750
Early automobile (1910} 2000
Automobile {modern) 20,000
Commercial airplane (1930) 100,000
Commercial airplane (modern) 1,000,000

Space shuttle (modern} 10,600,000
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TABLE 2.5 Typical Number of Processing Operations Required To Fabricate Various Parts

Approx. Number of Typical Processing
Part rocessing i Operations Use

Plastic molded part 1 Injection malding

Washer (stainless steel) 1 Stamping

Washer (plated steei) 2 Stamping, electroplating

Forged part 3 Heating, forging, trimming

Pump shaft 10 Machining (from bar stock}

Coated carbide cutting tool 15 Pressing, sintering, coating,

grinding

Pump housing, machined 20 Casting, machining

V-6 engine block 50 Casting, machining

Integrated circuit chip 75 Photolithography, various

thermal and chemical processes

TABLE 2.6 Production Plants Distinguished by 1, and n, Values

n, -0
Type of Plant Parameter Values Description

Parts producer n,

=18, >1  Thistype of plant produces individual
components, and each component
requires multiple processing steps.
Assembly plant n,>1,n,=1 A pureassembly plant produces no
parts. Instead, it purchases all parts
from suppiiers. In this pure case, we
assume that one operation is
required to assemble each part to the
product {thus, n, = 1.
Vertically integrated plant =1, =1 The pure plant of this type makes all its
parts and assembles them into its
final products. This plant type afso
includes intermediate suppliers that
make assembled items such as ball
bearings, car seats, and so on for
final product assembly plants.

Let us develop simple relationships among the P.Q,n,.and n, that
indicate the level of activity in a manufacturing plant. We will ignore the differences between
P1 and P2 here. The total number of products made annually in a plant is the sum of the
quantities of the individual product designs, as expressed in previous Eq. (2.1). Assuming
that the products are all assembled and that al} component parts used in these products are
made in the plant (no purchased components), then the total number of parts manufactured
by the plant per year is given by:

B
ny = ;Qm,,, 23)

where n1,, = total number of parts made in the factory (pc/yr), (); = annual quantity of
praduct style j (produets/yr), and n,; = number of parts in product j (pe/product).
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Finally, if all parts are manufactured in the plant, then the total number of process-
ing operations performed by the plant is given by:

oy = Z Qi X e 24

where ,; = total number of operation cycles performed in the factory (ops/yr), and
o = number of processing operations for each part &. summed over the number of parts
in product /, n,,. Parameter n,; provides a numerical value for the total activity level in
the factory.

‘We might try to simplify this to better conceptualize the situation by assuming that the
number of product designs P are produced in equal quantities Q,all products have the same
number of components 11, and all components require an equal number of processing steps
n,,. In this case, the total number of product units produced by the factory is given by:

Q=PQ 23)
The total number of parts produced by the factory is given by:
Ay = PQn, {2.6)

And the total number of manufacturing operation cycles petformed by the factory
is given by:

ngr = PQn,n, @27

Using these simplified equations, consider the foliowing example.

EXAMPLE22 A ing O ions (and P ion Systems) Problem

Suppose a company has designed a new product line and is planning to build a
new plant to manufacture this product line. The new line consists of 100 differ-
ent product types, and for each product type the company wants to produce
10,000 units annuably. The products average 1000 components each, and the av-
erage number of processing steps required for each component is 10, All parts
will be made in the factory. Each processing step takes an average of 1 min, De-
termine: (a) how many products. (b) how many parts, and (¢) how many pro-
duction operations will be required each year, and (d) how many workers will
be needed for the plant, if it operates one shift for 250 day/yr?

Solution: (a) The total number of units to be produced by the factory is given by Eq (2.5):
Q = PQ = 100 X 10,000 = 1,000,000 products annually.
(b) The total number of parts produced is:
M= PQn, = 1000000 X 1000 = 1,000,000,000 parts annually,
(c) The number of distinct production operations is:
Mop = PQryn, = 1,000.000,000 X 10 = 10,000,000,000 operations,
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(d) Let us try to estimate the number of workers required. First consider the
total time to perform these operations. If each operation takes 1 min (1/60 hr),

Total time = 10,000,000.000 X 1/60 = 166,666,667 hr

If each worker works 2000 hr/yr (40 he/wk X 50 wk/yr), then the total oum-
ber of workers required is:

166,666,667

w

= 83,333 workers.

The factory in our example is a fully integrated factory. It would be a big factory. The
number of workers we have calculated only includes direct labor. Add indirect labor, staff,
and management, and the number increases to well over 100,000 employees. Imagine the
parking lot. And inside the factory, the logistics problems of dealing with all of the prod-
ucts, parts, and would be over . No in its right mind would
consider building or operating such a plant today—not even the federal government.

233 Limitations and ofa ing Plant

Companies do not attempt the kind of factory in our example. Instcad, today’s factory is
designed with a much more specific mission. Referred to as a focused factory [6]. it is a
plant which concentrates “on a limited, concise, manageable set of products, technologies,
volumes,and markets.” It is a recognition that a manufacturing plant cannot do everything.
It must limit its mission only to a certain scope of products and activities in which it can best
compete. Its size is typicatly limited to about 500 workers, although that number may vary
widely for different types of products and manufacturing operations.

Let us consider how a plant, or its parent company, limits the scope of its manufac-
turing operations and production systems, In limiting its scope, the plant in effect makes a
set of deliberate decisions about what it will not try to do. Certainly one way to limit a
plant’s scope is by avoiding being a fully integrated factory, at least to the extent of our Ex-
ample 2.2. Instead, it specializes in being either a parts producer or an assembly plant. Just
as it decides what it will not do, the plant must also decide on the specific technologies,
products. and volumes in which it will specialize. These decisions define the plant’s in-
tended ing capability. ing capability refers to the technical and phys-
ical limitations of a manufacturing firm and each of ns plants. We can identify several

imensions of this capability: (1) te pability, (2) physical size and
weight of preduct. and (3) production capacity.

Technological Processing Capabifity. The technological processing capability of
a plant (or company) is its available set of manufacturing processes. Certain plants per-
form machining operations, others roll steel billets into sheet stock, and others build au-
tomobiles. A muchine shop cannot roll steel, and a rolling mill cannot build cars. The
underlying feature that distinguishes these plants is the set of processes they can perform.
Technological processing capability is closely related to the material being processed. Cer-
tain manufacturing processes are suited to certain materials, while other processes are suit-
ed to other materials. By specializing in a certain process or group of processes, the plant
is simultaneously specializing in a certain material type or range of materials.

Technological processing capability includes not only the physical processes, but also
the expertise possessed by plant personnel in these processing technologies. Companies are
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limited by their available processes. They must focus on designing and manufacturing prod-
ucts for which their technological processing capability provides a competitive advantage.

Physical Product Limitations. A second aspect of manufacturing capability is im-
pased by the physical product. Given a plant with a certain set of processes, there are size
and weight limitations on the products that can be accommodated in the plant. Big, heavy
products are difficult to move. To move products about, the plant must be equipped with
cranes of large load capacity. Smaller parts and products made in large quantities can be
moved by conveyor or fork Jift truck. The limitation on product size and weight extends to

the physical capacity of the ing as well. P ion machines come
in different sizes. Larger machines can be used to process larget parts. Smal]er machines
limit the size of the work that can be The set of p mater-

ial handling, storage capability, and plant size must be planned for products that lic with-
in a certain size and weight range.

Production Capacity. A third limitation on a plant’s manufacturing capability is the
production quantity that can be produced in a given time period (e.g., month or year). This
quantity limitation is commonly called plant capacity, or production capacity, which is de-
fined as the maximum rate of production per period that a plant can achieve under as-
sumed operating conditions. The operating conditions refer to number of shifts por wock,
hours per shift, direct labor manning levels in the plant, and similar conditions under which
the plant has been designed to operate. These factors represent inputs to the manufactur-
ing plant. Given these inputs, how much output can the factory produce?

Plant capacity is often measured in terms of output units, such as annual tons of stegl
produced by a steel mill, or number of cars produced by a finat assembly plant. In these
cases, the outputs are homogeneous, more or less. In cases where the output units are not
homogeneous, other factors may be more appropriate measures, such as available labor
hours of productive capacity in a machine shop that produces a variety of parts.

2.4 PRODUCTION CONCEPTS AND MATHEMATICAL MODELS

A number of production concepts are quantitative, or they require a quantitative approach
to measure them. The purpose of this section is to define some of these concepts. In sub-
sequent chapters, we refer back to these production concepts in our discussion of specific
topics it automation and production systems. The models developed in this section are
ideal, in the sense that they neglect some of the realities and complications that are present
in the factory. For example, our models do not include the effect of scrap rates In some man-
ufacturing operations, the percentage of scrap produced is high enough to adversely affect
production rate, plant capacity, and product costs. Most of these issues are considered in later
chapters as we focus on specific types of production systems.

24.1 Production Rate

The on rate for an indivi ing or assembly operation is usually expressed
as an hourly rate, that is, parts or products per hour. Let us consider how this rate is de-
termined for the three types of production: job shop production, batch production, and
mass production.
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For any production operation. the operarion cycle ime T, is defined as the time that
one work unit spends being processed or assembled. Tt is the time between when one work
unit begins processing (or assembly) and when the next unit begins. 7 is the time an indi-
vidual part spends at the machine, but not all of this time is productive (recall the Merchant
study, Section 2.2.2). In a typical processing operation. such as machining, 7, consists of: (1)
actual machining operation time. (2) work part handliug time, and (3) tool handling time pet
workpiece. As an equation, this can be expressed:

T.=T,+T,+T, (28)

where 7, = operation cycle time (min/pe), T, = time of the actual processing or assem-
bly operation (min/pe). T, = handling time (min/pc). and T;, = tool handling time
(min/pc). Tke tool handling time consists of time spent changing tools when they wear
out, time changing from one tool to the next, tool indexing time for indexable inserts or for
tools on a turret lathe or turret drill. tool repositioning for a next pass, and so on. Some of
these toel handling activities do not occur every cycle; therefore, they must be spread over
the number of parts between their occurrences to obtain an average time per work piece.

Each of the terms, T, T,,. and 7, has its counterpart in other types of discrete-item
production. There is a portion of the cycle when the part is actually being processed (7, ):
there is a portion of (he cycle when the part is being handled (7}, ); and there is, on aver-
age, a partion when the tooling is being adjusted or changed (Tw). Accordingly, we can
generalize Eq.(2.8) to cover most p in

Let us first consider the batch production case and then consider the job shop and
mass production. In batch production. the time to process one batch consisting of @ work
units is the sum of the setup time and processing time; that is,

T, =T, + QT 29

where 7, = baich processing time (min), T,,, = setup time to prepare for the batch (min),
Q = batch quantity (pc),and T, = operation cycle time per work unit (min/cycle). We as-
sume that one work unit is completed each cycle and so 7, also has units of min/pe. If more
than one part is produced cach cycle, then Eq. (2.9) must be adjusted accordingly. Divid-
ing batch time by batch quantity, we have the average production time per work unit T, for
the given machine:

L (2.10)
5 )
The average production rate for the machine is simply the reciprocal of production time.
Itis usually expressed as an hourly rate:

RPAT
»

@11y

where R, ~ hourly production rate (pc/hr), T, = average production time per minute
(min/pc). and the constant 60 converts minutes to hours.

For job shop production when quantity Q = 1, the production time per work unit is
the sum of setup and operation cycle times:

=T, +T. (2.12)
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For job shop production when the quantity is greater than one, then this reverts to the
batch production case discussed above.

For quantity type mass production, we can say that the production rate equals the
cycle rate of the machine (reciprocal of operation cycle time) after production is underway
and the cffects of setup time become insignificant. That is, as Q becomes very large,
(Ty/Q) — 0 and

50

T (2.13)

R, — R =

where R, = operation cycle rate of the machine (pe/hr), and T. = operation cycle
time (min/pc).

For flow line mass p ion,the ion rate approxi the cycle rate of the
production line, again neglecting setup time. However, the operation of production lines is
i y the i of the w ions on the line. One complication is

that it is usually impossible to divide the total work equally among all of the workstations
on the line; therefore, one station ends up with the longest operation time, and this station
sets the pace for the entire line. The term bouleneck station is sometimes used to refer to
this station. Also included in the cycle time is the time to move parts from ane station to
the next at the end of each operation. In many production lines, all work units on the line
are moved simultaneously, each to its respective next station. Taking these factors into ac-
count, the cycle time of a production line is the sum of the longest processing {or assem-
bly) time plus the time to transfer work units between stations. This can be expressed:

T, =T, +MaxT, 214

where 7, = cycie time of the production line (min/cycle), 7, = time to transfer wark units
between stations each cycle (min/pc), and Max T, = operation time at the bottleneck sta-
tion (the maximum of the operation times for all stations on the line, min/cycle). Theo-
retically, the production rate can be determined by taking the reciprocal of 7, as follows:

60
T.

R = (215

where R, = theoretical or ideal production rate, but let us call it the cycle rate to be more
precise (cydles/hr), and 7, = ideal cycle time from Eq. (2.14) (min/cycle).

Production lines are of two basic types: (1) manual and (2) automated. In the oper-
ation of ion lines, another icating factor is reliability. Poor relia-
bility reduces the available production time on the line. This results from the
interdependence of workstations in an automated line, in which the entire line is forced to
stop when cne station breaks down, The actual average production rate R, is reduced to
a value that is often substantially below the ideal R, given by Eq. (2.15). We discuss relia-
bility and some of its terminclogy in Section 2.4.3. The effect of reliability on automated
production lines is examined in Chapters 18 and 19.

Ttis important to design the manufacturing method to be consistent with the pace at
which the customer is demanding the part or product, sometimes referred to as the takt
time (a German word for cadence or pace). The takt time is the reciprocal of demand rate,
but adjusted for the available shift time in the factory. For example, if 100 product units
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were demanded from a customer each day.and the factory operated one shift/day, with
400 min of time available per shill, then the takt time would be 400 min/100 units = 4.0
min/work unit.

2.4.2 Production Capacity

We ion capacity in our di of i ilities (Section
). Producnion capacity is defincd as the maximum rate of output that a production fa-
cility (or production line, work center, or group of work centers} is able to produce under
2 given set of assumed operating conditions. The production facility usually refers to a
plant or factory, and so the term plant capacity is often used for this measure. As mentioned
before, the assumed operating conditions refer to the number of shifts per day (one, twa.
or three). number of days in the week (or month) that the plant operates, employment lev-
els, and so forth.

“I'he number of hours of plant operation per week is a critical issue in defining plant
capacity. For continuous chemical production in which the reactions occur at elevated tem-
peraturcs, the plant 1s usually operated 24 hr/day, 7 day/wk. For an autorobile assembly
plant, capacity is typically defined as one or two shifts, In the manufacture of discrete parts
and products,a growing trend is to define plant capacity for the full 7-day week, 24 hr/day.
This is the maximum time available (168 hr/wk), and if the plant operates fewer hours
than the maximum. thea its maximum possible capacity is not being fully utilized.

Quantitative measures of plant capacity can be developed based on the production
rate models derived earlier. Let PC = the production capacity of a given facility under
consideration. Let the measure of capacity = the number of units produced per week. Let
n = the number of machines or work centers in the facility. A work center is a manufac-
turing system in the plant typically consisting of one worker and one machine. It might
also be one automated machine with no worker, or multiple workers working together an
a production line. Itis capable of producing at a rate R,, unit/hr, as defined in Section 2.4.1.
Each work center operates for # hr/shift. Provision for setup time is included in R,, ac-
cording to Eq. (2.11). Let § denote the number of shifts per week. These parameters can
be combined :0 calvulate the production capacity of the facility:

PC = nSHR, (2.16)

where PC = production capacity of the facility (output units/wk), 2 = number of work
centers producing in the facility. S = number of shifts per period (shift/wk), H = hr/shift
(hr), and R, = hourly production rate of each work center {output units/hr), Although
we have used a week as the time period of interest, Eg. (2.16) can easily be revised to adopt
other periods (months, years, etc.). As in previous equations, our assumption is that the
units processed through the group of work centers are homogeneous, and therefore the
value of R, is the same for all units produced.

EXAMPLE 23 Production Capacity

The turret lathe section has six machines. ail devoted to the production of the
same part. The section operates 10 shift/wk. The number of hours per shift av-
erages 8.0. Average production rate of each machine is 17 unit/hr. Determine
the weekly production capacity of the turret lathe section.
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Solution: From Eq. (2.16),
PC = 6(10)(80)(17) = 8160 output unit/wk

If we include the possibility that each work unit is routed through 1, operations, with
cach operation requiring a new sctup on cither the samc or a diffcrent machine, then the
plant capacity equation must be amended as follows;

n SHR,

C = @17

o

where n, = number of distinct operations through which work units are routed, and the
other terms have the same meaning as before.

Equation (2.17) indicates the operating pararoeters that affect plant capacity. Changes
that can be made to increase or decrease plant capacity over the short term are:

t. Change the number of shifts per week (§). For exampie, Saturday shifts might be au-
thorized to temporarily increase capacity.

2. Change the number of hours worked per shift (/). For example, overtime on each
regular shift might be authorized to increase capacity.

Over the intermediate or langer term, the following changes can be made to increase plant
capacity:

3. Increase the number of work centers, n, in the shop. This might be done by using
equipment that was formerly not in use and hiring new waorkers, Over the long term,
new machines might be acquired. Decreasing capacity is easier, except for the social
and economic impact: Workers must be laid off and machmes decommissioned.
Increase the production rate, R, by making improvements in methods or process
technology.

Reduce the number of operafions », required per work unit by using combined op-
erations, si ori of op i (Section 1.5.2: strate-
gles 2.3, and 4).

This capacity model assumes that all » machines are producing 100% of the time,
and there are no bottleneck operations due to variations in process routings to inhibit
smoath flow of work through the plant. In real batch production machine shops where
each product has a different operation sequence, it is unlikely that the work distribution
among the productive resources (machines) can be perfectly balanced. Consequently, there
are some operations that are fully utilized while other operations occasionally stand idle
waiting for work. Let us examine the effect of utilization.

bl

b4

24.3 Utilization and Availability

Utilization refers to the amount of output of a production facility relative to its capacity,
Expressing this as an equation,

_Q
U=s (2.18)
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where U = utilization of the facility, = actual quantity produced by the facility during a
given time period (i.c.,pe/wk).and PC —~ production capacity for the same period (pe/wK).

Utilization can be assessed for an entire plant, a single machine in the plant, or any
other productive resource (i.., labor). For convenience, it is often defined as the propor-
tion of ime that the facility is operating relative to the time available under the definition
of capaity. Utilization is usually expsessed as a percentage.

EXAMPLE 2.4 Utilization

A production machine operates 80 hr/wk (two shifts, 5 days) at full capacity. Its
production rate is 20 unit/hr. During a certain week, the machine produced
1000 parts and was idle the ining time. (a) Determine the p ion ca-
pacity of the machine. (b} What was the utilization of the machine during the
week under consideration?

Solution: (a) The capacity of the machine can be determined using the assumed 80-hr
week as follows:

PC = 80(20) = 1600 unit/wk

(b) Utilization can be determined as the ratio of the number of parts made by
the machine relative to its capacity.

U = 1000/1600 = 0.625 {62.5%)
The alternative way of assessing utilization is by the time during the week that
the machine was actualhy vsed. To produce 1000 units, the machine was operated
1000 pc

H=
20 pe/hr

= 50hr

Utilization is defined relative to the 80 hr available.

U = 50/80 = 0.625 (62.5%)

Availability is a common measure of reliability for equipment. It is especially appro-
priate for production equi ilability is defined using two other relia-
bility teems, mean time between failure (MTBF) and mean time 1o repair (MTTR). The
MTBF indicates the average length of time the piece of equipment runs between break-
downs. The MTTR indicates the average time required to service the equipment and put
it back into operation when a breakdown occurs. Availability is defined as follows;

MTBF — MTTR
As = (2.19)

where A = availability, MTBF = mean time between fuilures (hr), and MTTR = mean
time to repair (hr). y is typically asa When a piece of
equipment is brand new (and being debugged). and later when it begins to age, its avail-
ability tends to be lower.
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EXAMPLE 2.5 Effect of Utilization and Availability on Plant Capacity

Consider previous Example 2.3. Supposs the same data from that example were
applicable, but that the availability of the machines 4 = 90%, and the utiliza-
tion of the machines U = 80%. Given this additional data, compute the ex-
pected plant output.
Solution: Previous Eq.{2.16) can be altered to include availability and utilization as follows:
Q = AU(nSHR,) (220)
where A = availability and U = utilization. Combining the previous and new
data, we have
Q = 090(0.80)(6)(10)(8.0){17) = 5875 output unit/wk

2.4.4 Manufacturing Lead Time

In the competitive environment of modern business, the ability of a manufacturing firm to
deliver a product to the customer in the shortest possible time often wins the order. This
time is refersed to as the ring lead time, ) we define ing lead
time (ML) as the total time required to process a given part or product through the plant.
Let us examine the components of MLT.

Production usually consists of a series of individual processing and assembly opera-
tions. Between the operations are material handling, storage, inspections, and other non-
productive activities. Let us thercfore divide the activities of production into two main

ies, operations and peration elements. An operation is on a work
unit when it is in the production machine. The nonoperation elements include handling, tem-
porary storage, inspections, and other sources of delay when the work unit is not in the
machine. Let 7, = the operation cycle time at a given machine or workstation, and
7., = the nonoperation time associated with the same machine. Further, let us suppose
that the number of separate operations (machines) through which the work unit must be
routed to be completely processed = n,. If we assume batch production, then there are Q
work units in the batch. A setup is generally required to prepare each production machine
for the particular product, which rcquires a time = T,. Given these terms, we can define
manufacturing lead time as:

o

MUT; = 3 (T + QT + Th) @21

=1

where MLT, = manufacturing lead time for part or product j (min), Ty = setup time for
operation { (min), O, = quantity of part or product  in the batch being processed {pe).
T.,, = operation cycle time for operation i (min/pc), T,,; = nonoperation time associat-
ed with operation i (min), and i indicates the operation sequence in the processing; i = 1,2,
< Tloy- The MLT equation does not include the time the raw workpart spends i storage be-
fore its urn in the production scheduie begins.

To simplify and generalize our model, let us assume that all setup times, operation
cycle times, and nonoperation times are equal for the n,; machines. Further, let us suppose
that the batch quantities of all parts or products processed through the plant are equal and
that they are all processed through the same number of machines, so that n,; = 11, With
these simplifications, Eq. (2.21) becomes:
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MLT = #(Tyy + QT: + o) 222)

where MLT = average manufacturing lead time for a part or product (min).

in an actual batch production factory, which this equation is intended to represent,
the terms n,.Q. T,,.T,,and T,, would vary by product and by operation. These variations
can be accounted for by using properly weighted average values of the various terms. The
averaging procedure is explained in the Appendix at the end of this chapter.

EXAMPLE 2.6 Manufacturing Lead Time

A certain part is produced in a batch size of 100 units. The batch must be rout-
ed through five operations to complete the processing of the parts. Average
setup time is 3 hr/operation, and average operation time is 6 min (0.1 hr). Av-
crage nonoperation time due to handling, delays, inspections, etc., is 7 hours for
each operation. Determine how many days it will take to complete the batch,
assuming the plant runs one 8-hr shift/day.

Solution: The manufacturing lead time is computed from Eq. (222)
MLT = 5(3 + 100 X 0.1 + 7) = 100 hours
Al 8 hr/day, this amounts to 100/8 = 12.5 days.

Equation (2.22) can be adapted for job shop production and mass production by
making adjustments in the parameter values, For a job shop in which the batch size is one
(Q = 1).Eq.(2.22) becomes

MLT = n,{T,, + T, + T,,) (2.23)

For mass production, the  term in Eq. (2.22) is very large and dominates the other
terms. In the case of quantity type mass production in which a large number of units are
madc on a single machine (n, = 1), the MLT simply becomes the operation cycle time for
the machine after the setup has been completed and production begins.

For flow line mass production, the entire production line is set up in advance. Also,
the peration time between p ing steps is simply the transfer time 7, to move the
part or product from one workstation to the next. If the workstations are integrated so
that all stations are processing their own respective work units, then the time to accomplisk
all of the operations is the time it takes each work unit to progress through all of the sta-
tions on the line. The station with the longest operation time sets the pace for all stations.

MLT = n,(7, + Max 7.} = , T, (2.24)

where MLT = time between start and completion of a given work unit on the line (min),
n, = number of operations on the line: 7, = transfer time (min), Max T, = cperation time
at the bortleneck station (min) and 7, = cycle time of the production line (min/pc).
7. = T, + Max T, from Eq.(2.14). Since the number of stations is equal to the number of
operations {n = n,), Eq. (2.24) can also be stated as follows:

MLT = a(7, + Max 7,) = nT, (225)
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where the symbols have the same meaning as above and we have substituted » (number
of workstations or machines) for number of o

245 Work-in-Process

Work-in-process (WIP) is the quantity of parts or producls cuncmly located in the facto-
ry that are either being p d or are between p WIP is inventory
that is in the state of being transformed from raw material to finished product. An ap-
proximate measure of work-in-process can be obtained from the following, using terms
previously defined:

_ AU(PC)MLT) 226
SH
where WIP = work-in-process in the facility (pc), A = availability, U = utilization,
PC = production capacity of the facility (pc/wk), MLT = manufacturing lead time, (wk),
$ = number of shifts per week (shift/wk), and H = hours per shift (hr/shift). Equation
(2.26) states that the level of W(P equals the rate at which parts flow through the factory
multiplied by the length of time the parts spend in the factory. The units for (PC)/SH
(e.8., po/wk) must be consistent with the units for MLT (e.g., weeks).
‘Work-in-process represents an investment by the firm, but one that cannot be lumed
into revenue until all ing has been Many ing sus-
tain major costs because work remains in-process in the factory too long.

2.5 COSTS OF MANUFACTURING OPERATIONS

Decisions on automation and production systems are usually based on the relative costs of
alternatives. In this section we examine how these costs and cost factors are determined.

221 Fixed and Variable Costs

Manufacturing costs can be classified into two major categories: (1) fixed casts and (2)
variable costs. A fixed cost is one that t for any level of pr ion output.
Examples include the cost of the factory building and production equlpmeni, insurance, and
property taxes. All of the fixed costs can be expressed as annual amounts. Expenses such
as insurance and property taxes occur naturally as znnnal costs. Capital investments such
as building and canbe to their uniform annual costs using
interest rate factors.

A variable cost is one that varies in proportion to the level of production cutput. As
output increases, variable cost increases. Examples include direct tabor, raw materials, and
electric power to operate the production equipment. The ideal concept of variable cost is
that it is directly proportional to outpui level. When fixed cost and variable cost are added,
we have the following total cost equation:

TC = FC + VC(Q) 227y

where TC = total annual cost ($/yr), FC = fixed annual cost ($/yr), VC = variable cost
($/pc).and Q@ = annual quantity produced (pc/yr).
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Figure 2.4 Fixed and variable costs as a function of production out-

put for manual and automated production methods.
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‘When comparing automated and manual production methods (Section 1.4),it is typ-
ical that the fixed cost of the automated method is high relative to the manual method, and
the variable cost of automation is low relative to the manual method, as pictured in Figure
24, Conscquen!ly the manual method has a cost advantage in the low quantity range, while

has an for high ities. This reinforces the argwments presented
in Section 1.4.1 on the appropriateness of manual labor for certain production situations.

25.2 Direct Labor, Material, and Overhead

Fixed versus variable are not the only possible classifications of costs in

ing.

An alternative classification separates costs into: {1) direct Jabor, (2) materia), and (3) over-
head. This is often a more convenient way to analyze costs in production. The direct labor
cost is the sum of the wages and bencfits paid to the workers who operate the production
equipment and perform the processing and assembly tasks, The material cost is the cost of
all raw materials used to make the product. In the casc of a stamping plant, the raw mate-
rial consists of the steel sheet stock used to make stampings. For the rolling mill that made
the sheet stock, the raw material is the iron ote or serap iron out of which the sheet is
rolled. In the case of an assembled product, materials include component parts manufac-
tured by supplier firms. Thus, the definition of “raw material” depends on the company. The
final product of one company can be the raw material for another company. In terms of fixed

and variable costs, direct labor and material must be considered as variable costs.

Overhead costs are all of the other expenses associated with running the manufac-
turing firm. Overhead divides into two categorics: (1) factory overhead and (2) corporate
overhead. Facrory overfiead consists of the costs of operating the factory other than direct
labor and materials. The types of expenses included in this category are listed in Table 2.7.
Factory overhead is treated as fixed cost, although some of the items in our list could be
correlated with the output level of the plant. Corporate overhead is the cost of running the
company other than its manufacturing activities. A list of typical corporate overhead ex-

pensos is presented in Table 2.8, Many companies operate more than one factory, and this

is one of the reasons for dividing overhead into factory and corporate categories. Differ-

ent factories may have significantly different factory overhead expenses.
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TABLE27 Typical Factory Overhead Expenses

Plant supervision
Line foreman
Maintenance crew
Custodial services
Security personnel
Tool crib attendant
Material handling

Shipping and receiving

Applicable taxes
Insurance

Heat and air conditioning
Light

Power for machinery
Factory depreciation
Equipment depreciation
Fringe benefits

TABLE 2.8 Typical Corporate Overhead Expenses

Corporate executives
Sales and marketing
Accounting department
Finance departmsnt

Legal counsel

Enginesring

Research and development

Other support personnel Oth

Applicable taxes
Cost of office space
Security personnel

Heat and air conditioning
Light

Insurance

Fringe benefits
er office costs.

1.T. Black [2] provides some typical percentages for the different types of manufac-
turing and corporate expenses. These are presented in Figure 2.5, We might make several
observations about these data. First, total manufacturing cost represents only about 40%
of the product’s selling price. Corporate overhead expenses and total manufacturing cost
arc about equal. Second, materials (and parts) make up the largest percentage of total man-
ufacturing cost, at around 50%. And third, direct labor is a relatively small proportion of total

cost: 129 of g cost and only about 5% of final selling price.
Overhead costs can be allocated according to a number of different bases, including

direct labor cost, material cost, direct labor hours, and space. Most common in industry is

cost

Selling price [
0%

§
F SFS &
§ sFEeL §

& SEE S

Parts and materials

Manufacturing cost
2% 26% 12% 50%

Figure 2.5 Breakdown of costs for a manufactured product [6).
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direct labor cost, which we will use here to illustrate how overheads are allocated and sub-
sequently used Lo compute factors such as selling price of the product.

The allocation procedure (simplified) is as follows. For the most recent year (or
most recent several years), all costs are compiled and classified into four categories: (1)
direct labor, (2) material, (3) factory overhead. and (4) corporate overhead. The objective
is to determine an overhead rate (also called burden rate) that could be used in the fol-
lowing year to allocate overhead costs to a process or product as a function of the dircct
labor costs associated with that process or product. In our treatment, separate overhead
rates will be developed for factory and corporate overheads. The factory overhead rate is
calculated as the ratio of factory overhead expenses (category 3) to direct labor expens-
es {category 1) that is,

FOHC
== 2.2
FOHR = o (228)

where FOHR = factory overhead rate, FOHC = annual factory overhead costs ($/yr);
and DLC = annual direct labor costs ($/yr).

The corporate overhead rate is the ratio of corporate overhead expenses (category 4)
10 direct labor expenses:

(2.29)

where COHR = corporate overhead rate, COHC = annual corporate overhead costs
(8/yr),and DLC = annual direct fabor costs ($/yr). Both rates are often expressed as per-
centages. If material cost were used as the allocation basis, then material cost would be
used as the denominator in both ratios. Let us present two examples to illustrate (1) how
overhead rates are determined and (2) how they are used to estimate manufacturing cost
and establish selling price.

EXAMPLE 2.7 Determining Overhead Rates

Suppose that all costs have been compiled for a certain manufacturing firm for
last year. The summary is shown in the table below. The company operates two
different ing plants plus a corporate qL . D ine: (a) the
factory overhead rate for each plant and (b) the corporate overhead rate. These
rates will be used by the firm in the following year.

Expense Corporate

Category Piant 1(8)  Plant2(§) Headquarters (#) Totals ($)
Direct labor 800,000 400,000 1,200,000
Materials 2,500,000 1,500,000 4,000,000
Factory expense 2,000,000 1,100,000 3,100,000
Corporate expense 7,200,000 7,200,000

Totals 5,300,000 3,000,000 3,000,000 15,500,000
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Solution: (a) A separate factory overhead rate must be determined for each plant. For
plant 1. we have:

$2.000,000

= - = = %
FOHR; $300,000 2.5 = 250%
For plant 2,
$1,100,000
= 2ol 275 = 275
FOHR, $400.000 2.75 = 275%
{b) The corporate overhead ratc is based on the total labor cost at both plants,
$7,200.000
=2~ 6.0 = 600%
COHR $1.200,000 600%
EXAMPLE 28 imatis ing Costs and E: ishing Selling Price

A customer order of 50 parts is 1o be processed through plant 1 of the previous
example. Raw materials and tooling are supplied by the customer. The total
time for processing the parts (including setup and other direct labor) is 100 hr.
Direct fabor cost is $10.00/br. The factory overhcad rate is 250% and the cor-
porate overhead rate is 600%. Compute the cost of the job.

Solution: (a) The direct labor cost for the job is (100 hr)(810.00/hr) = $1000.
(b) The alocated factory overhead charge, at 250% of direct labor, is
($1000)(2.50) = $2500.

(c) The allocated corporate overhead charge, at 600% of direct labor, is
($1000)(6.00) = $6000.

Interpretarion: (a) The direct labor cost of the job, representing actual cash spent on the
customer’s order = $1000.(b) The total factory cost of the job, including allo-
cated factory overhead = $1000 + $2500 = $3500. (c) The total cost of the
job including corporate overhead = $3500 + $6000 = $9500. To price the job
far the customer and to earn a profit over the Jong run on jobs like this, the price
would have to be greater than $9500. For exaraple, if the company uses a 10%
mark-up, the price quoted to the customer would be (1.10)($9500) = $16,450.

25.3 Costof Equipment Usage

The trouble with overhead rates as we have developed them here is that they are based on
labor cost alone. A machine operator who runs an oid, smail engine lathe whose book value
is zero will be costed at the same overhead rate as an operator running a new CNC turn-
ing center just purchased for $500,000. Obviously, the time on the machining center is more
productive and should be valued at a higher rate. If differences in rates of different pro-
duction machines are not i ing costs will not be measured
by the overhead rate structure.

To deal with this difficulty, it is appropriate to divide the cost of a worker running a
machine into two companents: (1) direct labor and (2) machine. Associated with each is an
applicable overhead rate. These costs apply not to the entire factory operations, but 1o in-
dividual work centers. A work center is a production cell consisting of (1) one worker and
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one machine. (2) one worker and several machines. (3) several workers operating one ma-
chine, or (4) several workers and machines. In any of these cases, it 1s advantageous to sep-
arate the labor expense from the machine expense ir: estimating total production costs.

The direct Iabor cost consists of the wages and henefits paid to operate the work cen-
tet. Applicable factory overhead expenses allocated to direct labor cost might include state
taxes, certain fringe benefits. and line supervision. The machine annual cost is the initial cost
of the machine apportioned over the life of the asset at the appropriate rate of return used
by the firm. This is done using the capital recovery factor, as follows:

UAC = IC(A/P.in) (230)

where UAC = equivalent uniform annual cost ($/yr); JC = initial cost of the machine ($);
and (A/P.in) = capital recovery factor that converts initial cost at year {) into a series of
equivalent uniform annual year-end values, where : = annual interest rate and 7 = num-
ber of years in the service life of the equipment. For given values of i and n, (4/ P.i,n) can
be computed as follows:

A/P,I, {1 +iy 2.31
(A/P,in) a+iy -1 (231)
Values of (A/P, i, n) can also be found in interest tables that are widely available.

The uniform annual cost can be expressed as an hourly rate by dividing the annual
cost by the number of annual hours of equipment use. The machine overhead rate is based
on those factory expenses that are directly assignable to the machine. These include power
to drive the machine, floor space, maintenance and repair expenses. and so on. In separat-
ing the factory overhead items in Table 2.7 between labor and machine, judgment must be
used; i the judgment is arbitrary. Total cost rate for the work center
is the sum of labor and machine costs, This can be summarized as follows:

C, = C,{t + FOHR,} + C,(1 + FOHR,,) (232)

where C, = hourly rate to operate the work center ($/hr), C, = direct labor wage rate
(8/hr), FOHR, = factory overhead rate for labor, C,, = machine hourly rate ($/hr), and
FOHR,, = factory overhead rate applicable to machines,

It is the author’s opinion that corporate overhead expenses should not be included
in the analysis when comparing production methods. Including them serves no purpose
other than to dramatically increase the costs of the alternatives. The fact is that these cor-
porate overhead expenses are present whether or not either or none of the alternatives is
selected. On the other hand, when estimating costs for pricing decisions, corporate over-
head should be included because over the long run, these costs must be recovered through
revenues generated from selling products.

EXAMPLE 29 Hourly Cost of a Work Center

The foliowing data are given: direct labor rate = $10.00/hr; applicable factory
overhead rate on labor = 60%; capital investment in machine = $100,000; ser-
vice life of the machine = 8 yr; rate of return = 20%; salvage value in 8 yr = 0;
and applicable factory overhead rate on machine = 50%. The work center will
be operated one 8-br shift, 250 day/yr. Determine the appropriate hourly rate
for the work center.
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Solution: Labar cost per hour = C,{1 + FOHR,) = $10.00(1 + 0.60) = $16.00/hr.

The investment cost of the machine must be annualized, using an 8-yr service
life and a rate of return = 20%. First we compute the capital recovery factor:

0.20(1 + 0.20)° _ 0.20(4.2098)
(1+020F -1 4298 -1
Now the uniform annual cost for the $100,000 initial cost can be determined:
UAC = $100,000( A/ P, 20%, $)=100,000(0,2606)~$26,060.00/yr
The number of hours per year = (8 hr/day)(250 day/yr) = 2000 hr/yr. Divid-
ing this into UAC gives 26,060/2000 = $13.03 /br. Then applying the factory
overhead rate, we have
C,{1 + FOHR,,) = $13.03(1 + 0.50) = $19.55/hr

(A/P20%B) = = 02606

Total cost rate is
C, = 16.00 + 19.55 = $35.55/hr.

[2]
31

[

[

4

Ln

&

AYRES, R. U.. Computer Integrated Manufacturing, Volume I: Revolution in Progress, Chap-
man & Hall, London, United Kingdom, 1991.

BLack, T, The Design of the Factory with a Future, McGraw-Hill, Inc., New York, 1991.
GROOVER, M. P. Fundamentals of Modern Manufacturing: Materials, Processes, and Systems,
Prentice Hall. Upper Saddle River, New Jersey, 1996 (now published by John Wiley & Sons,
Inc.. New York)

HOUNSHELL, D. A.. From the American System 1o Mass Production, 1800-1932, The Johns Hop-
king University Press, Baltimore, Maryland, 1984.

MERCHANT, M. E., The Incxorable Push for uction, Production

Ianuary 1977, pp 45-46.

SKINNER, W., “The Fncused Factory,” Harvard Business Review, May-June 1974, pp 113 121.

JRES

PRC
FOR PRODUCTION MODELS

As indicated in our presentation of the production models in Section 2.4, special averpg-
ing procedures are required to reduce the inherent variations in actual factory data to in-
gle parameter values used in our equations, This appendix explains the averaging
procedures.

A straight arithretic average is used to compute the value of batch quantity O and

the number of operations (machines) in the process routing 1,.Let 2y = number of batch-
es of the various part or product styles to be considered. This might be the number of
batches processed through the plant during a certain time period (i.¢., woek, month, year),
or it might be a sample of size ny taken from this time period for analysis purposes. The
average batch quantity is given by:
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= (A21)

e
where O = average batch quantity, pc; Q; = batch quantity for part or product style j of
the total ng baiches or styles being considered, pc, where j = 1,2, ..., ng. The average
number of operations in the process routing is a similar computation:

(A22)

where 1, = average number of operations in all process routings under consideration;
n,, = number of operations in the process routing of part or product style j;and ng = num-
ber of batches under consideration.

When factory data are used to assess the terms Ty, T,, and T, weighted averages
must be used. To calculate the grand average setup time for ng, different part or product
styles, we first compute the average setup time for each style; that is,

oy

P

T, =

sy

(A23)

oy

where T,,; = average setup time for part or productstyle j, min; 7, = setup time for op-
eration k in the processing sequence for part or product style j,min; where k = 1,2,...,n,;
and #,, = number of operations in the processing sequence for part or product style J.

Using the ng values of T, calculated from the above equation, we can now compute the
grand average setup time for all styles, given by:

o
2 Tag
LY

=

T = (A24)

where T,, = setup time grand average for all i, part or product styles included in the
group of interest, min; and the other terms are defined above.

A similar procedure is used to obtain grand averages for operation cycle time 7, and
nonoperation time 7,,,. Considering cycle time first,

[ A (A25)

where T, = average aperation cycle time for part or product style j, min; T, = cycle ume
for operation & in the processing sequence for part or product style /, where & = 1,2,
min;and n,; = number of operations in the processing sequence for style j. The gmnd av»
erage cycle time for all n, styles is given by:
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(A26)

where T, — operation cycle time grand average for all ng part or product styles being con-
sidered, min; and the other terms are defined above, The same forms of equation apply for
nonoperation time T,

P

oy

T,

noj = (A2.7)
where 7,,,, = average nonoperation time for part or product style j, min; 7, = nonop-
eration time for operation k in the processing sequence for part or product style j, min. The
grand average for all styles (batches) is:

o

70, Troy

;
3
2 n
k=

where T,, = nonoperation time grand average for all parts or products considered, min;
and other terms are defined above.

T = (A2.8)

Product/Production Relationships
2]

fn

The ABC Company is planning a new product line and will build a new plant to manufac-
ture the parts for a new product line. The product line will include 50 different models. An-
noal ion of each mode] is expectedto be 1000 units, Each product will be assembled
of 400 components, All processing of parts will be accomplished in ane factory. There are an
average of 6 processing steps required to produce each component, and each processing
step takes 1.0 min (includes an allowance for setup time and part handling). All processing
operations are performed at workstations, ¢ach of which includes a production machine and
2 human worker. If each workstation requires a floor space of 250 £, and the factory oper-
ates one shift (2000 hr/yr), determine (a) how many production operations, (b) how much
floorspace, and (c) how many warkers will be required in the plant.

22 The XYZ Company is planning to introduce a new product line and will build a new facto-
1y to produce the parts and assemble the final products for the product line. The new prad-
uct line will include 100 different models. Annual production of each model is expected to
be 1000 units. Each product will be assembled of 600 components. All processing of parts and
assembly of products will be accomplished in one factory. There ate an average of 10 pro-
cessing steps required to produce each component, and each processing step takes 30 sec (in-
cludes an allowance for setup time and part handling). Each final unit of product takes 3.0 hr
to assemble. All processing operations are performed at work cells that each incl1des a pro-
duction machine and a human worker. Products are assembled on single workstations con-
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sisting of two workers each. If each work cell and each workstation require 200 {17, and the
factory operates one shift (2000 hr/yr), d (a) how many tions, (b)
how much floorspace, and (c) how many workers will be required in the plant.

23 Ifthe company in Problem 2.2 were 1o operate three shifts (6000 hr/yr) instead of one shift,
determine the answers to (a, (b), and (¢).
G ts and ical Models
2.4 Consider the batch production rate cquations in Sect 2.4.1, Egs. (2.9), (2.10),and {2.11). Sup-
pose ezch cycle produced n,, parts Revise the equations accordingly to compute T, and R,
25 A certain part is routed through six machines in a bateh production plant. The setup and op-
cration times for each machine are given in the table below. The batch size is 100 and the av-
erage ronoperation time per machine is 12 hr. Determine: (a) manufactyring lead time and
(b) production rate for operation 3.
Setup Time Operation Time
Machine (hr) {min)
1 a4 5.0
2 2 35
3 8 10.0
4 3 19
5 3 4.1
8 a4 25
26 Suppose the part in previous Problem 2.5 is made in very large quantities on a production

line in which an automated work handling system is used to transfer parts between ma-
chines, Trausfer time between stations = 15 s The total time required 10 set up the entire line
is 150 br. Assume that the operation times at the individual machines remain the same. De-
termine: (a) manufacturing lead time for a part coming off the line, (b) production rate for
operation 3, (c) i rate for the entire ion fine?

2.7 The average part produced in a certain batch manufacturing plant must be processed through
an average six machines. Twenty (20) new baiches of parts are launched each week. Aver-
age operation time = 6 min, average setup fime = § hr, average batch size = 25 parts, and
average nonoperation time per batch = 10 hr/machine. There are 18 machines in the plant.
The plant aperates an average of 70 production hours per week. Scrap rate is negligible. De-
termine: (a) manufacturing lead time for an average part, (b) plant capacity, (c) plant uti-
lization. (d) How would you expect the nonoperation time to be affected by the plant
utilization?

28 Based on the data in previous Problem 2.7 and your answers to that problem, determine

the average level of work-in-process (number of parts-in-process} in the plant.

An average of 20 new orders arc started through a certain factory each month. On average,

an order consists of 50 parts to be processed through 10 machines in the factory. The oper-

ation time per machine for each part = 15 min. The nonoperation time per order at each

‘machine averages 8 hr, and the required setup time per order = 4 hr. There arc 25 machines

in the factory, 80% of which are operational at any lime (the other 20% are in repair or main-

tenance), The ptant operates 160 hr/mon. However, the plant manager complains that a

total of 100 overtime machine-hours must be authorized each month to keep up with the pro-

duction schedule. (a) What is the manufacturing lead time for an average order? (b) What

is the plant capacity (on a monthly basis) and way must the overtime be authorized” (c}

What is the utilization of the plant according to the deﬁmuon given in the text? (d) Deter-

mine the average level of work-in-process (number of p p }in the plant.

2.

e
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The mean time between failure for a certain production machine is 250 hr, and the mean time
10 repair is 6 hr. Determine the availability of the machiae.

©One miltion units of a certain product are to be manufactured annually on dedicated pro-
duction machines that cun 24 br/day. 5 day/wk, 50 wk/yr. () I the cycle time of a machine
to produce one part is 1.0 min, how many of the dedicated machines will be required 10 keep
up with demand? Assume that availability, utilization, and worker efficiency = 100%, and
that no setup time will be lost. (b) Solve part {a) except that availability = 0.90.

‘The mean time between failures and mean time to repair in a certain department of the fac-
tory are 400 br and & hr, respectively. The department operates 2§ machincs during one 8 hr
shift/day. 5 day/wk, 52 wk/yr. Each time a machine breaks down, it costs the company
$200/hr (per machine) in lost revenue. A proposal has been submitted 1o install a preven-
tive mai program in this In this program, p i

would be performed on the machines during -he evening so that there will be no interrup-
tions to production during the regular shift. The effect of this program is expecied to be that
the average MTBF will double, and half of the emergency repair time normaily accom-
plished during the day shift will be performed during the evening shift. The cost of the main-
tenance crew will be $1500/wk. However, a reduction of maintenance personnel on the day
shitt will result in a savings during the regular shift of $700/wk. (a) Compute the avaitabil-
ity of machines in the department both before and after the preventive maintenance program
is installed, (b) Determine how many total hours per year the 25 machines in the department
are under repair both before and after the preventive maintenance progeam is installed. In
this part and in part (c), ignoze effects of queueing of the machines that might have to wait
for a maintenance crew. (c) Will the preventive maintenance program pay for itself in terms
of savings in the cost of lost revenues?

There are nine machines in the automatic lathe section of a certain machine shop. The setup
time on an automatic [athe averages 6 hr. The average batch size for parts processed through
the section is 90. The average operation time = 8.0 min, Under shop rules. an operator is per-
mitted to be assigned to run up to three machin dingly, there arc three tors i
the section for the nine lathes. In addition to the lathe operators, there are two setup work-
ers who perform machine setups exclusively, These setup workers are kept busy the full
shift. The section runs one 8 hr shift/day,6 day,/wk. However, an average of 15% of the pro-
duction time is lost due to machine breakdowns. Scrap losses are negligible, The production
control manager claims that the capacity of the section should be 1836 piece/wk. However,
the actual output averages only 1440 unit/wk. What s the problem? Recommend a soiution.
A certain job shop specializes in f-a-ki ing with parts of medium-to-high
complexity. A typical part is processed through ten machines in batch sizes of one. The shop
contains eight conventional machine tools and operates 35 hr/wk of production fime. Average
time values on the part are: machining time per mechine = 0.5 hr, work handling time per
machine = 0.3 hr, tool change time per machine = 0.2 hr, setup time per machine = 6 hr,
and noncperation time per machine = 12 hr. A new programmable machine has been pur-
chased by the shop which is capable of performing all ten operations in a single setup. The
programming of the machine for this pact will require 20 hr; however, the programming can
be done off-line, without tying up the machine. The setup time will be 10 hr. The total ma-
chining time will be reduced to 80% of its previous value due to advanced tool control al-
gorithms: the work handling time will be the same as for one machine: and the total tool
change time will be reduced by 50% because it will be accomplished automatically under pro-
gram control. For the one machine, nopoperation time is expected to be 12 hr. (a) Determine
the manufacturing lead time for the traditional method and for the new method. (b) Cor-
pute the plant capacity for the following alternatives: (i) a job shop containing the eight tra-
dittonal machines, and (ii) a job shop containing twu of the new programmable machines.
Assurne the typical jobs are represented by the data given above. (c) Determine the aver-
age level of work-in-process for the twa alternatives in part (b, if the alternative shops op-
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erate at full capacity. (d) 1dentyfy which of the ten automation strategies (Sect 1.5.2) are rep-
resented (or probably represented) by the new machine.

A factory produces cardboard boxes. The ists of three

(1) cutting, (2) indentng. and (3) printing. There are [hree ‘machines in the factory, one for
¢ach operation, The machines are 100% reliable and operate as follows when operating at
100% utilization: (1) In eutting. large rolls of cardboard are fed into the cutting machine and
cut into blanks. Each large roll contains cnough material for 4,000 blanks. Production cycle
tirte = 0.03 min,/blank during a production run, but it takes 35 min to change rolls between
runs. (2) [n indenting, indentation lines are pressed info the blaaks to llow the blanks to later
be bent into boxes. The blanks from the previous cutting operation are divided and consol-
idated into batches whase starting quantity = 2,000 blanks. Indenting is performed at
4.5 min/ 100 blanks. Time to change dies on the indentation machine = 30 min. (3) In print-
ing. the indented blanks are printed with tabels for a particular customer. The blanks from
the previous indenting operation are divided and consolidated into batches whose starting
quantity = 1,000 blanks. Printing cycle rate = 30 blanks/min. Between batches, changeover
of the drinting plates is required, which takes 20 min, In-process inventory is allowed to
build up between machines 1 and 2.and between machines 2 and 3,50 that the machines can
operate independently as much as possible. Based on this data and information, determine
the maximum possible output of this factory during a 40 hr week, in completed blanks/wk
(completed blanks have been cut, indented, and printed)? Assume steady state operation,
not startup.

Costs of Manufacturing Operations
216

s
5

*

Theorctically, any given production plant has an optimum output level, Suppose a certain
production plant has annual fixed costs FC = $2.000,000. Variable cost VC is functionally
related to annual outpul ¢ in a manner that can be described by the function
VC = $12 + $0.005Q. Total annual cost is given by 7C = FC + VC X Q. The unit sales
price for one production umt £ = $250. (a) Determinc the value of @ that minimizes unit
cost UC, where UC = TC/Q; and computc the annual profil earned by the plant at this
quantity. (b) Determine the value of Q) that maximuzes the annual profit earmed by the piant;
and compute the annual profit earned by (he plant at this quantity.

Costs have been compiled for a certain manufacturing company for the most recent year. The
summary is shown in the table below. The company operates two different manufacturing
plants. plus a corporate headquarters. Determine: (a) the factory overhead rate for each
plant, and (bi the corporate overhead rate. These rates will be used by the firm in the fol-
lowng vear.

Corporate
Expense Category Plant 1(8)  Plant 2 ($) Headguarters ($)

Direct Jabor 1,000,000 1,750,000
Materials 3,500,000 4,000,000
Factory expense 1,300,000 2,300,000
Corporate expense 5,000,000

The hourly rate for a certain work center is to be determined based on the following data:
direct labor rate = $15.00/hr: applicabie factory overhead rate on labor = 35%; capital in-
vesiment in machine — $206,000; service life of the machine = 5 years; rate of return = 15%;
salvage value :n five years = zero; and applicable factory overhead rate on machine = 40%.
The work center will be operated 1wo 8-he shifts. 250 day/yr. Determine the appropriate
houtly rate for the work center,
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In previous Problem 2.18, if the wark load for the cell can only justify a one-shift operation.
determine the appropriate hourly rate for the work center.

In the operation of a certain production machine, one worker is required at a direct labor
rate = $10/hr. Applicable labor factory averhead rate = 50%. Capital investment in the
system = $250,000, expected service life = 10 years, no salvage value at the end of that pe-
tiod, and the applicable machine factory overhead rate = 30%. The wark cell will oper-
ate 2000 hr/yr. Use a rate of return of 25% 1o determine the appropriate hourly rate for
this work cell.

Same as previous Problem 2.20. except that the machine will be operated threc shifts, or
6000 hir/yr. Note the effect of increased machine utilization on the hourly rate compared to
the rate determined in Problem 2.20.

The break- point is to be for two ion methods, one a manuai method
and the other automated. The manual method requires two workers at $9.00/hr each. To-
gether, they produce at a rate of 36 units/h. The automated method has an initial cost of
$125.000. & 4-year scrvice life, o salvage value, and annual maintenance costs = $3000. No
labor (except for maintenance) is required to operate the machine, but the power required
to run the maching is 50 kW (when running). Cost of electric power is $0.05/kWh. If the
production rate for the automated machine is 100 units/hr, determine the break-even point
for the two methods, using a rate of return = 25%.
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Automation is the technology by which a process or procedure is accomplished without
human assistance. 1t is implemented using a program of instructions combined with a con-
trol system that executcs the instructions. To automate a process, power is required, both to
drive the process itslf and to operate the program and control system. Although automa-
tion can be applied in a wide variety of areas, it is most closely associated with the marnu-
facturing industries. It was in the context of manufacturing that the term was originally
coined by an engineering manager at Ford Motor Company in 1946 to describe the vari-
ety of automatic ransfer devices and feed mechanisms that had been instatled in Ford’s pro-
duction plants {Historical Note 3.1), 1t is ironic that nearly all modern applications of

g are by computer ies that were nat available in 1946,

In this part of the book, we examine technol that have been developed to au-
tamate manufzcturing operations. The position of automation and control technologies in
the larger production system is shown in Figure 3.1. In the present chapter, we provide an
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Figure 3.1 ion and control ies in the ion system.

overview of automation: What are the elements of an automated system? What are some
of the advanced features beyond the basic elements? And what are the levels in an enter~
prise where automation can be applied? In the following two chapters, we discuss indus-
trial contro} systems and the hardware components of these systems. These two chapters
serveasa (cundation for the remaining chapters in our coverage of automation and con-
trol are: (1) ical control (Chapter 6), (2) industri-
al robotics (Chapler 7), and (3) programmable logic controllers (Chapter 8).

Historical Note 3.1 History of automation’

The history of can be traced to th of basi ical devices such
as the wheel (circa 3200 B.C.), lever, winch (circa 600 B.C.), cam (circa A.D. 1000), screw
(A.D.1405), and gear in ancient and medieval times. These basic devices were refined and
used to construct the mechanisms in waterwheels, windmills (circa A D. 650), and steam engines
(A.D.1765). These machines generated the power to operate other machinery of various kinds,
such as flour mills (circa 85 B.C.), weaving machines (flying shuttle, 1733), machine tools (bor-
ing mill, 1775), (1787),and railroad (1803). Power, and the capacity to
generate it and transmit it ta operate a pracess, is one of the three basic elements of an auto-
mated system.

After his first steam engine in 1765, James Watt and his partner, Matthew Boulton, made
several improvements in the design. One of the improvements was the flying-ball governor
(around 1785), which provided feedback to control the throttle of the engine. The governor con-
sisted of a ball on the end of a hinged lever attached to the rotating shaft. The lever was con-
nected to the throttle valve. As the speed of the rotating shaft increased, the ball was forced
to move outward by centrifugal force: this in tun caused the lever to reduce the valve apen-
ing and slow the motor speed. As rotational speed decteased, the ball and lever relaxed, thus
allowing the valve to open. The flying-ball governor was one of the first examples in engi-
neering of feedback control, an important type of controf system—the second basic element of
an automated system.

The third basic element of an automated system s for the actions of the system or ma-
chine to be directed by a program of instructions, One of the first examples of machine pro-

! Sources of most of the datos in this Historical Notc: (1) R. Platt, Smithsonian Visual Timcline of Inven-
tions (London: Dorling Kindersicy Ltd., 19%): and (2) “The Power of Invention,” Newsweek Spectal Issne, Win-
ter 1997-98 (pp.6-79).
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gramming was the Jacquard loom. invented around 1800 Tais loom was a maching for weay-
ing cloth Trom yarn. The program of wstructions that determined the weaving paticrn of the
cloth consisted ot a metal plate contaming holes. The hole pattern in the plate directed the
shuttle motons of the loom. which m turn determ:ned the weaving pattern. Different hole pat-
terns yielded ditterent cloth patrerns, Thus, the Jacquard loom was a programmable machine,
ane of the first of its kind,
By the carly 18005, the three bask clements of automated sys(ems—power sopree, Con-

1 ind programmable machines—had been developed. although these clements were prim-
itive by todzy's standards. I; took many vears of refinement and many new inventions and
developments, hoth in these basic elements as well s in the enabling infrastructure of the man-
utactur g industries. before fully automated production systems werc to become a common
reality. Important cxamples of these mscntions and developments include interchangeable
parts {cirea 1300, Historical Note 2.1); electrification (startingin 1881); the moving assembly line
{1913, Historical Note 17.1): mechanized sransfer fines for mass production. whose programs
were fived by their hardware configuration (1924, Historical Note 18.1): a mathematical the-
oy of contral sysiems (1930s and 1940s): and the MARK [ clectromechanical computer at
Harvard University (1944). These inventions and developments had all been realzed by the
end of Worle War 11

Since 1945, many new inventions and d have i i to
automaion technology. Del Hatder coined the word automation around 1946 in reference to
the many awomatic devices that the Furd Motor Company had develaped far its production
lines. The first electronic digital compuier was developed at University of Pennsylvania in
1946. The hist mumerical control machine tool was developed and demonstrated in 1952 at
Massachusetls Insutute of Fechnology based on a concept proposed by John Parsons and Frank
Stulen (Historical Note 6.1). By the late 1960 and carly 1970s, digital computers were being
cannected to machine tools. In 1954, the first industrial robor was designed and patented (is-
sued 1961) by George Devol (Historical Note 7.1). The first commercial robot was installed 1o
unload parts in a dic casting operation in 1961, In the tate 1960s. the first flexible manufactur-
ing svstem in the United States was installed at Ingersoli Rand Company to perform machin-
ing operations on a variety of parts (Historicat Note 16.1}. Around 1969, the first programmabie
togic onrofier was troduced {Fhstoncal Nole 8.1). Tn 1978, the first commercial personal
computer (PC) had been intraduced by Apple Computer, although a similar product had been
introduced in kit form as early as 1975

Developments in computer technology were mace possible by advances in electronics,
including the transisror (1948), hard disk for computer memary (1936), integrated cireuits (1960),
the microprocessor (1971), random access memory (1934). megabyte capacity memory chips
(circa 1990). and the Pentium (1993), Software P related to au-
tomation have been equally important, including the FORTRAN computer programming fan-
guage (1955). the APT programming language for numerical control (NC) machine tools
(1961). the UNLY operating system (1969). the VAL language for robot programming (1979).
Micrasoft Windows (1985), and the JAVA programming language (1995). Advances and en-
hancements in these technologics continue.
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BASIC ELEMENTS OF AN AUTOMATED SYSTEM

An automated system consists of three basic elements: (1) power to accomplish the process
and operate the system, (2) a progrant of instructions 1o direct the process, and (3) a con-

trol svstem to actuate the instructions.

¢ relationship amongst these elements is illus-

trated in Figure 3.2. All systems that qualify as heing automated include these three basic

elements in one form or another.
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Figure 3.2 Elements of an automated system: (1) power, (2) pro-
gram of instructions, and (3) control systems.

3.1.1  Power to Accomplish the Automated Process

An automated system is used to operate some process, and power is required to drive
the process as well as the controls. The principal source of power in automated systems
is electricity. Electric power has many ges in as well as

ed pracesses:

o Electrical power is widely available at moderate cost. It is an important part of our
industrial infrastructure.

« Electrical power can be readily converted to ive energy forms:

thermal, light, acoustic, hydraulic, and pneumatic.

Electrical power at low levels can be used to accomplish funetions such as signal

transmission, information processing, and data storage and communication.

Electrical energy can be stored in long-life batteries for use in locations where an ex-

ternal source of electrical power is not conveniently available.

Alternative power sources include fossil fuels, solar energy, water, and wind. However,
their exclusive use is rare in automated systems. In many cases when alternative power
sources are used to drive the process itself, electrical power is used for the controls that au-
tomate the operation. For example, in casting or heat treatment, the furnace may be heat-
«d by fossil fuels, but the control system to regulate temperature and time cycie is clectrical.
In other cases, the energy from these alternative sources is converted to electric power to
opcratc both the process and its automation. When solar energy is used as 4 power source
for an automated system. it is generally converted in this way.

Power for the Process. Inproduction, the term process refets to the manufactur-
ing operation that is performed on a work unit. In Table 3.1,a list of common manufacturing
processes is compiled along with the form of power required and the resulting action on
the work unit. Most of the power in manufacturing plants is consumed by these kinds of
operations. The “power form” indicated in the middle column of the table refers to the en-
ergy that is applied directly to the process. As indicated abave, the power source for each
operation is usually converted from electricity.

Tn addition to driving the manufacturing process itself, power is also required for the
following material handling functions:

« Loading and unloading the work unit. All of the processes listed in Tabie 3.1 are ac-
complished on discrete parts. These parts must be moved into the proper position
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TABLE 3.1 Common Manufacturing Processes and Their Power Requirements

Process Power Form Action Accomplished
Casting Thermal Melting the metal before pouring into a mold cavity
where solidification occurs.
Electric discharge Electrical Metal removal s accomplished by a series of discrete

machining (EDM)

Forging

Heat treating

Injection molding

Laser beam cutting
Machining
Sheet metal punching

and bianking
Welding

electrical discharges between elsctrode (tool) and
waorkpiece. The electric discharges cause very high
localized temperatures that melt the metat.

Mechanical Metal workpart is deformed by opposing dies. Workparts
are often heated in advance of deformaticn, thus
thermal power is also required.

Thermal Metallic wark unit is heated to temperature below melting
point to effect microstructural changes.
Thermal and Heat is used to raise temperature of polymer to highly
mechanical plastic consistency, and mechanical force is used to
inject the polymer melt into & mold cavity.
Light and thermal A highly coherent light bsam is used to cut material by
vaporization and melting.
Mechanical Cutting of metal is accomplished by relative motion
between too) and workpiece.
Mechanical Mechanical power is used to shear metal sheets and
plates.
Thermal {maybe Most welding processes use heat to cause fusion and
mechanical) coalescence of two {or more) metal parts at their

contacting surfaces, Some welding processes also
apply mechanical prassure 10 the surfaces.

and orientation for the process Lo be performed, and power is required for this trans-
port and placement function. At the conclusion of the process, the work unit must sim-
ilarly be removed. If the process is completely automated, then some form of
mechanized power is used. If the process is manually operated or semiautomated,
then human power may be used to position and locate the work unit.

Material transport between operations. In addition to loading and unloading at a given
operation. the work units must be moved between operations. We consider the ma-
terial handling technologies associated with this transport function in Chapter 10.

Power for Automation. Above and beyond the basic power requirements for the

manufacturing operation, additional power is required for automation. The additional
power is used for the following functions:

* Controller unit. Modern industrial controllers are based on digital computers, which
require electrical power to read the program of instructions, make the control caleu-
lations, and execute the instructions by transmitting the proper commands to the ac-
tualing devices.

¢ Power to actuate the conirol signals. The commands sent by the controller unit are car-
ried out by means of electromechanical devices, such as switches and motors, called
actuators (Section §.2). The commands are generally transmitted by means of low-volt-
age control signals. To accomplish the commands, the actuators require more power,
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and so the control signals must be amplified to provide the proper pawer level for the
actuating device.

Data and ssing. In most control systems, data must be
collected from the process and used as input to the control algotithms. In addition, a
requirement of the process may include keeping records of process performance or
product quality. These data acquisition and record keeping functions require power,
although in modest amounts.

3.1.2 Program of Instructions

The actions performed by an automated process arc defined by a program of instructions.
‘Whether the manufacturing operation involves low, medium, or high production (Section
1.1), each part or product style made in the operation requires one or more processing
steps that are unique to that style. These processing steps are performed during a work
cycle. A new part is completed during each work cycle (in some manufacturing operations,
more than one part is produced during the work cycle; e.g., a plastic injection molding op-
eration may produce multiple parts ¢ach cyde using a multiple cavity mold). The particu-
lar pracessing steps for the work cycle are specified in a work cycle program, Work cycle
programs are called part programs in numerical contro! (Chapter 6). Other process control
applications use different names for this type of program.

Work Cycle Programs. In the simplest automated processes, the work cycle consists
of essentially one step, which is to maintain a single process parameter at a defined level, for
example, maintain the temperature of a furnace at a designated value for the duration of a
heat treatment cycle. (We assume that loading and unloading of the work units into and
from the furnace is performed manually and is therefore not part of the automatic cycle.)
In this case, programming simply involves setting the temperature dial on the furnace, To
change the program, the operator simply changes the temperature setting. An extension of
this simple case is when the single-step process is defined by more than one process para-
meter, for example, a furnace in which both and are

In more complicated systems, the process involves a work cycle consisting of multi-
ple steps that are repeated with no deviation from one cycle to the next. Most discrete part
manufacturing operations are in this category. A typical sequence of steps (simplified) is:
(1) load the part into the production machine, (2) pesform the process, and (3) unload the
part. During each step, there are one or more activities that involve changes in one or more
process parameters. Process paraseters are inputs to the process, such as temperature set-
ting of a furnace, coordinate axis value in a positioning system, valve apened or closed in
a fluid flow system, and motor on or off. Process parameters are distinguished from process
variables, which are outputs from the process; for example, the actual temperature of the
furnace, the actual position of the axis, the actual flow rate of the fluid in the pipe, and the
rotational speed of the motor. As our list of examples suggests, the changes in process pa-
rameter values may be continuous (gradual changes during the processing step; for exam-
ple, gradually i i during a heat cycle) or discrete (stepwise
changes; for example, on!off). Ditferent process parameters may be involved in each step.

EXAMPLE 3.1 An Automated Turning Operation
Consider an automated turning operation in which a cone-shaped geomery is
generated. Assume the system is automated and that a robot is used to load
and unload the work unit. The work cycle consists of the following steps: (1) load
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starting workpicce. (2} position cutting tool prior to furning, (3) turn, (4) repo-
sition tool 10 a safe location at end of turning, and (5) unload finished workpiece.
1dentify the activity{ies) and process parameter(s) in each step of the operation.

Solution: In step (1). the activities consist of the rebot manipulator reaching for the raw
workpart.lifting and positioning the part into the chuck jaws of the lathe, then
1emoving the manipulator 0 a safe position (0 await unloading. The process
parameters for these activities are the axis values of the robot manipulator
(which change continuously). the gripper value (open or closed).and the chuck
jaw value (open or closed).

It step (2). the activity involves the movement of the cutting tool to a
“ready” position, The process paramcters associated with this activity are the
v-and z-axis position of the tool.

Step {3) is the turning operation. It requires the simultancous control of
three process paramelers: rotational speed of the workpiece (rev/min), feed
(mm/rev), and radial distance of the cutting tool from the axis of rotation. To
cut the conical shape, radial distance must be changed continuousiy at a constant
rate for each revolution of the workpiece. For a consistent finish on the surface,
the rotational speed must be continuously adjusted to maintain a constant sur-
face speed (m/min); and for equal feed marks on the surface, the feed must be
set at a constant value. Depending on the angle of the cone, multiple turning
passes may be required (o gradually generate the desired contour, Each pass rep-
resents an additional step in the sequence.

Steps (4) and (5) involve the reverse activitics as steps (2) and (1), re-
spectively, and the process parameters are the same.

Many production operations consist of multiple steps, sometimes more complicated
than our turning example. Examples of these ions include ic screw machine
cycles, sheet raetal stamping operations, plastic injection molding, and dic casting. Each of
these manufacturing processes has been used for many decades, In earlier versions of these
operations. the work cycles were controlicd by hardware components, such as limit switch-
es, timers, cams, and electromechanical relays, In effect, the hardware components and their
arrangements served as the program of instructions that directed the sequence of steps in
the processing cycle. Although these devices were guite adequate in performing their se-
quencing function. they suffered from the following disadvantages: (1) They often required
consideradle time to design and fabricate, thus forcing the production equipment to be
used for batch production only; (2) making even minor changes in the program was diffi-
cult and time consuming: and (3) the program was in a physical form that is not readily com-
patible with computer data processing and communication.

Modern controllers used in automated systems are based on digital computers.In-
stead of cams, timers, relays, and other bardware devices, the programs for computer-con-
trolled equipment are contained in magnetic tape, diskettes, compact disks (CD-ROMs),
computer memory, and other modern storage technologies. Virtually all new equipment
that perform the above mass production operations are designed with some type of com-
puter controller to cxecute their respective processing cycles. The use of digital comput-
crs as the process controller allows improvements and upgrades ta be made in the conirol
programs, such as the addition of control functions not foreseen during initial equipment
design. These kinds of control changes are often difficult to make with the previous hard-
ware devices,
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The work cycle may include manual steps, where the operator performs certain ac-
tivities during the work cycle. and the antomated system performs the rest. A common ex-
ample is the loading and unloading of parts by the operator nto and from a numerical
control machine between machining cycles, where the machine performs the cutting op-
eration under part program control. Initiation of the cutting operation of cach cycle is trig-
gered hy the operator activating a “start” button after the part has been loaded.

Decision-Making in the Programmed Work Cycle. In our previous discussion of
automated work cycles, the only iwo features of the work cycle are (1} the number and se-
quence of processing steps and (2) the process parameter changes in each step. Each work
cycle consists of the same steps and associated process parameter changes with no varia-
tion from one cycle to the next. The program of instructions is repealed each work cycle
without deviation. In fact, many automated manufacturing operations require decisions to
be made during the programmed work cycle to cope with variations in the cycle. ln many
cases, the variations are routine elements of the cycle, and the corresponding instructions
for dealing with them are incorporated into the regular part program. These cases include:

* Operator interaction. Although the program of instructions is intended 10 be carried
out without human interaction, the controlier unit may require input data from a
human aperafor in order to function. For example. in an automated engraving oper
ation, the operator may have {0 enter the aiphanumeric characters that are to be en-
graved on the work lmil (e-g.. plaque tmphy, belt buckle) Having entered the
the g operat by the system. (An
everyday example of operator mteracuon with an automated system is a bank cus-
tomer using an automated teller machine. The customer must enter the codes indi-
cating what transaction is to be accomplished by the teller machine.)
Different part or product styles processed by the system, In this instance, the auto-
mated system is programmed to perform different work cycles on different part or
product styles. An example is an industrial robot that performs a series of spot weld-
ing operations on car bodies in a final assembly plant. These plants are often de-
signed to build different body styles on the same automated assembly line, such as
two-door and four-door sedans. As each car body enters a given welding station on
the Tine, sensors identify which style it is, and the robot performs the correct series of
welds for that style.
Variations in the starting work units. In many manufacturing operations the starting
work units are not consistent. A good example is a sand casting as the starting work
unit in a machi The ional variations in the raw castings some-
times necessitate an extra machining pass to bring the machined dimension to the
specified value. The part program must be coded to allow for the additional pass
when necessary.

In all of these examples, the routine variations can be accommodated in the regular work
cycle program. The program can be designed to respond to sensor or operator inputs by
executing the appropri: ine cor ing to the input. In other cases, the vari-
ations in the work cycle are not routine at all. They are infrequent and unexpected, such
as the failure of an equipment component. In these instances, the program must include con-
tingeney pracedures or modifications in the sequence Lo cope with conditions that lie oui-
side the normal routine. We discuss these measures {ater in the chapter in the context of
advanced automation functions (Section 3.2).
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TABLE 3.2 Features of Work Cycle Programs Used in Automated Systerns

Program Feature

Examples or Alternatives

Steps in work cycle

Process parameters tinputs)
in each step

Example

+ Typical sequence of steps: {1} load, {2}, process, (3} unload
Alternatives:

+ One parameter versus multiple parameters that must be changed

during the step

« Continuous parameters versus discrete parameters

+ Parameters that change duting the step; for example, a positioning
system whose axes values change during the pracessing step

Manual steps in work cycie Alternatives:

* Manual steps versus no manual steps {completely automated work
cycle)

Example:

« Operator loading and unloading parts to and from machine

Operator interaction Alternatives:

« Cperator i ion versus work cycle
Example:
* Operator entering processing information for current workpart

Different part or product styles Afternatives:

+ Identical part or product style each cycle (mass or batch
production) versus different part or product styles each cycle
{flexible automation)

Variations in starting work units Example:

+ Variations in starting dimensions or part features

A variety of production situations and work cycle programs has been discussed here.
The features of work cycle programs (part programs) used to dircet the operations of an
automated system are summarized as in Table 3.2,

3.1.3 Control System

The control element of the automated system executes the program of instructions. The
control system causes the process to accomplish its defined function, which for our purpose
is to carry out some manufacturing operation. Let us provide a brief introduction to con-
trol systems here. The following chapter describes this important industrial technology in
more detail.

The controls m an automated system can be either closed loop or open loop. A closed
toop control system, also known as a feedback camirol system, is one in which the output vari-
able is compared with an input parameter, and any difference between the two is used to
drive the output into agreement with the input. As shown in Figure 3.3.a closed loop con-
trol system consist« of six basic elements: (1) input parameter, (2) process, (3) output vari-
able, (4) feedback sensor. (5) controller. and (6) actuator. The input parameter, often referred
to as the set poini, represents the desired value of the output. In a home temperature con-
trol system, the set point is the desired thermostat setting. The process is the operation or
function being controlled. Tn particular, it is the ourput variable that is being contralled in
the loop. In the present discussion. the process of interest is usually a manufacturing op-
cration, and the output variable is some process variable, perhaps a eritical performance
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Figure 3.3 A fecdback control system.

measure in the process, such as temperature or force or flow rate. A sensor is used to mea-
sure the output variable and close the loop between input and output. Sensors perform
the feedback function in a closed foop control system. The controiler compares the output
with the input and makes the required adjustment in the process to reduce the difference
between them. The adjustment is accomplished using one or more actuators, which are the
hardware devices that physically catry out the control actions, such as an electric motos or
a flow valve. It should be mentianed that our madel in Figure 3.3 shows only one loop.
Most industrial processes require multiple Joops, one for cach process variable that must
be controlled.

In contrast o the closed loop contro] system, an open loop conrol system operates
withou! the feedback loop, as in Figure 3.4. In this case, the controls operate without mea-
suring the output variable, so no comparison is made between the actual valuc of the out-
put and the desired input parameter. The controller relies on an accurate model of the
effect of its actuator on the process variable. With an open loop system, there is always the
risk that the actuator will not have the intended effect on the process, and that is the dis-
advantage of an open loop system. Its advantage is that it is generally simpler and less ex-
pensive than a closed loop system, Open loop systems are usually appropriate when the
fallowing conditions apply: (1) The actions performed by the control system are simple,
{2) the actuating function is very reliable, and (3) any reaction forces opposing the actua-
tion are small enough to have no effect on the actuation. If these characteristics are not ap-
plicable, then a closed toop control system may be more appropriate.

Consider the difference between a closed loop and open loop system for the case of
a positioning system. Positioning systems are common in manufacturing to locate a work-
part relaiive 0 a tool or workhead. Figure 3.5 illustrates the case of a closed loop posi-

Input Actuator Output
paremeter variable
Figure 3.4 An open loop control system.
Worktable Actus) x
Motor
xvalu

Optical
encoder

Controller

Figure 3.5 A (one-axis) positioning system consisting of a leadscrew
driven by a de servomotor.

Feedback signal to controller
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tioning system. In operation, the system is directed to move the worktable to a specified
location as defined by a coordinate value in a Cartesian (or other) coordinate system. Most
positioning systems have at least two axes (e.g.,an x — y positioning table) with a control
system for each axis, but our diagram only illustrates one of these axes. A dc servomotor
connected to a leadscrew is a common actuator for each axis. A signal indicating the coor-
dinate valuc (g.g.. x-value) is sent from the controller to the motor that drives the leadscrew,
i converted into linear motion of the positioning table. As the table moves
closer to the desired x-coordinate value, the difference between the actual x-position and
the input x-valuc is reduced. The actual x-position is measured by a feedback sensor (e
an optica!l encoder). The controller continues to drive the motor until the actual table po-
sition corresponds to the input position value.

For the apen loop case, the diagram for the positioning system would be similar to the
preceding, excep! that no feedback leop is present and a stepper motor is used in place of
the de servomotor. A stepper motor is designed to rotate a precise fraction of a turn for each
pulse received from the controller. Since the motor shaft is connected to the leadscrew,
and the leadscrew drives the worktable, each pulse converts into a small constant linear
movement of the table. To move the table a desired distance, the number of pulses corre-
spondlng to that distance is sent to thc motor. Given the proper application, whose char-
acteristics match the preceding list of operating conditions, an open loop positioning system
works with high rehability.

We consider the engineering analysis of closed loop and open loop positioning sys-
tems in the context of numerical control in a subscquent chapter {Section 6.6).

3.2 ADVANCED AUTOMATION FUNCTIONS

In addition to executing work cycle programs, an automated system may be capable of ex-
ecuting advanced functions that are not specific to a particular work unit. In general, the
functions are concerned with enhancing the performance and safety of the equipment. Ad-
vanced automation functions include the following: (1) safety monitoring, (2) maintenance
and repair diagnostics, and (3) error detection and recovery.

Advanced automation functions are made possible by special subroutines included
in the program of instructions. In some cases, the functions provide information only and
do not invalve any physical actions by the control system. An example of this case includes
reporting a list of preventive maintenance tasks that should be accomplished. Any actions
taken on the basis of this report are decided by the human operators and managers of the
system and not by the system itself. In other cases, the program of instructions must be
physically executed by means of the control system using available actuators. A simple ex-
ample of this casc is a safety monitoring system that sounds an alarm when a human work-
er gets dangerously close to the automated system.

3.2.1 Safety Monitoring

One ot the sxgmhcant reasons {or automating a manufacturing operation is to remove

orker(s) from a h; working envi . An tem is often installed
1o perfarm a potentially dangerous operation that would otherwisc be accomplished man-
valty by buman workers. However, even in automated systems, workers are still needed to
service the system, at periodic time intervals if not full-time. Accordingly. it isimportant that
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the automated system be designed to operate safely when workers are in attendance. In ad-
dition, 1t is essential that the automated system carry out its process in a way that is not self-
destructive. Thus. there are two reasons for providing an automated sysiem with a safety
monitoring capability: (1) to protect human workers in the vicinity of the system and (2} 1o
protect the equipment associated with the system.

Safety monitoring means more than the conventional safety measures taken in a man-
ufaciuring operation, such as protective shields around the operation or the kinds of man-
ual devices that might be utilized by human workers. such as emergency stop buttons. Safery
monitoring in an automated system involves the use of sensors to track the system’s oper-
ation and identify conditions and events that are unsafe or potentially unsafe. The safety
monitoring system is programmed to respond to unsafc conditions in some appropriate
way. Possible responses to various hazards might include one or more of the following:

* complete stoppage of the automated system

* sounding an alarm

* reducing the operating speed of the process

* taking corrective actions to recover from the safety violation

This last response is the most sophisticated and is suggestive of an intelligent machine per-
forming some advanced strategy. This kind of response is applicable to a varicty of possi-
ble mishaps, not necessarily confined to safety issues, and is called error detection and
recovery (Section 3.2.3).

Sensors for safety monitoring range from very simple devices to highly sophisticat-
ed systems. The topic of sensor technology is discussed in Chapter 5 (Section 5.1). The fol-
lowing list suggests some of the possible sensors and their applications for safety monitoring:

* Limit switches to detect proper positioning of a part in a workholding device so that
the processing cycle can begin.

Photoelectric sensors triggered by the interruption of a light beam; this could be used
ta indicate that a part is in the proper position or to detect the presence of a human
intruder into the work cell,

Temperature sensors to indicate that a metal workpart is hot enough to proceed with
ahot forging operation. If the workpart is not sufficiently heated, then the metal’s duc-
tility may be too low, and the forging dies might be damaged during the operation.
Heat or smoke detectors to sense fire hazards.

Pressure-sensitive floor pads to detect human intruders into the work cell.

® Machine vision systems to supervise the automated system and its surroundings.

It should be mentioned that a given safety monitoring system is limited in its ability
to respond to hazardous conditions by the possible irregularities that have been foreseen
by the system designer. If the designer has not anticipated a particular hazard, and conse-
quently has not provided the system with the sensing capability to detect that hazard, thea
the safety monitoring system cannot recognize the event if and when it occurs.

322 i and Repair Di

Modern antomated production systems are becoming increasingly complex and sophisti-
cated, thus icating the problem of mai ing and repairing them. Maintenance and
repair refers to the ilities of an system to assist in the identi-




Sec. 3.2 / Advanced Automation Functions 3

fication of the source of potential or actual malfunctions and failures of the system. Three _
maodes of operation are typical of a modern and repair di

1. Sratus monitoring. In the status itoring mode, the di i moni-
fors and records the status of key sensors and parameters of the system during nor-
ma. operation. On request, the diagnastics subsystem can display any of these values
and provide an interpretation of current system status, perhaps warning of an immi-
ner: fajlure.

o

. Failure diagrostics. The failure diagnostics mode is mvoked when a maltunction or
failore oceurs. Tts purpose is to interpret the current values of the monitored vari-
ables and to analyze the recorded values preceding the failure so that the cause of the
failure can b identified.

w

Recommendation of repair procedure. In the third mode of operation. the subsystem
provides a recommended procedure to the repalr crew as to the steps that should be
taken to cffect repairs Methods for ping the ar

bascd on the use of expert systemns in which the collective judgments of many repair
experts are pooled and incorporated into a computer program that uses artificial in-
telligence techniques.

Status monitoring serves two important functions in machine diagnostics: {1) pro-
viding information for diagnosing a current failure and (2) providing data to predict a fu-
ture malfunction or failure. First, when a failure of the equipment has occurred, it is usually
difficult for the repair crew to determine the reason for the failure and what steps should
be taken to make repairs. It is often helpful to reconstruct the events leading up to the fail-
ure. The computer is programmed 1o monitor and record the variables and (o draw logi-
cal inferences from their values about the reason for the malfunction. This diagnosis helps
the reparr personuel make the necessary repairs and replace the appropriate components.
This is especially helpful in electronic repairs where it is often difficult to determine on the
basis of visual inspection which components have failed.

The second function of status monitoring is to identify signs of an impending failure,
so that the affected components can be replaced before failure actually causes the system
to go down. These part replacements can be made during the night shift or other time
when the process is not operating, with the result that the system experiences po toss of reg-
ular operation.

3.2.3 Error Detection and Recovery

In the operation of any automated system, there are hardware malfunctions and unex-
pected events that occur during operation. These events can result in costly delays and loss
of production until the problem has been corrected and regular operation is restored. Tra-
ditionally. equipment malfunctions are corrected by human workers, perhaps with the aid
of a maintenance and repair diagnostics subroutine. With the increased use of computer con-
trol for manufacturing processes, there is a trend toward using the control computer not only
to diagnose the malfunctions but also to automatically take the necessary corrective action
to restore the system to normal operation. The term error detection and recovery is used
when Lhe computer performs these functions,



74

Chap. 3 / Introduction to Automation

Error Detection. As indicated by the term, error detection and recovery consists of
two steps: (1) error detection and (2) error recovery. The error detection step uses the au-
tomated system’s avaitable sensor systems to determine when a deviation or malfunction
has occurred, correctly interpret the sensor signal(s), and classify the error. Design of the
error deteciion subsystem must begin with a classification of the possible errors that can
occur during system operation. The errors in a manufacturing pracess tend ta be very ap-
plication specific. They must be anticipated in advance in order to select sensors that will
enable their detection.

In analyzing a given production operation, the possible errors can be classified into
one of three general categories: (1) random errors, (2) Systematic errors. and (3) aberrations.
Random errors occur as a result of the normal stochastic nature of the process. These er-
rors occur when the process is in statistical control (Section 21.1). Large variations in part
dimensions, even when the production process is in statistical control, can cause problems
in downstream operations. By detecting these deviations on a part-by-part basis, corrective
action can be taken in subsequent operations. Systematic errors are those that result from
some assignable cause such as a change in raw material properties or a drift in an equig-
ment setting. These errors usually cause the product to deviate from specifications so asto
be unacceptable in quality terms. Finally. the third type of error. aberrations, vesults from
either an equipment failure or a human mistake. Examples of equipment failures include
fracture of a mechanical shear pin, bursts in a hydraulic Jine, rupture of a pressure vesset,
and sudden failure of a cutting tool. Examples of human mistakes include errors in the
control program, improper fixture setups, and substitution of the wrong raw materials.

The two main design problems in error detection are: (1) to anticipate all of the pos-
sible errors that can occur in a given process and (2) to specify the appropriate sensor sys-
tems and associated interpretive software so that the system is capable of recognizing each
error. Solving the firs( problem requires a i ion of the ibilities under
each of the three ervor classifications. H the error has not been anticipated, then the error
detection subsysiem cannot correctly detect and identify it.

EXAMPLE 3.2 Error Detection in an Automated Machining Cell

Consider an automated cell consisting of a CNC machine tool, a parts storage
unit, and a robot for loading and unloading the parts between the machine and
the storage unit. Possible errors that might affect this system can be divided
into the following categories: (1) machine and process, (2) cutting tools, (3) work-
hoiding fixture. (4) part storage unit, and (5) load/unload robot. Develop a list
of possible errors (deviations and malfunctions} that might be included in each
of these five categories.

Solution: A list of possible errors in the machining cell is presented in Table 3.3.

Error Recovery.  Error recovery is concerned with applying the necessary correc-
tive action to overcome the error and bring the system back to normal operation. The
prablem of designing an error recovery system focuses on devising appropriate strategies
and procedures that will either correct or compensate for the variety of errors that can
occur in the process. Generally, a specific recovery strategy and procedure must be de-
signed for each different error. The 1ypes of strategies can be dlassified as toflows:

L. Make adjustments at the end of the current work cycle. When the current work cycle
iscompleted, the part program branches to a corrective action subroutine specifically
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TABLE 33 Error Detection Step in an Automated Machining Cell: Error Categaries and
Possible Malfunctions Within Each Category

Error Categories Possible Matfunctions

1. Machine and process Loss of power, power overload, thermal deflection,
cutting temperature too high, vibratian, no coolant,
chip fouling, wrong part program, defective part

Cutting tools Tool breakage to0’ wear-out, vibration, tool not present,
wrong t

Workholding fixture Part not in ﬁxmre, clamps not actuated, part dislodged

during

N

w

rt deflection duri art
breakage, chlps causing Iocanon problems
Part storage unit Workpart not present, wrong workpart, oversized or
undersized workpart
Load/unload robot Improper grasping of workpart, robot drops workpart,
no part present at pickup

>

o

designed for the exror detected, executes the subrouting, and then returns to the work
cycle program. I'his action reflects a low level of urgency and is most commonly as-
sociated with random errors in (he process.

. Make adjustmenis durng the current cycle. 1 his generally indicates a higher level of
urgency than the preceding type. In this case, the action to correct or compensate for
the detected error is initiated as svon as the error is detected. However, it must be
possible to accomplish the designated corrective action while the work cycle is still
being executed

. Stop the process to invoke correetive action. Tn this case, the deviation or malfunction

requires that the execution of the work cycle be suspended during corrective action,

Tt is assummed that the system is capable of automatically recovering from the error

without human assistance. At the end of the corrective action, the regular work cycle

is continued.

Stop the process and call for help.In this case, the error requiringstoppagge of the process

cannot be resolved through automated recovery procedures. This situation arises be-

cause: (1) the automated cell is not enabled to correct the problem or (2) the error can-
not be classified into the predefined list of errors. In cither case, human assistance is
required to correct the problem and restore the system to futly automated operation.

5

w

=

Error detection and recovery requires an interrupt system (Section 4.3.2). When an
erros in the process is sensed and identified, an interrupt in the current program execution
i invoked to branch to the appropriate recovery subroutine, This is done either at the end
of the current eycle (type 1 above) or immediately (1ypes 2,3,and 4). At the completion of
the recovery procedure, program execution reverts back to normal operation.

EXAMPLE 33 Error Recovery in an Automated Machining Cell

For the automated cell of Example 3.2. develop a list of possible corrective ac-
tions thal might be taken by the system to address certain of the errors.

Solution: A list of possible corrective actions is presented in Table 3.4.
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TABLE3.4 Error Recovery in an Automated Machining Cell: Possible Corrective Actions That
Might Be Taken in Response to Errors Detected During the Operation

Errors Detected Posgsible Corrective Actions to Recover
Part dimensions deviating due to Adjust coordinates in part program to compensate
thermal deflection of machine tool {category 1 corrective action)

Part dropped by robot during pickup Reach for another part (category 2 corrective action)

Part is dimensionally oversized Adjust part program to take a preliminary machining
pass across the work surface (category 2 corrective
action}

Chatter (tool vibration) Increase or decrease cutting speed to change harmonic
frequency {category 2 corrective action)

Cutting temperature too high Reduce cutting speed (category 2 corrective action)

Failure of cutting tool Replace cutting 100l with another sharp tool (category

3 corrective action).

No more parts in parts storage unit Call operator to resupply starting workparts {category 4
)

carrective action]

Chips fouling machining operation Call operator to clear chips from work area {category 4

corrective action)

3.3 LEVELS OF AUTOMATION

The concept of automated systcm< can be dpp]lt:d to vanous levels of factory operations.
One normally with the machines. However,
the production machine itself is made up of subsystems that may themselves be automat-
ed. For example. one of the important automation technologies we discuss in this part of
the book is numerical control (Chapter 6). A madern numerical control (NC) machine tool
is an automated system. However, the NC machine itself is composed of multiple control
systems. Any NC machine has at least two axes of motion, and sore machines have up to
five axes. Each of these axes operates as a positioning system, as described in Section 3.1.3,
and is, in effect, itself an automated system. Similarly, a NC machine is often part of a larg-
er manufacturing system, and the larger system may itself be automated. For example, two
or three machine tools may be connected by an automated part handling system operat-
ing under computer control. The machine tools also receive instructions {e.g., part pro-
grams) from the computer. Thus we have three levels of automation and control included
here (the positioning system level, the machine toot level, and the manufacturing system
tevel). For our purposes in this text, we can identify five possible levels of automation in a
production plant. They are defined next, and their hierarchy is depicted in Figure 3.6.

1. Device level. This is the lowest level in our automation hierarchy. It includes the ac-
tuators, sensors, and other hardware components that comprise the machine jevel.
The devices are combined into the individual control loops of the machine; for ex-
ample, the feedback control koeop for one axis of a CNC machine or one joint of an
industrial robot.

Muchine level. Hardware at the device level is assembled into individual machines. Ex-
amples include CNC machine tools and similar preduction equipment, industrial ro-
bots, powered conveyors, and automated guided vehicles. Control functions at this

14
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Figure 3.6 Five levels of automation and control in manufacturing.

level include performing the sequence of steps in the program of instructions in the
correct order and making sure that each step is properly executed.

Cell or system level. This is the manufacturing cell or system level, which operates
under instructions from the plant level. A manufacturing cetl or system is a group of
machines or workstations connected and supported by a material handling system,
computer. and other equipment appropriate to the manufacturing process. Produc-
tion lines arc included in this level. Functions include part dispatching and machine
loading, coordination among machines and material handling system, and collecting
and cvaluating inspection data.

. Plant level. This is the factory or production systems level. It receives instructions

from the corporate information system and transtates them into operational plans
for production. Likely functions include: order processing, process planning, inven-
tory control, purchasing, material requirements planning, shop floor control, and qual-
ity control,

Enterprise level. This is the highest level, consisting of the corporate information sys-
tem. It is concerned with all of the functions necessary to manage the company: mar-
keting and sales, accounting, design, research, aggregate planning, and master
production scheduling,

Most of the technologics discusscd in this part of the book are at level 2 (the ma-

chine level), although we discuss level 1 automation technologies (the deviees that make
up a control system) in Chapter 5. The level 2 technologies include the individuat con-
trollers (e.g.. programmable logic controllers and digital computer controllers), numerical
cantrol machines. and industrial robots. The material handling equipmeut discussed in Part
1T also represent technologies at level 2. although some of the handling equipment are
themselves sophisticated automated systems. The automation and control issues at level 2
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are concerned with the basic operation of the equipment and the physical processes they
perform.

Controllers. machines. and material handling equipment are combined into manu-
facturing cells, or production lines. or similar systems, which make up level 3, considered
in Part 1L A manufacturing system is defined in this book as a collection of integrated
equipment designed for some special mission, such as machining a defined part family or
assembly of a certain product. Manufacturing systems also include people. Certain highly
automated manufacturing systems can operate for extended periods of time without hu-
mans present to attend to their nceds. But most manufacturing systems include workers as
important elements of the system: for example dsscmbly workers on a cnnveyonzed pro-
duction linc or part n a cell. Thus, fz ing systems
are designed with varying degrees of ion; some are highly d, others are
completely manual, and there is a wide range between.

The manufacturing systems in a factory are components of a larger system, which we
refer to as a production system. We define a production system as the people, equipment,
and procedures that are organized for the combination of materials and processes that
comprise a company’s manufacturing operations. Production systems are at level 4, the
plant level, while manufacturing systems are at leve! 3 in our automation hierarchy. Pro-
duction systems include not only the groups of machines and workstations in the factory
but also the support procedures that make them work. These procedures include produc-
tion contrel, inventory cantrol, material requirements planning. shop floor control, and
quality control. These systems are discussed in Parts IV and V. They are often implement-
ed not only at the plant level but also at the corporate level (level 5).
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The control system is one of the three basic components of an automation system {(Sec-
tion 3.1). In this chapter, we examine industrial control systems, in particular how digital
computers are used 10 implement the control function in production. Industrial control is
defined here as the i ion of unit ions and their i equij

mes

nt as well as the integration and coordination of the unit operations into the larger

kel
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production system. In the context of our book, the term unit operations usually refers to
manufacturing operations; however, the term also appiies to the operation of material han-
dling and other industrial equipment. Let us begin our chapter by comparing industrial
control as it is applicd in the processing industries and how 1t is applied in the discrete
manufacturing industries.

4.1 PROCESS INDUSTRIES VERSUS DISCRETE

MANUFACTURING INDUSTRIES

In our previous discussion of industry types in Chapter 2, we divided industries and their
praduction operations into two basic categories: (1) process industries and (2} discrete
manufacturing industries (Section 2.1). Process industries perform their production oper-
ations on amounts of materials, because the materials tend to be liquids, gases, powders, and
similar materials, whereas discrete manufacturing industries perform their operations on
quannties of materials, because the materials tend to be discrete parts and products. The
kinds of unit operations performed on the materials are different in the two industry cat-
egories. Some of the typical unit operations in each category are listed in Table 4.1.

4.1.1  Levels of Automation in the Two Industries

The levels of automation (Section 3.3) in the two industries are compared in Table 4.2.
The significant differences are seen in the low and intermediate levels. At the device level,
there are dilferences in the types of actuators and sensors used in the two industry cate-
gories, simply because the processes and equipment are different. In the process indus-
tries, the devices are used mostly for the control loops in chemical, thermal, or similar
processing operations, whereas in discrete manufacturing, the devices control the me-
chanical actions of machines, At the ncxt level above, the difference is that unit operations
are controlled in the process industries, and machines are controlled in the discrete man-
ufacturing operations. At the third level, the difference is between control of intercon-
nected unit i ions and i ‘machines. At the upper levels (plant
and enterprise), the control issues are similar, allowing for the fact that the products and
processes are different.

TABLE4.1 Typical Unit Operations in the Process Industries and Discrete
Manufacturing Industries

Typical Unit Operations Typical Unit Operations in the
in the Process industries Discrete Manufacturing Industries
Chemical reactions Casting
Comminution Forging
Deposition (e.g., chemical vapor Extrusion
deposition} Machining
Distillation Mechanical assembly
Heating Plastic molding
Mixing and blending of ingredients Sheet metal stam ping

Separation of ingredients
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TABLE 4.2 Levels of Automation in the Process Industries and Discrete Manufacturing Industries

Level of Automation Leve! of Automation in the Discrete
Level in the Process Industries Manufacturing industries
5 Corporste level—management Corporate fevel—management
information system, strategic planning, information system, strategic planning,
high-level management of enterprise high-level management of enterprise
4 Plant level—scheduling, tracking Plant or factory level—scheduling,
materials, equipment monitoring tracking work-in-process, routing parts
through machines, machine utilization
3 Supervisory control level—control and Manufacturing celi or system level—
coordination of several interconnected unit control and coordination of groups of
operaticns that make up the total process machines and supporting equipment working
in coordination, including material handling
equipment
2 Regulatory control level—control of unit Machine levei—production machines and
operations warkstations for discrete part and product
manufacture
1 Device fevel—sensors and actuators comprising Device levei—sensors and actuators to
the basic control loops for unit operations accomplish control of machine actions
412 iabies and in the Two

The distinction belween process industries and discrete manufacturing industries extends
to the variables and that ch: the i ion operations. The
reader will recall from the previous chapter (Section 3.1.2) that we defined variables as out-
puts of the process and parameters as inputs to the process. In the process industries. the vari-
ables and parameters of interest tend to be continuous, whereas in discrete manufacturing,
they tend to be discrete. Let us explain the differences with reference to Figure 4.1.

Continuous
analog variable

2
3
z 30
H Diserete variable
g other than binary
&
520
'?é Discrete binary
& variable signal
10
Pulse data

Time

Figure 4.1 Continuous and discrete variables and parameters in
manufacturing operations.
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A continyous variable (or parzmeler) is one that is ummerrupted as time proceeds,
at least during the A conti variable is generally consid-
ered to be analog, which means i can take on any value within a certain range. The vari-
able is not restricted to a discrete set of values. Production operations in both the process
industries and discrete parts manufacturing are characterized by continuous variables. Ex-
amples include force, temperature, flow rate, pressure, and velocity. All of these vatiables
(whichever ones apply to a given production pracess) are continuous over time during the
process, and they can take on any of an infinite number of possible values within a certain
practical range.

A discrete variable (or parameter) is one that can take on only certain values within
a given range. The most common type of discrete variable is binary, meaning it can take on
either of two possible values, ON or OFF, open or closed, and so on. Examples of discrete
binary variables and parameters in manufacturing include: limit switch open or closed,
motor on ot off, and workpart present or not present in a fixture. Not all discrete variables
(and parameters) are binary. Other possibilities are variables that can take on more than
two possible values but less than an infinite number, that is, discrete variables other than bi-
nary. Examples include daily piece counts in a production operation and the display of a
digital tachometer, A special form of discrete variable (and parameter) is pulse data, which
consist of a train of pulses as shown in Figure 4.1.As a discrete variable, a pulse train might
be used to indicate piece counts; for example, parts passing on a conveyor activate a pho-
tocell to produce a pulse for each part detected. As a process parameter, a pulse train might
be used to drive a stepper motor.

4.2 CONTINUOUS VERSUS DISCRETE CONTROL

Industrial control systems used in the process industries have tended to emphasize the
conttrol of continuous variables and parameters. By contrast, the manufacturing industries
produce discrete parts and products, and the controlers used here have tended to empha-
size discrete variables and parameters. Just as we have two basic types of variables and pa-
rameters that characterize production operations, we also have two basic types of control:
(1) continuous control, in which the variables and parameters are continuous and analog:
and (2) discrete control, in which the variables and parameters are discrete, mostly binary
discrete. Some of the di between i trol and discrete control are sum-
marized in Table 4.3.

In reality, most operations in the process and discrete manufacturing industries tend
to include both continuous as well as discrete variables and parameters. Consequently,
many industrial controllers are designed with the capability to receive, operate on, and
transmit both types of signals and data. In Chapter 5, we discuss the various types of sig-
nals and data in industria control systems and how the data are converted for use by dig-
ital computer controllers.

To complicate matters, with the substitution of the digital computer to replace ana-
log controllets in continuous process control applications starting around 1960 (Historical
Note 4.1), continuous process variables are no longer measured continuously. Instead, they
are sampled periodically, in effect creating a discrete sampled-data system that approximates
the actual continuous system. Snmllarly, the control Slgnals sent to the process are typ\ca\-
ly stepwise functions that the previous ntrol signals
by analog controllers. Hence, in digital computer process control, even continuous vari-
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TABLE 43 Comparison Between Continuous Control and Discrete Control

Comparison Factor

Continuous Controf

Discrete Cantrol in Discrete

in Process

Typical measures of product
output

Typical quality measures

Typical variables and
parameters

Typical sensors

Typical actuators
Typical process time

Weight measures, liquid volume
measures, solid volume measures

Number of parts, number of
products
D surface finish,

Ci 3 of
solution, absence of contaminants,
conformance to specification

Temperature, volume flow rate,
pressure

Flow meters, thermocouples,
pressure sensors

Valves, heaters, pumps
Seconds, minutes, hours

appsarance, absence of defects,
product reliability

Position, velocity, acceleration,
orce

Limit switches, photoelectric
sensors, strain gages,
piezaelsctric sensars

Switches, motors, pistons
Less than a second

constants

ables and parameters posscss characteristics of discrete data, and these characteristics must
be considered in the design of the computer-process interface and the control algorithms
used by the contraller.

421 Continuous Control Systems

In continuous control, the usual objective is to maintain the value of an output variable at
a desired level, similar to the operation of a feedback control system as defined in the pre-
vious chapter (Section 3.1.3). However, most continuous processes in the practical world
consist of many separate feedback loops, all of which have 1o be controlled and coordi-
nated to maintain the output variable at the desired value. Examples of continuous process-
es are the following:

* Control of the oulput of a chemical reaction that depends on temperature, pressure,
and input flow rates of several reactants. All of these variables and/or parameters are
continuous,

* Control of the position of a workpart relative to a cutting tool in a contour milling op-
eration in which complex curved surfaces are generated. The position of the part is
defined by x-, y-, and z-coordinate values As the part moves, the x, y, and z values
can be considered as continuous variabies andior parameters that change over time
to machine the part.

There are several approaches by which the controt objective is achieved in a contin-
uous process control system, In the following paragraphs, we survey the most prominent
categories.

Regulatory Control. In regulatory control, the objective is to maintain process per-
formance at a certain level or within a given tolerance band of that level. This is appropriate,
for example, when the performance attribute is some measure of product quality, and it is
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Figure 4.2 Regulatory control.

important to kcep the quality at the specified level or within a specified range. In many ap-
plications, the performance measure of the process, sometimes called the index of perfor-
mance. must be calculated based on several output variables of the process. Except for this
feature. regulatory control is to the overall process what feedback control is to an individ-
ual control loop in the process, as suggested hy Figure 4.2

The trouble with regulatory control {the same problem exists with a simple feedback
control loop) is that compensating action is taken only after a disturbance has affected the
process output. An error must be present for any control action to be taken, The presence
of an error means that the output of the process is different from the desired value. The fol-
iowing control mode, feedforward control, addresses this issue.

Feedforward Control. The strategy in feedforward conrrol is to anticipate the ef-
fect of disturbances that will upset the process by sensing them and compensating for them
before they can affect the process. As shown in Figure 4.3, the feedforward control ele-
ments sense the presence of a disturbance and take corrective action by adjusting a process
parameter that compensates for any effect the disturbance will have on the process.In the
ideal case, the compensation is completely effective, However, complete compensation is
unlikely because of imperfections in the feedback , actuator ions, and
control algorithms, so feedforward control is usually combined with feedback control, as
shown in our figure. Regulatory and feedforward control are more closely associated with
the process industriey than with discrete product manufacturing.

Disturbance

Input parameters Output variables

Measured
variables

parameters

Coatroller

Feedforward
control elements

Figure 4.3 Feedforward control, combined with feedback control.

Index of
performance

Performance
target level
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Steady-State Optimization. This term refers to a class of optimization techniques
in which the process exhibits the following characteristics: (1) there is a well-defined index
of performance, such as product cost, production rate, or process yield: (2) the relationship
between the process variables and the index of performance is known; and (3) the values
of the system parameters that optimize the index of performance can be determined math-
ematically. When these characteristics apply, the control algorithm is designed to make ad-
justments in the process parameters to drive the process toward the optimal state. The
control system is open-loop, as seen in Figure 4.4, Several mathematical techniques are
available for solving stcady-state optimal control problems, including diffcrential calculus,
calculus of variations, and a variety of mathematical programming methods.

Adaptive Control. Steady-state optimal control operates as an open-loop system.
Tt works successfully when there are no disturbances that invalidate the known relation-
ship between process parameters and process performance. When such disturbances are pre-
sent in the application, a self-correcting form of optimal control can be used, called adaptive
control. Adaptive control combines feedback control and optimal cotrol by measuring
the relevant process variables during operation (as in feedback control) and using a con-
trol algorithm that attempts to optimize some index of performance (as in optimal control}.

Adaptive control is distinguished from feedback control and steady-state optimal
control by its unique capabitity to cope with a time-varying environment. 1t is not unusu-
al for a system to operate in an environment that changes over time and for the changes
to have a potential effect on system performance, If the internal parameters or mecha-
nisms of the system are fixed, as in feedback control or optimal control, the system may per-
form quite differently in one type of environment than in another. An adaptive control
system is designed to compensate for its changing environment by monitoring its own per-
formance and altering some aspect of its control mechanism to achieve optimal or near-op-
timal performance. In a production process, the “time-varying environment™ consists of
the day-to-day variations in raw materials, tooling, atmospheric conditions, and the like,
any of which may affect performance.

The general configuration of an adaptive control system is illustrated in Figure 4.5.
To evaluate its performance and respond accordingiy, an adaptive control system performs
three functions, as shown in the figure:

L. Idenification function.In this function, the current value of the index of performance
of the system is determined, based on mcasurements collected from the process. Since

Input parameters Output vaniables Performance
s meastire

Adjustments {1
toinput _ Index of
parameters performance (IP)
Controller
3)
Algorithm to @
dete ti del

Input parameter of process and [P
values

Figure 4.4 Steady-state (open-inop) optimal control.



Chap. 4 / Industrial Contre} Systems

Input parameters Qutput varisbles Performance
1 i H measure

} Process

Adjustments
tinput | T
Parameters
1 Measured
i variatles
'
i
Adaptive |
controller |

performence

Figure 4.5 Configuration of an adaptive control system.

the environment changes over time, system performance also changes Accordingly,
the identification function must be more or less ty over time
during system operation.

~

Decision function. Once system performance has been determined, the next function
is to decide what changes should be made to improve performance. The decision
function is implemented by means of the adaptive system’s programmed algorithm.
Depending on this algorithim. the decision may be to change oric or more input pa-
rameters to the process, to alter some of the internal parameters of the controller, or
other changes.

) M{)dzﬁmlmn function, The third function of adaptive control is to implement the de-
cision, Whereas decision is a logic function, modification is concerned with physical
changes in the system, [t involves hardware rather than software. In modification,
the system parameters or process inputs are altered using available actuators to drive
the system toward a more optimal state.

w

Adaplive control is most applicable at levels 2 and 3 in our automation hierarchy
(Table 4.2). Adaptive control has been the subject of research and development for sever-
al decades, originally motivated by problems of high-speed flight control in the age of jet
aircraft. The principles have been applied in other areas as well, including manufacturing.
One notable effort is adaptive control machining.

On-Line Search Strategies. On-linc search strategics can be used to address a
special class of adaptive control problem in which the decision function cannot be suffi-
ciently defined; that is, the relationship between the input parametess and the index of per-
formance is not known, or not known well enough to use adaptive control as previously
described. Therefore, it is not possible to decide on the changes in the internal parameters
of the system to produce the desired performance improvement. Instead, experiments must
be performed on the process. Smat! systematic changes are made in the input parameters
of the process to observe what effect these changes will have on the output variables Based
on the results of these experiments, larger changes are made in the input parameters to drive
the process toward improved performance.
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On-line search strategies include a variety of schemes to explore the effects of changes
in process parameters, ranging from trial-and-error techniques to gradient methods. All of
the schemes attempt to determine which input parameters cause the greatest positive ef-
fect on the index of performance and then move the process in that direction. There is lit-
tle evidence that on-line search techniques are used much in discrete parts manufacturing.
Their applications are more common in the continuous process industries.

Other iali iq Other ialized i include strategies
that are currently evolving in control theory and computer science. Examples include learn-
ing systems expert systems, neural networks, and other artificial intefligence methods for
process control.

4.2.2 Discrete Control Systems

In discrete control, the parameters and variables of the system are changed at discrete mo-
ments in time. The changes involve variables and parameters that are also discrete, typically
binary (ON/OFF). The changes are defined in advance by means of a program of instruc-
tions, for example, a work cycle program (Section 3.1.2). The changes are execuited either
because the state of the system has changed or because a certain amount of time has
clapsed. These two cases can be distinguished as (1) event-Griven changes or (2) time-
driven changes [3].

An event-driven change is executed by the controller in rcsponse to some event that
has caused the state of the system to be altered. The change can be to initiate an operation
or terminate an operation, start a motor or stop it, open a valve or close it, and so forth. Ex-
amples of event-driven changes are:

* A robot toads a workpart into the fixture, and the part is sensed by a limit switch. Sens-
ing the part’s presence is the event that alters the system state. The event-driven
change is that the automatic machining cycle can now commence.

* The diminishing level of plastic molding compound in the hopper of an injection
molding machine triggers a low-level switch, which in turn triggers a vatve to open that
starts the flow of new plastic into the hopper. When the level of plastic reaches the
high-level switch, this triggers the valve to close, thus stopping the flow of peilets into
the hopper.

« Counting parts moving along a conveyor past an optical sensor is an event-driven
system. Each part moving past the sensor is an event that drives the counter.

A time-driven change is executed by the control system either at a specific point in
time or after a certain time lapse has occurred. As before, the change usually consists of
starting something or stopping something, and the time when the change occurs is impor-
tant. Examples of time-driven changes are:

* In factories with specific starting times and ending times for the shift and uniform
break periads for all workers, the “shop clock” is set to sound a bell at specific mo-
ments during the day to indicate these start and stop times,

¢ Heat treating operations must be carried out for a certain length of time. An auto-
mated heat treating cycle consists of automatic loading of parts into the furnace (per-
haps by a robot) and then unloading after the parts have been heated for the specified
length of time.
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« In the operation of a washing machine, ence the laundry tub has been filled to the
preset level, the agitation cyele continues for a length of time set on the controls.
When this time is up, the timer stops the agitation and initiates draining of the tub.
(By comparison with the agitation cycle, filling the laundry tub with water is event-
driven. Filling continues until the proper level has been sensed, which causes the injet
valve to close.)

The two types of change correspond to two different types of discrete control, called
combinational logic control and sequential control. Combinational logic control is used 10
control the execution of event-driven changes, and sequential control is used to manage
time-driven changes. These types of contrul are discussed in our expanded coverage of dis-
crete controi in Chapter 8.

Discrete control is widely used in discrete manufacturing as well as the process in-
dustries. In discrete manufacturing, it is used to contral the operation of conveyors and
other material transpott systems (Chapter 10), automated storage systems (Chapter 11),
stand-alone production machines (Chapter 14}, flexible manufacturing systems (Chapter
16), automated transfer lines {Chapter 18), and automated assembly systems (Chapter 19).
All of these systems operate by following a well-defined sequence of start-and-stop ac-
tions, such as powered feed motions, parts transfers between workstations, and on-line au-
tomated inspections, which are well-suited to discrete control.

In the process industries, discrete control is associated more with batch processing than
with continuous processes. In a typical baich processing operation, each batch of starting
ingredients is subjected to a cycle of processing steps that involves changes in process pa-
rameters (e.g., temperaturc and pressure changes), possible flow from one container to an-
other during the cycle, and finally packaging, The packaging step differs ing on the
product. For foods, packaging may involve canning or boxing, For chemicals, it means fill-
ing containers with the liquid product. And for pharmaceuticals, it may involve filling bot-
tles with medicine tablets. In batch process control, the objective is to manage the sequence
and timing of processing steps as well as to regulate the process parameters in each step.
Accordingly, batch process controf typically includes both continuous control as well as
discrete control.

4.3 COMPUTER PROCESS CONTROL

The use of digital computers to control industrial processes had its origins in the continu-
ous process industries in the tate 1950s (Historical Note 4.1). Prior to then, analog con-
trollers were used to implement continuous control, and refay systems were used to
implement discrete control. At that time, computer technology was in its infancy, and the
only computers available for process control were large, expensive mainframes. Compared
with today's technology, the digital computers of the 1950s were slow, unretiable, and not
well suited to process control applications. The computers that were instatled sometimes
cost more than the processes they controlled. Around 1960, digital computers started re-
placing analog controllers in continuous process control applications; and around 1970,
programmable logic controllers started replacing relay banks in discrete control applica-
tions. Advances in computer technology since the 1960s and 1970s have resulted in the de-
velopmem of the microprocessor. Today, virtually all mdusmal processes, cenamly new

are by digital based on logy. Mi-
croprocessor-based controllers are discussed in Section 4.4.6,
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rHistor‘ucal Note 4.1 Computer process cantrol {2], [12].

Control of industrial processes by digital computers can be traced to the process industries in
the late 15505 and early 1960s. These industries, such as oil refineries and chemicals, use high-
volume continuous production processes characterized by many variables and associated con-
trol laops. The processes had (raditionally heen contralled by analog devices, cach loop having
its own st point value and 1n most instances operating independently of other loops. Any co-
ordination of the process was accomplished in a central control room, where workers adjust-
cd the mdividual scttings. attempting to achieve stability and economy in the process. The cost
of the analog devices for all of the control loops was considerable, and the human coordina-
tion of the process was less than optimal The commercial development of the digital com-
puter io the 1950s offered the opportunity to replace some of the anaiog control devices with
the cumputer.

The first known attempt to usc a digital computer for process control was at a Texaco
refinery in Port Arthur, Texas in the late 1950s Texaco had been contacted in 1956 by computer
manuacturer Thomson Ramo Woodridge (TRW). and a feasibility study was conducted on a
polymenzation uni al the refinery, The computer control system went on-ling in March 1959,
The control appheation involved 26 flows. 72 temperaturcs, 3 pressures.and 3 compositions. This,
pione<nng work did ot escape the notice of other companies i the process industries as well
as other computer compan:es, The process industries saw computer proces: | as a means
of automasion. and the computes companics saw a potential market for their products.

The availeble computers in the late 1950s were not reliable, and most of the subsequent
process control installations operated by cither printing out instructions for the operator or by
making adiustments in the set pownts of analog controllers, thereby reducing the risk of process
downlime duc to computer problems The latter mode of operation was called set poinf con-
trol. By March 1961, a (otal of 37 computer process control systems had been installed. Much
expericnce was gamed from these early installations The interrupt feature (Section 4.3.2). by
which the computer suspends curcent program execution to quickly respond to  process need.
was developed during this period.

The first direct digital control (DDC) system (Section 4.4.2), in which certain analog de-
vices are replaced by the computer, was instailed by Imperial Chemical Industries in England
in 1962, In this implementation, 224 process variables were measured, and 129 actuators (valves)
were controlled. Improvements in DDC technology were made, and additional systems were
installed during the 19605 Advantages of DDC noted during this time mcluded (1) cost sav-
ings from of analog i ion for large systems, ( lified op dis.
play panels, and {3) flexibility (hrough reprogramming capability.

Computer technology was advancing, leading to the development of the minicomputer
in the late 1960s. Process control applications were easier to justify using these smaller, less-
expensive computers, Development of the microcomputer in the early 1970s continued this
trend. Lower cost process control hardware and interface equipment (such as analog-1o-digi-
tal converters) were becoming available due to the larger markets made possible by low-cost
computer controllers.

Mostof the developments in computer process control up to this time were biased toward
the process industries rather than discretc part and product manufacturing. Just as analog de-
vices had been used to automate process indusiry aperations relay banks were widely used to
satisfy the ciscrete p 1 (ON/OFF) The
programmeble logic controlfer (PLC), a control computer designed for discrete process con-
trol, was developed in the early 19705 {Historical Note 8.1). Also. numerical control (NC) ma-
chine tols (Historical Note 6.1) and industrial robots (Historical Note 7.1), technologies that
preceded computer control.started to be designed with digital compulers as their controllers

The availability of low-cost and logic re-
sulted in a growing number of in which a process. trolled by muitipl
puters networked together. The term distributed control was used for this kind of syslcm the
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first of which was a product offcred by Honeywell in 1975. In the early 1990s. personal com-
puters (PC5) began being utilized on the factory floor.sometimes to provide scheduling and en-
gincering data to shop floor personnel. in other cases as the operator interface 10 processes
controlied by PLCs. Today, a growing number of PCs are being used to directly control man-
ufacturing operations.

Let us consider the requirements placed on the computer in industrial controf ap-
plications. We then examine the capabilitics that have been incorporated into the control
computer to address these requirements, and finally we observe the hierarchical structure
of the functions performed by the control computer.

4.3.1 Control Requirements.

‘Whether the application involves continuous control, discrete control. or both, there are cer-
tain basic requirements that tend to he common to nearly ail process control applications.
By and large, they are concerned with the need 1o communicate and interact with the
process on a real-time basis. A real-time coniroller is able to respond to the process within
a short enough time period that process performance is not degraded. Factors that deter-
mine whether a computer controller can operate in real-time include: (1) the speed of the
controller's central processing unit (CPU) and its interfaces, (2) the controller’s operating
system, (3) the design of the application software, and (4) the number of different inputiout-
put events 10 which the controlier is designed to respond. Real-time control usually re-
quires the controller to be capable of multitasking, which means coping with multiple tasks
concurrently without the tasks interfering with one anather.

There are two basic requirements that must be managed by the controller to achieve
real-time control:

1. Process-initted interrupts. The controller must be able to respond to incoming sig-
nals from the process. Depending on the relative importance of the signals, the com-
puter may need to interrupt execution of a current program to service a higher priority
need of the process. A process-initiated interrupt is often triggered by abnormal ap-
erating conditions, indicating that some corrective action must be taken promptly.

. Timer-initiated actions. The controller must be capable of executing cerlain actions at
specified points in time, Timer-initiated actions can be generated at regular time in-
tervals, ranging from very low values (e.g., 100 us) to several minutes. or they can be
generated at distinct points in time. Typical timer-initiated actions in process control
include: (1) scanning sensor values from the process at regular sampling intervals,
(2} turning on and off switches, motors, and other binary devices asscciated with the
process at discrete points in time during the work cycle, (3) displaying performance
data or: the operator’s console at regular times during a production run, and (4) re-
computing optimal process parameter values at specified times.

N

These two requirements correspond to the two types of changes mentioned previously in
the context of discrete control systems: (1) event-driven changes and (2) time-driven changes.

In addition to these basic requirements. the control computer must also deal with
other types of interruptions and events, These include:

3. Computer commands 1o process. In addition to incoming signals from the process,
the control computer must be able to send control signals to the process to accom-
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plish a corrective action. These output signals may actuate a certain hardware device

or readjust 4 set pointin a control loop.
4. System- and program-mitiated events. These are events related to the computer sys-
Lem itsell. They are similar to the kinds of computer operations associated with busi-
ness and engineering applications of compulers. A sysrem-initiated event involves
communications among computers and peripheral devices linked together in a net-
work. In these multiple computer networks, feedback signals, control commands, and
other data must be transferred back and forth among the computers in the overall con-
trol of the process. A program-initiared event is when some non-process-related ac-
tion is called for in the program. such as the printing or display of reports on a printer
or monitor. In process contrul svstem- and program-initiated events generally occu-
py alow level of priority compared with process inferrupts,commands to the process.
and timer-initiated events.
Operator-initiated events. Finally. the control computer must be able to accept input
from operating personnel. Operator-initiated events inctude: (1) entering new pro-
grams: {2) editing existing programs: (3) entering customer data, order number, or
startup instructions for the next production run: (4) request for process data; and
(5) emergency stop.

B

4.3.2 Capabilities of Computer Control

‘The above requirements can be satisfied by providing the controlier with certain capabil-
ities that aliow it to interact on a real-time basis with the process and the operator. The ca-
pabilities are: (1) polling, (2) interlocks. (3) interrupt system, and {4) exception handling.

Polling (Data Sampling). In computer process control, polling refers to the peri-
odic sampling of data that indicates the status of the process. When the data consist of a con-
tinuous analog signal. sampling means that the continuous signal 1s substituted with a series
of numerical values that represent the continuous signal at discrete moments in time, The
same kind of substitution holds for discrete data, except that the number of possible nu-
merical values the data can take on is more limited—certainly the case with binary data.
We discuss the technigues by which continuous and discrete data are entered into and
transmitted from the computer in Chapter 5. Other names used for polling include sampling
and scanning,

Tn some systems, the poiling procedure simply requests whether any changes have
oceurred in the data since the last polling cycle and then cotlects only the new data from
the process. This tends to shorten the cycle time required for polling, Issues related to
polling include:

1. Poliing frequency. This is the reciprocal of the time interval between when data
are collected

Polling order. The polling order is the sequence in which the different data collection
points of the pracess are sampled.

Polling format. This refers 1o the manner in which the sampling procedure is de-
signed. The alternatives include: (a) entering all new data from all sensors and ather
devices every polling cycle; (b) updating the control system only with data that have
changed since the last polling cycle; o (c) using Aigh-fevel and low-level scanning, ot
conditional scanning, in which only certain key data are normally coliected each

&~

B
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polling cycle (high-level scanning), but if the data indicates some irregularity in the
process. a low-level scan is undertaken to collect more-complete data to ascertain
the source of the irregularity.

These issucs become increasingly critical with very dynamic processes in which changes in
process status occur rapidly.

Interlocks. An interlock is a safeguard mechanism for coordinating the activities of
two or more devices and preventing vne device from interfering with the other(s). In process
control, interlocks provide a means by which the controller is able to sequence the activi-
ties in a work cell, ensuring that the actions of one piece of equipment are completed be-
fore the next piece of equipment begins its activity. Interlocks work by regulating the flow
of control signals back and forth between the controller and the external devices.

There are two types of interlocks, input interlocks and output interlocks, where input
and output are defined relative to the controller. An input interfock is a signal that origi-
nates from an external device (e.g., a limit switch, sensor, or production machine) and s sent
to the controller. Input interfocks can be used for either of the following functions:

1. To proceed with the execution of the work cycle program. For example, the production
machine communicates a signal to the controller that it has completed its processing
of the part. This signal constitutes an input interlock indicating that the controller can
now proceed 10 the next step in the work cycle, which is to unload the part.

. To interrupt the execution of the work cycle program. For example, while unloading
the part from the machine, the robot accidentally drops the part. The sensor in its
gripper transmits an interlock signal to the controller indicating that the regular work
cycle sequence should be interrupted until corrective action is taken.

™

An output interlock is a signal sent from the controller to some external device. It is
used to control the activities of each external device and to coordinate its operation with
that of the other equipment in the cell, For example, an output interlock can be used to send
a control signal to a production machine to begin its automatic cycle after the workpart has
been loaded inta it.

interrupt System. Closely related to interlocks is the interrupt system. As sug-
gested by our discussion of input interlocks, there are occasions when it becomes necessary
for the process or operator to interrupt the regular controlier operation to deai with more-
pressing matters. All computer systems are capable of being interrupted; if nothing else, by
turning off the power, A more-sophisticated interrupt system is required for process con-
trol applications. An interrupt system is a computer control feature that permits the exe-
cution of the cusrent program (o be suspended to execute another program or subroutine
in response to an incoming signal indicating a higher priority evont. Upon receipt of an in-
terrupt signal, the computer system transfers to a predetermined subroutine designed to
deal with the specific interrupt. The status of the current program is remembered so that
its execution can be resumed when servicing of the interrupt has been completed.

Interrupt conditions can be classified as internal or external. Internal interrupts are
generated by the computer system itself. These include timer-initiated events, such as polling
of data from sensors connected to the process, or sending commands to the process at spe-
cific points in clock time. System- and program-initiated interrupts are also classified as
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TABLE 4.4 Possible Priority Levels in an Interrupt System

Priority Level Computer Function

1 tlowest priority} Most aperator inputs
2 System and program interrupts

3 Timer nterrupts

4 Commands to process

5 Process interrupts

6 (highest priority} Emergency stop (operator input)

internal because they are generated within the system. External interrupts are external to
the computer system: they include process-initiated interrupts and operator inputs,

An interrupt system is required in process cortrol because it is essential that more-
important programs (ones with higher priority) be executed before less-important pro-
grams (ones with lower priorities). The system designer must decide what level of priority
should be attached to each control fanction. A higher priority function can interrupt a
lower priority function. A function al a given priority Jevel cannot interrupt a function at
the same priorily level. The number of priority levels and the relative importance of the
functions depend on the 1equirements of the individual process control situation. For ex-
ample, emergency shutdown of a process because of safety hazards would occupy a very
high priority level, even though it may be an operator-inibated interrupt. Most operator in-
puts would have low priorities.

One possible organization of priority rankings for process cantrol functions is shown
n Table 4.4. Of course, the priority system may have more or less than the number of lev-
¢ls shown herz. depending on the control situation. For example, some process interrupts
may be more important than others, and some system interrupts may t1ake precedence over
certain process interrupts, thus requiring more than the six levels indicated in our table.

To respond to the various levels of priority defined for a given control application.
an interrupt system can have one or more interrupt levels. A single-level interrupt system
has only two modes of operation: normal mode and interrupt mode. The normal mode can
be interrupted. but the interrupt mode cannot. This means that overlapping interrupts are
serviced on a ‘irst-come. first-scrved basis, which could have potentialty hazardous conse-
quences it an important process interrupt was forced to wait its turn while a series of less-
important operator and system interrupts were serviced. A multilevel interrupt system has
anormal operating mode plus more than one interrupt level. The normal mode can be in-
terrupted by any interrupt level, but the interrupt levels have relative priorities that dc-
termine which functions can interrupt others. Example 4.1 illustrates the difference between
the single-level and multilevel interrupt systems.

EXAMPLE 41 Single-Level Versus Multilevel Interrupt Systems

Three interTupts representing tasks of three different priority levels atrive for ser-
vice in the reverse order of (heir respective priorities. Task 1 with the lowest pri-
ority, arrives first. Shortly later. higher priority Task 2 arrives. And shortly later,
highest priority Task 3 arrives. How would the computer control system respond
under (a) a single-level intesrupt system and (k) a multilevel interrupt system?

Sotution: "T'he response of the svstem for the two interrupt systems is shown in Figure 4.6,
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Figure 4.6 Response of the computer control system in Example

4.1 to three different priority interrupts for (a) a single-level inter-

rupt system and {b) a multileve! interrupt system. Task 3 has the
highest level priority. Task 1 has the lowest level. Tasks arrive for
servicing in the order 1, then 2, then 3. In (2), Task 3 must wait until

Tasks 1 and 2 have been completed. In (b}, Task 3 interrupts execu-

tion of Task 2, whose privrity level allowed it to interrupt Task 1.

Exception Handling. In process control, an exception is an event that is outside
the normal or desired operation of the process or control system. Dealing with the excep-
tion is an essential function in industrial process control and generally occupies a major por-
tion of the control algorithm. The need for exception handling may be indicated through
the normal polling procedure or by the interrupt system. Examples of events that may in-
voke exception handling routines include:

» product quality problem

* process variables operating outside their normal ranges

* shortage of raw materials or supplies necessary to sustain the process
 hazardous conditions such as a fire

* controller malfunction

In effect, exception handiing is a form of error detection and recovery, discussed in the
context of advanced automation capabilities (Section 3.2.3).

4.3.3 Levels of Industrial Process Control

In general. industrial control systems possess a hierarchical structure consisting of multi-
ple levels of functions, similar to our levels of automation described in the previous chap-
ter (Tuble 4.2). ANSVISA-588.01-1995" [1] divides process control functions into three

_ "Lhis standard |1] was prepared for batch process control but most of the concepts and terminology arc
applicable to discrete parts manufacturing and continuous process control.
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Figure 4.7 Mapping of ANSI/ISA $88.01-1995 [1] control levels into
the leveis of automation in a factory.

Desice level

levels: (1) basic contral, (2) procedural control, and (3) coordination control. These control
levels map into our automation hierarchy as shown in Figure 4.7, We now describe the
three control levels, perhaps adapting the standard to fit our own models of continuous
and discrete control (the reader is referred to the original standard [1], available from the
Instrument Society of Ametica).

Basic Control. This is the lowest level of contro] defined in the standard, corre-
sponding to the device level in our automation hierarchy. In the process industries, this
level is concerned with feedback control in the basic control loops. In the discrete manu-
facturing ndustrics, basic contro} is concerned with directing the servomotors and other ac-
tuators of the production machines. Basic control includes functions such as feedback
control, polling, interlocking. interrupts, and certain exception handling actions. Basic con-
trol functions may be activated,deactivated, or modified by either of the higher control lev-
els (procedural or coordination control) or by operator commands.

Procedural Control.  This level of control maps into regulatory con-
trol of unit operations in the process industries and into the machine level in discrete man-
ufacturing automation (Tablc 4.2). In continuous control, procedural control functions
include using data coliected during polling to compute some process parameter value,
changing setpoints and other process parameters in basic control, and changing controller
gain constants. In discrete control, the functions are concerned with executing the work
cycle program, that is. directing the machine to perform actions in an ordered sequence to
accomplish some productive task. Procedural control may also involve executing error de-
tection and recovery procedures and making decisions regarding safety hazards that occur
during the pracess.
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Coordination Control. This is the highest level in the contro} hierarchy in the
ANSI/ISA standard. It corresponds to the supervisory level in the process industries and
the cell or system level in discrete manufacturing. Tt is also likely to involve the plant and
possibly the enterprise levels of automation. Coordination control initiates, directs, or al-
ters the exccution of programs at the procedural control level. Its actions and outcomes
change over time, as in procedural control, but its controt algorithms are not structured
for a speeific process-oriented task. It 1s more reactive and adaptive. Functions of coordi-
nation control at the cell level include: coordinating the actions of groups of equipment or
machincs. coordinating material handling activitics between machines in a cell or system,
allocating production orders to machines in the cell, and selecting among alternative work
cycle programs.

At the plant and enterprise levels. coordination control is concerned with manufac-
turing suppert functions, including production planning and scheduling; coordinating com-
mon resources, such as equipment used in more than one production cell; and supetvising
availability, utilization. and capacity of equipment. These control functions are accom-
plished through the company’s integrated computer and information system.

4.4 FORMS OF COMPUTER PROCESS CONTROL

There are various ways in which computers can be used to control a process. First, we can
distinguish between process monitoring and process control as illustrated in Figure 4.8. In
process monitoring. the computer is used to simply collect data from the process, white in
process conirof, the computer regulates the process. In some process control implementa-
tions, certain actions are implemented by the control computer that require no feedback
data to be collected from the process. This is open-loop control However, in most cases,
some form of feedback or interlocking is required to ensure that the control instructions
have been properly carried out. This more commeon situation is closed-loop control.

Computer

t Data collection

(@)

Process variables

Process

Control
commands Process variables
Computer Process ’——-
&)
Cantrol
commands Process variables

Computer

Data collection

{)

Figure 48 (a) Process monitoring, (b) open-loop process control,
and (c) closed-loop process control.
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In this section. we survey the various forms of computer process moniloring and con-
trol, all but one of which are commenly used in industry today. The survey covers the [ol-
lowing categories. (1) computer process monitoring, {2) direct digital control, (3) numerical
control and robotics, (4) programmable logic controllers. (5) supervisory control, and (6) dis-
tributed control systems and personal computers. The second category, direct digital con-
trol, represents a transitory phase in the evolution of computer control technology. In jts
pure form, itis no longer used today. However, we briefly describe DDC to expose the op-
portunities it contributed. The sixth category. distributed contro! systems and personal
computers. represents the most recent means of implementing computer process control.

4.4.1% Computer Process Monitoring

Cornputer process monitoring is one of the ways in which the computer can be interfaced
with a process. Computer process monitoring involves the use of the computer to observe
the process and associated equipment and 10 colleet and record data from the operation.
The computer is not used to directly control the process. Control remains in the hands of
humans who use the data to guide them in managing and operating the process.

The data collected by the computer in computer process monitoring can generally be
classificd into three categories:

1. Process data. These are measured vahues of input parameters and output variables that
indicate process performance, When the values are found to indicate a problem, the
human aperator takes corrective action.

. Equipment dara. These data indicate the status of the equipment in the work celi.
Functions served by the data include itoring machine utifization. ing tool
changes, avoiding machine breakdowns. diagnosing equipment malfunctions, and
planning preventive maintenance

. Product data. Government regulations require certain manufacturing industries to
collect and preserve production data on their products, The pharmaceutical and med-
ical supply industries are prime examples. Computer monitoring is the most conve-
nient means of satisfying these regulations. A firm may also want to collect product
data for its own use.

a

w

Coilecting data from factory operations can be accomplished by any of several means.
Shop data can be entered by workers through manual terminals located throughout the
plant or can be collected automatically by means of limit switches, sensor systems, bar code
readers, or other devices. Sensars are described in Chapter 5 (Section 5.1). Bar codes and
similar automatic identification technologies are discussed in Chapter 12. The collection
and wse of production data in factary operations far scheduling and tracking purposes is
called shop flaor control, explained in Chapter 26

4.42 Direct Digital Control

Direct digital control was certainly une of the important steps in the development of com-
puter process control. Let us brictly examine this computer control mode and its limitations,
which motivated improvements leading to modern computer control technology. Direct
digital controf (DDC) is a computer process control system in which certain components
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in a conventional analog control system are replaced by the digital computer. The regula-
tion of the process is accomplished by the digital computer on a time-shared, sampled-data
basis rather than by the many individual analog working in a dedicated con-
tinuous manner. With DDC, the computer calculates the desired values of the input para-
meters and set poinis, and these values are applied through a direct link to the process;
hence the name “dircct digital™ control.

‘The difference between direct digital control and analog control can be seen by com-
paring Figures 4.9 and 4.10. The first figure shows the instrumentation for a typical anatog
control loop. The entire process would have many individual control loops, but only one is
shown here. Typical hardware components of the analog control loop include the sensor and
transducer, an instrument for displaying the output variable (such an instrument is not al-
ways included in the loop), some means for establishing the set point of the loop (shown
dial in the figure, suggesting that the setting is determined by a human operator). a com-
parator (to compare set point with measured output variable), the analog controller. am-
plifier, and actuator that determincs the input parameter to the process.

In the DDC system (Figure 4.10), some of the control loop components remain un-
changed, including (probably) the sensor and transducer as well as the amplifier and ac-
tuator. Components likely to be replaced in DDC include the analog controller, recording
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Display
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Figure 4.9 A typical analog control loop.
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Figure 4,10 Components of a DDC system.
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and display instruments, set point dials, and comparator. New components in the loop in-
clude the digital computer, analog-10-digital and digital-to-analog converters (ADCs and
DACs). and multiplexers to share data from different control loops with the same computer.

DDC was originally conceived as a more-efficient means of performing the same
kinds of control actions as the analog components it replaced. However, the practice of
simply using the digital computer to imitate the operation of analog controllers seems to
have been a transitional phase in computer process control. Additional opportunities for
the control computer were soon recognized, including:

® More control options than traditional analog. With digital computer control, it is pos-
sible to perform more-complex control algorithms than with the conventional
proportional-integral-derivative control modes used by analog controllers; for ex-
ample.on/off control or nonlinearities in the control functions can he implemented.
Integration and optimization of muhiple loops. This is the ability to integrate feedback
measurements from multiple loops and to implement optimizing strategies to im-
prove overall process performance.

Editing the control programs. Using a digital computer makes it relatively easy to
change the control algorithm if that becomes necessary by simply reprogramming
the computer. Reprogramming the analog control loop is likely to require hardware
changes that are more costly and less convenient.

These enhancements have rendered the original concept of direct digital conlml more or
less obsolete. In addition, computer itself has progressed so that
much smaller and less-expensive yet more-powerful computers are available for process
control than the large mainframes available in the early 1960s. This has allowed computer
process control to be economically justified for much smaller scale processes and equip-
ment. It has also motivated the use of distributed control systems, in which a network of mi-
crocomputers is utilized to control a complex process cansisting of multiple unit operations
and/or machincs.

4.43 Numerical Control and Robotics

Nunerica! conirol (NC) is another form of industrial computer control. It involves the use
of the computer (again, a microcomputer) to direct a machine tool through a sequence of
processing steps defined by a program of instructions that specifies the details of each step
and thelr sequence. The distinctive feature of NC is control of the relative position of a
tool with respect to the object (workpart) being processed. Computations must be made
to determine the trajectory that must be followed by the cutting tool to shape the part
geometry. Hence, NC requires the controller to execule not only sequence control but geo-
metric caleulations as well. Because of its importance in manufacturing automation and in-
dustrial control, we devote Chapter 6 to the topic of NC.

Closely related to NC is industrial robotics, in which the joints of the manipulator
(robot arm) are controlled to move the end-of-arm through a sequence of positions dur-
ing the work cycle. As in NC. the controlier must perform calculations during the work
cycle to implement motion interpolation. feedback control, and other functions. In addition,
a robotic work cell usually includes other equipment besides the robot, and the activities
of the other equipment in the work cell must be coordinated with those of the robot.
coordination is achieved using interlocks. We discuss industrial robotics in Chapter 7.
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4.4.4 Programmable Logic Controllers

logic crs (PLCs) were duced around 1970 as an improvement
on the electromechanical relay controllers used at the time to implement discrete control
in the discrete manufacturing industries. The evolution of PLCs has been facilitated by ad-
vances in computer technology, and present-day PLCs are capable of much morc than the
1970s-era controliers. We can detine a modern programmable logic controller as a micro-
processor-based controller that uses stored instructions in programmable memory to im-
plement logic, sequencing, timing, counting, and arithmetic control functions for controllirg
machines and processes. Today’s PLCs are used for both continuous control and discrete
control applications in both the process industries and discrele manufaciuring, We cover
PLCs and the inds of control they are used to implement in Chapter 8.

4.45 Supervisory Control

The term supervisory control is usually associated with the process industries. but the con-
cept applies equally well to discrete manufacturing automation. where it corresponds to the
cell or system level. Thus, supervisary control coincides closely with coordination control
in the ANSI/ISA-S88 Standard (Section 4.3.3). Supervisory control represents a higher
level of control than the preceding forms of process control that we have surveyed in this
section (i.e, DDC, NC, and PLCs). In general. these other types of control systems are in-
terfaced directly to the process. By contrast, supervisory control is often superimposed on
these process-level control systems and directs their opemt)ons The relationship between
supervisory control and the p fevel control s in Figure 4.11
In the context of the process industries, supervisory control denotes a control system
that manages the activities of a number of integrated unit operations to achieve certain
economic objectives for the process. In some applications, supervisory controt is not much
more than regulatory control or feedforward control. In other applications, the superviso-
ry control system is designed to implement optimal or adaptive control. It seeks to optimize
some well-defined objective function, which is usually based on economic criteria such as
yield, production rate, cost, quality, or other objectives that pertain to process performance.
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Figure .11 Supervisory control superimposed on other prosess-
level control systems.
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In the context of discrete manufacturing. supervisory control can be defined as the
control system that directs and coordinates the activities of several interacting pieces of
equipment in a manutacturing cell or system, such as a group of machines interconnected
by a material handling system. Again. the objectives of supervisory controf are motivated
by economic considerations. The control objectives might include: to minimize part or
product costs by determining optimum operating ions. Lo maximize machine uti-
lization through efficient scheduling, to minimize tooling costs by tracking tool tives and
scheduling taol changes. and similar supervisory goals. In NC, supervisory control 1akes
the form of direct numerical control (Section 0.3), now more commonly referred to as dis-
trabuted numerical control.

It is tempting to conceptualize a supervisory control system as being completely au-
tomated, that is, implemented so that the svstem operaies with no human interference or
assistance. But in virtually all cases. supervisory conirol systems are designed to allow for
interaction with human operators, and the responsibility for control is shared between the
controller and the human, The relative proportions of responsibility differ. depending on
the application.

4.4.6 Distributed Control Systems
and Personal Computers

Development of the microprocessor has had a significant impact on the design of control
systems, In this section, we consider (wo related aspects of this impact: (1) distributed con-
trol systems and (2) the use of personal computers in contral systems. Before discussing
these topics. Jet us provide a brief background of the microprocessor and its uses.

o 3 essor is an i circuit chip containing the
digital logic elements needed to perform arithmetic calculations, execute instructions stored
in memory. and carry out other data processing tasks. The digital logic elements and their
interconnections in the circuit form a built-in sct of instructions that determines the func-
tion of the micropracessor. A very common function is to serve as the central processing
unit (CPU) of a microcomp By definition. a microcomputer is simply a small digital
computer whose CPU is a microprocessor and which performs the basic functions of a
computer. These basic functions consist of data manipulation and computation, carried
out according (o software stored in memory to accomplish user applications, The most fa-
miliar and widely used example of a microcomputer is the personal computer (PC), usual-
ly programmed with software for business and personal applications.

Microprocessors are also widely used as controllers in industrial control systems. An
important distinction between a PC and a controller is that the controller must be capable
of interacting with the process being controlled. as discussed in Seetion 4.3.1. 1t must be able
1o accept data from sensors connected to the process, und it must be able to send com-
mand signals to actuators attached 10 the process. These transactions are made possible by
providing the controller with an extensive input/output (I/O) capability and by designing
its microprocessor so that it can make use of this I/O capability. The number and type of
1O ports are important specifications of a microprocessor-based contraller. By type of 110
ports. we arc referring to whether the type of data and signals communicated between the
controller and the process are conlinuous or discrete. We discuss 1/O techniques in Chap-
ter 5. In contrast, PCs are usually specificd on the basis of memory size and execution
speed. and the microprocessors used in them are designed with this in mind.
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Distributed Control Systems. Wit the development of the microprocessor, it be-
came feasible to connect multiple microcomputers together to share and distribute the
process control workload. The term distribured control system (DCS) is used to describe
such a configuration, which consists of the following components and features [13]:

* Multiple process contral siations located throughout the plant to control the individ-
ual Toops and devices of the proce:

A central control room equipped with operator stations, where supervisory control of
the plant is accomplished.

* Local operator stations distributed throughout the plant. This provides the DCS with

redundancy. If a control failure occurs in the central controt room, the local opera-

tor stations take over the central control functions. If a local operator station fails, the

other local operator stations assume the functions of the failed station.

Al process and operator stations interact with each other by means of a communi-

cations network, ot data highway. as it is often cailed.

These components arc illustrated in a typical configuration of a distributed process con-
trol system presented in Figure 4.12. There are a number of benefits and advantages of the
DCS: (1) A DCS can be installed for a given application in a very basic configuration, then
enhanced and expanded as needed in the future; (2) since the system consists of multiple
computers. this facilitates parallel multitasking; (3) because of its multiple computers, a
DCS has built-in redundancy: (4) control cabling is reduced compared with a central com-
puter control configuration: and (5} networking provides process information throughout
the enterprise for more-efficient plant and process management.

Development of DCSs started around 1970. One of the first commercial systems was
Honeywell’s TDC 2000, intreduced in 1975 [2]. The first DCS apptications were in the
process industries. In the discrete ing industries, p logic
were introduced about the same time. The concept of distributed control applies equally
well to PLCs; that is, multiple PLCs located throughont a factory to control individual

Central
Loxal operator control raom
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Communications
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Process station

Sigaals to and
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Process station Process station
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materials Produst
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Figure 4,12 Distributed control system.
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picees of equipment but integrated by means of a common communications network, In-
troduction of the PC shortly after the DCS and PLC, and its subsequent increase in com-
puting power and reduction in cost over the years, have stimulated a significant growth in
the adoption of PC-based DCSs for process control applications.

PCs it Provess Control.  Today, PCs dominate the computer wotld. They have be-
come the standard tool by which business is conducted, whether in manufacturing or in
the service sector. Thus, it is no surprise that PCs are being used in growing numbers in
process control applications Two basic categories of PC applications in process control can
be distinguished: (1) operator interface and {2) direct control. Whether used as the oper-
ator interface or for direct control, PCs are likely to be networked with other computers
to create DCSs.

‘When used as the operator interface. the PC is interfaced to one or more PLCs or
other devices (possibly other microcomputers) that directly control the process. Personal
computers have been used to perform the operator interface function since the early 1980s.
In this function, the computer performs certain monitoring and supervisory control func-
tions, but it does not directly control the process. Advantages of using a PC as only the op-
erator interface include: (1) The PC provides a uscr-friendly interface for the operator:
{2) the PC can be used for all of the co! i and data func-
tions that PCs traditionally perform: (3) the PLC or other device that is directly control-
ling the process is isolated from the PC. so a PC failure will not disrupt control of the
process; and {4) the computer can be easily upgraded as PC technology advances and ca-
pabilities improve, while the PLC control software and connections with the process can
remain in place.

Direct control means that the PC is interfaced directly to the process and controls its
operations in real time. The traditional thinking has been that it is too risky to permit the
PC to directly control the production operation. If the computer were to fail, the uncon-
trolled operation might stop working, produce a defective product, or become unsafe. An-
other factor is that conventional PCs, equipped with the usuat business-oriented operating
system and applications software, are designed for computing and data processing functions,
not for process control, They are not intended to be interfaced with an external process in
the manner necessary for real-time process control. Finally, most PCs are designed to be
used in an office environment, not in the harsh factory atmosphere,

Recent advances in both PC technology and available software have challenged this
traditional thinking. Starting in the early 1990s, PCs have been installed at an accelerating
pace for direct control of industrial processes. Several factors can be identified that have
enabled this trend:

widespread famiarity with PCs
availability of high-performance PCs

trend toward open architecture phitosophy in control systems design

Microsoft’s Windows NT™ (the latest version is Windows 2000™) as the operating
system of choice,

‘The PCis widely known to the general population in the United States and other in-
dustrialized nations. A large and growing numbes of individuals own them. Many others who
do not personally own them use them at work. User-friendly software for the home and
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business has certainly contributed to the popularity of PCs. There is a growing expectation
by workers that they be provided with a computer in their workplace, even if that work-
place is in the factory.

High-performance CPUs are available in the latest PCs, and the next generation of
PCs will be even more powerful. For the last 20 years, it has been obscrved that processor
speed doubles every 12 18 months, This trend, called Moore’s Law. is cxpected to contin-
ue for at least another 15 years. At the same time. processor costs have decreased by sev-
eral orders of magnitude, and this trend is expected to continue as well. The projected
results are seen in Table 4.5, in which performance is measured in millions of instructions
per second (mips), and cost is measured in dollars per mips. In the carly-to-mid 1990s, PC
performance surpassed that of most digital signal processors and other components used
in v liers [16]. New ions of PCs are currently being introduced more
rapidly than PLCs are, allowing cycle speeds of PCs 10 exceed those of the latest PLCs.

Amother important factor in the use of PCs for control applications is the availabil-
ity of control products designed with an open architecture philosophy.in which vendors of
control hardyare and software agree to comply with published standards that allow their
products to bé interoperable. This means that components from different vendors can be
interconnected in the same control system. The traditional philosophy had been for each
vendor to design proprietary systems, requiring the user to purchase the complete hard-
ware and software package from one supplier. Open architecture allows the user a wider
choice of products in the design of & given process control system, including the PCs used
in the system.

For process control applications. the PC’s operating system must facilitate real-time
control and nctworking. At time of writing, Microsofl’s Windows NT™ (now Windows
2000™) is being adopted increasingly as the operating system of choice for control and
networking applications, Windows NT provides a multitasking environment with sufficicnt
security, reliability, and fault tolerance for many if not most process control applications.
At the same time, it provides the user friendliness of the desktop PC and most of the power
of an engineering workstation. Installed in the factory, a PC equipped with Windows NT
can perform multiple functions simultaneously, such as data logging. trend analysis, tool
life monitoring, and displaying an animated view of the process as it proceeds, all while re-
serving a pertion of its CPU capacity for direct control of the process.

Not all control engineers agrec that Windows NT can be used for critical process con-
trol tasks. For applications requiring microsecond response times, such as real-time mo-
tion control for machine tools, many controt engineers are reluctant to rely on Windows NT.
A commeon solution to this dilemma is 10 install a dedicated coprocessor in the PC. The mo-
tion servo loops are controlled in real time using the coprocessor motion control card, but
the overall operating system is Windows NT.

TABLE 4.5 Trends in Processor Performance and Cost: Moore’s Law

Year Mips* Cost per Mips (8}
1978 125 9,600.00
1998 333 8.00
20m 100,000 .02

*Mips = miliions of instructions per sacond.
Source: Studebaker [18].
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Regarding the factory environment issuc, this can be addressed by using industrial-
arade PCs, which are equipped with enclosures designed for the rugged plant environment.
Compared with the previously discussed PC/PLC configuration, in which the PCis usedonly
as the operator interface, there is a cost savings from installing one PC for dircct control
rather than a PC plus a PLC. A related issue is data integration: Setting up a data link be-
tween a I'C and a PLC is more complex than when the data are all in ane PC.

Enterprise-Wide Integration of Factory Data. The most recent progression in
PC-based distributed control is enterprisc-wide integration of faclory operations data, as
depicted n Figure 4.13. This is a trend that is consistent with modern information man-
agement and worker empowerment philosophics. These philosophies assume fewer levels
of company and greatet re i for front-line workers in sales, order
scheduling. and production. The networking technologies that allow such integration are
ilable. Windows 2000™ provides a number of built-in and optional features for con-
necting the industrial control system in the factory to enterprise-wide business systems and
supporting data exchange between various applications (c.g., allowing data callected in the
olant (o be used in analysis packages. such as Excel spreadsheets). Following are some of
the capahilitics that are enabled by making process data available throughout the enterprise:

1. Managers can have mere direct access 10 factory floor opérations.
2. Production planners can use the most current data on times and production rates in
scheduling future orders.

Business and engineering systems

| —
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Figure 4.13 Enterprise-wide PC-based DCS.
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Sales personnel can provide realistic estimates on delivery dates to customers, based
on current shop loading.

Order trackers are able to provide inquiring customers with current status informa-
tion on their orders.

. Quality control personnel are made aware of rcal or potential quality problems on

current orders, based on access o quality performance historics from previous orders.
Cast accounting has access to the most recent production cost data.

Production personnel can access part and product design details to clarify ambigui-
ties and do their job more effectively.
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chapter 5

Sensors, Actuators,
and Other Control System
Components

CHAPTER CONTENTS

5.1 Sensors

5.2 Actuators

53 Anaog-to-Digital Conversion

54 Digital-to-Analog Conversion

55 Input/Output Devices for Discrete Data
6.5.1 Contact Input/Qutput interfaces
5.6.2 Pulse Counters and Generators

To implement process control. the computer must collect data from and transmit signals to
the production process. In Section 4.1.2, process variables and parameters were classified
as either continuous or discrete. with several subcategories existing in the discrete class, The
digital computer operates on digital (binary) data, whereas at least some of the data from
the process are (analog). A ions for this di must be made in
the computer-process interface. In this chapter, we examine the components required to im-
plement this interface. The components are:

sensers for measuring continuous and discrete process variables
actuators that drive continuous and discrete process parameters
devices that convert continuous analog signals to digital data
devices that convert digital data into analog signals

Mo W

input/output devices for discrete data.
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TABLES5.1 Categories of Computer Input/Output Interface for the Different Types
of Process Parameters and Variables

Type of Data fromyto Process Input Interface to Computer  Output Interface from Computer
Continuous analog signal log-to-digital converter Digital-t log converter
Discrete data—binary (o+/off} Contact input Contact output

Discrete data other than binary Contact input array Contact output array

Discrete pulse data Pulse counters Pulse generators

5.1 SENSORS

The types of computer input/output interface for the different categories of process vari-
ables and parameters are summarized in Table 5.1

A wide variety of measuring devices is available for collecting data from the manufactur-
ing process for usc in feedback control. in gencral, a measuring device is composed of two
components: a sensor and a transducer. The sensor detects the physical variable of inter-
est (such as temperature, force, or pressure). The transducer converts the physical variable
into an alternative form (commonly electrical voltage), quantifying the variable in the con-
version. The quantified signal can be interpreted as the value of the measured variable. In
some cases. the sensor and transducer are the same device; for example, a limit switch that
converts the mechanical movement ofa lever to close an electrical contact.

To use any s device.ac is required to establish the re-
lationship between the physical variable to be measured and the converted output signal
(such as voltage). The ease with which the canbe is one

criterion by which a measuring device can be cvaluated. A list of desirable features of mea-
suring devices for process control is presented in Table 5.2. Few measuring devices achieve
perfect scores in all of these criteria, and the control system engineer must decide which
features are the most important in selecting among the variety of available sensors and
transducers for a given application.

Cunsistent with our classification of process variables, measuring devices can be clas-
sified into two basic categories: (1) analog and (2) discrete. An analog measuring device pro-
duces a continuous analog signal such as electrical voltage. Examples are thermocouples,
strain gages.and potentiometers. The output signal from an analog measuring device must
be converted (o digital data by an analog-to-digital converter (Section 5.3). A discrete mea-
suring device produces an output that can have only certain values, Discrete sensor de-
vices are often divided into two catcgories: binary and digital. A binary measuring device
produces an on/off signal. The most comman devices operate by closing an electrical con-
tact from a normally open position. Limit switches operate in this manner. Other binary sen-
sors include photoelectric sensors and proximity switches. A digital measuring device
produces a digital output signal. either in the form of a set of parallel status bits (e.g., a
photoelectric sensor array) or a series of pulses that can be counted {e.g., an optical en-
coder). In either case, the digital signal represents the quantity to be measured. Digital
transducers zre finding increased use because of the ease with which they can be read when
used as stand-alor.c measuring instruments and becausc of their compatibility with digital

Several of the common sensors and measuring devices used in industrial
control systems are listed in Table 5.3.
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TABLE 5.2 Desirable Features for Selecting Measuring Devices Used in Automated Systems

Desirable Feature Definition and Comments

High accuracy The measurement contains small systemat ¢ errors about the trus value.
High precision The -andom variability or noise in the measured value is low.
Wide operating range The measuring device possesses high accuracy and precision over a wide range

of values of the physical variable being measured.

High speed of response The ability of the device to respond quickly to changes in the physical variable
being measured. |deally, the time lag would be zero.

Ease of calibration Calibration of the measuring device should be quick and easy.

Minimum drift Drift refers to the gradual Joss in accuracy over time. High drift requires frequent
recalibraton of the measuring device.

High refiability The device should not be subject to frequent matfunctions o failures during

service. It must be capable of operating in the potentially harsh environment of
the manufacturing process where it will be applied.

Low cost The cost to purchase {or fabricate) and instatl the measuring device should be
1ow relative to the value of the data provided by the sensor.

TABLE 5.3 Common Measuring Devices Used in Automation

Measuring Device Description

Accelerometer Analog device used to measure vibration and shock. Can be based on various
physical phenomena,

Ammeter Analog device that measures the strength of an electrical current.

Bimetallic switch Binary switch that uses bimetaliic coil to open and close electrical contact as a

resuft of temperature change. Bimetallic coil consists of two metal strips of
different thermal expansion coefficients bonded togethar.

Bimetaliic Analog ing device consisting of bimetatiic coil see
definition above) that changes shape in response to temperature change.
Shape change of coil can be calibrated to indicate temperature.

DC tachometer Analog device consisting of dc generator that produces electrical voltage
proportional to rotational speed

Dynamometer Analog device used to measure force, power, or torque. Can be based on
various physical phenomena {e.g., strain gage, piezoelsctric effect).

Float transducer Fioat attached to lever arm. Pivoting movement of lever arm can bs used to
measure liquid level in vessel (analog device) or to activate contact switch
{binary device).

Fluid flow sensor Analog measurement of liguid flow, usually based on pressure difference
between flow in two pipes of different diameter.

Fluid flow switch Binary switch similar to limit switch but activated by increase in fluid pressure

rather than by contacting object.
Linear variable

Analog position sensor consisting of primary coil opposite two secondary coils
differential transformer

separated by a magnetic core. When primary coil is energized, induced voltage
in secondary coil is function of core position. Can also be adapted 1o measure
force or pressure.

(continued)
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Measuring Device

Description

Limit switch {(mechanical}
Manormeter
Ohmmeter

Optical encoder

Photoelectric sensor

Photoetectric sensor array

Photometer
Piezoelectric transducer

Potentiometer

Proximity switch

Binary contact sensor in which lever arm or pushbutton closes (or opens} an
electrical contact.

Analog device used 1o measure prassure of gas or liquid. Based on comparison
of known and unknown pressure forces. A barometer is a specific type of
manometer used to measure atmospheric pressure.

Analog device that measures electrical resistance.

Digital device used to measure position andjor speed, consisting of a slotted
disk separating a light source from a photocell. As disk rotates, photocell
senses light through slots as a series of pulses, Number and frequency of
pulses are proportional {respectively) to position and speed of shaft connected
to disk. Can be adapted for linear as well as rotational measurements.

Binary noncontact sensor {switch) consisting of emitter (light source} and
receiver (photocell) triggered by interruption of light beam. Two common
types: (1) transmitted typs, in which object blocks light beam between emnitter
and receiver; and (2} retrorefiective type, in which emitter and receiver ars
located in one device and beam is reflected off remote refiector except when
obiject breaks the reflected light beamn.

Digital sensor consisting of linear series of photoslectric sensars. Array is
designed to indicate height or size of object interrupting some but not all of the
light beams.

Analog sensor that measures illumination and light intensity.

Analog device based on piezoelectric effect of certain materials fe.g., quartz) in
which an electrical charge is produced when the material is deformed. Charge
can be measured and is proportional to deformation. Can be used to measure
force, pressure, and acceleration.

Analog position sensor consisting of resistor and contact slider, Position of
slider on resistor determines measured resistance. Available for both linear
and rotational {angular) measurements.

Binary noncontact sensor is triggered when nearby object induces changes in
electromagnetic field. Two types: (1) inductive and (2) capacitive.

ing device that sanses electromagnetic radiation in

Analog temp ing device based on increase in electrical
resistance of a metallic material as temperature is increased.

Widely used analog sensor ta measure force, torque, or pressure. Based on
change in electrical resistance resulting from strain of a conducting material.

Radiation p Analog
the visible and infrared range of spectrum.
detector
Strain gage
Thermistor

Thermocouple

Ultrasonic range sensor

Analog temperature-measuring device based on decrease in electrical
i of a semi ‘material as is increased.

Analog ing device based on thermoelectric affect, in which
the junction of two dissimilar metal wires emits s small voltage that is a
function of the 1emperature of the junction. Common standard thermocouples
include: chromel-alurnel, i and chromel

Time lapse between emissian and refiection (from object) of high-frequancy
saund nulses is measured. Can be used to measure distance or simply to
irdicate presence of object.
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52 ACTUATORS

In industrial control svstems, an actuator is a hardware device that converts a controller com-
mand signal inlo a change in a physical parameter. The change in the physical parameter
is usually mechanical. such as position or velocity change. An actuator is a transducer, be-
cause it chunges one type of physicai quantity, say electric current, into another type of
physical quantity, say rotational speed of an electric motor. The controller command sig-
nal is usually low level, and so an actuator may also include an amplifier to strengthen the
signal sufficicntly to drive the actatar.

A Tist of common actuators s presented in Table 5.4. Depending on the type of am-
plifier used. most actuators can be classificd into one of three categories: (1) electrical,
(2) hydraulic, and (3) ppeumatic. Electrical actuators are most common; they include ac
and dc motors of various kinds, stepper motors. and solenoids. Electrical actuators include
both linear devices (output s lincar displacement) and rotational devices (output is rota-
tional displacement or velocity). Hydrailic uctuators use hydraulic fluid to amplify the con-
trolier command signal. The available devices provide both linear and rotational motion.
Hydraulic actuators are often specified when large forces are required. Preumatic actua-
tors use compressed air (typically “shop air” in the factory environment) as the driving
power. Again, both linear and rotational pnenmatic actuators are available. Because of the
retatively low air pressures involved, these actuators are usually fimited to relatively low
force applications compared with hydraulic actuators.

TABLE 5.4 Common Actuators Used in Automated Systems

Actuator

Description

DC motor

Hydraulic piston

Induction motor {rotary}

Linear induction motor
Pneumatic cylinder

Relay switch
Solenoid

Stepping motor

Rotational electromagnetic motor. Input is direct current {dc}. Very common
servomotor in control systems. Rotary motion can be converted to linear
motion using rack-and-pinion or ball scraw.
Piston inside cylinder exens force and provides finear motion in respanse to
hvdraulrc pressure. High force capability.

motor. Input is ing current (ac).
Advantages compared with dc mator: lowsr cost, simpler construction, and
more-convenient pawer supply. Rotary motian can be converted to linear
motion using rack-and-pinion or ball screw.

Straight-line motion electromagnetic motor. Input is alternating current (ac).

Advantages: high speed, high positioning accuracy, and long stroke capacity.
Piston inside cylinder exerts force and provides linear motion in response to

air pressure.

On-off switch opens or closes circuit in respanse to an siettromagnetic force.
Two-position electromechanical asssmbly consists of core inside coil of wire.
Core is usually held in one position by spring, but when coil is energized,

core is forced to other position. Linear solenoid most common, but rotery
solenaid available.

Rotational electromagnetic motor. Qutput shaft rotates in direct proportion to
pulses received. Advantages: high accuracy, easy implementation,
compatible with digital signals, and can be used with open-ioop control.
Disadvantages: lower torque than de motors, limited spesd, and risk of
missed puise under load. Rotary motion can be converted to linesr motion
using rack-and-pinion or ball screw.
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53 ANALOG-TO-DIGITAL CONVERSION

Continuous analog signals from the process must be converted into digital values to be
used by the computer, and digital data generated by the computer must be converted to ana-
fog signals to be uscd by analog actuators, We discuss analog-to-digital conversion in this
section and digital-to-analog conversion in the following section.

The procedure for canverting an analog signal from the process into digital form typ-
ically consists of the following steps and hardware devices, as illustrated in Figure 5.1:

Sensor and transducer. This is the measuring device that generates the analog signal
(Section 5.1).

. Signal conditioning. The continuous analog signal from the transducer may require
conditioning to render it into more suitable form. Common signal conditioning steps
include: (1) filtering to remove random noise and (2) conversion {rom one signal
form to another, for example, converting a current into a voltage.

Multiplexer. The muliiplexer is a switching device connected in series with each input
channel from the process; it is used to time-share the analog-to-digital converter
(ADC) among the input channels. The alternative is to have a separate ADC for each
input channel. which would be costly for a large application with many input chan-
nels. Since the process variables need only be sampled periodically, using a multi-
plexer provides a cost-effective alternative to dedicated ADCs for cach channel.
Amplifier. Amplifiers are used to scale the incoming signal up or down to be com-
patible with the range of the analog-to-digital converter.

. Analog-to-digital converter. As its name indicases, the function of the ADC is to con-
vert the incoming analog signal into its digital counterpart.

N
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Let us consider the operation of the ADC, which s the heart of the conversion process.
Analog-to-digital conversion occurs in three phases: (1) sampling, (2) quantization, and
(3) encoding, Sampling consists of converting the continuous signal into a series of discrete
analog signals at periodic wntervals. as shown in Figure 5.2. In guantization, each discrete
analog signal is assigned to one of a finite number of previously defined amplitude levels.
The amplitude levels are discrete values of voltage ranging over the full scale of the ADC.
In the encoding phase, the diserete amplitude levels obtained during quantization are con-
verted into digital code, representing the amplitude level as a sequence of binary digits.

Process

(1) Sensor and
transducer

Digital (2) Sagnal
input to conditioning
computer

(4) Amplifier Other signals

(3) Multiplexer
Figure 5.1 Steps in analog-to-digital conversion of continuous ana-
log signals from process.
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Analog signal

Vanable &

- Discrete
sampled signai
Time

Figure 5.2 Analog signal converted into series of discrete sampled
data by analog-to-digital convertet.

In selecting an analog-to-digital converter for a given appllcatlon the following fictors
are relevant: {1} sampling rate. (2) time, (3) and (4 ion method.

The sampling rate is the rate at which the continuous analog s:gnals are sampled or
polled. Higher sampling rates mean that the continuous waveform of the analog signal can
be more closely approximated. When the incoming signals are multiplexed, the maximum
possible sampling rate for each signal is the maximum sampling rate of the ADC divided
by the number of channels that are processed through the multiplexer. For example, if the
maximuem sampling rate of the ADC is 1000 sample/sec, and there are 10 input channels
through the multiplexer, then the maximum sampling rate for each input line is
1000/10 = 100 sample/sec. (This ignores time losses due to multiplexer switching.}

The maximum possible sampling rate of an ADC is timited by the ADC conversion
time. Conversion time of an ADC is the time interval between when an incoming signal is
applied and when the digital value is determined by the quantization and encoding phas-
es of the conversion procedure. Conversion time depends on (1) number of bits # used o
define the converted digital value; as # is increased, conversion time increases (bad news),
but resolution of the ADC impraves (g00d news); and (2) type of conversion procedure
used by the ADC.

The resolution of an ADC is the precision with which the analog signal is evaluated.
Since the signal is represented in binary form, precision is determined by the number of
quantization levels, which in turn is determined by the bit capacity of the ADC and the
computer. I'he number of quantization levels is defined as follows:

Ny= 2" [V
where N, = number of quantization levels; and n = number of bits. Resolution can be
defined in equation form as follows:

Range  Range
Rae = N-1 71 (52

where Rapc = resolution of the ADC. also called the guantization-level spacing, which is
the length of each quantization level; Range = full-scale range of the ADC, usually 0-10 V.
(the incoming signal must typically be amplified, either up or down, to this range); and
N, = the number of quantization levels, defined in Eq. (5.1).

Quantization generates an error, because the quantized digital value is likety to be dif-
ferent from the true value of the analog signal. The maximum possible error occurs when
the true value of the analog signal is on the borderline between two adjacent quantization
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levels; in this case. the error is one-half the quantization-level spacing. By this reasoning,
the quantization error is defined:

1
Quantization error = + 2 Rapc (53)

Various conversion methods are available by which to encode an analog signal into
its digital equivalent. Let us discuss one of the most common techniques, called the successive
approximation method. In this method, a series of known trial voltages are successively
compared to the input signal whose value is unknown. The number of trial voltages corre-
sponds to the number of bits used to encode the signal. The first trial voltage is one-half the
full-scale range of the ADC, and each successive trial voltage is one-half the preceding
value. Comparing the remainder of the input voltage with each trial voltage yields a bit
value of “1” if the input exceeds the trial value and “0”if the input is less than the trial volt-
age. The ive bit values, iplied by their cor: ing trial voltage values, pro-
vide the encoded value of the input signal. Let us illustrate the procedure with an example.

EXAMPLE 5.1 Successive Approximation Method in Analog-to-Digital Conversion

Suppose the input signal is 6.8 V. Use the successive approimation method to
encode the signal for a 6-bit register for an ADC with a full-scale range of 10V,

Solution: The encoding procedure for the input of 6.8 V is illustrated in Figure 5.3.In the
first trial, 6.8 V is compared with 5.0 V. Since 6.8 > 5.0, the first bit value is 1.
Comparing the remainder (6.8 — 5.0) = L8V with the second trial voltage of
2.5 V yields a 0, since 1.8 < 2.5. The third trial voltage = 1.25 V, Since
1.8 > 1.25,the third bit value is 1. The rest of the 6 bits are cvaluatcd in the fig-
ure to yieid an encoded value = 6.718 V.

Input &
voltage

8!

For six digit precision,
the resulting binary

digital valve is 101011,
which is interrupted as:

1x50V
0x25V
! Tx125V

Ox 0625V

1x0312V

___1x016V

Towal= 6718V

volugc |5V

Digal 1
oulput

— -

Figure 5.3 Successive approximation method applied to Example 5.2,
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5.4 DIGITAL-TO-ANALOG CONVERSION

The process performed by a digital-to-analog converter (DAC) is the reverse of the ADC
process. The DAC transforms the digital output of the computer mlo & continuous signal
to drive an analog actuator or other analog device, Digital-to-analog conversion consists
of two steps: (1) decoding. in which the digital output of the computer is converted into a
series of analog valucs at discrete moments in time, and {2) date holding. in which cach
successive value is changed into a conlinuous signal (usually clectrical voltage) used to
drive the analog actuator during the sampling interval.

Decoding is accomplished by transferring the digital value from the computer to a bi-
nary regisler that controls a reference voltage source. Each successive bit in the register con-
trols onc-half the voltage of the preceding bit, so that the level of the output voltage is
determined by the status of the bits in the register. Thus, the output voltage is given by:

E, = E{0.5B, + 0258, + 0.125B; + - + {2} 'B,} 5.4

where £, = oulput voltage of the decoding step (V); E,., = reference voltage (V) and
B,.B,. .., B, = status of successive bits in the register, 0 or 1;and n = the number of bits
in the binary register.

The obcative in the data holding step is ©© approximate the envelope tormed by the
data series, as illustrated in Figure 5.4. Data holding devices are classified according to the
order of the ion used to d inc the voltage output during sampling
intervals The most common extrapolator is a zero-order hold, in which the output voltage
between sampling instants is a sequence of step signals, as in Figure 5.4(a). The voltage
function during the sampling interval is constant and can be expressed very simply as:

E(t)y=E, (5.5)

where E(r} = voltage as a function of time ¢ during the sampling interval (V), and
E, = voltage output from the decoding step, Eq. (54).

The first-order data hoid is less common than the zero-order hold, but it usually ap-
proximates the envelope of the sampled data values more closely, With the first-order hold,
the voltage function £(¢) during the sampling interval changes with a constant slope de-
termined by the two p ing £, values. Expressing this ically, we have

E(y=E,+a (56)
where @ = rate of change of E(r), E, = output voltage from Eq. {5.4) at the start of the

sampling interval (V),and ¢ = time (sec). The value of  is computed each sampling interval
as follows:

{5.7)

where £, = output voltage from Eq.{5.4) at the start of the sampling interval (V),7 = time
interval between sampling instants {sec). and £,(—1) = value of E, from Eq. (5.4) from the
preceding sampling instant (removed backward in time by 7, V). The result of the first-
order hold is illustrated in Figure 5.4(b).
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Voltage & [deal Zero-order Voltage 4 Farst-order
envelope envelape envelope
o i - o >
Time Time
(a) ()

Figure 5.4 Data holding stcp using (a) zero-order hold and (b) first-
order hold.

EXAMPLE 5.2 Zero-Order and First-Order Data Hold
for Digital-to- Analog Converter
A digital-to-analog converter uses a reference voltage of 100'V and has 6-bit pre-
cision. In three successive sampling instants, 0.5 sec apart, the data contained in
the binary register are the following:

Instant Binary Data
1 101000
2 101010
3 101101

Determine: (a) the decoder output values for the three sampling instants and
the voltage signals between instants 2 and 3 for (b) a zero-order hold and (¢) a
first-order hold.

Solution: (a) The decoder output values for the three sampling instants are computed
according to Eg. (5.4) as follows:

Instant 1, E, = 100{05(1) + 025(0) + 0.125(1) + 0.0625(0) + 0.03125(0) + 0.015625(0)}

= 6250V

Instant 2, £, = 100{05(1) + 025(0) + 0.125(1) + 0.0625(0) + 0.03125(1) + 0.015625(0)}
= 6563V

Instant 3, E, = 100{05(1) + 0.25(0) + 0.125(1) + 0.0625(1) + 0.03125(0) + 0.015625(1)}
=7031V

(b) The zero-order hold between sampling instants 2 and 3 yields a canstant
voltage E(f) = 65.63 V according to Eq. (5.5).

(¢) The first-order hold yields a steadily increasing voltage. The slope a is given
by Eq. (5.7):
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Figure 5.5 Solution to Example 5.2.

65.63 — 62.5
i 625

and from Eq. (5.6), the voltage function between instants 2 and 3 is
E(1) = 6563 + 6.25¢

These values and functions are plotted in Figure 5.5. Note that the first-order
hold more accurately anticipates the value of E, at sampling jnstant 3 than does.
the zero-order hold.

55 INPUT/OUTPUT DEVICES FOR DISCRETE DATA

Discrete data can be processed by a digital computer without needing the kinds of con-
version procedures required for continuous analog signals. As indicated earlier, discrete
data divide into three categories: (a) binary data, (b) discrete data other than binary. and
{c) puise data. The first two categories are communicated between the process and the
computer by means of contact input and contact output interfaces, while pulse data are
entered into and sent from the computer using pulse counters and pulse generators.

55.1 Contact Input/Output Interfaces

Contact interfaces are of two types:input and output. These interfaces read binary data from
the process into the computer and send binary signals from the computer to the process,
respectively. The terms input and output refer to the computer.

A contact input interface is a device by which binary data are read into the comput-
er from some external source (¢.g., the process). It consists of a series of simple contacts that
can be either closed or open (on or off} to indicate the status of binary devices connected
to the process such as limit switches (contact or no contact), valves (open or closed), or
motor pushbuttons {on or off). The computer periodically scans the actual status of the
contacts 10 update the values stored in memory.
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{he contact input interface can alsa be used to enter discrete data other than bina-
ry. This type of data is generated by devices such as a photoelectric sensor array and can
be stored in a binary register consisting of multiple bits. The individual bit values (G or 1)
can be entered through the contact input interface. In effect, a certain number of contacts
in the wput interface are assigned to the binary register, the number of contacts being
cqual 1o the number of bits in the register. The binary number can be converted to a con-
ventional base 10 number as necded in the application.

The contact output interface is the device that communicates on/off signals from the
compuler to the process. The contact positions are set in cither of two states: ON or OTT.
These positions are maintained until changed by the computer. perhaps in response 1o
events in the process. In computer process control applications, hardware controlled by
the conlact output intertace include alarms, indicator lights (on control panels), solenoids,
and constant speed motorts. The computer controls the sequence of ON/OFF activities in
a work cycle through this contact output interface.

The contact output interface can be used to transmit a discrete data value other than
binary by assigning an array of contacts in the interface for that purpose. The 0 and 1 val-
ues of the contacts in the array are evaluated as a group to determine the corresponding
discrete number. In effect, this procedure is the reverse of that used by the contact input
interface for discrete data other than binary.

652 Puise Counters and Generators

Discrete data can also exist in the form of a series of pulses. Such data is generated by dig-
ital transducers such as optical encoders, Pulse data are also used to control certain de-
vices such as stepper mators,

A pulse counter is a device used to convert a series of pulses (call it a pulse train, as
shown in Figure 4.1) into a digital value. The value is then entered into the computer
through its :nput channel. The most common type of pulse counter is one that counts elec-
trical pulses. It is constructed using sequential logic gates, called flip-flops. which are elec-
tronic devices that possess memory capability and hence can be used to store the results
of the counting procedure.

Pulse counters can be used for both counting and measurement applications. A typ-
ical counting application might be to add up the number of packages moving past a pho-
toelectric sensor along a conveyor. A typical measurement application is to indicate the
rotational speed of a shaft. One possibte method to accomplish the measurement is for the
shaft to be connected to an optical encoder. which generates a certain number of eleetri-
cal pulses for each rotation. To determine rotational speed, the pulse counter measures the
number of pulses received during a certain time period and divides this by the time peri-
od and by the number of pulses in each revolution of the encoder.

A pulse generator is a device that produces a series of electrical pulses whose total
number and frequency are specified by the control computer. The total number of pulses
might be used to drive the axis of & positioning system, The frequency of the pulse train,
or pulse rate, could be used tu control the rotational speed of a stepper motor. A pulse
generator operates by repeatedly closing and opening an electrical contact, thus produc-
ing a sequence of discrete electrical pulscs. The amplitude (voltage level) and frequency are
designed to be compatible with the device being controlled.
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A contnuous vuliage signal is L0 be converted inta its digital counterpart using an analog-
to-digital converter, The maximum voltage range is £30 V. The ADC has a 12-bit capacity.
Determine: (a) number of quantization levels. () resolution. {c) the spacing of each quan-
tization leve, and the quantization error for this ADC.

A voltage signal with a range of -115 V is to be converted by means of an ADC. Determine
the minimum number of bits required to obtain a quantization error of (a) £5 V maximum,
(b} £1 V maximum, (¢) 0.1 V maximum,

A digital-to-analog converter uses a reference voltage of 120V dc and has eight binary-digit
precision. In one of the sampling instants, the data contained in the binary regis-
ter = 01010101 If a zero-order hold is used to generate the output signal, determine the
voltage level of that signal.

A DAC uses a reference voltage of 80 V and has 6-bit precision. In four successive sampling
periods, each 1 sec long, the binary data contained in the output register were 100000011111,
011101, and 011010, Determine the equation for the voltage as a function of time between
sampling instants 3 and 4 using (2)  zero-order hoid and (b} a first-order hoid.

In Problem 5.4, suppose that a second-order hold were to be used to generate the output sig-
nal. The equation for the second-order hold is

E(t) = Ey+ ot + B (5.8)
where £, = starting voltage at the beginning of the time interval. (a} For the binary data
given in Problem 5.4, determine the values of o and 8 that would be used in the equation for

the time interval between sampling instants 3 and 4. (b) Compare the first-order and second-
arder aolds in anticipating the voltage at sampling instanc 4.
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Numerical controf (NC) is a form of programmable automation in which the mechanical
actions of a machine l(m] or olhcr equ\pmem are controlled by a program containing coded
ic data. The ical data represent relative positions between a work-
head and a workpart as well as other instructions needed to operate the machine. The
workhead is 2 cutting tool or other processing apparatus, and the workpart is the object
being processed. When the current job is the program of instructions can bc
changed (o process a new job. ['he capability to change the program makes NC suitable for
tow and medium production. It i is much easier (o write new programs than 10 make major
of the processing
Numerical control ¢an be applied to a wide varicty of processes. The applications di-
vide into two categories: (1) machine tool applications, such as drilling, milling, turning,
and other metal working; and (2) nonmachine tool applications, such as assembly, drafting,
and inspection. The common operating fcaturc of NC in all of these applications is contral
of the workhead movement relative to the workpart.
The concept for NC dates from the late 1940s. The first NC machine was developed
in 1952 (Historical Note 6.1).

Historical Note 6.1 The first NC machines (2], [8], [16], [18]

The development of NC owes much Lo the United States Air Force and the carly acrospace
industry. The first development work in the area of NC is astributed to John Parsons and his
associare Frank Stulen at Parsons Corporation in Traverse City. Michigan, Parsons was a con-
tractor for the Air Force during the 19405 and had experimented with the concept of using co-
ordinate position data contained on punched cards to define and machine the surface contours
of airfoil shapes. He had named his system the Cardamatic milling machine, since the numer-
ical data was stored on punched cards. After development work by Parsons and his colleagues.
the idea was presented to the Wrighl-Patterson Air Force Base in 1948. The initial Air Force
contract was awarded to Parsons in Juns 1949, A subcontract was awarded by Parsons in July
1949 10 the S ! at the Institute of 10
(1) perform a systems cngineering study on machine tool controls and (2) developa prototype
machine (0ol based on the Cardamatic principle. Research commenced on the basis of this
subcontract. which continued until April 1951, when a contract was signed by MIT and the Air
Force to complete the development work.

Early in the project, it became clear that the required data transfer rates between (he con-
trolier and the machine tool could ot be achieved using punched cards, and the possibility of
either punched paper tape of magnetic tape was proposed as a more appropriate medium for
storing the numencal data, These and other technical details of the control system for ma-
chine tool control had been defincd by Junc 1950. The name numerical conrof was adopted
in March 1951 based on a contest sponsored by John Parsons among “MIT personnel work-
ing on the project.” The first NC machine was developed by retrofitting a Cincinnati Milling
Machine Co.vertical Hydro-Tel milling machine (a 24-in X 60-in conventional tracer mill) that
had been donated by the Awr Force from surplus equipment. The controller combined analog
and digital components. cons sted of 292 vacuum tubes. and occupied a floor area greator than
the machine tool itself. The prototype successtully performed simultancous control of three-
axis motion based on coordinate-axis data on punched binary tape. This experimental ma-
chine was 1n operation by March 1952.

A patent for the machine tool system was filed in August 1952 entitled Numerical Con-
1rol Servo System, which was awarded in December 1962. Inventors were listed as Jay For-
rester, William Poase. James McDonough. and Alfred Susskind, all Servomechanisms Lab staff
during the project. It 1 of interest o nute that a patent was also filed by John Parsons and
Frank Siwien in May 1952 for a Motor Controlied Apparatus for Positioning Machine Tool
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based on the idea of using punched cards and a mechanical rather than electronic controller.
This patent was issued in January 1958, In hindsight, it is clear that the MIT rescarch provid-
ed the prototype for inNC So far as is known, no com-
mercial machines were ever i using the P: il i

Once the NC machine was operational in March 1952, trial parts were solicited from
aircraft companics across the country to larn about the operating featuses and econormics of
NC.Several potential advantages of NC were apparent from these trials. These included good
accuracy and repeatability, reducuon of noncutting nme in the machmmg cycle, and the capa-
bility to machine complex Part was as a difficulty with
the new technology. A public demonstration of the machine was held in September 1952 for
‘machine tool builders (anticipated to be the companies that would subsequently develop prod-
uets in the new technology), aircraft component producers (expected to be the principal users
of NC), and other interested parties.

Reactions of the machine tool companies following the demonstrations “ranged from
guarded optimism to outright negativism™ [18, p. 61]. Most of the companies were concerned
about a system that relied on vacuum tubes, not realizing that tubes would soon be displaced
hy transistors and integrated circuits. They were also worried about their staff’s qualifications.
1o maintain such equipment and were generally skeptical of the NC concept. Anticipating this
reaction, the Air Force sponsored two additional tasks: (1) information dissemination to in-
dustry and (2) an economic study. The information dissemination task included many visits by
Servo Lab personnel to companies in the machine tool industry as well as visils to the Lab by
industry personnel to observe demonstrations of the prototype machine. The economic study
showed clearly that the applications of general purpose NC machine tools were in low and
‘medium quantity production, as opposed to Detroit-type transfer lines, which could be justi-
fied only for very large quantities.

One company that showed great interest in the MIT work was Giddings & Lewis Ma-
chine Tool Company in Fond du Lac, Wisconsia. In April 1953, an agreement was signed be-
tween G&L and MIT to extend the technology of NC. This work resulted in the development
of asecond prototype machine that was a significant advancement over the first Servo Labma-
chine. Two patents came out of this work, one for the machine control unit and the second for
equipment to prepare the puached paper tape for storing NC part programs.

In 1956, the Air Force decided 10 sponsor the development of NC machine tools at sev-
eral different companies. These machines were placed in operation at various aircraft compa-
nies berween 1958 and 1960, The advantages of NC soon became apparent, and the aerospace
companics bogan placing orders for new NC machines. In some cases, they even began build-
ing their own nits. This served as a stimulus to the remaining machine tool companies that had
not yet embraced NC technology. Advances in computer technology also stimulated further de-
velopment (Historical Note 6.2).

The importance of part programming was clear from the start. The U.S. Air Force con-
tinued to encourage the and of NC by ing research at MIT
for a part programming language to cnmw\ NC machines. This research resulted in the de-
velopment of the APT language in 1958 (Historical Note 6.3).

6.7 FUNDAMENTALS OF NC TECHNOLOGY

To introduce NC technology, we first define the basic components of an NC system. This
is followed by a description of NC coordinate systems in common use and types of motion
controls used in NC.
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6.1.1 Basic Components of an NC System

An NC system consists of three basic components: (1) a program of instructions, {2) a ma-
chine control unit, and (3) pr sing e cnt. The general hip among the three
compunents is illustrated in Figure 6.1.

The program of instractions is the detailed step by step commands that direct the
actions of the processing equipmenl. In machine tool applications, the program of in-
structions is called a part program. and the person who prepares the program is called a part
programpmer. In these applications, the individual commands refer 1o positions of a cutting
Lool relative to the worktable on which the workpart is fixtured, Additional instructions are
usually included, such as spindle speed. feed rate, cutting tooi selection, and other functions.
The program is coded on a suitable medium for submission to the machine control unit.
For many years. the common medium was 1-inch wide punched tape, using a standard for-
mat that could be interpreted by the machine contral unit. Today. punched tape has large-
Iy been replaced by newer storage technologics in modern machine shops. These
technologies include magnetic tape, diskettes, and clecironic transfer of part programs
{rom a computer.

in modern NC technology. the machine control unis (MCU) consists of a microcom-
puter and related control hardware that stores the program of instructions and cxecutes it
by converting each command into mechanical actions of the processing equipment, onc
convmand at a time. The related hardware of the MCU includes components to interface
with the processing equipment and feedback control elements, 1he MCU also includes
one or more reading devices tor entering part programs into memory. The type of readers
depends on the storage media used for part programs in the machine shop {e.g., punched
tape reader. magnctic tape reader, floppy disk drive). The MCU also includes control sys-
tem software. calculation algorithms, and translation software to convert the NC part pro-
gram into a usable format for the MCU. Because the MCU is a computer, the term computer
numerical control (CNC) is used to distinguish this type of NC from its technological pre-
decessors that were based entirely on hard-wired electronics. Today, virtually all new MCUs
are based on computer techuology; hence. when we refer to NC in this chapter and elsc-
where, we mean CNC,

The third basic component of an NC system is the processing equipment that per-
forms uselul work. It p! the processing steps 0 the starting work-
piece into a completed part. Its operation is directed by the MCU, which in turn is driven
by instructions contained in the part program. In the most common example of NC, ma-
chining. the processing equipment comsists of the worktable and spindle as well as the mo-
tors and controls to drive them.

b Machine
rogram
control unit

Figure 6.1 Basic components of an NC systerm.

Processing
cquipment
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6.1.2 NC Coordinate Systems

To program the NC processing equipment. a standard axis system must be defined by which
the position of the workhead relative to the workpart can be specified. There are two axis
systems used in NC, one for flat and prismatic workparts and the other for rotational parts.
Both axis systems are based on the Cartesian coordinate system.

The axis system for flat and prismatic parts consists of the three linear axes (x, y, 7)
in the Cartesian coordinate system, plus three rotational axes {a, b, ¢), as shown in Figure
6.2(a). In most machine tool applications, the x-and y-axes are used to move and position
the worktable to which the part is attached, and the z-axis is used to control the vertical po-
sition of the cutting tool. Such a positioning scheme is adequate for simple NC applica-
tions such as drilling and punching of flat sheet metal. Programming of these machine tools
consists of little more than specifying a sequence of x-y coordinates.

The -, b-,and c-rotational axes specify angutar positions about the x-, y-, and z-axes,
respectively. To distinguish positive from negative angles, the right-hand rule is used. Using
the right hand with the thumb pointing in the positive linear axis direction (+x, +7, or +z).
the fingers of the hand are curled in the positive rotational direction. The rotational axes
can be used for one or both of the following: (1) orientation of the workpart to present dif-
ferent surfaces for machining or (2) orientation of the tool or workhead at some angle rel-
ative to the part. These additional axes permit machining of complex workpart geometries.
Machine tools with rotational axis capability generally have either four or five axes: three
linear axes plus one or two rotational axes. Most NC machine tool systems do not require.
all six axes.

The coordinate axes for a rotational NC system are illustrated in Figure 6.2(b). These
systems are associated with NC lathes and turning centers. Although the work rotates, this
is not one of the controlled axes on most of these turning machines. Consequently, the y-
axis is not used. The path of the cutting tool relative to the rotating workpiece is defined
in the x-z plane, where the x-axis is the radial location of the tool, and the z-axis is paral-
le! to the axis of rotation of the part.

The part programmes must decide where the origin of the coordinate axis system
should be located. This decision is usually based on programming convenience. For ex-
ample, the origin might be located at one of the comners of the part. If the workpart is sym-

“t

Workeable
Workpart |
. 2t

Figure 6.2 Coordinate systems used in NC: (a) for flat and prismat-
ic work and (b) for rotational work. (On most turning machines, the
2z-axis is horizontal rather than vertical as we have shown it.)
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metrical. the 7ero point might be most conveniently defined at the center of symmetry.
Wherever the location. this zero point is communjcated to the machine tool operator. At
the beginning of the job, the operator must move the cutting tool under manual control
to some farget point on the worktable, where the tool can be easily and accurately posi-
tioned. The target point has been previously referenced to the origin of the coordinate
axis system by the part programmer. When the tool has been accurately positioned at the
target point, the operator indicates to the MCU where the origin is located for subsequent
too!l movements.

6.1.3 Motion Control Systems

Some NC processes are performed at discrete locations on the workpart (e.g., drilling and
spot welding). Others are carried out while the workhead is moving (e.g., turning and con-
tinuous are welding). If the workhead is moving, it may be required to follow a straight
line path or a circular or other curvilinear path. These different types of movement are ac-
camplished by the motion control system, whose features are explained below.

Point-to-Point Versus Continuous Path Control.  Motion control systems for NC
(and robotics, Chapter 7) can be divided into two types: (1) point-to-point and (2) contin-
uous path, Point-to-point systems, also called positioning sysiems, move the worktable 10 a
programmed location wnthuut regzrd for the path taken to get to that location. Once the
move has been action is i by the workhead at the
location. such as drilling or punchmg a hole. Thus, the program consists of a series of point
Tocations at which operations are performed, as depicted in Figure 6.3.

Continuous path systems generally refer to systems that are capable of continuous
simultaneous control of two or more axes. This provides control of the tool trajectory rel-
ative to the workpart. In this case, the tool performs the process while the worktable is
moving, thus enabling the system to generate angular surfaces, two-dimensional curves, or
three-dimensional contours in the workpart, Thls control mode is required i in many m:llmg
and turning ions. A simple i profile milling is shown in
Figure 6.4 to illustrate continuous path control. When continuous path control is utilized
to move the tool parallel to only one of the major axes of the machine tool worktable, this
is called siraight-cut NC, When contmuous path control is used for simultanenus control of
W0 Of more axes in the term ¢ is used.

Workpart

Tool path —

Toof
starting
poing E—

Figure 6.3 Point-to-point (positioning) control in NC. At each x-y position,
table movement stops to perform the hole-drilling operation.
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Tool profile

Toul path

Workpart

Tow
sarting
point
Figure 6.4 Conlinuous path (coniouring) cantrol in NC (x-y plane
only). Note that cutting tool path must be offset from the part out-
line by a distance equal to its radius.

Interpolation Methods. Oue of the important aspects of contouring is interpola-
tion. The paths that a contouring-type NC system is required to generate often consist of
circular arcs and other smooth nonlinear shapes. Some of these shapes can be defined
mathematically by relatively simple geometric formulas (e.g., the equation for a circle is
x* + y* = R’ where R = the radius of the circle and the center of the circle is at the ori-
gin), whereas others cannot be mathematically defined except by approximation. In any
case, a fundamental problem in generating these shapes using NC equipment is that they
are continuous, whereas NCis digital. To cut along a circular path, the circle must be divided
into a series of straight line segments that approximate the curve. The tool is commanded
to machine each line segment in succession so that the machined surface closely matches
the desired shape. The maximum error between the nominal (desired) surface and the ac-
tual (machined) surface can be controlled by the lengths of the individual line segments,
as explained in Figure 6.5.

If the programmer were required to specify the endpoints for each of the line segments,
the programming task woukd be extremely arduous and fraught with errors. Also, the part pro-
gram would be extremely long because of the large number of points. To ease the burden, in-

terpolation routines have been ped that calculate the i iate points to be followed
by the cutter to generate a particular i defined or approxi path.

A number of interpolation methods are available to deal with the various problers

in ing a smooth conti path in ing. They include: (1) lin-

ear i on, (2) circular i ion, (3) helical interpolation, (4) parabolic inter-

potation, and (5) cubic i ion. Each of these briefty described in Table

6.1, permits the programmer to generate machine instructions for linear or curvilinear
paths using relatively few input parameters. The interpolation module in the MCU performs
the calcutations and directs the tool along the path. In CNC systems, the interpolator is
generally accomplished by software. Linear and circular interpolators are almost atways in-
cluded in modern CNC systems, whereas helical interpolation is a common option. Para-
bolic and cubic interpolations are less common; they are only needed by machine shops that
must produce complex surface contours.

Absolute Versus Incremental Positioning. Another aspect of motion control is
concerned with whether positions are defined relative to the origin of the coordinate system
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Straight line segment
approsimation
/

Actual curve

Straight line sepment
approximtion

Figure 6.5 Approximation of a
curved path in NC by a series of
straight line segments. The accuracy
) of the approximation is controlied by
‘ the maximum deviation (called the
tolerance) between the nominal

Outade Actual curve
tolerance

Straight ine segment  (yupside (desired) curve and the straight line
approximation tolerance segments that are machined by the
it NC system. In (a) the wlerance is
_ \Z Adtual curve defined on only the inside of the

nominal curve. In (b) the tolerance is
defined on only the outside of the
desired curve. In (c) the tolerance

s I;lde /

Tolerance tolerance

band fienie is defined on both the inside and
icy outside of the desired curve.
ABLE 6.1 ical Control Interp " Methods for Conti Path Control

Linear interpolation. This is the most basic and is used when a straight Ilne path isto be generated in
continuous path NC. Two-axis and th linear i routines are in
practice, but conceptually they are the same. The programmer speclﬂes (hc beginning peint and end point
of the straight line and the feed rate to be used along the straight line. The interpolstor computes the feed
rates for each of the two {or three) axes to achieve the specified feed rate.

Circular mtsrpo/amm This method permits programming of a ircular arc by specifying the following
parameters: {1) the coordinates of the starting point, {2} the coordinates of the endpaint, (3} either the
canter or radlus of the arg, and (4) the direction of the cutter along the arc. The generated tool path consists
of a series of small straight line segments {see Figure 8.5) calculated by the interpolation modute. The
cutter is directed to move along each line segment one-by-cne to generate the smooth circular path. A
limitation of circular mterpu!anon is that the plane in which the circular arc exists must be a plane defined
by two axes of the NC system |x — v, x — z, 0or y — 2).

Helical it This method bi the circular i ion scheme for two axes described above
with linear movement of a third axis. This permits the deﬁnmon of a helical path in three-dimensional
space. Applications include the machining of large internal threads, either straight or tapered.

Parabolic and cubic interpolations. These routines provide approximations of free form curves using higher
order equations. They generally require considerable computational power and are not as comman as
linear and circular interpolation. Mast arcin the and for tree
form designs that cannot and iently be approxi by ining linear and circular
interpolations.
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Figure 6.6 Absolute versus incremental positioning The workhead
i presently at point (20, 20) and is to be moved to point (40, 50). In
absolute positioning, the move is specificd by x = 40,y = 50; where-
as in incrementat positioning, the move is specified by x = 20,
¥ =30

or relative to the prcvlous locauon of the tool. The WO cases are called absolute position-
ing and i In absolute the workhead locations are al-
ways defined with respect to the origin of the axis system. In incremental positioning, the
next workhead position is defined relative to the present location. The difference is illus-
trated in Figure 6.6.

6.2 COMPUTER NUMERICAL CONTROL

Since the intreduction of NC in 1952, there have been dramatic advances in digital com-
puter technology. The physical size and cost of a digital computer have been significantly
reduced at the same time that its computational capabilities have been substantially in-
creased. It was logical for the makers of NC equipment to incorporate thesc advances in
computer technology into their products, starting first with large mainframe computers in
the 1960s, followed by minicomputers in the 1970s, and microcomputers in the 1980s (His-
torical Note 6.2). Today, NC means computer numerical control, Computer numerical con-
trol (CNC) is defined as an NC system whase MCU is based on a dedicated microcomputer
rather than on a hard-wired controller.

Historical Note 6.2 Digital computers for NC

‘The development of NC has relied heavily on advances in digital computer technology. As
computers evolved and their performance impmved producers of NC machines were quick to
adopt the latest generation of computer technolog;

“The first application of the digital computer for NCwas to perform part pmgrammmg
In 1956 MIT d d the feasibility of a computer-aided part m using
its Whirlwind I computer (an early digital computer prototype developed at MIT) aned on |
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this demonstration. the U8, Air Force sponsored development of the APT language, which
was completed in 1958 and subsequently released in December 1961 (Historical Note 6.3).

Numerical control technology was in its second decade before computers were employed
to actually control machine tool motions. In the mid-1960s, the concept of direct numerwal
control (DNC) was developed. In DNC. individual machine tools were controlled by a main-
frame computer located remotely from the machines. The computer bypassed the punched
tape reader, instead transmutting instructions to the machine in real time, one block at a time,
The first prototype system was demonstrated in 1966 [8]. Two companies thal pioneered the
develapment of DNC were General Clectric Company and Cincinnat Milling Machine Com-
pany (changing fts name to Cincinnati Milacron in 1970), Severat DNC systems were demon-
strated at the National Machine Tool Show in 1970

Mainframe computers represented the state of the technology in the mid-1960s. There
were 5o personal computers of microcomputers at that time. But the irend in computer tech-
nology was toward the use of integrated circuits of increasing levels of integration, which re-
sulted in dramatic increases in computational performance at the same time that the size and
cost of the computer were reduced. At Lhe beginning of the 1970s, the economics were Tight for
using a dedicated computer as the MCU. This application came to be known as computer mu-
merical control (CNC). At first, mlmc(‘mpu!crs were used as the contraliers; subsequently, mi-

were used as the trend continued,

CNC altered the economics of DNC. Dircet numerical control economics were never at-
tractive in (he first place. I'he DNC systems marketed in the late 1960s and early 1970s were
very expensive. Their high cost, combined with their inflexibility in terms of management-re-
porting formats and hardware requircments, caused businesses to resist the temptation to
plunge into the new technology. All of a sudden, CNC was available. Why use an expensive
maintrame computer to run multiple machine tools, when each machine could have its own
computer? Yet the DNC concept had merit, because it included a communications netwaork that
provided for collcetion of data from the machine tools as well as distribution of part programs.
to the machines. As CNC replaced conventional NC, the nation ot DNC reappeared only ina
dilfereat form. Instead of direct contrel of individual machines by a central computer, one in-
struction block af a time, the central computer could download entire part programs to the
machines. The term used for this modified form of DNC was distributed NC.

6.2.1 Features of CNC

Computer NC systems include additional features beyond what is feasible with conventional
hard-wired NC. These features, many of which are standard on most CNC MCUs where-
as athers are optional, include the following:

*® Storage of more than one part program. With improvements in computer storage tech-
nology, newer CNC controllers have sufficient capacity to store multiple programs.
Controlter manufacturers generally offer one or more memory expansions as op-
tions to the MCUL

o Various forms of program input. Whereas conventionat (hard-wired) MCUs are lim-

ited to punched tape as the input medium for entering part programs. CNC controllers

generally possess multiple data entry capabilities, such as punched tape (if the machine
shop still uses punched tape ), magnetic tape, floppy diskette. RS-232 communications
with external computers, and manual data input (operator entry of program).

Program editing at the machine tool. CNC permits a part program 1o be edited while

it resides in the MCU computer memory, Hence, the process of testing and correct-

ing a program can be done entirely at the machine site, rather than returning to the
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programming office to correct the tape. In addition to parl program corrections, edit-
ing also permits optimizing cutting in the ing cycle. After correct-
ing and optimizing the program, the reviscd version can be stored on punched tape
or other media for future usc.

Fived cycles and programming subroutines. The increased memary capacity and the
ability 10 program the conirol computer provide the opportunity 1o store frequently
used machining cycles as snacros that can be called by the part program. Instead of
writing the full instructions for the particular cycle into every program, a call state-
ment is included in the part program to indicate that the macra cycle should be exe-

cuted. These cycles often require that certain parameters be defined; for example. a
bolt hole circle, in which the diameter of the bolt circle, the spacing of the bolt holes,
and other parameters must be specified.
interpolation. Some of the interpolation schemes described in Table 6.1 are normally
executed only on a CNC system because of the computational requirements. Linear and
circular are -d-wired into the control unit, but helical, par-
abolic. and cubic interpolations are usual]y exccuted in a stored program algorithm.
Positioning features for setup. Setting up the machine tool for a given workpart in-
volves installing and aligning a fixturc on the machine tool table. This must be ac-
complishad so that the machine axes are established with respect to the workpart. The
alignment task can be facilitated using certain features made possible by software
options in a CNC system. Position set is one of thesc features. With position set, the
operator is not required to locate the fixture on the machine table with extreme ac-
curacy, Instead, the machine tool axes are referenced to the location of the fixture by
using a target point or set of target points on the work or fixture,

Cutter length and size compensation. In older style controls, cutter dimensions had to
be set very precisely to agree with the tool path defined in the part program. Alter-
native methods for ensuring accurate tool path definition have been incorporated
into CNC controls. One method involves manually entering the actual tool dimensions
into the MCU, These actual dimensions may differ from those originally programmed
C ions are then made in the tool path. Another
method involves use of a 100l length sensor built inte the machine. In this technique.
the cutter is mounted in the spindle and the sensor measures its length. This mea-
sured value is then used to correct the programmed tool path.

Accel and ion c1 ians. This feature is applicable when the cutter
moves at high feed rates. It is designed to avoid tool marks on the work surface that
would be generated due to machine tool dynamics when the cutter path changes abrupt-
ly. Instead, the feed ate is smoothly decelerated in anticipation of a tool path change
and then d back up to the d feed rate after the direction change.
Communicationy interface. With the trend toward interfacing and networking in plants
today, most modern CNC controllers are equipped with a standard RS-232 or other
communications interface to allow the machine to be linked to other computers and
computer-driven devices. This is useful for various applications, such as: {1) down-
loading part programs from a central data file as in distributed NC; (2) collecting op-
erational data such as workpiece counts, cycle times, and machine utilization; and
{3) interfacing with peripheral equipment. such as robots that lvad and unload parts.
Diagnostics. Many modern CNC systems possess an on-line diagnostics capability
that monitors certain aspects of the machinc tool to detect malfunctions or signs of
impending maifunctions or to diagnose system breakdowns. Some of the common
features of a CNC diagnostics system are listed in Table 6.2
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TABLE 6.2 Common Features of a CNC Di System

Control start-up diagnostics. This diagnostic check is applied when the CNC system is
initially powered up. It checks the integrity of system cormponents, such as the CPU,
servo controls, and input/output {0} board, indicating which components have failed
or malfunctioned during startup.

Malfunction and failure analysis. When a malunction is detected during regular machine
operation, a message is displayed on the controller's CRT montor indicating the nature
of the problem. Depending on the seriousness of the malfunction, the machine can be
stopped cr can be for a ion period. In the event of a
machine breakdown, the analysis feature can help the repair crew determine the
reason for the breakdown. One of the biggest problems when a machine failure occurs
1s diagnosing the reason for the breakdown. By monitoring and analyzing its own
operaticn the syslem can determine and communicate the reason for the failure. In

: link can be ished with the machine
Tool huilder o provlde repair support to the user.
Extended diagnostics for individual If an i i problem is
of a certain a check of the can be initiated.

Tool life monitoring. Tool life data for each cutting tool are entered into the system, The
system accumulates the actual run time of each tool, and when its life expectancy is
reached, a tool change notice is displayed. In some CNC systems, the worn tool will be
replaced by an identical tool if cne is available in the tool drum,

Preventive maintenance notices. This feature indicates when normal preventive

routines must be pt , such as checks on cutting fluid levels,
hydraulic fluid, and bearing fitting changes.

Programming disgnostics. This feature consists of a graphics simulator to check new part
programs. Some systems calculate data such as machining cycle times and actual
cutting time of each tool during the cycle.

Source: Noaker (161 and others.

6.2.2 The Machine Control Unit for CNC

The MCU is the hardware that distingui CNC from i NC. The general
configuration of the MCU in a CNC system is illustrated in Figure 6 7.The MCU consists
of the following nd : (1) central p g unit, (2) wemory,

(3) VO interface. (4) controls for machine tool axes and spindle speed, and () sequence
controls for other machine tool functions. These subsystems are interconnected by means
of a system bus. as indicated in the figure,

Memory Central
“ROM.. Operating system o P”;f“““l
*RAM- Part prugrams

Sequence cantrols
l:

Tnputioutput interface
« Operator panel
~ Tape reader

System bus

Machine tool cnnlrels

« Position contr
- Spindle speed St

Figure 6.7 Configuration of CNC machine control unit.

* Fixture clamping
« Toal changer
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Central Processing Unit. The central processing unit (CPU) is the brain of the
MCU. It manages the other components in the MCU based on software contained in main
memory. The CPU can be divided into three sections: (1) control section, (2) arithmetic-logic
unit, and (3) immediate access memory. The control seciion tetrieves commands and data
from memory and generates signals 1o activate other components in the MCU. In short, it
sequences, coordinates. and regulates all of the activities of the MCU computer. The arith-
metic-logic unit (ALU) consists of the circuitry to perform various caleulations (addition,
subtraction, multiplication), counting. and logical functions required by software residing
in memory. The immediate access memory provides a temporary storage for data being
pracessed by the CPU. It is connected to main memory by means of the system data bus.

Memory. The immediate access memory in the CPU is not intended for storing
CNC software. A much greater storage capacity is required for the various programs and
data nceded to operate the CNC system. As with mast other computer systems, CNC nem-
ory can be divided into two categories: { 1) main memory and (2) secondary memory. Main
memory (also known as primary storage) consists of ROM (read-only memory) and RAM
(random access memory) devices. Operating system software and machine interface pro-
grams (Section 6.2.3) are generally stored in ROM. These programs are usuatly installed
by the manutacturer of the MCU. Numerical control part programs are stared in RAM
devices. Current programs in RAM can be erased and replaced by new progtams as jobs
are changed.

High-capacity secondary memory (also called auxiliary storage or secondary storage)
devices are used to store large programs and data files, which are transferred to main mem-
ory as needed. Common among the secondary memory devices are floppy diskettes and
hard disks. Floppy diskettes are portable and have replaced much of the punched paper tape
traditionatly used to store part programs. Hard disks are high-capacity storage devices that
are permanently installed in the CNC machine control unit. CNC secondary memory is
used to store part programs, macros, and other software.

Input/Output Interface. The /O interface provides communication between the
various components of the CNC system, other computer systems. and the machine opera-
tor. As its name suggests, the /O interface transmits and receives data and signals to and
from external devices, several of which are indicated in Figure 6.7. The operator control
panel is the basic interface by which the machine operator communicates to the CNC sys-
tem. This is used to enter commands relating to part program editing, MCU aperating
mode (e.g.. program control vs. manual control),speeds and feeds, cutting fluid pump on/off,
and similar functions. Either an alphanumeric keypad or keyboard is usually included in
the operator control panel. The I/O interface also includes a display (CRT or LED) for com-
munication of data and information from the MCU to the machine operator. The display
is used to indicate current status of the program as it is being executed and to warn the op-
erator of any malfunctions in the CNC system.

Also included in the 1O interface are one or more means of entering the part pro-
gram into storage. As indicated previously, NC part programs are stored in a variety of
ways, including punched tape. magnetic tape, and floppy disks. Programs can also be entered
manually by the machine operator or stored at a central computer site and transmitted via
tocal areanerwork (LAN) to the CNC system. Whichover means is empiayed by the plant,
a sujtable device must be included in the 1/O interface to allow input of the program into
MCU memory.
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Controls for Machine Tool Axes and Spindle Speed. These are hardware com-
ponents that control the position and velocity (feed rate) of each machine axis as well as
the rotationat speed of the machine too! spindle. The control signals generated by MCU
must be converted to a form and power level suited to the particular position conirol sys-
lems used to drive the machine axes. Positioning systems can be classificd as open-loop or
closed-laop, and different hardware components are required in each case. A more-detailed
discussion of these hardware elements s presented in Section 6.6, together with an analy-
sis of how they operate together to achieve position and feed ratc control. For our pur-
poses here. it is suflicient to indicate that some of the hardware componenls are resident
m the MCL.

Depending on the type of machine tool. the spindle is used to drive cither (1) the
workpiece ot {2) a rotating cutter. Turning excmplifics the first case, whereas milling and
drilling excmplify the second. Spindle specd is a programmed parameter for most CNC
machine tools. Spindle speed control components in the MCU usually consist of 2 drive con-
trol circuil and a feedback sensor interface. The particular hardware components depend
on the type of spindle drive.

Sequence Controls for Other Machine Tool Functions.  In addition to control of
(able position, feed rate. and spindle speed., several additional functions arc accomplished
under part program control. These atxiliary functions arc generally on/off (binary) actu-
ations. interlocks. and discrete numerical data. A sampling of these functions is presented
in Table 6.3. To avoid overloading the CPU. a programmable logic controller (Chapter 8)
is sometimes used to manage the I/Q interface for these auxiliary functions.

Personal Computers and the MCU.  In growing numbers, personal computers
(PCs) are being used in the factory to implement process control (Section 4.4.6), and CNC
is no exception. Two basic configurations are being applied [14]: (1) the PC is used as 2
separate front-end interface for the MCU, and (2) the PC contains the mation conteol
board and other hardware required to operate the machine tool. In the second case, the
CNC control board fits into a standard slot of the PC. In either configuration, the advan-
tage of using a PC for CNCisits flexibility to execute a variety of user software in addition

TABLE 63 Exampies of CNC Auxiliary Functions Often Implemented by a Programmabie Logic Controlier

in the MCU
CNC Auxiliary Function Type or Classification

Coolant control Onjoff output from MCU to pump

Tool ehanger and tool storage unit Discrete numerical data {possible values limited ta capacity of
tool storage unit)

Fixture clamping device On/off output from MCU to clamp actuator

Emergency warning or stop On/off input to MCU from sensor: an/off output to dispiay and
alarm

Robot for part loading/unloading Intertock to sequence loading and unlaading operation; /0
signals between MCU and robot

Timers Continuous

Counters (e.g., piece counts) Discrete numerical data (possible values limited to number of

parts that can be produced in @ given time period, such as a shift)
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to and concurrently with controlling the machine tool operation. The user software might
include programs for shop-flaor cantrol.staistical process control, solid modeling, cutting
tool and other p ing software. Other benefits in-
clude improved case of use compared with convenuonal CNC and ease of networking the
PCs. Possible disadvantages include (1) lost time to retrofit the PC for CNC, particularly
when installing the CNC mation controls inside the PC. and (2) current limitations in ap-
plications rzquinng compiex five-axis control of the machine tool-for these applications,
traditional CNC is still more efficient. It should be mentioned that advances in the tech-
nology of FC-based CNC are likely to reduce these disadvantages over time, Companies
are demanding open architecture in CNC products, which permits components from dif-
ferent vendors to be used in the same system [7).

623 CNC Software

The computer in CNC operates by means of software. There are three types of software
programs used in CNC systems: (1) operating system software, (2) machine interface soft-
ware, and (3) application softwarc.

‘The principal function of the operating system saftware is to interpret the NC part pro-
grams and generate the corresponding control signals to drive the machine tool axes. It is
instatied by the controller manutacturer and is stored in ROM in the MCU. The operating
system software consists of the following: (1) an editor, which permits the machine opera-
tor to input and edit NC part programs and perform other file management functions: (2) a
control program, wh:ch decodes the part pmgram ms(rucllons, performs interpolation and
other related functions to pro-
duce the coerdinate control signals for each axis; and (3) an executive program, which man-
ages the execution of the CNC software as well as the 1/O operations of the MCU. The
operating system software also includes the diagnostics routines that are available in the
CNCsystem (Table 6.2).

The machine interface sofrware is used to operate the communication link between the
CPU and the machine 100! to accomplish the CNC auxiliary functions (Table 6.3). As pre-
viously indicated, the O signals associated with the auxiliary functions arc sometimes im-

d by means of a p logi interfaced to the MCU, and so the
machine interface software is often written in the form of ladder logic diagrams (Section 8.2).

Finally, the application software consists of the NC part programs that are written for
machining {or other) applications in (he user's plant. We postpone the topic of part pro-
gramming to Section 6.5,

Historical Note 6.2 describes several ways in which digital computers have been used 1o im-
plement NC. In this section, we discuss two of these implementations that are distinguished
from CNC: (1) direet NC and (2) distributed NC.

6.3.1 Direct Numerical Control

The first attempt to use a digital cunputer to drive the NC machine tool was DNC, This
was in the late 1960s before the advent of CNC. As initially implemented. DNC involved
the control of a number of machine tools by a single (mainframe) computer through direct
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connection and in real time. Instead of using a punched tape reader to enter the part pro-
gram into the MCU, the program was transmitted to the MCU directly from the comput-
er, one block of instructions at a time. This mode of operation was referred to by the name
behind the tape reader (BTR), The DNC computer provided instruction blocks to the ma-
chine tool on demand; when a machine needed control commands, they were communicated
to it immcdiately. As each block was executed by the machine, the next block was trans-
mitted. As far as the machine tool was concerned, the operation was no different from that
of a conventional NC controller. In theory, DNC relieved the NC system of its least reli-
able components: the punched tape and tape reader.

The general configuration of a DNC system is depicted in Figure 6.8. The system
consisted of four components: {1) central computer, (2) bulk memary at the central com-
puter site, (3) set of controlled machines, and (4) telecommunications lines to connect the
machines to the central computer. In operation, the coreputer called the required part pro-
gram from bulk memory and sent it (one block at a time) to the designated machine tool.
This procedure was replicated for all machine tools under direct controf of the computer.
One commercially available DNC system during the 1970s claimed to be capable of con-
trolling up to 256 machines.

In addition to transmitting data to the machines, the central computer also received
data back from the machines to indicate operating perfonnanoe in the shop (e.g., number
of ining vydles machine utilizat . Thus, a central ob-
jective of DNC was to achieve two-way commumcauon between the machines and the
central computer.

Advantages claimed for DNC in the early 1970s inchuded: (1) high reliability of a
central computer compared with i hard-wired MCUS; (2) elimination of the tape
and tape reader, which were unreliable and error-prone; (3) control of multiple machines
by one computer; (4) improved computational capability for circular interpolation; (5) part
programs stored magnetically in bulk memory in a central location; and (6) computer lo-
cated in an environmentally agreeable location. However, these advantages were not
enough to persuade a conservative manufacturing community to pay the high investment
cost for a DNC system, and some of the claimed advantages proved to be overly optimistic.

‘Telecommunication lines

Tape

Figure 6.8 General configuration of 2 DNC system. Connection to MCU is be-
hind the tape reader. Key: BTR = behind the tape reader, MCU = machine
control unit.
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For example, climination of tape readers was unrealistic because of the need for an alter-
native way to load part programs in case the central computer went down. The installations
of DNC were limited to the aerospace industry, which had been involved in NC technolo-
gy since the beginning and possessed a large number of NC machines. Thesc machines
were often dispersed throughout large factories. and DNC represenied an efficient way to
distribute part programs to the machimes,

6.3.2 Distributed Numerical Control

As the number of CNC machine installations grew during the 1970s and 1980s, DNC
emerged once again, but in the form of a distributed compuier system, o distributed nu-
merical control (DNC). The configuration of the new DNC is very similar to that shown in
Figure 6.8 except that the central computer is connected to MCUS, which are themsetves
computers. This permits complete parl programs to be sent to the machine tools. rather
than one block at a time. Tt also permits easier and less costly installation of the overall sys-
tem. because the individual CNC machines can be put into service and the distributed NC
can be added later. Redundant computers imprave system reliability compared with the
original DNC. The new DNC permits two-way communication of data between the shop
floor and the central computer, which was one of the important features included in the old
DNC. However, |mpmvemen|s in data collection devices as well as advances in computer
and ies have ded the range and flexibility of the infor-
mation that can be garhered and dzssemmdud Some of the data and information sets in-
cluded in the two-way communication flow are itemized in Table 6.4. This flow of
information in DNC is similar to the information flow in shop floor control, discussed in
Chapter 26.

Distributed NC systems can take on a variety of physical configurations, depending
on the number of machine tools included, job complexity, security requirements, and equip-
ment availability and preferences. There are several ways to configure a DNC system. We
illustrate two types in Figure 6.9: (a) switching network and (b) LAN. Each type has sev-
eral possible variations.

The switching network is the simplest DNC system to configure, It uses a data switch-
ing box to make a connection from the csnlral computer 10 a given CNC machine for

ding part programs o ing dar: ion of programs (o the MCU is ac-
complished through a RS-232-C connection. (Vmually aii commercial MCUs include the
R$-232-C or compatible device as standard equipment today.) Use of a switching box lim-
its the number of machines that can be included in the DNC system. The limit depends on

TABLE 6.4 Flow of Data and Information Between Central Computer and Machine Tools in DNC

Data and Information Downloaded from the Data and Information Loaded from the Machine
Central Computer to Machine Tools and Shop Floor Tools and Shop Floor to the Central Computer

NC part programs Piece counts
List of t00ls needed for job Actual machining cycle times
Machine tool setup instructions Tool life statistics
Machine operator instructions Machine uptime and downtime statistics, from
Machining cycle time for part program which machine utilization and reliability can be
Data about when pragram was last used assessed

Production schedule informatian Product quality data
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Figure 6.9 Two configurations of DNC: (a) switching network and
(b) LAN. Key: MCU = machine control unit, MT = machine tool.

factors such as part program complexity, frequency of service required to each machine, and
capabilities of the central computer. The number of machines in the DNC system can be
increased by employing a serial link R$-232-C multiplexer.

Local area networks have been used for DNC since the early 1980s. Various network
structures are used w DNC systems, among which is the centralized structure illustrated in
Figure 6.9(b). In this arrangement, the computer system is organized as a hierarchy, with the
central (host) computer coordinating several satellite computers that are each responsible
for a number of CNC machines. Alternative LAN structures are possible, each with its rel-
ative advantages and disadvantages. Local area networks in different sections and depart-
ments of a plant are often interconnected in plant-wide and corporate-wide networks.

6.4 APPLICATIONS OF NC

The operating principle of NC has many applications. There are many industrial opera-
tians in which the position of a workhead must be controlled relative to a part or product
being processed. The applications divide into two categories: (1) machine tool applications



138

Chap. 6 / Numerical Control

and (2) hine tool applicatians. Machine tool applications are those usually asso-
ciated with the metalworking industry. Non-machine tool applications comprise 2 diverse
group of operations in other industries. It should be noted that the apptications are not al-
ways identified by the name “numerical control”; this term is used principatly in the ma-
chine tool industry.

6.4.1 Machine Tool Applications

The most common applications of NC are in machine toel control. Machining was the first
application of NC.and it is still one of the most important commercially. In this section, we
discuss NC machine tool applicatians with emphasis on metal machining processes.

Machining Operations and NC Machine Tools. Machining is a manufacturing
process in which the geometry of the work is produced by removing excess material (Sec-
tion 2.2.1}, By controlling the relative motion between a cutting tool and the workpiece, the
desired geometry is created. Machining is considered one of the most versatile processes
because it can be used to create a wide variety of shapes aud surface finishes. It can be per-
formed at relatively high production rates to yield highly accurate parts at relatively low cost.

There are four common types of machining operations: (a) turning, (b) drilling,
(¢) milling,and (d) grinding. The four opcrations arc shown in Figure 6.10. Each of the ma-
chining operations is carried out at a certain combination of speed, feed, and depth of cut,
collectively called the cutting 1 for the ion. The i varies some-
what for grinding, These cutting conditions are #lustrated in Figure 6.10 for (a) turning,
(b} drilling, and (c) milling, Consider milling, The cutting speed is the velocity of the tool
(willing cutter) relative to the work. measured in meters per minute (feet per minute).
This is usually programmed into the machine as a spindle rotation speed (revolutions per
minute). Cutting speed can be converted into spindle rotation speed by means of the fol-
lowing equation:

v

N= =D 6.1y
where N = spindle rotation speed (rev/min}, v = cutting speed {m/min, ft/min), and
D = milling cutter diameter (m, ft). In milling, the feed usually means the size of the chip
formed by each tooth in the milling cutter, often referred to as the chip load per tooth.
This must normally be programemed into the NC machine as the feed rate (the travel rate
of the machine tool table}. Therefore, feed must be converted to feed rate as follows:

fr=Nnjf (6.2)

where f, = feed rate (mm/min,in/min).N = rotational speed {rev/min),n, = number of
teeth on the miiling cutter. and f = feed (mm/tcoth. in/tooth). For a turning operation,
feed is defined as the lateral movement of the cutting tool per tevolution of the workpnece
5o the units are milli ion (inches per revolution). Depth of cut is the dis-
tance the tool penetrates be]ow the original surface of the work (mm, in). These are the pa-
rameters that must be controlled during the operation of an NC machine through motion
or position commands in the part program.

Each of the four machining processes is traditionally carried out on a machine tool
designed to perform that process, Turning is performed on a lathe, drilling is done on a drill
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Figure 610 The four common machining operations: {a) turning,
(b) drilling. (c) peripheral milling, and (d) surface grinding.

press, milling on a milling machine, and so on, The common NC machine tools are listed
in the following along with their typical features:

* N lathe, either horizontal or vertical axis. Turning requires two-axis, continuous path
control, either to produce a straight cylindrical geometry (called straight turning) or
to create a profile (contour turning).

NC boring mill, horizontal and vertical spindle. Boring is similar to tuming, except that
an internal cylinder is created instead of an external cylinder. The operation requires
continuous path, two-axis control.

NC drill press. These machines use point-to-point control of the d (spindle
containing the drill bit) and two axis (x-) control of the worktable. Some NC drill
presses have turrets containing six or eight drill bits, The turret position is programmed
under NC contro, thus allowing different drill bits to be applied to the same work-
part during the machine cycle without requiring the machine operator to manually
change the tool.

NC milting machine. Milling machines require continuous path control to perform
straight cut or contouring operations. Figure 6.11 illustrates the features of a four-
axis milling machine.
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Figure 6.11 (a) Four-axis CNC horizontal milling machine with safety panels in-
stalled and (b) with safety panels removed to show typical axis configuration for
the torizontal spindle.

o NC cylindrical grinder. This machine operates like a turning machine, except that the
too} is a grinding wheel. It has continuous path two-axis control, similar to an NC lathe.

Numerical control has had a profound inffuence on the design and operation of ma-
chine tools. One of the effects has been that the proportion of time spent by the machine
cutting metal is significantly greater than with manually operated machines. This causes cer-
tain components such as the spindle, drive gears, and feed screws to wear more rapidly.
These components must be designed 10 last longer ont NC machines. Second, the addition
of the electronic control unit bas increased the cost of the machine, therefore requiring
higher equipment utilization. Instead of running the machine during only one shift, which
is usually the convention with manually operated machines, NC machines are often oper-
ated during two or even three shifts to obtain the rcquired economic payback. Third, the
increasing cost of fabor has altered the relative roles of the human operator and the ma-
chine tool. Consider the role of the operator. Instead of being the highly skilled worker who
controlled every aspect of part production, the tasks of the NC machine operator have
been reduced to part loading and unloading, tool-changing, chip clearing, and the like.
Owing to these reduced responsibilities, one operator can often run two or three auto-
matic machines.

The functions of the machine too! have also changed. NC machines are designed to
be highly automatic and capable of combining several operations in one setup that for-
merly reguired several different machines, They are also designed to reduce the time con-
sumed by the noncutting elements in the operation cycle, such as changing tools and loading
and unloading the workpart. These changes are best exemplified by a new type of machine
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that did not exist prior (o the advent and development of NC: machining centers. A ma-
chining center is a machine tool capable of performing multiple machining operations on
a single workpiece in one sctup. The operations involve rotating cutters. such as milling
and drilling, and the feature lhal enables more than one operation to be performed in one
setupis tool-cha We discuss ing centers and refated machine tools
in our coverage of single station nnnufauunng ceils (Section 14.3.3).

NC Application Characteristics. In general, NC technology is appropriate for low-
to-medium production of medium. to-high variety product. Using the terminology of Sec-
tion 2.3.1. the product is low-to-medium Q. medium-to-high 2. Over many years of machine
shop practice. certain part characteristics have come to be identified as being most suited
to the application of NC. These characteristics are the following:

. Batch production. NC is mosl appropsiate for parts produced in smali or medium lot
sizes (batch sizes ranging from as low as one unit up 1o several hundred units). Ded-
wated 3 i would be une ical for these ities becausc of the high
fixed cost. Manual production would require many separate machine setups and
wouid result in higher labar cost, longer tead time. and higher scrap rate.

Repeat orders. Batches of the same parts are produced at random or periodic inter-
vals, Onue the NC parl program has been prepared, parts can be cconomically pro-
duced in subsequent batches using the same part program.

Complex part geomerry. The part geometry includes complex curved surfaces such as
those found on airfoils and turbine blades. Mathcmatically defined surfaces such as
circles and helixes can also be accomplished with NC. Some of these geometries would
be difficult if not impossible to achieve accurately using conventional machine tools.

™

w

>~

Murch metal needs 1o be removed from the workpart, This condition is often associat-
ed with s complex part geometry. The volume and weight of the final machined part
is a relatively small fraction of the starting block. Such parts are common ip the air-
craft industry to fabricate large structural sections with low weights.

Muany separate machining operations on the part. This applies to parts consisting of
many machined features requiring different cutting tools, such as drilled and/or tapped
holes, slats. flats. and so on. If these operations were machined by a series of manual
operations. many setups would be needed. The number of setups can usually be re-
duced significantly using NC.

The partis expensive. This factor is often a consequence of one or more of preceding
3 Tt can also result from using a high-cost starting work material.
When the part is expensive, and mistakes in processing would be costly. the use of NC
helps to reduce rework and scrap losses.

»

B

These characteristics are summarized in Table 6.5, which is organized as a checklist
Tor potential NC users to evaluate their operations in terms of NC applicability. The more
check marks falling w2 the “YES™ colunmn, the more. hke]y that NC will be successful, Al-
though the lisi pertains to ing, the ics are to other produc-
tion applications.

NC for Other Metalworking Processes.  In addition to the machining process, NC
machine tools have also been developed for other metal working processes. These ma-
chines includc the fullowing:
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TABLE 65 Checklist to Determine Applicability of NC in Machine Shop Operations

NO (few or no YES (many
Production Characteristic appfications} applications)

2
3.
4.
5,
8.

Tatal check marks in each column

. Repeat orders at random or periodic intervals

. Many separate machining operations on the part

. The part is expensive [

Batch production in small or mediunt lat sizes [ —

. Complex part geometry S,

Much metal needs to be removed from the pant

* Punch presses for sheet metal hole punching The two-axis NC operation is similar to
that of a drill press except that holes are produced by punching rather than by drilling.

* Presses for sheet wetal bending, Instead of cutting sheet metal, these systems bend
sheet metal according to programmed commands.

v Welding machines. Both spot welding and continuous arc welding machines are avail-
able with antomatic controls based on NC.

* Thermal cutting machines, such as oxyfuel cutting, laser cutting, and plasma arc cut-

ting. The stock is usually flat; thus, two-axis control is adequate, Some laser cutting ma-

chines can cut holes in preformed sheet metal stock, requiring four- or-five axis control.

Tube bending machines. Automatic tube bending machines are programmed to con-

trol the location {along the length of the tube stock) and the angle of the bend. Im-

portant applications include frames for bicycles and motorcycies.

6.4.2 Other NC Applications

The operating principle of NC has a host of other applications besides machine tool con-
trol. However, the applications are not always referred to by the term “numerical control.”
Some of these machines with NC-type controls that position a workhead relative to an ob-
ject being processed are the following:

® Electrical wire wrap machines. These machines, pioneered by Gardner Denver Cor-
poration, have beet used to wrap and string wires on the back pins of electrical wiring
boards to establish connections between components on the front of the board. The
program of coordinate positions that define the back panel connections is determined
from design data and fed to the wire wrap machine. This type of equipment has been
used by computer firms and other companies in the electronics industry,

* Component insertion machines. This equipment is used to position and insert com-
ponents on an x-y plane, usually a flat hoard or panel. The program specifies the x-
and y-axis positions in the plane where lhe components are to be located. Component
insertion machines find extensive for inserting
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into printed circuit boards. Machines are available for either through-hole or surface-
mount applications as well as simlar insertion-type mechanical assembly operations.
Drafiing machines. Automated drafung machines serve as one of the output devices
for a CAD/CAM ( ided ing) system.
The design of a product and its components are developed on the CAD/CAM sys-
tem. Design iterations are developed on the graphics monitor rather than on a me
chanical drafting board. When the design is sufficiently finalized for presentation, the
output is plotted on the drafting machine, basicaily a high speed x-y plotter.
Coordirate ing machine. A ing machine (CMM) is an in-
spection machine used for measuring or checking dimensions of a part. The CMM has
a probe that can be manipulated m three axes and identifies when contact is made
against a pari surface. The location of the probe tip is determined by the CMM con-
trol unit. thereby indicating some dimension on the part. Many com—dmate measur-
ing machines are progra d to perform under NC. We
discuss coordinate measuring machines in Section 23.4.

Tape laving machines for polymer composites. The workhead of this machine is a dis-
penser of uncured polymer matrix composite tape. The machine is programmed to lay
the tape onto the surface of a contoured mold, following a back-and-forth and criss-
cross pattern to build up a required thickness. The result is a multilayered panel of
the same shape as the mold.

Filament winding machines for polymer composites, This is similar to the preceding
except that a filament is dipped in uncured polymer and wrapped around a rotating
pattern of roughly cylindrical shape.

Additional appiications of NC include cloth cutting, knitting, and riveting.

6.4.3 Advantages and Disadvantages of NC

When the p i lication satisfies the istics in Table 6.5, NC yields many ben-
efits and advantages over manual production methods. These benefits and advantages trans-
late into economic savings for lhe user company. However, NC is a more-sophisticated

than methods are, and there are drawbacks and costs that
must be id to apply the In this section, we examine the ad-
vantages and disadvantages of NC.

Adh of NC. The generally attributed to NC, with emphasis on
machine tool applications, are the following:

¢ Nonproductive time is reduced. NC cannot optimize the metal cutting process itself,
but it does increase the proportion of time the machine is cutting metal. Reduction
in noncutting time is achieved through fewer setups, less setup time, reduced work-
picce handling time, and automatic tool changes on some NC machines This advan-
tage translates into labor cost savings and lower elapsed times to produce parts.

Greater accuracy and repeatability. Compared with manual production methods, NC
reduces ar eliminates variations that arc duc 1o operator skifl differences, fatigne,
and other factors attributed to inherent human variabilities. Parts are made closer to
nominal dimensions, and there is less dimensional variation among parts in the batch.
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Lower scrap rates. Because greater accuracy and repeatability are achieved, and be-
cause human errors are reduced during praduction, more parts are produced within
tolerance. As a consequence,  lower scrap allowance can be planned into the pro-
ductian schedule, so fewer parts are made in cach batch with the result that produc-
tion time 15 saved.

Inspection requirements are reduced. Less inspection is needed when NC is used be-
cause parts produced from the same NC part program are virtually identical. Once
the program has been verified, there is no need for the high level of sampling in-
spection that 1s required when parts are produced by conventional manual methods.
Except for tool wear and equipment malfunctions, NC produces exact repticates of
the part each cycic.

More-complex part geometries are possible. NC technology has extended the range of
possible part geomeiries beyond what is practical with manual machining methods.
This is an advantage in product design in several ways: (1) More functional features
can be designed into a single part, thus reducing the total number of parts in the prod-
uct and the associated cost of assembly: (2) mathematically defined surfaces can be
fabricaled with high precision; and (3} the space is expanded within which the de-
signer's imagination can wander to create new part and product geometries.

Engnvering changes can be accommodated more gracefully. Instead of making al-
terations in a complex fixture so that the part can be machined to the engineering
change, revisions are made in the NC part program to accomplish the change.
Simpler fixwres are needed. NC requires simpler fixtures because accurate position-
ing of the tool is accomplished by the NC machine toof. Tool positioning does not
have to be designed into the jig.

Shorter manufacturing lead times. Jobs can be set up more quickly and fewer setups
arc required per part when NC is used. This results in shorter elapsed time between
order release and completion.

Reduced parts inventory. Because fewer setups are required and job changeovers are
easicr and faster. NC permits production of parts in smaller lot sizes. The economic
Iot size 15 lower in NC than in conventional batch production. Average parts inven-
tory is therefore reduced.

Less floorspace required. This results from the fact that fewer NC machines are re-
quired Lo perform the same amount of work compared to the number of conven-
tional machine tools needed. Reduced parts inventory also contributes to lower floor
space requircments,

Operaior skill-level requirements are reduced. The skill requirements for operating an
NC machine are generally less than thase required to operate a conventional ma-
chine 1001, Tending an NC machine tool usually consists only of loading and unload-
ing parts and periodically changing tools. The machining cycle is carried out under
program control. P ing a hining cycle on a ional ma-
chine requires much more participation by the operator, and a higher level of train-
ing and skill are needed.

Disadvantages of NC. On the opposing side, there are certain commitments to

NC technoiogy that must be made by the machine shop that installs NC equipment; and
these commitments, most of which involve additional cost to the company, might be seen
as disadvantages. The disadvantages of NC include the following;
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» Higher investment cost. An NC machine tool has a higher first cost than a compara-
ble conventional machinc tool. There are several reasons why. (1) NC machines in-
clude CNC controls and electronics hardware: (2) software development costs of the
CONC controls manufacturer must be inc.uded in the cost of the machine: (3) more-
reliable mechanical compaonents are generally used in NC machines:and (4)NC ma-
chine Lools often possess additional features notincuded on conventiomal machines.
such as automatic tool changers and part changers (Section 14.3.3).

o Higher mantenance effort. In general, NC equipment requires a higher level of main-
tenance than conventional equipment requires, which translates to higher mainte-
nance and repair costs. This is due largely to the computer and other electronics that
are included in a modern NC system. The maintcnance staff must include personnet
who are trained in maintaining and repairing this type of equipment.

o Pan programming, NC equipment must be programmed. To be fair. it should be men-
tioned that process planning must be accomplished for any part, whether or not it 1s
produced on NC equipment. However. NC part programming is a special preparation
step in batch ion thal is absent in machine shop operations.

« Higher utilization of NC equipment. To maximize the economic benetits of an NC
machine tool. it usually musi be operated multiple shifts. This might mean adding
one o1 1wo exira shifts 10 the plant’s normal operations, with the requirement for su-
pervision and other staff support.

6.5 NC PART PROGRAMMING

NC part programming consists of planning and documenting the sequence of processing
steps to be performed on an NC: machine. The part programmer must have a knowledge
of ining (ot other i y for which the NC machine is designed) as well
as geomctry and trigonometry. The documentation portion of part programming involves
the input medium used to transmit the program of instructions to the NC machine control
unit (MCU). The traditional input medium dating back to the first NC machines in the
1950s is 1-inch wide punched tape. More recently, the use of magnetic tape and floppy disks
have been growing in popularity as storage technologies for NC. The advantage of these
input media is their much higher data density.

Part programming can be accomplished using a variety of procedures ranging from
highly manua 10 highly automated methods. The methods are: (1) manval part program-
ming, (2) ssisted part ing, (3) part pr using CAD/CAM,
and (4) manual dala input. These part programming techniques are described in this sec-
tion. Let us begin our presentation by explaining the NC coding system used to convey the
part program to the machine tool.

65.1 NC Coding System

The program of instructions is communicated to the machine tool usmg a coding system
based on binary numbers. This NC coding system is the low-level machine language that
can be understaod by the MCU. When higher leve! languages are used. such as APT (Sec-
tion 6.5.4), the statements in the program are converted to this basic code. In the present
section, we discuss how instructions are written in this NC code to control the relative po-
sitions of the tool and workpiece and to accomplish the other functions of the machine tool.
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Binary Numbers and the Binary Coded Decimal System. In the binary number
system, each digit can take on either of two values, 0 or 1. The meaning of consecutive dig-
its in the binary system is based on the number 2 raised to successive powers, Starting from
the right. the first digit is 2° (which equals 1), the second digit is 2' (which equais 2}, the third
is 27 (which equals 4}, the fourth is 2* (which equals 8). and so forth. The two numbers,0
or 1,in successive digit positivas, indicate the presence or absence of the value. For exam-
ple, the binary number 0101 is equal to the decimal number 5. The couversion from bina-
1y to decimal operates as follows:

OX2Z)+ (I x2)+{0x2)+(1x2) = (UX8 + (1 x4 +(0Ox2)+{1X1)
—4+1=

Conversion of the 10 digits in the dectmal number system into binary numbers is shown
in Table 6.6. Four binary digits are required to represent the ten single-digit numbers
in decimal. Of course, the numerical data required in NC includes large decimal values;
for example, the coordinate position x = 1250 mm. To encode the decimal value 1250
in the binary number system requires a total of 11 digits: 10011100010, Another prob-
lem with the binary number system is the coding of decimal fractions, for example,
feed = 0.085 mm/vev.

To deal with these problems in NC, a combination of the binary and decimal number
systems has been adopted, called the binary-coded decimal (BCD) system. In this coding
scheme, each of the ten digits (0-9) in the decimal system is coded as 2 four-digit binary num-
ber, and these binary numbers are added in sequence as in the decimal number system. For
example, the decimal value 1250 would be coded in BCD as follows:

Number sequence Binary number Decimal value
First 0001 1000
Second 0010 200
Third ot 50
Fourth 0006 [
Sum 1250

EIA and /SO Coding Standards. In addition to numerical values, the NC coding
system must also provide for alphabetical characters and other symbols. Eight binary dig-
its are used to represent all of the characters required for NC part programming, There are
two standard coding systems currently used in NC: {1) the Electronics Industry Association
(EIA) and (2) the I Organization (ISO). The ics Industry
Association system is known as EIA RS-244-B. The ISO code was originally developed as

the American Standard Code for Information Interchange (ASCII) and has been adopt-
ed by ISO as its NC standard. The complete listings of EIA and ISO (ASCII) codes for NC
are shown in Fable 6.7. Many NC controllers are capable of reading either code.

TABLE 6.6 Comparison of Binary and Decimal Numbers

Binary  Decimal Binary  Decimal
0000 0 0107 5
0001 + 0110 &
0010 2 o111 7
0011 3 1000 8
0100 4 100t 9
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TABLE 6.7 Standard EJA and ISO (ASCII) Codes for Numerical Control Programming,
Originally Designed for Punched Tape

[ EIA Code ‘ Character or Interpretation IS0 Code (ASCH) ‘(
{s]7]s]5l4 alals sls
I DEEDE o Slo] -
IBEBREE 1 o [olo] [e =)
HERNE 2 o Jofol [o] |2
[o] 1= lole 3 olof fe| [2]o
'[\ °O| 4 o oo o |0 L
IDEBEEE 5 olo| {s]o] [o
o| [e|ojo 6 ole] [e]o]o
I [e[ololo 7 o[ |ofe] [e|olo]o]
100 8 o[ [ololo]e
Slole 3 9 ololole o
olo] o] 2} A o o o
oo} BRE B © o] [o
ojolo] [o Jolo c olo 2| [ofo
alo] B () &) BE
o[olo] |elol [© € 0lo sjo] [o
ololo] [elo]c F olo oo
S ojolc[o G o oo
oo Jofe H o ole
o|ofoe]e o | olo ole )
ol ol Te 5] J olo ole |0
o] _jo] Je |0 K <) ol=] |olo
o o] [o[o L olo ole]o
ol To] Teto M s ole1o| 1o
o o[o] o N [<) olelolo
o AEE G o[o ol=[oolo
o] Jo] [e[c]o]o P o] o} [e
o 2]0]|e o Qo O o )
[ ol [3) R olol o] =] [
Slo| [o] [ S ol [o] [elo]o
=] 0|00 T [e}e] < e |0
slo| [e]o U o] o] [elol o
) s[o] [o v o| [o] Te[olo
) HEE w olol| Jo[ [e]olo]o
FEEBEEE X ofol Jolole
RNEED Y [ lo[ [olole
o Jole o z o] [olale
0|o[C|e|O|D Tab Ole
[5) ° End-of-Block ol o
o Space ol [o o
Positive sign (+) ol [ol-] [olo
o Negative sign (-] ol Jols]0] Jo
olo] Jo[<] Jolo Period {decimal point} {.) of fofefelo]
olofole] [olo Comma () o] Jo] [ol=lol 7]

Note: Column nurmbers identify columns on the punched tape; O's represent holes in the tape.
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Both EIA and [SO coding schemes were devefoped when punched tape was the pre-
dominant medium for storing NC part programs. Although punched tape has been large-
ly superseded by more modern media. it is still widely used in industry. if only for backup
storage. To ensure the correctness of the punched tape. the cight binary digits in the EIA
and ISO codes include a pariry check. Here’s how the parity check works, explained here
for the EIA code. In the CIA system, the tape teader is instructed (o count an odd num-
ber of holes across the width of the tape. Whenever the particular number or symbol being
punched requires an even number of holes. an extra hole is punched in column 5, hence
making the total an odd number. For example, the decimal number S is coded by means of
holes it columns 1 and 3. Since this is an even number of holes, a parity hole woutd be
added. The decimal 7 requires an odd number of hoies (in columns 1,2, and 3), so no par-
ity hole is needed. The parity check helps to ensure that the tape punch mechanism has per-
forated a completc hole inall required positions. If the tape reader counts an even number
of holes, then a signal is issued that a parity error has occurred.

The difference between the EIA and 1SO systems is that the parity check in the ISO
code is an even number of holes, called an even parity, The EIA system uses an odd pari-
1y Also. whereas the parity hole is in the fifth-digit position in the EIA coding system, it is
in the eighth position in the ISO system. These differences can be seen in Table 6.7,

How Instructions Are Formed. A binary digit s called a bit. In punched tape, the
values 0 or 1 are represented by the abscnce or presence of ahole in a certain row and col-
umn position (rows run across the tape: columns run lengthwise along the tape). Out of one
row of bits a character is formed. A charactes is a combination of bits representing a nu-
merical digit (0-9), an alphabetical letter (A-Z), or a symbol (Table 6.7). Out of a sequence
of characters, a word is formed. A word specifies a detail about the operation, such as x-
position, y-position, fecd rate, or spindle speed. Out of a collection of words, a block is
formed. A block is one complete NC instruction. It specifies the destination for the move,
the speed and feed of the cutting operation, and other commands that determine explicit-
1y what the machine tool will do. For cxample, an instruction block for a two-axis NC milling
machine would likely include the x- and y-coordinates to which the machine table should
be moved, the type of motion to be performed (linear or circular interpolation), the rota-
tional speed of the milling cutter, and the feed rate at which the milling operation should
be performed. Instruction blocks are separated by an end-of-block (EOB) symbol (a hole
in column 8 in the EIA standard or holes in columns 2 and 4 in the ISO standard. as in
Table 6.7).

The essential information in a part program is conveyed to the MCU by means of
words that specify coordinates, feeds and speeds, tooling, and other commands necessary
to operate the machine tool. Given the varicty of machine tool types and the many differ-
ent companies that build NC machine tools and MCUs, it is no surprise that several different
formats have been developed over the years to specify words within an instruction block.
These are often referred to as tape formats, because they were developed for punched
tapes, More generally, they are known as block formats. At least five block formats have
been developed [8]; these are briefly described in Table 6.8, with two lines of code for the
drilling sequence shown in Figure 6.12.

The word address format with TAB separation and variable word order has been
standardized by E1A as RS-274. It is the block format used on all modern controlters and
is the format we will discuss here. It is usually referred to simply as the ward address for-
mat even though it has been enhanced by tab separation and variable word order. Com-
mon letter prefixes used in the word address format are defined in Table 6.9,
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TABLE 6.8 Five Block Formats Used in NC Programming

149

Block Format {Tape Format)

Example for Figure 6,12

Fixed sequential format. This format was used on many of the first
available NC machines. Fach in ion block contains
five words specified in only numerical data and in a very fixed order.
Fixed sequential format with TAB ignored. This is the same as the fixed
sequential format except that TAB codes are used to sepsrate the
words for easier reading by humans.

Tab sequential format. This is the same as the preceding format except
that words with the sarme value as in the preceding black can be
omitted in the sequence.

Word address format. This format uses a letter prefix 1o identify the type
of word. See Table 6.9 for definition of prefixes. Repeated words can
be omitted. The words run together, which makes the code difficult to
read (for humans)

Word address format with TAB saparation and variable word order. This
is the same format as the previous, except that words are separated
by TABs, and the words in the block can be listed in any order. See
Table 6.9 for definition of letter prefixes.

00160070000300003
00200070000600003

001 00 07000 3000 03
002 00 07000 06000 03

001 00 07000 03000 03
002 00 060

NOO1GOGX07000Y)3000MO3
N002Y06000

NO0O1 GO X07000 YO3000 MD3
NOO2 Y06000

Note: Examples indicate point-to-point moves to two halg focations in Figur 6.12.

‘Words in an instruction block are intended to convey all of the commands and data
needed for the machine tool to execute the move defined in the block. The words required
for one machine tool type may differ from those required for a different type; for exam-
ple. turning requires a different set of commands than milling, The words in a block are usu-
ally givenin the following order (although the word address format allows variations in the

order):

* sequence number (N-word)

« preparatory word (G-word); see Table 6.10 for defi

ion of G-words

* coordinates (X-, Y-, Z-words for linear axes, A-, B-, C-words for rutational axes)

* feed rate (F-word)

i
&0 -
60 Second hole
(N02)
40
First hole
20— (N0t

— Lol
407 60 80 10 x

— Assumed starting

Figure 6.12 Example drilling sequence
for block formats described in Table 6.8.

location Dimensions are in millimeters.



150

Chap. 6 / Numerical Control

TABLE 69 Common Word Prefixes Used in Word Address Format

Word
Prefix

N

G

XYz

M

Example

Function

NO1

G621

X75.0

u2s.0

A90.0

R100.0

132 J67

G94 FA0

$0800

T4

D0s

P05 R15.0

Mo3

Sequence number; identifies block of instruction. From ane to four digits can
be used.

Preparatory word; prepares controller for instructions given i the block. See
Table 6.10. There may be more than one G-word in a block. (Example specifies
that numerical values are in millimeters.)

Coordinate data for three linear axes. Can be specified in either inches or
millimeters. (Example defines x-axis value as 75 mm

Coordinate data for incremental moves in turning in the x- and z-directions,
respectively. (Example specifies an incremental move of 26 mm in the x-
direction.)

Coordinate data for three rotational axes. A is the rotational axis about x-axis;
8 rotates about y-axis; and C rotates about z-axis. Spacified in degrees of
rotation. (Example defines S0° of rotation about x-axis.)

Radius of arc; used in circular interpolation. (Example defines radius = 100 mm
for circular interpolation.) The R-code can also be used to enter cutter radius
data for defining the tool path offset distance from the part edge.

Coordinate values of arc center, corresponding to x-, y-, and z-axes,
respectively; used in circular interpolation. {Example defines center of arc for
sircufar interpolation to be at x=32 mm and y= 67 mm.)

Feed rate per minute or per revolution in either inches or millimeters, as
specified by G-words in Table 6.10. (Example spacifies feed rate = 40 mm/min
in milling or drilling operation.)

Spindle rotation speed in revolutions per minute, expressed in four digits. For
some machines, spindle rotation speed is expressed as a percentage of
maximum speed available on machine, expressed in two digits.

Tool selection, used for machine tools with automatic toal changers o tool
turrets, {Example specifies that the cutting tool to be used in the present
instruction block is in position 14 in the toof drum.)

Tool diameter word used in contouring moves for offsetting the tool from the
workpart by a distance stored in the indicated register, usually the distance is
the cutter radius. (Example indicates that the radius offset distance is stored in
offset register number 05 in the controller.)

Used to store cutter radius data in offset register number 05, (Example
indicates that a cutter radius value of 15.0 mm is to be stored in offset

register 05.

Miscellaneous command. See Table 6.11. (Example commands the machine ta
start spindle rotation in clackwise direction.}

Note: Dimensianal values in the examples are specified 1n millimeters.

« spindle speed {S-word)

» tool selection (T-word)

* miscellanecus command (M-word); see Table 6.11 for definition of M-words
* end-of-block (EOB symbol)

G-words and M-words require some elaboration. G-words are called preparatory words.
They consist of two numerical digits (following the “G” prefix in the word address for-
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mat) that prepare the MCU for the instructions and data contained in the block. For ex-
ample, GGO2 prepares the controller for clockwise circular interpolation, so that the subse-
quent data in the block can be properly interpreted for this type of move. In some cases,
morte than one G-word is needed to prepare the MCU for the move. Most of the common
G-words are presented in Table 6.10. While G-words have been standardized in the machine
tool industry, there arc sometimes deviations for particular machincs. For instance, there
are several differences between milling and turning type machines; these are identified in
Table 6.10.

TABLE 6.10 Common G-words {Preparatory Word)

G-word Function

Goo Point-to-point movement {rapid traverse) between previous point and endpoint defined in
current block. Block must include x-y-z coordinates of end position,

Go1 Linear interpolation movement. Block must include x-y-z coordinates of end position. Feed
Tate must also be specified.

Go2 Circular interpolation, clockwise, Block must include either arc radius or arc center;
coordinates of end position must also be specified.

Go3 Cirgular interpolation, counterclockwise. Block must include sither arc radius or asc center;
coordinates of end position must also be specified.

Go4 Dwell for a specified time,

G10 Input of cutter offset data, followed by a P-code and an R-code.

G617 Selection of x-y plane in milling.

G18 Selection of x-z plane in milling.

G139 Selection of y-z plane in milling.

G20 Input values specified in inches,

G21 Input values specified in millimeters.

G28 Return to reference point.

G32 Thread cutting in turning.

@40 Cancel offset compensation for cutter radius {nose radius in turning).

ez Cutter offset compensation, left of part surface. Cutter radius (nose radius in turning} must
be specified in block.

G42 Cutter offset compensation, right of part surface. Cutter radius (nose radius in turning) must
be specified in black.

G50 Specify location of coordinate axis system origin relative to starting location of cutting tool.
Used in some lathes. Milfing and drilling machines use G92.

@90 Programming in absolute coordinates.

G91 ing in ir i

G92 Specify location of coordinate axis system origin relative to starting location of cutting tool.
Used in milting and driiling machines and some lathes. Other lathes use G50.

G94 Specify feed per minute in milling and driliing.

G95 Spacify feed per revolution in milling and drilfing.

[ Specify fead per minute in turning.

G99 Specify feed per ravolution in turning.

Note: Some G-wards apply to milling and/or drilling only, whersas others apply to turning only.
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TABLE6.11 Common M-words Used in Word Address Format
M-word Function

Moo Program stop; used in middle of program. Operator must restart machine.

M1 Qptional program stop; active only when optional stop butten on control panel has been
depressed

Mo2 End of program. Machine stop.

Mo3 Start spindle in clockwise direction for milling machine {forward for turning machine).

Mo4 Start spindle in counterclockwise direction for milling machine (reverse for turning machine}.

Mos Spindle stop.

MOB Execute tool change, either manually or automatically. if manually, operator must restart
machine. Does not include selection of tool, which is done by T-word if automatic, by
operator if manual,

Mo7 Turn cutting fluid on flood.

Mos Turn cutting fluid on mist.

M09 Turn cutting fiuid off.

Mio Automatic clamping of fixture, machine slides, etc.

M1 Automatic unclamping.

M3 Start spindle in clockwise direction for milling machine {forward for turning machine) and
turn on cutting fluid.

M4 Start spindle in counterclockwise direction for milling machine (reverse for turning machine)
and turn on cutting fluid.

M17 Spindle and cutting fluid off.

Mi9 Turn spindle off at oriented position.

M30 End of program. Machine stop. Rewind tape {on tape-controlied machines).

M-words are used to specify misccllaneous or auxiliary functions that ar¢ available
on the machine tool. Examples include starting the spindle rotation, stopping the spindle
for a tool change, and turning the cutting fluid on or off. Of cousse, the particular machinc
tool must possess the function that is being called. Many of the common M-words are ex-
plained in Table 6.11. Miscellaneous commands are normally placed at the end of the block,

6.5.2 Manual Part Programming

Tn manual part programming, the programmer prepares the NC code using the low-level
machine language previously described. The program is either written by hand on a form
from which a punched tape or other storage media is subsequently coded, or it is entered
directly into a computer equipped with NC part programming software, which writes the
program orto the storage media. In any case, the part program is a block-by-block listing
of the machining instructions for the given job, formatted for the particular machine tool
to be used.

Manual part programuning can be used for both point-to-point and contouring jobs,
It is most suited for point-to-point machining operations such as drilling. It can also be
used for simple contouring jobs, such as milling and turning when only two axes are in-
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volved. However, for complex three-dimensional machining operations, there is an ad-
vantage in using computer-assisted part programming.

Instructions in Word Address Format,  Instructions in word address format con-
sist of a series of words, each identified by a prefix label. In our coverage, statements are
illustrated with dimensions given in millimeters. The values are expressed in four digits in-
cluding one decimal place. For example. X020.0 means x = 20.0 mm. [t should be noted that
many CNC machines use formats that differ from ours, and so the instruction manual for
each particular machine tool must be consulted to determine its own proper format. Our
format is designed to convey principles and for easy reading.

In preparing the NC part pragram, the part programmer must initially define the ori-
gin of the coordinate axes and then reference the succeeding motion commands to this
axis system. This is accomplished in the first statement of the part program. The directions
of the -, y-, and/or z-axes are predetermined by the machine tool configuration, but the
origin of the coordinate system can be located at any desired position. The part program-
mer defines this position relative 1o some part feature that can be readily recognized by the
machine operator. The operator is instructed to move the tool to this position at the be-
ginning of the job. With the tool in position, the G92 code is used by the programmer to de-
fine the origin as follows:

G92 X0'Y-050.0 Z010.0

where the x. y, and z values specify the coordinates of the tool location in the coordinate
system; in effect, this defines the location of the origin. In some CNC lathes and turning cen-
ters, the code G50 is used instead of G92. Our x, y, and z values are specified in millime-
ters, and this would have to be explicitly stated. Thus, a more-complete instruction block
would be the following:

G21 692 X0 Y-050.0 Z010.0

where the G21 code indicates that the subsequent coordinate values are in millimeters.
Motions are programmed by the codes GO0, G01. G2, and GO3. GUO is used for a point-
Lo-point rapid traverse movement of the tool to the coordinates specified in the command:
for example,

GO0 X050.0'Y086.5 2100.0

specifies a rapid traverse motion from the current location to the location defined by the
coordinates ¥ = 50.0 mm, y = 86.5 mm.and z = 100.0 mm. This command would be ap-
propriate for NC drilling machines in which a rapid move is desired to the next hole loca-
tion. with no specification on the tool path. The velocity with which the move is achieved
in rapid traverse mode is set by parameters in the MCU and is not specified numerically
in the instruction block. The GO0 code is not intended for contouring operations.

Linear interpolation is accomplished by the GO1 code. This is used when it is desired
for the tool to execute a contour cutting operation along a straight line path. For example.
the command

GO1 G9%4 X050.0 YOR6.5 Z100.0 F40 S800
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specifies that the tool is to move in a straight line from its current position to the location
defined by x = 50.0mm, y = 86.5mm,and z = 100.0 mm, at a feed rate of 40 mm/min and
spindle speed of 800 rev/min.

The GO2 and GO3 codes are used for circular interpolation, clockwise and counter-
clockwise, respectively, As indicated in Table 6.1, circular interpolation on a milling ma-
chine is limited to one of three planes, x-y, x-z, o1 y-z, The distinction between clockwise
and counterclockwise is established by viewing the plane from the front view. Selection of
the desired plane is accomplished by entering one of the codes, G17, G18, or G19, respec-
tively. Thus, the instruction

G02 G17 X088.0 Y040.0 R(128.0 F30

moves the tool along a clockwise circular trajectory in the x-y plane to the final coordinates
defined by x = 88 mm and y = 40 mm at a feed rate of 30 mm /min. The radius of the cir-
cular arc is 28 mm. The path taken by the cutter from an assumed starting point (x = 40,
y = 60) is illustrated in Figure 6.13

In a point-to-point motion statement (GOO), it is usually desirable to position the toal
so that its center is tocated at the specified This is approp for
such as drilling, in which a hole is to be positioned at the coordinates indicated in the state-
ment. But in contouring motions, it is almost always desirable that the path followed by the
center of the tool be separated from the actual surface of the part by a distance equal to
the cutter radius. This is shown in Figure 6.14 for profile milling the outside edges of a rec-
tangular part in two dimensions. For a three-dimensional surface, the shape of the end of
the cutter would also have to be considered in the offset computation. This tool path com-
pensation is called the cutter offset, and the calculation of the correct coordinates of the end-
points of each move can be time consuming and tedious for the part programmer. Modern
CNC machine tool controllers perform these cutter offset calculations automatically when
the programmer uses the G40, G41, and G42 codes. The G40 code is used to cancel the cut-
ter offset compensation, The G41 and G42 codes invoke the cutter offset compensation of
the tool path on the left- or right-hand side of the part, respectively. The left- and right-hand
sides are defined according to the tool path direction. To illustrate, in the rectangular part

v
100
Clockwise
0 trajectory
&
/
4 Starting point
(x=40,9-60)

Destination point
(x =88,y =40)

A S W R
0 20 40 60 B 10 120 x

Figure 6,13 Tool path in circular interpolation for the statement:
GO2 G17 X088.0 Y040.0 R028.0. Units are millimeters.
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" Clackwise ditection
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Cutier size (20 myp dism.).

‘ Tookpath
soi- Workpart
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” Coumterciockwise direerion
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Figure 614 Cutter offset for a simple rectangular part. The t0ul patl
is separated from the part perimeter by a distance equal to the cut-
ter radius. To invoke cutter offset compensation, the G41 code is
used to follow the clockwise path, which keeps the tool on the left-
hand side of the part. G42 is used to follow the counterclock wise
path, which keeps the tool on the right-hand side of the part.

in Figure 6.14, 2 clockwise tool path around the part would always position the tool on the
left-hand side of the edge being cut, so a G41 code would be used to compute the cutter
offset compensation. By contrast, a counterclockwise tool path would keep the tool on the
right-hand side of the part, so0 G42 would be used. Accordingly, the instruction for profile
milling the bottom edge of the part, asuming that the cutter begins along the bottom left
corner, would read:

G42 GO X100.0 YO40,0 D05

where D05 refers to the cutter radius value stored in MCU memory. Certain registers are
teserved in the control unit for these cutter offset values. The D-code references the value
contained in the identified register, D0S indicates that the radius offset distance is stored
in the number 5 offset register in the controller, This data can be entered into the con-
troller in either of two ways: (1) as manual input or (2) as an instruction in the part program,
Manual input is more flexible because the tooling used to machine the part may change
from ane setup to the next. At the time the job is run, the operator knows which tool will
bé used, and the data can be loaded into the proper register as one of the steps in the setup.
‘When the offset data is entered as a part program instruction, the staiement has the form:

G10 P05 R10.0

where G10's a preparatory word indicating that cutter offset data will be entered; P0S in-
dicates that the data will be entered into offset register number 05; and R10.0 is the radius
value, here 10.0 mm.

Some Part F i To manual part
we present two examples using the samplc part shown in Figure 6.15. The first example is
a point-to-point program to drill the three holes in the part. The second example is a two-
axis contouring program to accomplish profile milling around the periphery of the part.
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Figure 6.15 Sample part 1o illustrate NC part programming. Di-
mensions are in millimeters. General olerance = 0.1 mm. Work
material is 2 machinable grade of aluminum.

EXAMPLE 6.1 Point-to-Point Drilling

This example presents the NC part program in word address format for drilling
the three holes in the sample part shown in Figure 6.15. We assume that the
outside edges of the starting workpart have been rough cut (by jig sawing) and
are shghtly oversized for subsequent profile milling. The three holes to be drilled
in this cxample will be uscd to Jocatc and fisture the part for profile milling in
the following example. For the present drilling sequence, the part is gripped in
place so that its top surface is 40 mm above the surface of the machine tool
table to provide ample clearance beneath the part for hole drilling, We will de-
fine the x-, y-, and z-axes as shown in Figure 6.16. A 7.0-mm diameter drill, cor-
responding to the specified hole size, has been chucked in the CNC drill press.
The drill will be operated at a feed of 0.05 mm/rev and a spindle speed of
1000 rev/min {corresponding to a surface speed of about 0.37 m/sec, which is
slow for the aluminum work material). At the beginning of the job, the drill
point will be positioned at a target point located at x = 0,y = ~50,and z = +10
(axis units are millimeters). The program begins with the tool positioned at this
target point.

NC Part Program Code Comments

N0O1 G21 G G92 X0 Y-050.0 Z010.0; Define origin of axes.

NOUZ GOO X070.0 Y030.0; Rapid move to first hole location.
NOO3 GO1 GY5 Z-15.0 FO.05 S1000 MO3; Drill first hole.

N0O4 GO1 Z010.0; Retract drill from hole.

N005 GO0 Y060.0; Rapid move to second hole location.
NO06 GO1 G9S5 Z-15.0 FO.05; Drill second hole,

NOOT GO1 Z010.0; Retract drill from hole.
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Figure 6.16 Sample part aligned relative to (a) x- and y-axcs, and
(b) z-axis. Coordinates are given for significant part features in (a).

NOOR GO2 X120.0 Y030.0: Rapid move to third hole location.
NO09 GOt G95 Z-15.0 FO05, Drill third hole.

NO10 GOI Z010.0: Retract drill from hole.

NO11 G2 X0 Y-050.0 MOS: Rapid move to target point.

NO12 M30: End of program, stop machine.

EXAMPLE 6.2 Twe-Axis Milling

The three holes drilled in the previous example can be used for locating and
hoiding the workpart to completely mill the outside edges without re-fixturing.
The axis coordinates are shown in Figure 6,16 (same coordinates as in the pre-
vious drilling sequence). The part is fixtured so that its top surface is 40 mm
above the surface of the machine tool table. Thus, the origin of the axis system
will be 40 mm above the table surface. A 20-mm diameter end mill with four
teeth will be used. The cutter has a side tooth engagement length of 40 mem.
Throughout the machining sequence, the bottom tip of the cutter will be posi-
tioned 25 mm below the part top surface. which corresponds to z = —25 mm.
Since the part is 10 mm thick, this z-position will allow the side cutting edges of
the milling cutter to cut the fuil thickness of the part during profile mitling, The
cutter will be operated at a spindle speed = 1000 rev/min (which corresponds
toasurface speed of about 1.0 m/sec) and a feed rate = 50 mm/min (which cor-
responds to 0.20 mm/tooth). The tool path to be followed by the cuiter is shown
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Figure 6,17 Cutter path for profile milling outside perimeter of sam-

ple part.

in Figure 6.17, with numbering that corresponds to the sequence number in the
program. Cutter diameter data has been manually entered into offset register
05. At the beginning of the job, the cutter will be positioned so that its center
tip is at a target point focated at x = 0, y = —50, and z = +10, The program
begins with the tool positioned at this location.

NC Part Program Code

N001 G21 G%0 G92 X0 Y-050.0 Z010.0;
NO02 GO0 Z-025.0 S1000 M03;

N003 GO1 (394 G42 Y0 DOS F40;

N004 GO1 X160.0;

N0OS GO1 Y060.0;

NO0O6 G17 G03 X130.0 Y090.0 R0O30.0;
N0OO7 GO1 X035.0;

NOO8 GO1 X0 Y0;

N009 G40 GO0 X-040.0 MOS;

Comments

Define origin of axes.

Rapid to cutter depth, turn spindle on.
Engage part, start cutter offset.

Mill iower part edge.

Mill right straight edge.

Circular interpolation around arc.
Mill upper part edge.

Mill Jeft part edge.

Rapid exit from part. cancel offset.

NO1O GOO X0 Y-0500; Rapid move to target point.
NO11 M30; End of program, stop machine.
853 C Assisted Part P

Manual part programming can be time consummg. (edlous, and sub}ecl to errors for parts
complex ies or requiring many In the and
even for simpler jobs, it is to put isted part ing. A num-
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ber of NC part programming language systems have been developed to accomplish many
of the 2 that the p ould otherwise have to do. This saves time and re-
sults in a more-accurate and efficient part program. In computer-assisted part program-
ming, the various tasks are divided between the human part programmer and the computer.

In compater-assisted part programming, the machmmg instructions are written in
English-tik that are by the computer into the low-
level maclunc code that can be interpreted and executed by the machine tool controller.
When using one of the part programming languages, the two main tasks of the program-
mer are: (1) defining the geometry of the workpart and (2) specifying the tool path and op-
eration sequerice.

Defining the Part Geometry. No matter how complicated the workpart may ap-
pear, it is composed of basic geometric elements and mathermatically defined surfaces. Con-
sider our sample part in Figure 6.18. Although its appearance is somewhat irregular, the
outline of the part consists of intersecting straight lines and a partial circle. The hole loca-
tions in the part can be defined in terms of the x- and y-coordinates of their centers. Near-
ly any component that can be conceived by a designer can be described by points, straight
lines, planes, circles, cylinders, and other mathematically defined surfaces, It is the part pro-
grammer’s task to identify and enumcrate the geometric elements of which the part is com-
prised. Each element must be defined in terms of its dimensions and location relative to
other elements. A few examples will be instructive here to show how geometric elements
arc defined. We will use our sample part to illustrate, with labels of geometry elements
added as shown in Figure 6.18,

Let us begin with the simplest geometric element, a point, The simplest way 10 define
a point is by means of its coordinates; for example,

P4 = POINT/35,90,0

where the point is identified by a symbol (P4), and its covrdinates are given in the order
x, y, zin millimeters (x = 35 mm, y = 90 mm, and z = 0). A line can be defined by two
points, as in the following:

= LINE/P1,F2

! L %

Figure 6.18 Sample part with geometry elements (points, lines, and
circle) labeled for computer-assisted part programming,
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where L1 is the line defined in the statement, and P1 and P2 are two previously defined
points, And finallv, a circle can be defined by its center location and radius:

CI = CIRCLE/CENTER. P8, RADIUS, 30

where C1 is the newly defined circle, with center at previously defined point P8 and ra-
dius = 30 mm. Our examples are based on the APT language, which offers many alterna-
tive ways to define points lines. circles, and other geometric elements, The APT language
is described in Scction 6.5.4. and a listing of APT word definitions is provided in the Ap-
pendix to this chapter.

Specifying Tool Path and Operation Sequence. After the part geometry has
been defined, the part programmer must next specify the tool path that the cutter will fol-
low to machine the part. The tool path consists of a sequence of connected line and arc seg-
ments, using the previously defined geometry elements to guide the cutter. For example,
suppose we are machining the outline of our sample part in Figure 6.18 in a profile milling
aperation (conlouring). We have just finished cutting along surface L1 in a counterclock-
wise direction around the part, and the taol is presently located at the intersection of sur-
faces L) and L2. The following APT statement could be used to command the tool to make
aleft turn from L1 unto L2 and to cut along L2

GOLFT/L2, TANTO,C1
The tool proceeds along aurfaoe L2 until it i tangent to (TANTO) sicle C1, This s

a path motion tend to be simpler; for ex-
ample, the fonowmg statement dlrenls lhe tool to go toa previously defined point P0:

GOTO/PO

A varicty of ing and peint-to-point motion are available in the
APT language.

Other Functions. In addition to defining part geometry and specifying tool path,
the must also various other functions, such as:

« naming the program

identifying the machine tool on which the job will be performed
specifying cutting speeds and feed rates

designating the cutter size (cutter radjus, tool length, etc.)
specifying tolerances in circular interpolation

Computer Tasks in Ct ter-Assisted Part Pi i The computer’s
role in computer-assisted part programming consists of the following tasks, performed
more or less in the sequence noted: (1) input translation, (2} arithmetic and cutter offset
computations, (3) editing, and (4) postprocessing. The first three tasks are carried out under
the supervision of the language processing program. For example, the APT language uses
a processor designed to interpret and process the words, symbols, and numbers written in
APT. Other languages require their own The fourth task, ing, re-
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Part 1 N -
. Define part Define tool path and Spely other functions,
pmgr;:;mers Mﬂperarmn sequence speeds leeds, elc.
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phase

Figure 6.19 Tasks in computer-assisted part programming.

Arthmetic and cutter
offset computations

Computer's

tranalation

quires a separate computer program The sequence and relationship of the tasks of the
part programmer and the computer are portrayed in Figure 6.19.

The part programmer eaters the program using APT or some other high-level part
programming language. The inpus translarion module converts the coded instructions con-

tained in the program into p ble form, p v to further ¢ In
APT, input translation accomplishes the following tasks: (1) syntax check of the input code
to identify errors in format, ion. spelling, and quence; (2) assigning a

sequence number to each APT statement in the program; (3) converting geometry ele-
ments into a suitable form for computer processing; and (4) generating an intermediate
file called PROFIL that is utilized in subsequent arithmetic calculations.

The arithmetic module consists of a set of subroutines to perform the mathematical
computations required to define the part surface and generate the tool path.including com-
pensation for cutter offset. The individual subroutines are called by the various statements
used in the part j ing language. The i ions are performed on the
PROFIL file. The arithmetic module frees the from the ti ing and
error-prone geometry and trigonometry calculations to concentrate on issues related to
workpart processing. The output of this module is a file called CLFILE, which stands for
“cutter location file.” As its name suggests. this file consists mainly of toot path data.

In editing, the CLFILE is edited.and a new file is generated called CLDATA. When
printed, CLDATA provides readable data on cutter locations and machine tool operating
commands. The machinc tool commands can be converted to specific instructions during
postprocessing. Some of the editing of CLFILE involves processing of special functions
associated with the part programming language. For example, in APT. one of the special
functions is a COPY command, which provides for copying a tool path sequence that has
been generated in the [ i and ing the sequence to a new lo-
cation. Another APT instruction processed in the editing phase is TRACUT. which stands
for “transform cutter locations.” This instruction allows a tool path sequence to be trans-
formed from one ceordinate system 10 another, based on matrix manipulation. Other edit-
ing functions are concerned with constructing tool paths for machines having rotational
axes, such as four- and five-axis machining centers. The output of the editing phase is a
part program in a format that can be postprocessed for the given machine tool on which
the job will be accomplished

NC machine tool systems are different. They have different features and capabili-
ties. High-level part programming languages, such as APT, are generally not intended for
only one machine 100l type. They arc designed to be general purpose. Accordingly, the
final task of the computer in computer-assisted part programming is postprocessing, in
which the cutter location data and machining commands in the CLDATA file are con-
verted into low-level code that can be interpreted by the NC controller for a specific ma-
chine tool The output of postprocessing is a part program consisting of G-codes, x-, y-,
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and z-coordinates. S, F, M. and other functions in word address format. The postprocessor
is separate from the high-level part programming language. A unigue postprocessor must
be written for each machine tool system.

6.5.4 Part Programming with APT

In this section, we present some of the basic principles and vocabulary of the APT Jan-
guage. APT is an acronym that stands for Automatically Programmed Tooling. It isa three-
dimensional NC part programming system that was developed in the late 1950s and carly
60s (Historical Note 6.3). Today it remains an important and widely used language in the
United States and around the world. APT is also important because many of the concepts
incorporated into it formed the basis for other subsequently developed languages. APT was
ongmally mlcndcd as a contouring lnnguage but modern versions can be used tor bath

t-to-point and contouring in up to five axes. Our discussion will be limited
m the three linear axes, x, y,and z. APT can be used for a variety of machining operations.
Our coverage will on drilling (poi int) and milling (contouring) oper-
ations. There are more than 500 words in the APT vocabulary. Only a small (but important)
fraction of the total lexicon witl be covered here. The Appendix to this chapter lists some
of these important APT words.

Historical Note 6.3 APT: Automatically Programmed Tool
[2], [16], [18].

The reader must remember that the work described in this historical note was started in the
1950s, a time when digital computer technology was in its infancy, and so were the associated
computer programming languages and methods. The APT project was a pionecring effort, not
only in the development of NC technology, but also in computer programming concepts, cor-
puter graphics, and computer-aided design (CAD).

It was recognized early in the NC development research at MIT that part programming
would be a ti task in the application of the ne and that there were
opportusities to reduce the programming time by delegating portions of the task to a gener-
al-purpose computer. In June 1951, even before the first experimental NC machine was oper-
ating, & study was undertaken to expiorc how the digital computer might be used as a
programming aid. The result of (his study was a recommendation that a set of computer pro-
grams be developed to perform the mathematical computations that atherwise would have to
be accomplished by the part programmer. In hindsight, the drawback of this approach was
that, while it automated certain steps in the part programming task, the basic manual pro-
‘gramming procedure was pleserved

The significant ing was the develop-
ment of the automatically pro, grammed to0l system [APT) durmg the years 1956-1959. It was
the brainchild of mathematician Douglas Ross, who worked in the MIT Servomechanisms Lab
at the time. Ross envisioned a part programming system in which (1) the user would prepare
instructions for operating the machine tool using English-like words, (2) the digital computer
would translate these instructions into a language that the computer could understand and
process, (3) the computer would carry out the arithmetic and geometric calculations needed
to execute the instructions, and (4) the computer would further process (postprocess) the in-
structions su that they could be interpreted by the machine tool contraller. He further recog-
nized that the programming system should be expandable for applications beyond those
considered in the immediate research (milling applications). The acronym “APT” was comed
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1 December 1956 while Ross was preparing the first of many interim reports to the project
sponsor. the U.S. Air Force

Around this time, the Aircraft Industries Association (AlA, renamed the Aerospace In-
dustries Association in 1959) was attempting 1o deal with NC part programming issues through
its Subcommittes on Numerical Control (SNC). Ross was invited 1o attend a meeting of the
SNC in January 1957 1o present his views on computer-assisted part programming, The result
of this meeting was that Ross's work at MIT was established as a focal point for NC pro-
gramming within the ALA, A project was initiated in April 1957 to develop a two-dimension-

al version of APT, with nin aircraft plus IBM C in the
joint effort and MIT as project coordinator. The 2D-APT system was ready for field evalua-
tion al plants of participating companies in April 1958, Testing, debugging, and refining the
programming sysicm toak approximately threo years, during which fime the AIA assumed re-
for fucther APT In 1961, the Lilinois Institute of Technology Re-
scarch Institute (UTRIT) was selecied by the AIA io become the agency responsible for
long-range maintenance and upgrading of APT. In 1962, ITTRI announced completion of APT-
1L 2 commercial version of APT for three-dimensional part programming. In 1974, APT was
accepted as the US. standard for programming NC metal cutting machine toals. In 1978, it was
aceepted by the 1SO as the international standard.

One of the initial problems with APT when it was reteased in the carly 1960s was that a
very large computer was required (o eaecute it, thereby limiting the number of companies that
could use it Several part programming languages based directly on APT were developed to ad-
dress this problem. Two of the more important APT-based languages were ADAPT and
EXAPT. ADAPT (ADaptation of APT) was developed by IBM under Air Force contract to
include many of the features of APT bt roquited a mich seiler computer. ADAPT can be

used for both point-to-poins and jobs EXAPT (E of APT) was an-
other NC part programming language based on APT. EXAPT was developed in Germany
around 1964 in three versions: (1) EXAPT I was designed for p uch

s drilling and straight miling, (2) EXAPT [l was developed for tarning operations: and
(3) EXAPT 1l was capable of limiled contouring for milling.

APT s not only a language; it is also the computer program that processes the APT
statements to calculate the corresponding cutter positions and generate the machine tool
control commands. To program in APT.the part geometry must first be defined. Then the
tool is directed to various point locations and along surfaces of the workpart to accom-
plish the requircd machining operations. The viewpoint of the programmer is that the
workpiece remains stationary, and the tool is instructed to move relative to the part. To
complete the program, speeds and feeds must be specified, tools must be called, tolerances
must be given for circular interpolation, and so forth. Thus, there are four basic types of
statements in the APT language:

L. Geomerry statements, also called definition statements, are used to define the geome-
try elements that comprise the part.

2. Motion commands are used to specify the tool path.

3. Postprocessor statements control the machine toof operation, for example, to specify
speeds and feeds, set tolerance values for circular interpolation, and actuate other
capabilities of the machine tool.

4. Auxiliary agroup of 11 used to name the part pro-

gram. inser! comments in the program and accomplish similar functions.
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These statements are constructed of APT vocabulary words, symbols. and numbers, all
arranged using appropriate punctuation. APT vocabulary words consist of six or fewer
characters. ] he characters are almaost always letters of the alphabet. Only a very few APT
vocabulary words contain numerical digits-so few in fact that we witl not encounter any of
them in our treatment of APT in this chapter. Most APT statements include a slash (/) as
part of the punctuation. APT vocabulary words that immediately precede the slash are
called major words. whercas those that follow the slash are catled minor words.

Geometry Statements. The geometry of the part must be defincd to identify the
surfaces and features that are to be machined. Accordingly, the points, lines, and surfaces
must be defined in the program prior to specifying the motion statements The general
form of an APT geometry statement is the following:

SYMBOL = GEOMETRY TYPE/descriptive data 63)
An example of such a statcment is
P1 = POINT/20.0,40.0,60.0

An APT geometry statement consists of three sections. The first is the symbal used
to identify the geometry element. A symbol can be any combination of six or fewer al-
phabetical and numerical characters, at least one of which must be alphabetical. Also, the
symbeol caanot be an APT vocabulary word. Some examples are presented in Table 6.12 1o
illustrate what is permissible as a symbol and what is not. The second section of the APT
geometry statement is an APT major word that identifies the type of geometry element.
Examples are POINT, LINE, CIRCLE, and PLANE. The third section of the APT geom-
etry statement provides the descriptive data that define the element precisely, completely,
and uniquely. These data may include numerical values to specify dimensioral and position
data, previously defined geometry elements, and APT minor words.

Punctuation in an APT geometry statement is indicated in Eq. (6.3). The definition
statement is written as an equation, the symbol being equated to the geometry element
type, followed by a slash with descriptive data to the right of the slash. Commas are used
to separate the words and numerical values in the descriptive data.

There arc a variety of ways Lo specify the various geometry elements. The Appendix
to this chapter presents a sampling of statements for defining the geometry elements we

TABLE 6.12 Examples of Permissible and Impermissible Symbols
in APT Geometry Statements

Symbot Permissible or Not, and Why
P1 Permissible

PzL Permissible

ABCDEF Permissible

PABCDEF Not permissible, too many characters

123456 Not permissible, all numerical characters

POINT Not parmissible, APT vocabulary word

P15 Not i only ic and numerical are allowed
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will be using in our treatment of APT: points, fines, planes. and circles. The reader may ben-
efit from a few examples:

Points. Specification of a point is most casily accomplished by designating its x-
and z-coordinates.

1 = POINT/20.0,40.0,60.0

where the descriptive data following the slash indicate the x-, y-, and z-coordinates, The
specification can be done in either inches or millimeters (metric). We use metric values in
our examples. As an alternative, a point can be defined as the intersection of two nter-
secting lines, as in the following:

P2 = POINT/INTOE.L1.L2
where the APT word INTOF in the descriptive data stands for “intersection of™ Other
methods of defining points are given in the Appendix vader POINT.

Lines. A line defined in APT is considered 10 be of infinite length in both directions.
Also, APT treats a line as a vertical plane that is perpendicular to the x-y plane. The easi-
est way to specify a line is by two points through which it passes:

L3 = LINE/P3.P4

In some situations, the part programmer may find it more convenient to define anew
line as being parallel to another line that has been previously defined; for example.

L4 = LINE/PS, PARLEL, L3

where PARLEL is APT's way of spelling “parallel.” The statement indicates linc L4 pass-
es through point P and is parallel to line L3.

Planes. A plaue can be defined by specifying three points through which the plane
passes, as in the following:

PL1 = PLANE/PL,P2, P3

Of course, the three points must be non-collinear. A plane can also be defined as
being parallel Lo another plane that has been previously defined; for instance,

PL2 = PLANE/P2, PARLEL,PL1

which states that plane PL2 passes through point P2 and is parallel to plane PL1. In APT,
a plane extends indefinitely.

Circles. In APT, a circle is considered to be a cylindrical surface that is perpendic-
ular 1o the x-5 plane and extends to infinity in the z-dircction. The easiest way to define a
circle is by its center and radius, as in the foltowing

C1 = CIRCLE/CENTER, P1, RADIUS, 25.0
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By convention. the circle is located in the x-y plane. An alternative way of defining
a circle is to specify that it passes through three poiats; for example,

C2 = CIRCLE/P4,P5,P6
where the threc points must not he collinear. There are many other ways to define a cir-
cle, several of which are listed in the Appendix under CIRCLE.
Certain ground rules must be obeyed when formulating APT geometry statements.
Following are four important APT rules:
1. Coordinate data must be specified in the order x, then y, then z, because the statement

PL = POINT/20.5,40.0,60.0

is interpreted to mean x = 20.5 mm, y = 40.0 mm, and z = 60.0 mm.
. Any symbols used as descriptive data must have been previously defined; for exam-
ple.in the statement

N

P2 = POINT/INTOF, L1,L2

the two lines L1 and L2 must have been previously defined. In setting up the list of
geometry statements, the APT programmer must be sure to define symbols before
using them in subsequent statements.

. A symbol can be used to define oniy one geometry efement. The same symbol can-
not be used to define two different elements. For example, the following statements
would be incorrect if they were included in the same program:

w

P1 = POINT/20,40,60
Pl = POINT/30,50,70

IS

. Only one symbol can be used to define any given element. For example, the follow-
ing two statements in the same part program would be incorrect:

PL = POINT/20,40, 60
P2 = POINT/20,40, 60

EXAMPLE 6.3 Part Geometry Using APT

Let us construct the geometry of our sample part in Figure 6.15. The geometry
elements of the part to be defined in APT are labeled in Figure 6.18. Reference
is also made to Figure 6.16, which shows the coordinate values of the points
used to dimension the part. Only the geometry staternents are given in the APT
sequence that follows:

P1 = POINT/0,0,0
P2 = POINT/160.0,0,0
P3 = POINT/160.0.60.0,0
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P4 = POINT/350.900.0
PS = POINT/70.0.30.0.0
P6 = POINT/120.0.30.0,0
P7 = POINT/70.0.60.0,0
P8 = POINT/130.0,60.0,0

Li = LINE/PL,P2

L2 = LINE/P2,P3

Cl = CIRCLE/CENTER, P8, RADIUS. 30.0
L3 = LINE/P4, PARLEL, L1

L4 = LINE/P4,P1

Motion Commands. All APT motion statements follow a common format, just as
geometry statements have their own format. The format of an APT motion command is:

MOTION COMMAND/descriptive data {6.4)
An example of an APT motion statcment is
GOTO/P1

The statement consists of two sections separated by a slash. The first section is the basic
command that indicates what move the tool should make. The descriptive data following
the slash tell the tool where to go. In the above example, the tool is directed to go to
(GOTO) point P1, which has been defined in a previous geometry statement,

At the beginning of the sequence of motion statements, the tool must be given a start-
ing point. This is likely to be the target point, the location where the operator has posi-
tioned the tool at the start of the job.The part programmer keys into this starting position
with the following statement:

FROM/PTARG (6.5}

where FROM is an APT vocabulary word indicating that this is the initial point from which
all others will be referenced; and PTARO is the symbol assigned to the starting point. An-
other way to make this statement is the following:

FROM/-20.0,-20.0,0

where the descriptive data in this case arc the x-, y-, and z-coordinates of the starting point.
The FROM statement occurs only at the start of the motion sequence.

In our discussion of APT motion statements, it is appropriate to distinguish between
point-to-point motions and contouring motions. For poins-fo-point motions, there are only
two commands: GOTO and GODLTA. The GOTO statement instructs the tool to goto a
particular point location specified in the descriptive data. Two examples are:
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GOTO/P2 (6.6a)

GOTO/25.0,400,0 (6.6b)

In the first command, P2 is the destination of the tool point. In the second command, the

tool has been instructed to go to the location whose coordinates are x = 25.0, y = 40.0,
and z = 0.

The GODLTA command specifies an incremental move for the tool. To illustrate,

the following statement instructs the tool to move from its present position by a distance

of 50.0 mm in the x-direction, 120.0 mm in the y-direction, and 40 mm in the z-direction:

GODLTA/50.0,120.0,40.0

The GODLTA statement is useful in drilling and related machining operations. The
tool can be directed to go to a given hole location; then the GODLTA command can be used
to drill the hole, as in the following sequence:

GOTO/P2
GODLTA/0,0,-500
GODLTA/0,0,50.0

Contouring motion are more i than PTP ds are be-
cause the tool's position must be continuously controiled throughout the move. To exercise
this controt, the tool is directed along two intersecting surfaces until it reaches a third sur-
face, as shown in Figure 6.20. These three surfaces have specific names in APT; they are:

1. Drive surface. This is the surface that guides the side of the cutter. It is pictured as a
plane in our figure.

2. Part surface, This is the surface, again pictured as a plane, on which the bottom or
nose of the tool is guided.

Cutter Check surface

Drive surface

Cutter
motion

Part surface

Figure 6.20 Three surfaces in APT contouring motions that guide
the cutting 100l
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3. Check surface. This is the surface that stops the forward motion of the tool in the ex-
ecution of the current command. One might say that this surface “checks™ the ad-
vance of the tool.

It should be noted here that the “part surface” may or may not be an actual surface of the
part. The part programmer may elect to use an actual part surface or sorae other previously
defined surface for the purpose of maintaining continuous path control of the tool. The same
qualification goes for the drive surface and check surface.

There are several ways in which the check surface can be used. I'his is determined by
using any of four APT modifier words in the descriptive data of the motion statement. The
four modifier words arc TO, ON, PAST. and TANTO. As depicted in Figure 6.21, the word
TO positions the leading edge of the tool in contact with the check surface; ON positions
the center of the ool on the check surface; and PAST puts the tool beyond the check sur-
face, so that its trailing edge is in contact with the check surface. The fourth modifier word
TANTO is used when the drive surface is tangent to a circular check surface, as in Figure
6.22. TANTO moves the cutting tool to the point of tangency with the circular surface.

An APT contouring motion command causes the cutter to proceed along a trajecto-
ry defined by the drive surface and part surface; when the tool reaches the check surface
it stops according to one of the modifier words TO, ON, PAST, or TANTO. In writing a

Drive surface ——— Stopping location

/ 1 ofcatier J

€ G

Part
surface |

Cutter
trajectory

Check surface
(a) TO () ON (c) PAST
Figure 6.21 Use of APT modifier words in motion statements:
{a) TO moves the tool into initial contact with the check surface;
(b) ON positions the tool center on the check surface; and (c) PAST
moves the tool just beyond the check surface.

Cuttes trajectary Stopping location

Check surface
Drive surface

Figure 6.22 Use of the APT modificr word TANTO. TANTO moves
the tool to the point of tangency between two surfaces, at least one
of which is a circular surface.
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GOUP

GOLFT GOFWD

Present tool  Figure 6.23 Use of the APT motion
"~ position  words, The tool has moved from a
previous position to its present position.
The direction of the next move is
GODOWN determined by one of the APT motion
Previous words GOLFT. GORGT, GOFWD,
tool position GOBACK, GOUP, or GODOWN.

motion statement, the part programmer must keep in mind the direction from which the
tool is coming in the ding motion The must pretend to be
riding on top of the 1001, as if driving a car. After the tool reaches the check surface in the
preceding move, does the next move involve a right turn or left turn or what? The answer
to this question is determined by one of the following six motion words, whose interpre-
tations are illustrated in Figure 6.23:

* GOLFT commands the too to make a left turn relative to the last move.

*» GORGT commands the tool to make a right turn relative to the last move.
* GOFWD commands the tool to move forward relative to the last move.

* GOBACK commands the tool to reverse direction relative to the last move.
* GOUP commands the tool to move upward relative to the last move.

* GODOWN commands the tool to move down relative to the last move.

In many cases, the next move will be in a direction that is a combination of two pure di-
rections, For example, the direction might be somewhere between go forward and go right.
In these cases, the proper motion command would designate the largest direction compo-
nent among the choices available.

To begin the sequence of motion commands, the FROM statement, Eq. (6.5) is used
in the same manner as for point-to-point moves. The statement following the FROM com-
mand defines the initial drive surface. past surface, and check surface. With reference to Fig-
ure 6.24, the sequence takes the following form:

PLL

PTARG
{starting location
 custer)

Figure 6.24 Initialization of APT contouring motion sequence.
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FROM/PTARG
GO/TQ.PL1, TO,PL2, TO PL3 6.7

The symbol PTARG represents the target point where the operator has set up the
100l. The GO command instructs the tool to move to the intersection of the drive surface
(PL1), the part surface (PL2), and the check surface (PL3). Because the modificr word TO
has been used for each of the three surfaces, the circumference of the cutter is tangent to
PL1I and PL3, and the bottom of the cutter is on PL2. The three surfaces included in the
GO statcment must be specified in the order: (1) drive surface, (2) part surface, and
(3) check surtace.

Note that GO/TO is not the same as the GOTO command, Eq. (6.6). GOTO is used
only for PTP motions. The GO/ command is used 1o initialize a sequence of contouring
motions and may take alternative forms such as GO/ON, GO/TO, or GO/PAST.

After initiatization, the tool is directed along its path by one of the six motion com-
mand words. 1t is not necessary to redefine the part surface in every motion command after
it has been initially defined as long as it remains the same in subsequent commands.In the
preceding motion command, Eq. (6.7), the cutter has been directed from PIARG to the in-
terscction of surfaces PL1,PL2, and PL3. Suppose it is now desired to move the toolalong
planc PL3 in Figure 6.24, with PL2 remaining as the part surface. The following command
would accomplish this motion:

GORGT/PL3, PAST, PL4 (6.8)

Note that PL2 is not mentioned in this new command. PL3, which was the check sur-
face in the preceding command, Eq. {6.7), is the drive surface in the new command. And
the new check surface is PL4. Although the part surface may remain the same throughout
the mation sequence. the drive surface and check surface must be redefined in each new
contouring motion command.

There arc many parts whose features can all be defined in two axes, ¥ and y. Al
though such parts certainly posscss a third dimension, there are no features to be machined
in this direction, Our sample part is a ¢ase in point. In the engineering drawing, Figure 6.15,
the sides of the part appear as lines, although they are three-dimensional surfaces on the
physical part. In cases like this, it is more convenient for the programmer to define the part
profile in terms of lines and circles rather than plancs and cylinders. Fortunately, the APT
language system allows this becanse in APT, lines are treated as planes and circles are treat-
ed as cylinders, which ate both petpendicular to the x-y plane. Hence, the planes around
the part outline in Figure 6.15 can be replaced by lines (call them L1, 1.2, L3, and L4), and
the APT commands in Eqs. (6.7) and (6.8) can be replaced by the following:

FROM/PTARG
GO/TO. L1, TO,PL2, TO L3
GORGT/L3, PAST, L4
Substitution of lines and circles for planes and cylinders in APT is allowed only when
the sides of the part are perpendicular to the x-y plane. Note that plane PL2 has not been

converted to a line. As the “part surface” in the motion statement, it must maintain its sta-
tus as a plane parallel to the x- and y-axes.
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EXAMPLE 64 APT Contouring Motion Commands

Tetus write the APT motion commands to profile mil) the outside edges of our
sample workpart. The geometry clements are labeled in Figure 6,18, and the
tool path is shown in Figure 6.17. The tool begins its motion sequence from a
target point PTARG located at x = 0, y = —~50 mm and z = 10 mm. We also
assume that “part surface” PL2 has been defined as a plane parallel to the x-y
plane and focated 25 mm below the top surface of the part (Figure 6.16). The
reason for defining it this way is to ensure that the cutter will machine the en-
tire thickness of the part.

FROM/PTARG
GO/TO.L1,TO, PL2. ON, L4
GORGTILL, PAST, L2
GOLFT/L2, TANTO,C1
GOFWD/C1, PAST. L3
GOFWD/L3, PAST, L4
GOLFT/L4, PAST, L1
GOTO/PO

Postprocessor and Auxiliary Statements. A compiete APT part program must

mlude functions nat ished by geometry and motion These
i functions are imp! and auxiliary

Postprocessor statements control the operauon of the machine toal and play a sup-
porting role in generating the tool path. Such statements are used to define cutter size,
specify speeds and feeds, turn coolant flow on and off, and control other features of the par-
ticular machine tool on which the machining job will be performed. The general form of a
postprocessor statement is the following:

POSTPROCESSOR COMMAND/descriptive data 69y

where the POSTPROCESSOR COMMAND is an APT major word indicating the type of
function or action to be accomplished, and the descriptive data consists of APT minor
words and numerical values. Ip some commands, the descriptive data is omitted. Some ex-
amples of postprocessor statements that appear in the Appendix at the end of the chapter
are the following:

¢ UNITS/MM indicates that the specified units used in the program are INCHES or MM.
INTOL/0.02 specifies inward tolerance for circular interpolation.

OUTTOL /002 specifies outward tolerance for circular interpolation,
CUTTER/20.0 defines cutter diameter for tool path offset calculations; the length and
other dimensions of the tool can also be specified, if necessary, for three-dimension-
al machining.

SPINDL/1000, CLW specifies spindle rotation speed in revolutions per minute. Ei-
ther CLW (clockwise) or CCLW (counterclockwise) can be specified.
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SPINDL/OFF stops spindle rotation.

FEDRAT/40, [PM specifies feed rate in millimeters per minute or inches per minute.
Minor words IPM or IPR are used to indicate whether the feed rate is units per
minute or units per revolulmn of the cutter, where the units are specified as inches
or milli in ap

» RAPID engages rapid traverse (high feed rate) for next move(s).
COOLNT/FLOOD turns cuiting fluid on.

LOADTL/01 used with automatic toolchangers to identify which cutting tool should
e loaded into the spindle.

.

DELAY /30 temporarily stops the machine tool fur a period specified in seconds.

Auxiliary statements are used to identify the part program, specify which postprocessor
(0 use. insert remarks into the program, and so on. Auxiliary statements have no effect on
the generation of 100l path. The following APT words used in auxiliary statements are de-
fined in the Appendix:

PARTNO is the first statement in an APT program, used to identify the program;
for exauple,

PARTNO SAMPLE PART NUMBER ONE

MACHIN/ permits the part pi to specify the which in effect
specifies the machine tool.

CLPRNT stands for “cutter location print,” which is used to print ot the cutter lo-
cation sequence.

REMARK is used to insert explanatory comments into the program that are not in-
terpreted or processed by the APT processor.

FIN indicates the end of an APT program.

The major word MACHIN requires a slash (/) as indicated in vur list above, with descrip-
tive data thatidemify the postprocessor to be used. Words such as CLPRNT and FIN] are
complete without descriptive data. PARTNO and REMARK have a format that is an ex-
ception to the normal APT statement structure. These are words that are followed by de-
scriptive data, but without a siash scparating the APT word from the descriptive data.
PARTNO is used at the very beginning of the part program and is followed by a series of
alphanumeric characters that label the program. REMARK permits the programmer to in-
sert comments that the APT processor does not process.

Some APT Part Pr i As ples of APT, we will prepare
two part programs for our sample part, one to drill the three holes and the second to pro-
file mill the outside edges. As in our example programs in Section 6.5.2, the starting
workpicce is an aluminum plate of the desired thickness, and its perimeter has been rough
cut slightly oversized in anticipation of the profile milting vperation. Tn effect, these APT
programs will accomplish the same operations as previous Examples 6.1 and 6.2 in which
manual part programming was used.
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Let us write the APT program to perform the drilling sequence for our sample
part in Figure 6.15. We will show the APT geometry statements only for the
three holc locations, saving the remaining elements of geometry for Exampic 6.6,

PARTNO SAMPI FE PART DRILLING OPERATION

MACHIN/DRILL, 01
CLPRNT
UNITS/MM

REMARK Part geometry. Points are defined 10 mm above part surface,

PTARG = POINT/0,~50.0,10.0
PS = POINT/70.0,30.0,10.0
P6 = POINT/120.0.30.0, 100
P7 = POINT/70.0,60., [0.0

REMARK Drill bit motion statcments.

FROM/PTARG
RAPID

GOTO/PS
SPINDL/1000, CLW
FEDRAT/0.05, PR
GODLIA/0,0,-25
GODLTA/0.0,25
RAPID

GOTO/P6
SPINDL/1000. CLW
FEDRAT/0.05, [PR
GODLTA/0,0,~25
GODLTA/0,0.25
RAPID

GOTO/P7
SPINDL/1000, CLW
FEDRAT/0.05, [PR
GODLTA/0,0,-25
GODLTA/0,0,25
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RAPID
GOTO/PTARG
SPINDL/OFF

FINI
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EXAMPLE 6.6 Two-Axis Profile Milling in APT

The three holes dritled in Example 6.5 will be used for locating and holding the
workpart for milling the outside edges. Axis coordinates are given in Figure
6.16. The top surface of the part is 40 mm above the surface of the machine
table. A 20-mm diameter end mill with four teeth and a side tooth engagement
of 40 mm will be used. The bottom tip of the cutter wili be positioned 25 mm
below the top surface during machining, thus ensuring that the side cutting
edges of the cutter will cut the full thickness of the part. Spindle
speed = 1000 rev/min and feed rate = 50 mm/min. The tool path, shown in
Figure 6.17, is the same as that followed in Example 62.

PARTNO SAMPLE PART MILLING OPERATION

MACHIN/MILLING, 02
CLPRNT

UNITS/MM
CUTTER/20.0

REMARK Part geometry. Points and lines are defined 25 mm

below part top surface.

PTARG = POINT/0.-50.0,100

P1 = POINT/0,0,~25

P2 = POINT/160,0,~25

P3 = POINT/160, 60,25

P4 — POINT/35,90,-25

P8 = POINT/130. 60, -25

L1 = LINE/P1, P2

L2 = LINE/P2,P3

C1 = CIRCLE/CENTER, P8, RADIUS, 30
L3 = LINE/P4, LEFT, TANTO, C1

L4 = LINE/P4, P

PL1 = PLANE/PL, P2, P4

REMARK Milling cutter motion statements,
FROM/PTARG
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SPINDL/ 1000, CLW
FEDRAT/50,1PM
GOITO.L1,TO,PL1, ON,L4
GORGTL1,PAST.L2
GOLFT/L2, TANTO.C1
GOFWD/C1,PAST. L3
GOFWDI/L3, PAST. L4
GOLFT/L4, PAST. L1
RAPID

GOTOPTARG
SPINDL/OFF

FINI

6.5.5 NC Part Programming Using CAD/CAM

A CADICAM system is a computer interactive graphics system equipped with software to
accomplish certain tasks in design and manufacturing and to integrate the design and man-
ufacturing functions. We discuss CAD/CAM in Chapter 24. One of the important tasks
performed on a CAD/CAM system is NC part prograrmming, In this method of part pro-
gramming, portions of the procedure usually done by the part programmer are instead
done by the computer. Recall that the two main tasks of the part programmer in comput-
er-assisted programming are (1) defining the part geometry and (2) specifying the tool
path. Advanced CAD/CAM systems automate portions of both of these tasks.

Geometry Definition Using CAD/CAM. A fundamental objective of CAD/CAM
is to integrate the design engineering and manufaciuring engineering functions. Certainly
one of the important design functions is to design the individual components of the prod-
uct. If a CAD/CAM system is used, a computer graphics modet of each part is developed
by the designer and stored in the CAD/CAM data base. That model contains all of the
geometric, and material specifications for the part.

When the same CAD/CAM system, or a CAM system that has access to the same
CAD data base in which the part model resides, is used to perform NC part programming,
it makes little sense o recreate the geometry of the part during the programming proce-
dure. Instead, the programmer has the capability to retrieve the part geometry model from
storage and to use that model to construct the appropriate cutter path, The s:gmflcanl ad-
vantage of using CATYCAM in this way is that it elimi one of the ti Teps
in computes-assisted part programming: geometry definition, After the part geometry has
been retricved, the usual procedure is to label the geometric etements that will be used
during part programming. These labels are the variable names (symbols} given to the lines,
circles, and surfaces that comprise the part. Most systems have the capacity to automatically
label the geometry elements of the part and to display the labels on the monitor, The pro-
grammer can then refer to those labeled elements during tool path construction.

If the NC programmer does not have access tothe data base, then the geametry of the
part must be defined. This is done by using similar interactive graphics techniques that the
product designer would use to design the part. Points are defined in a coordinate system
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using the computer graphics system lines aad circles are defined from the points, surfaces
are defined, and so forth, to construct a geometric model of the part. The advantage of
using the interactive graphics system over conventional computer-assisted part program-
ming is that the programmer receives immediute visual verification of the definitions being
created. This tends to improve the speed and accuracy of the geometry definition process.

Tool Path Generation Using CAD/CAM. The second task of the NC programmer
in computer-assisted part programming is tool path specification. The first step in specify-
ing the tool path is to select the cutting tool for the operation. Most CAD/CAM systems
have tool libraries that can be called by the programmer to ideutify what tools arc avail-
able in the tool crib. The programmer must decide which of the available tools is most ap-
propriate for the operation under consideration and specify it for the tool path, This permits
the tool diameter and other to be entered i for tool offset calcu-
lations. If the desired cutting tool is not available in the library, an appropriate tool can be
specificd by the programmer. [t then becomes part of the 1|brary lor Iu(ure use.

The next step is tool path dt There are dif ities of the var-
ious CAD/CAM systems, which result in diffcrent approaches Iur gencm(mg the tool path.
The most basic approach involves the use of the interactive graphics system fo cmer the
motion by . similar to p jsted part p
statements in APT or other part programming language are entered, and the CAD/CAM
system provides an immediate graphic display of the action resulting from the command,
thereby validating the statement.

A 0 d approach for ing tool path is to use one of the
automatic software modutes available on the CAD/CAM system. These modules have
been developed to accomplish a number of common machining cycles for miiling, drilling,
and turning. They are subroutines in the NC programming package that can be called and
the required parameters given to execute the machining cycle. Several of these modules are
identified in Table 6.13 and Figure 6.25.

‘When the complete part program has been prepared, the CAD/CAM system can
provide an animated simulation of the program for validation purposes.

C A Part f i In the CAD/CAM approach ta NC
part programrning, several aspects of the procedure are automated. In the future, it should
be possible to au[oma(e the complete NC part programmmg procedure. We are referring
to this fully as compi d part ing. Given the
geometric model of a part that has been defined during product design, the computer-
automated system would possess sufficient logic and decision-making capability to ac-
complish NC part programming for the entire part without human assistance.

This can most readily be done for certain NC processes that involve well-defined,
relatively simple part geometries. Examples are point-to-point operations such as NC
drilling and electronic component assembly machines. In these processes, the program con-
sists basicaily of a series of locations in an x-y coordinate system where work is to be per-
formed (e.g. holes are to be drilled of components are to be inserted). These locations are
determined by data that are generated during product design. Special algorithms can be de-
veloped to process the design data and gencratc the NC program for the particular system.
NC contouring systems wiil eventualty be capable of a similar level of automation. Auto-
matic programming of this type is closely related to computer-automated process planning
(CAPP}, discussed in Chapter 25.
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TABLE 6.13 Some Common NC Modutes for Automatic Programming of Machining Cycles

Module Type

Brief Dascription

Profile milfing

Pocket milting

Lettering (engraving, milling)
Contour turning

Facing {turning)

Threading (turning)

Generates cutier path around the periphery of a part, usually a 2-D
contour where depth remains constant, as in Example 6.8 and

Figure 6.17.

Generates the tool path to maching a cavity, as in Figure 6.25(a). A series
of cuts is usually required to complete the bottom of the cavity to the
desired depth.

Generates tool path to engrave (mill) alphanumeric characters and other
symbols to specified font and size.

Generates tool path for a series of turning cuts to provide a defined
contour on a rotational part, as in Figure 6.25(b).

Generates tool path for a series of facing cuts to remove excess stock
from the part face or to create a shoulder on the part by a series of facing
operations, as in Figure 6.25(c).

Generates tool path for a series of threading cuts to cut external,
internal, or tapered threads on a rotational part, as in Figure 6.26(d) for
external threads.

Contour wrned
surface

Starting
workpart
(block)

@ &)

Turning 1001 Tool trajectory

Faced shoulder
Faced end

Facing tool

T Feed direction

© @

Figure 6.25 Examples of machining cycles available in automatic
programming modules. (a) pocket milling, (b) contour turning
(c) facing and shoulder facing, and (d) threading (external).
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6.5.6 Manual Data Input

Manual and computer-assisted part programming require a relatively high degree of for-
mal documentation and procedure. There is lead time required to write and validate the
programs. CAD/CAM part programming automates a substantial portion ot the proce-
dure, but a significant commitment in equipment. software, and training is required by the
company that utilizes CAD/CAM programming. A potential method of simplifying the
procedure is to have the machine operator perform the part programming task at the ma-
chine tool. This is called rnanual data input {abbreviated MDI) because the operator man-
ually enters the part geometry data and motion commands directly into the MCU prior to
running the job, MDI. also known as conversational programming [9],is perceived as a way
for the small machine shop to introduce NC into its operations without the need to ac-
quire special NC part programming equipment and o hirc a part programmer. MDI per-
mits the shop to make a minimal initial investment to begin the transition to modern CNC
technology. The limitation, or potential limitation, of manual data input is the risk of pro-
gramming errors as jobs become more complicated. For this reason, MDT is usually ap-
plied for relatively simple parts.

Communication between the machine operator-programmer and the MDI system is
accomplished using a display monitor and alphanumeric keyboard. Entering the pro-
gramming commands into the controller is typically done using a menu-driven procedure
in which the operator responds to prompts and questions posed by the NC system about
the job to be machined. The sequence of questions is designed so that the operator inputs
the part geometry and machining commands in a logical and consistent manner. A computer
graphics capability is included in modern MDI programming systems 1o permil the oper-
ator to visualize the machining operations and verify the program. Typical verification fea-
tures include tool path display and animation of the tool path scquence.

A minimum of training in NC part programming is required of the machine opera-
tor. The skills needed are the ability to read an engineering drawing of the part and to be
familiar with the machining process. An important application note in the use of MDI is to
make certain that the NC system does not become an expensive toy that stands idle while
the operator is entering the programming instructions. Efficient use of the system requires
that programming for the next part be accomplished while the current part is being ma-
chined. Most MDI systems permit these two functions (o be per(ormed simultancously o
reduce changeover time between jobs.

6.6 ENGINEERING ANALYSIS OF NC POSITIONING SYSTEMS

The NC positioning system converts the coordinate axis values in the NC part program into
relative positions of the tool and workpart during processing. Let us consider the simple
positioning system shown in Figure 6.26. The system consists of a cutting tool and a work-
table on which a workpart is fixtured. The table is designed to move the part relative to the
tool. The worktable moves linearly by means of a rotating leadscrew, which is driven bya
stepping motor or servomotor. For simplicity, we show only one axis in our sketch. To pro-
vide x-y capability, the system shown would be piggybacked on top of a second axis per-
pendicular to the first. The leadscrew has a cerfain pitch p (in/thread, mm/thread). Thus,
the table moves a distance equal to the pitch for each revotution. The velocity of the work-
table, which corresponds to the feed rate in a machining operation, is determined by the
Totational speed of the leadscrew.
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Canting tocl

Axis of
niotion
N
Leadscrew
Figure 6,26 Motor and leadscrew arrangement in an NC position-

ing system.

There are two types of positioning systems used in NC systems: (a) open loop and
{b) closed loop. as shown in Figure 6.27. An open-loop system operates without verifying
that the actual position achieved in the move is the same as the destred position. A closed-
loop control system uses feedback measurements to confirm that the final position of the
worktable is the location specified in the program. Open-loop systems cost less than closed-
ioop systems and are apprapriate when the force resisting the actuating motion is minimal.
Closed-loop systems are normally specified for machines that perform continuous path
operations such as milling or turning, in which there are significant forces sesisting the for-
ward motion of the cutting tool.

Workpar g/wwmad
Stepping motor oKDl Ligear mistinn
\ of worktable

Pulze train
mput =
Ratation.of
@
Warklead
Comparaior Servomotr  Vorktable Linear motion
ol woskiable

)

Figure 6.27 Two types of motion control in NC: (a) open loop and
(b) closcd loop.
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6.8.1 Open-Loop Positioning Systems
An open-loop positioning system typically uses a stepping motor to rotate the leadscrew.
A stepping motor is driven by a series of electrical pulses which are generated by the MCU

in an NCsystem. Each pulse causes the motor 10 rotate a fraction of on¢ revolution, called
the step angle. The possible step angles must be consistent with the following relationship:

a=2" (6.10)

where a = step angle (degrees), and n, = the number of step angles for the motor, which
must be an integer. The angle through which the motor shaft rotates is given by

(6.11)

where A,, = angle of motor shaft rotation (degrees), n, = number of pulses received by
the motor.and & = step angle (degrees/pulse). The motor shaft is generally connected to
the leadscrew through a gear box, which reduces the angular rotation of the leadscrew.
The angle of the leadscrew rotation must take the gear ratio into account as follows:

(612)

where A = angle of leadscrew rotation (degrees), and r, = gear ratio, defined as the num-
ber of turns of the motor for each single turn of the leadscrew. That is,

(613)

where N,, = rotational speed of the motor (rev/min), and N = rotational speed of the
leadscrew (rev/min).

The linear movement uf the worktable is given by the number of full and partial ro-
tations of the leadscrew multiplied by its pitch:

_pA

T30

(6.14)

where x = x-axis position relative to the starting position {mm, inch), p = pitch of the
leadscrew (mm/rev,in/rev).and A/360 = number of leadscrew revolutions, The number
of pulses required to achieve a specified x-position increment in a point-to-point system can

be found by the two preceding equations as follows:
360xr,  nr, ”
n, = or .15
4 pe 4 613

where the second expression on the right-hand side is obtained by substituting , for 360/a,
which is obtained by rearranging Eq. (6.10).
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Control pulses are transmitted from the pulse generator at a certain frequency, which
drives the worktable at a corresponding velacity or feed rate in the direction of the lead-
screw axis. The rotational speed of the leadscrew depends on the frequency of the pulse
train as follows:

s,

nre

N = (6.16)

where & = leadscrew rotational speed (rev/min). f, = pulse train frequency (Hz, puis-
es/scc),and n, = steps per revolution or pulses per revolution. For a two-axis table with
continuous path control, the relative velocities of the axes are coordinated to achieve the
desired travel direction,

The table travel speed in the direction of leadscrew axis is determincd by the rota-
tional speed as follows:

v=f=Np ©17)

where v, = table travel speed (mm/min, in/min), f, = table feed rate (mm/min, in/min),
N = leadscrew rotational speed (rev/min), and p = leadscrew pitch (mm/rev, in/rev).

The required pulse train frequency to drive the table at a specified linear travel rate
can be obtained by combining Eqs. (6.16) and (6.17) and rearranging to solve for f,:

vttsty  fisty
P s Anicif 3

0 0p (618

EXAMPLE 6.7 NC Open-Loop Positioning

The worktable of a positioning system is driven by @ leadscrew whose
pitch = 6.0 mm. The leadscrew is connected to the output shaft of a stepping
motor through a gearbox whose ratio is 5:1 (5 turns of the motor to one turn of
the leadscrew). The stepping motor has 48 step angles. The table must move a
distance of 250 mm from its present position at a linear velocity = 500 mm,/min.
Determine (a) how many pulses are required to move the table the specificd
distance and (b) the required motor specd and pulse rate to achieve the desired
table velocity.

Solution: (a) Rearranging Eq. (6.14) to find the teadscrew rotation angle A correspond-
ing to a distance x = 250 mm,

_ 360 _ 360(250) _

= = 15,000°
» 6.0 y
With 50 step angles, each step angle is
360
=—— =75
T

Thus, the number of pulses to move the table 250 mm is
360u7, _ Ary  15000(5)
S 75

pa a

= 10,000 pulses.
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(b) The rotational speed of the ding to a table speed of
500 mm/in can be determined from Fq, (6.17):
N=Yo 5?‘ = §3.333 rev/min

r
Cquation (6.13) can be used to find the motor speed:
N, = rgN = 5(83333) = 416.667 rev/min

The applied pulse rate to drive the table is given by Eq. (6.18):
500(48)(5)

50(6) =333.333Hz

6.6.2 Closed-Loop Positioning Systems

A closed-boop NC system, illustrated in Figure 6.27(b), uses servomotors and feedback
measurements to ensure that the worktable is moved to the desired position. A common
feedback sensor used for NC (and also for industrial robots) is the optical encoder, shown
in Figure 6.28. An optical encoder consists of a light source and a photodetector on either
side of a disk. The disk contains slots uniformly spaced around the outside of its face. These
slots allow the light source to shine through and energize the photodetector. The disk is con-
nected, either directly or through a gear box, to a rotating shaft whose angular position
and velocity are to be measured. As the shaft rotates, the slots cause the light source to be
seen by the photocell as a series of flashes. The flashes are converted into an equal num-
ber of electrical pulses. By counting the pulses and computing the frequency of the puise
train, worktable position and velocity can be determined.

The equations that define the operation of a closed-loop NC positioning system are
similar to those for an open-loop system. In the basic optical encoder, the angle between
slots in the disk must satisfy the following requirement:

_ 360

He

(6.19)

Encoder disk

Shaft rotation
to be measurcd

— 4 Signal pulse
%Elf@\ Photocell Time
source
(a) (b}

Figure 6.28 Optical encoder: (a) apparatus and (b) series of pulses
emitted to measure rotation of disk.
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where & = angle between slots (degrees/slot), and #, = the number of slots in the disk
(slots/rev). For a certain angular rotation of the encoder shaft, the number of pulses sensed
by the cnceder is given by
A
=t (620)
where n, = pulse count emitted by the encoder, A, = angle of rotation of the encoder
shaft (degrees), and « = angle between slots, which converts to degrees per pulse. The
pulse count can be used to determine the linear x-axis position of the worktable by factoring
in the leadscrew pitch and the gear reduction between the encoder shaft and the lead-
screw, Thus,

fadd
Rylge

(621

where 1, and n, are defined above, p = leadscrew pitch (mm/rev, in/rev), and re, = gear
reduction between the encoder and the leadscrew, defined as the number of turns of the
encoder shaft for each single turn of the leadscrew, That is,

A _ N

re=Stet 622)

where A, = encoder shaft angle (degrees), A = leadscrew angle (degrees), N, = rota-
tional speed of encoder shaft (rev/min),and N = rotational speed of leadscrew (rev/min).
The gear reduction r, between the encoder shaft and the leadscrew must not be confused
with the gear ratio between the drive motor and the leadscrew r, defined in Eq. (6.13).
The velocity of the worktable, which is normally the feed rate in a machining oper-
ation, is obtained from the frequency of the pulse train as follows:
_ 60pf,

v =f e (6.23)

where v, = worktable velocity (mm/min, in/min), f, = feed rate (mm/min, in/min),
f, = frequency of the pulse train emitted by the optical encoder (Hz, pulses/sec), and the
constant 60 converts worktable velocity and feed rate from millimeters per second (inch-
es per sec) to millimeters per minute (inches per minute). The terms p, r,,and r,, have been
previously defined.

The pulse train generated by the encoder is compared with the coordinate position and
foed rate spocified in the part program, and the difference is used by the MCU to drive a ser-
vomotor, which in turn drives the worktable. A digital-to-analog converter (Section 5.4)
converts the digital signals used by the MCU into a contintous analog current that powers
the drive motor. Closed-loop NC systems of the type described here are appropriate when
a reactionary force resists the movement of the table. Metal cutting machine tools that per-
form i path cutting i uch as milling and turning, fall into this category.

EXAMPLE 6.8 NC Closed-Loop Positioning

An NC worktable operates by closed-loop positioning. The system consists of a
servomotor, leadscrew, and optical encoder. The leadscrew has a pitch = 6.0 mm
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Solution:

and iis coupled to the motor shaft with a gear ratio of 3:1 (5 turns of the drive
metor for each turn of the leadscrew). The optical encoder generates 48 puls-
es/rev of its output shalt. The encoder output shaft is coupled to the leadscrew
with a 4:1 reduction (4 turns of the encoder shaft for each tum of the lead-
screw), The Lable has been programmed to move a distance of 250 mm at a feed
rate = 500 mm/min. Determine (a) how many pulses should be received by
the control system (o verify that the table has moved exactly 250 mm, (b) the
puise rate of the encoder, and (¢} the drive motor speed that correspond to the
specificd feed rate.

(a) Rearranging Eq. (6.21) to find n,,

xnge | 250(48}(4)

=y e = S0 pulses

",

(b} The puise rate corresponding to 500 mm/min can be obtained by rear-
ranging Eq. (6.23):
Feftstee _ 500(481(4)
= = 266,667
5o =Te0p T eo(eny | 200867HE
(¢) Motor speed = table velocity (feed rate) divided by leadserew pitch, cor-
rected for gear ratio:

)

N, = *5(5(}0)*416667 /mi
= Ty T g T 416667 rev/min

Note that motor speed has the same numerical value as in Example 6.7 be-
cause the table velocity and motor gear ratio are the same.

663 Precision in NC Positioning

For accurate machining or other processing performed by an NC system, the positioning
system must possess a high degree of precision. Three measures of precision can be de-
fined for an NC positioning system: (1) control resolution. (2) accuracy, and (3) repeatability.
These terms are most readily explained by considering a single axis of the positioning sys-
tem, as depicted in Figure 6.29. Control reselution refers 1o the control system’s ability to

Distribution
of mechanical
errors

Addressable
points

i Desired
! position

B 7| Linear
L— Accuracy L—Repaaummy aus
=il
=Ry,
2

j— Control sesclution = CR——]

Figure 6.2¢ A portion of a linear positioning system axis, with def-
inition of control resolution. accuracy, and repeatability.
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divide the total range of the axis movement into closely spaced points that can be distin-
guished by the MCU. Control resolution is defined as the distance separating two adjacent
addressable points in the axis movement. Addressable poinss are locations along the axis
to which the worktable can be specifically directed to go. It is desirable for control resolu-
tion to be as small as possible. This depends on limitations imposed by: (1) the electro-

of the positioning system and/or (2) the number of bits used by the
controller 1o define the axis coordinate location.

A number of electromechanical factors affect control resolution, including: leadscrew
pitch, gear ratio in the drive systemn, and the step angle in a stepping motor for an open-loop
system or the angle between slots inan encoder disk for a closed-loop system. For an open-
loop pasitioning system driven by a stepper motor, these factors can be combined into an
expression that defines control resolution as follows:

CR, =2 (6:242)

where CR, = control ion of the hani (mm,in), p = load-
screw pitch (mm/rev, in/rev), n, = number of sieps per revolution, and r, = gear ratio
between the motor shaft and the leadscrew as defined in Eq. (6.13). A slmxlar expression
can be ped for a closed-loop system, except that the gear reduction be-
tween the leadscrew and the encoder shaft must be included:

P

Rulglge

CR, = (6.24b)

The second factor that limits control resolution is the number of bits used by the
MCU 1o specify the axis coordinate value. For example, this limitation may be imposed by
the bit storage capacity of the controller. If B = the number of bits in the storage register

for the axis, then the number of control points into which the axis range can be divid-
ed = 2% Assuming that the control points are separated equally within the range, then

CR, =

o (6.25)

where CR, = control resolution of the computer control system (mm, in), and L = axis
range (mm, in). The control of the positioning system is the maxi of the two
values; that is,

CR = Max{CR,,CR,} (6.26)

A desirable criterion is for CR; < CR;, meaning that the electromechanical system
is the limiting factor that determines control resolution. The bit storage capacity of 2 mod-
e computer controller is sufficient to satisfy this criterion except in unusual situations. Res-
olutions of 0.0025 mm (0.0001 in) are within the current state of NC technology.

The capability of a positioning system to move the worktable to the exact location de-
fined by a given addressable point is limited by mechanical ervors that are due to various
imperfections in the mechanical system. These imperfections include play between the
teadscrew and the worktable, backash in the gears, and deflection of machine components.
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We assume that the mechanical errors form an unbiased normal statistical distribution
about the control point whose mean u = . We further assume that the standard deviation
o of the distribution is constant over the range of the axis under consideration. Given these
assumptions, then nearly all of the mechanical errors (99,74%) are contained within 30
of the control point. This is pictured in Figure 6.29 for a portion of the axis range that in-
cludes two contro} points.

Let us now niake use of these defimitions of control resolution and mechanical error
distribution to define accuracy and repeatability of a positioning system. Accuracy is de-
fincd under worst case conditions in which the desired target point lies in the middle be-
tween two adjacent addressable points. Since the table can only be moved to one or the
other of the zddressable points, there will be an error in the final position of the work-
table. This is the maximum possible positioning error, because if the targel were closer to
either one of the addressable points, then the table would be moved ta the closer control
point and the error would be smaller. It is appropriate to define accuracy under this worst
case scenario. The accuracy of any given axis of a positioning system is the maximum pos-
sible error that can occur between the desired target point and the actual position taken
by the system in equation form,

Accuracy = % + 30 627

where CR = contro! resolution {mm, in), and ¢ = standard deviation of the error distri-
bution. Accuracies in machine tools are generally expressed for a certain range of table
travel, for example. 0.01 mm for 250 mm (+G.0004 i in. for 10 in) of table travel.

ility refers to the capability of the system to return to a given
addressable point that has been previ This capability can be measured
in terms of the location errors encountered when the sysfem attempts to position itself at
the addressable point. Location errors are a manifestation of the mechanical errors of the
positioning system, which follow a normal distribution, as assumed previously. Thus, the re-
peatability of any given axis of a positioning system is £3 standard deviations of the me-
chanical error distribution associated with the axis. This can be written:

Repeatability = 3o (628)
The repeatability of 2 modern NC machine tool is around £0.0025 mm (00001 in).

EXAMPLE 6.9 Control ion, A ccuracy, and ility in NC

Suppose the i jes in the open-1 itioning system of
Example 6.7 are described by a normal distribution w th standard deviation
o = 0.005 mm, The range of the worktable axis is 1000 mm, and there are 16 bits
in the binary register used by the digital controller to store the programmed
position. Other relevant parameters from Example 6.7 are: pitch p = 6.0 mm,
gear ratio between motor shaft and leadscrew r, = 5.0, and number of step an-
gles in the stepping motor 2, = 48, Determine (a) the control resolution. (b) the
accuracy.and (c) the repeatability for the positioning system.
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Solution: (a) Control resolution is the preater of CR, and CR; as defined by Egs. (6.24)

and (6.25).
_p _ 60 _
CR, = Er —48(5.0) = 0.025 mm
1000 1000
CR: =, ~ 5535 ~ 001526 mm

Cr = Max{0.025,0.01526} = 0.025 mm
(b) Accuracy is given by Eq. (6.27):
Accuracy = 0.5(0:025) + 3(0.005) = 0.0275 mm
(¢} Repeatability = +3(0.005) = +0.015 mm
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NC Applications

6.1  Amachinable grade of aluminum is to be milied un an NC machine with a 20-mm diameter
four-tooth end milling cutter. Cutting speed = 120 m/min and feed = 0.08 mm/tooth. Con-
vert these values to revolutions per minute and millimetets per minute, sespectivety.

6.2 Acastiron workpiece is to be face milled on an NC machine using cemented carbide inserts.
The cutter has 16 teeth and is 120 mm in diametes. Cutfing speed = 200 m/min and
feed = 0.05 mm/tooth, Convert these values to revolutions per minute and millimeters per
minute, respectively.

63  Anend milliag operation is performed on an NC machining center. The total length of irav-
elis 625 mm along a straight line path (o cut a particular work piece. Cutting speed = 2.0
m/sec and chip load (feed/tooth) = 0.075 mm. The end milling cutter has two teeth and its
diameter = 15.0 mm. Determine the feed rate and time to complete the cut.

64 A wning operation is to be performed on an NC lathe. Cutting speed = 2.5 m/sec,

feed = 0.2 mm/rev, and depth = 4.0 mm. Workpiece diameter = 100 mm and its

length = 400 mm. Determine (a) the rotational speed of the workbar, (b) the feed rate,

(c) the metal removal rate. and (d) the time to travel from one end of the part to the other.

An NC drill press drills four 10.0-mm diameter holes &t four locations on a flat aluminum

plate in a production work cyele. Although the plate is only 12 mm thick, the drill must trav-

el a full 20 mm vertically at each hole location to allow for clearance above the plate and

breakthrough of the drill on the underside of the plate. Cutting conditions: speed = 0.4

m/sec and feed = 0.10 mm/rev. Hole locations are indicated in the following table:

«
o

Hole Number x-coordinate (mm) y-coordinate (mm)

1 25.0 250
2 25.0 100.0
3 100.0 1000
4 100.0 25,0

The drill starts out at point (0,0) and returns to the same position after the work cycle is
completed. Travel rate of the table in moving from one coordinate position to anather is
500 mm/min. Owing to effects of acceleration and deceleration and the time required for the
control system to achieve final positioning, a time loss of 3 sec is experienced at each stop-
ping position of the table. Assume that all moves are made to minimize the total cycle time.
If loading and unloading the platc take 20 sec (total handling time), determine the time re-
quired for the work cycle.

NC Manual Part Programming

66  Wrile the part program to drill the holes in the part shown in Figure P6.6. The part is 12.0 mm
thick. Cutting specd = 100 m/min and feed = 0.06 mm/rev. Use the lower loft comer of
the part as the origin in the x-y axis system. Write the part program in the word address for-
mal with TAB separatios and variable word order. Use absolute positioning. The program
style should be similar (o Example 6.1
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10 dia , 6 holes

4 o o

ST &
0 ¥ 1 & A4

a0+
100 ———I
="
160
200

p——————— 225

Figure P6.6 Part drawing for Problem 6.6. Dimensions are in
millimeters.

67 The part in Figure P6.7 is to be drilied on & turret-type dril) press. The part is 15.0 mm thick.
There are three drill sizes to be used: 8 mm, 10 mm, and 12 mm. These drills are to be spec-
ified in the part program by tool turret positions T01, T02, and T03. All tooling s high speed
steel. Cutting speed = 75 mm/min and feed = 0,08 mm/rev. Use the lower left corner of the
part as the origin in the x-y axis system. Write the part program in the word address format
with TAB separation and variable word order. Use absolute positioning. The program style
should be similar to Example 6.1.

10 dia., 2 holes

12dia., 1 hole

25 rad.

8 dia., 3 holes

Figure P6.7 Part drawing for Problem 6.7. Dimensions are in
millimeters.

68 The outline of the part in previous Prablem 6.7 is to be profile milled using a 30-mm diam-
eter end mill with four teeth. The part is 15 mm thick. Cutting speed = 150 m/min and
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feed = 0.085 mm/tooth Use the lowes left cornes of the part as the origin in the x-y axis sys-
tem. Two of the holes in the part have already been drilled and will be used for clamping the
part during profile milling. Write the part program in the word address format with TAB scp-
atation and variable word order. Use absalute positioning The program style should be sim-
ilir to Fxample 6.2.

The outline of the part in Figure P6.9 s to be profile milled, using a 20-mrm diameter end mill
with two tecth. The part is 10 mm thick. Cutting speed = 125 m/min and
feed = 0.10 mm ‘tooth, Use the lower left corner of the part as the origin in the x-y axis sys-
tem. The two holes in the part have already been drilled and will be used for clamping the
part during milling, Write the part program in the word address format with TAB sepzration

6.

e

ps—

125 75
10 dia., 2 hales

ol
L
150

Figure P6.9 Part drawing for Problem 6.9, Dimensons are in
millimeters.

and variable word order, Use absolute positioning, The program stylc should be similar to
Example 6.2

NC Part Programming in APT

610 Write the APT geometry statements to define the hole positions of the part in Figure P6.6.
Use the lower left corner of the part as the origin in the x-y axis system.

611 Write the complete APT part program to perform the driliing operations for the part draw-
ingin Figure P6.6. Cutting speed = 0.4 m/sec, feed = 0,10 mm/rev, and table travel speed
between holes = 500 mm/min. Postprocessor call statement is MACHIN/DRILE., 04.

612 Write the APT geometry statements to define the hole positions of the part in Figure P6.7.
Use the lower left carner of the part as the origin in the x-y axis system.

613 Wnte the APT part program to perform the drilling operations for the part drawing in Figure
P6.7. Use the TURRET command tocall the different drilis required. Cutting speed = 0.4 m/sec,
feed = 0.10 mm/rev, and table travel speed between holes = 500 mm/min. Postprocessor call
statement is MACHIN/TURDRL, 02.

614 Write the APT geometry statements to define the outline of the part in Figure P6.7. Use the
lower left corner of the part as the origin in the x-y axis system.
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Write the complete APT part program to profile mill the outside edges of the partin Fig-
ure P6.7 The part is 15 mm thick. Tooling = 30-mmdiameter cnd mill with four teeth, cut-
ting speed = 150 mm/min, and fecd = 0.085 mm/100th. Use the lower lcft coruer of the
part as the origin in the x-y axis system. Twe of the holes in the part have already been
drilted anc will be used for clamping the part during profile milling. Postprocessor call state-
ment is MACHIN/MILL, 06.

Write the APT geometry statements to define the par: geometry shown in Figure P6.9. Use
the lower eft comer of the part as the origin in the x-y axis system.

Write the complete APT part program to perform the profile milling operation for the part
drawing in Figure P6.9. Tooling = 20-mm diameter end mill with two teeth, cutfiag
speed = 125 mm/mn, and feet 0.10 mm/tooth. The part is 10 mm thick. Use the lowsr
lett corner of the part as the origin in the x-y axis system. The two holes in the part have al-
ready been drilled and wili be sed for clamping the part during milling, Postprocessar call
statement is MACHIN/MILL,01

Writc the APT geometry statements to define the outline of the cam shown in Figure P6.18.

150

Figure P6.18 Part drawing for Problem 6.18. Dimensions are in
millimeters.

6.19 The outline of the cam in Figure P6.18 is ta be machined in an end milling operation,

o
9
2

B

ustag a 12.5-mm diameter end mill with two teeth. The part is 7.5 mm thick. Write the
complete APT program for this job, using a feed rate = 80 mm/min and a spindle
speed = 500 rev/min. Postprocessor cail statement is MACHIN/MILL, 03. Assume the
rough outline for the part has been obtained in a band saw operation. Ignore clamping is-
sues in the problem.

The part outline in Figure P6.20 is to be profile milled in several passes from a rectangular
slab (outline of slab shown in dashed lines), using a 25-mm diameter end mill with four teeth.
T'he initial passes are to remove no more than 5 mm of material from the periphery of the
part.and the final pass should remove no more than 2 mm to cut the outline to final shape.
Write the APT geometry and motion statements for this job. The final part thickness s to
be the same as the starting slab thickness, which is 10 mm, so no machining is required on
the top and bottom of the part.

The top surface of 2 large cast iron plate is to be face mitled. The area to be machined is
400 mm wide and 700 mm long. The insert type face milling cutter has eight teeth and is
100 mm in diameter. Define the origin of the axis system at the lower left corner of tho part
with the long side paraliel to the x-axis. Write the APT geometry and motion statements
for this job.
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Figure P6.20 Part drawing for Problem 6.20. Dimensions are in mil-
limeters.

622 Write the APT geometry statements to define the part geometry shown in Figure P6.22.

12.5 dia, 3 holes
$00 rad

Figure P6.22 Part drawing for Problem 6,22. Dimensions are in
millimeters.

6.23 The part in Figure P6.22 is to be milled, using a 20-mm diameter end mill with four teeth.
‘Write the APT geometry and motion statemeats for this job. Assume that preliminary pass-
es have been completed so that only the final pass (1o size”) is to be completed in this pro-
gram. Cutting speed = 500 rev/min, and feed rate = 250 mm/min. The starting slab
thickness is 15 mm, so no machining is regwred on the top or bottom surfaces of the part
The three holes have been predrilled for fixturing in this milling sequence.
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Analysis of Open-Loop Positioning Systems

6.24

625

Two stepping motors are used in an open-loop system to drive the leadscrews for x-y po-
sitoning, The range of each axis is 250 mm. The shats of the motors are connected dircctly
to the leadscrews. The pitch of each leadscrew is 3.0 mm, and the number of step angles on
the stepping motor 15 125. (a) How closely can the position of the table be controlled, as-
suming there are no mechanical crrors in the positioning system? (b) What are the required
pulsc train frequencies and corresponding rotational speeds of cach stepping motor to drive
the table at 275 mm,/min in a straight line from point (x = 0, y = 0} to point (x = 130 mm,
¥ = 220 mm)?

One axis of an NC positioning system is driven by a stepping motor. The motor is connect-
ed to a leadscrew whose pitch is 4.0 mm, and the leadscrew drives the table. Control reso-
lution for the table is specified as 0.015 mm. Determine (a) the number of step angles required
10 achieve the specified control resolution, (b) the size of each step angle in the motor, and
(c) the linear travel rate of the motor at a pulse frequency of 200 pulses per second

The workiable in an NC positioning system is driven by a leadscrew with a 4-mm pitch. The
leadscrew is powered by a stepping motor that has 250 step angles. The worktable is pro-
grammed to move a distance of 100 mm from its present position at a travel speed of
300 mm/min. (2) How many pulses are required to move the table the specified distance?
(b) What are the required motor speed and (c) pulse rate 10 achieve the desired table speed?
A stepping motor with 200 step angles is coupled to a leadscrew through a gear reduction
of 5:1 (S rotations of the motor for each rotation of the lead screw). The leadscrew has 24
threads/cm. The worktable driven by the leadscrew must move a distance = 25.0 cm at a feed
rate = 75 cm/min. Determine (a) the number of pulses required to move the table, (b) the
required motor speed, and (c) the putlsé rate to achieve the desired table speed.

A component insertion machine takes 2.0'sec to put a component into a printed cireuit (PC)
board, once the board has been positioned under the insertion head. The x-y table that po-
sitions the PC board uses a stepper motor directly linked to a leadscrew for each axis. The
teadscrew has a pitch = 5.0 mm. The motor siep angle = 7.2 degrees und the pulse train
frequency = 400 Hz Two components are placed on the PC board, one each at positions (25,
25) and (30, 150), where coordinates are in millimeters. The sequence of positions is (0, 0),
(25,25),(50.150), (0, 0). Time required to unload the completed board and load the next blank
onto the machine table = 5.0 sec. Assume that 0.25 sec. is lost due to acceleration and de-
celeration on each move, What is the hourly production rate for this PC hoard?

Analysis of Closed-Loop Positioning Systems

629

6.30

A deservomotor is used 1o drive one of the table axes of an NC milling machine. The moter
is coupled dircetly to the leadscrew for the axis, and the leadscrew pitch = 5 mm. The opti-
cal encoder attached to the leadscrew emits 500 pulses per revolution of the leadscrew. The
motor rotates at a normal speed of 300 rev/min. Determine () the contral resolution of the
system, expressed in linear travel distance of the table axis, (b) the frequency of the pulse train
emitted by the optical encoder when the servomotor operates at full speed, and () the trav-
el rate of the table at normal revolutions per minute of the motor.

In Problem 6.3, the axis corresponding to the feed rate uses a dc servomotor as the drive unit
and an optical encader as the fecdback sensing device. The motor is geared to the lead-
screw with a 10:1 reduction (10 turns of the motor for each turn of the leadscrew). If the
leadscrew pitch = 5 mm, and the optical encader emits 400 pulses per revolution, deter-
mine the rotational speed of the motor and the pulse rate of the encoder to achieve the
feed rate indicated.

The worktable of an NC machire is driver by a closed-loop positioning system that consists
of aservomotor, leadscrew, and optical encoder. The leadscrew pitch = 4 mm and is coupled
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directiy to the motor shaft (gear ratio = 1:1). The optical encoder generates 225 pulses per
motor revolution. The table has been programmed to move a distance of 200 mm at 2 feed
rate = 450 mm/min. (a) How many pulses are received by the control system to verify that
the table has moved the programmed distance? What are (b) the pulse rate and (c) the motor
speed that correspond to the specified feed rate?

A NC machine too! table is powered by a scrvomotor. loadscrew, and optical encoder, The
leadscrew has a pitch = 5.0 mm and is connectzd to the motor shaft with a gear ratio of
16:1 (16 turns of the motor for each turn of the leadscrew). The optical encoder is connected
directly to the lcadscrew and gencrates 200 pulses/rev of the leadscrew. The table must
move a distance = 100 mm at a feed rate = SO0 mm/min. Determine (a) the pulsc count re-
ceived by the control system to verify that the table has maved exactly 100 mm and (b) the
pulse rate and (¢) motor speed that correspond (o the feed rate of 500 mm/min.

Same as previous Problem 6.32, except that the optical encoder is directly coupled to the
motor shaft rather than to the leadscrew.

Aleadscrew coupled directly to a dc servomotor is used to drive one of the table axes of an
NC milling machine. The leadscrew has 2.5 threads/cm. The opticat encoder attached to the
leadscrew emits 100 pulses/rev of the leadscrew. The motor rotates at a maximum speed of
800 rev/mir. Determine (a) the control resolution of the system, expressed in linear travel
distance of the table axis; (b) the frequency of the pulse train emitted by the optical encoder
when the servomotor operates at maximum speed; and (c) the travel speed of the table at
maximum motor speed.

Solve previous Problem 6.34, only the servomotor is connected to the leadscrew through a
gear box whose reduction ratio = 10:1 (10 revolutions of the motor for each revolution of
1he leadscrew).

A milling operation is performed on an NC machining center. Total travel distance = 300 mm
in a direction paraliel to one of the axes of the worktable. Cutting speed = 1.25 m/sec and
chip load = 0.05 mm. The end milling cutier has four teeth and its diameter = 20.0 mm.
The axis uses a dc servomotor whose output shaft is coupled to a leadscrew with
pitch = 6.0mm. The feedback sensing device is an aptical encoder that emits 250 pulses per
revolution. Determine (a) the feed rate and time to complete the cut, (b} the rotational
speed of the motor, and (¢} the pulse rate of the encoder at the feed rate indicated.

A dc servomotor drives the x-axis of an NCmilling machine table. The motor is coupled di-
rectlyto the table leadscrew, whose pitch = 6.25 mm. An optical encoder js connected (o the
leadscrew using a 1:5 gear ratio {one twm of the leadscrew converts to 5 turns of the encoder
disk). The optical encoder emits 125 pulses per revolution, To execute a certain programmed
instruction, the table must move from point {x = 87.5mm, y = 35.0) to point (x = 25.0mm,
y = 180.0 mm) in a straight-line trajectory at a feed rate = 200 mm/min. Determine (a) the
control resolution of the system for the x-axis, (b) the rotational speed of the motor, and
(c) the frequency of the pulse train emitted by the optical encoder at the desired feed rate.

6.3

8

and y of Positioning Systems

A two-axis NC system is used to control a machine taol table uses a bit storage capacity of
16 bits in its control memory for each axis. The range of the x-axis is 600 mm and the range
of the y-axis is 500 mm. The mechanical accuracy of the machine table can be represented
by anormal distribution with standard deviation = 0.002 mm for both axes. For each axis of
the NC system. determme (x) the control resotution, (b) the accuracy, and (c) the repeatability.
Stepping motors are used to drive the two axes of an insertion machine used for electronic
assembly. A printed circuit board is mounted on the table, which must be positioned accu-
rately for refiable insertion of components into the board. Range of each axis = 700 mm. The
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leadscrew used to drive each cflhe 1wo axes has a pitch of 3.0 mm. The mherenl mechani-
cal czrors in the tablo positi can be ized by a normal with stan-
dard deviation = 0.005 mm. If the required accuracy for the table is 0.04 mm, determine
{a) the number of step angles that the stepping motor must have and (b) how many bits are
sequired ir. the control memory for cach axis to uniguely identify each contro! position.

6480 Referrng back to Problem 6.26, the mechanical inaccuracies in the open-loop positioning
system can be described by a normal distribution whose standard deviation = 0.005 mm. The
range of the worktable axis is 5X) mm, and there are 12 bits in the binary register used by
the digital controller to store the programmed position. For the positioning system, deter-
mine (a) the control resolution, (b) the accuracy, and (c) the repeatability. (d) What is the min-
imum number of bits that the hinary register should have so that the mechanical drive system
becomes the limiting component on control resolution?

6.41 The positioning table for a component insertion machine uses a stepping motor and lead-
serew mechanism. The design specifications require a table speed of 0.4 m/sec and an ac-
curacy = 0.02 mm, The pitch of the lead-screw = 5.0 mm, and the gear ratio = 2:1 (2 turns
of the motor for each turn of the lcad- screw). The mechanical errors in the motor, gear box.
lead-screw, and table ion are by a normal with standard
deviation = 0.0025 mm. Determine (a) the minimum number of step angles in the stepping
motor and (b) the frequency of the puise train required 1o drive the table at the desired
‘maximum specd.

642 The two axes of an x-y positioning table are cach driven by a stepping motor connected 1o
aleadscrew with a 1011 gear reduction, The number of step angles on each stepping motor
is 20. Each leadscrew has a pitch = 4.5 mm and provides an axis range = 300 mm. There are
16 bits in each binary register used by the controller to store position data for the two axes.
(a) What is the control resolution of each axis? (b) What are the required rotational speeds
and corresponding pulse train frequencies of each stepping motor to drive the table at
500 mm/mun in a straight line from point (30, 30) to point (100, 200)? [gnorc acceleration
and deceleration,

APPENDIX APT WORD DEFINITIONS

ATANGL At angle (descriptive data). The data that follows this APT word is an angle,
specified in degrees. See LINE.

CENTER  Center (descriptive data). The data that follows this APT word specifies the
location of the center of a circle or circular arc. See CIRCLE.

CIRCLE  Circle (geometry type). Used to define a circle in the x-y plane. Methods of de-
finition include:

1. Using the coordinates of its center and its radius (see Figure A6.1):
= CIRCLE/CENTER, 100,50, 0, RADIUS, 32
2. Using the point identifying its center and its radius (see Figure A6.1):
C1 = CIRCLE/CENTER, P!, RADIUS, 32
3. Using the point identifying its center and aline to which it is tangent (see Figure A6.1):

C1 = CIRCLE/CENTER, P1, TANTO, L1
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Figure A6.1 Defining a circle.
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Figure A6.2 Defining a circle using two intersecting lines.
4. Using three points on its circumference (see Figure A6.1):
C1 = CIRCLE/PZ,P3, P4
5. Using two intersecting lines and the radius of the circle (see Figure A6.2):

€2 = CIRCLE/XSMALL, L2, YSMALL, L3, RADIUS, 25
C3 = CIRCLE/YLARGE, L2, YLARGE, L3, RADIUS, 25
C4 = CIRCLE/XLARGE, L2, YLARGE, L3, RADIUS, 25
C5 = CIRCLE/YSMALL, L2, YSMALL, L3 RADIUS, 25

CLPRNT Cutter location print {auxiliary statement). Used to obtain a computer print-
out of the cutter location sequence.

COOLNT  Coolant {postprocessor statement). Actuates various coolant options that may
be available on the machine tool; also turns coolant off. Examples:
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COOLNTMIST (corresponds to M0OOT)
COOLNT/FLOOD (corresponds to MO08)
COOLNT/OFF (corresponds to MO09)

CUTTER  Cutter (postprocessor statement). Defines cutter diameter and other cutting
tool dimensions required in curter offset calculations. Examples:

1. For two axis profile milling, only cutter diameter is required, specified here in mm (see

Figure A6.3a):
CUTTER/20
2. For three- axns comourmg, the diameter and corner radius are reqmred (see Figure
Ab. ddi are required for Lt (not shown here).
CUTTER/20,5

DELAY Delay (postprocessor command). Used to delay the machine tool operation by
a certain period of time, specificd in seconds. For example, the following command
would cause a delay of 5 seconds:

DELAY/S
END End {postprocessor statement). Stops the program at the end of a section, turn-
ing off spindle rotation and coolant, if applicable (corresponds to a M2 or M30).
Meaning may vary between machine tools. To continue program, a FROM state-
ment should be used.

FEDRAT Feed rate (postprocessor statement). Used to specify feed rate. Methods of
specification include:

1. Feed rate given in units per minute (inches or mm, depending on units specification
given in UNITS statement), here specified as 120 mm/min:

FEDRAT/120, IPM (corresponds to G94 F120 or G98 F120)

Figure A6.3 Cutter definition for a
20 mm diameter milling cutter: (2) where
L— 20 ——! L— 20 ‘J comer radius is zero, (b) wherc corner

{a) {b)y radius = 5 mm.
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2. Feed rate given in units per revolution (inches or mm, depending on units specifica-
tion given in UNITS statement), here specified as 0.2 mm/rev:

FEDRAT/0.2, IPR (corresponds ta G95 F0.2 or G99 F0.2)

FINI Finish (auxitiary statement). Indicates the end of the AP I’ program. Must be the last
word in the APT program.

FROM From the starting location {motion startup command). Used to specify the start-
ing location of the cutter, from which subsequent tool motions are referenced, This
starting location is defined by the part programmer and set up on the machine tool
by the machine operator when the program is executed. The FROM statement itself
results in no tool motion. Methods of specification:

. Using a previously defined starting point (PTARG):

FROM/PTARG

~

Using the coordinates of the starting point, specified here in mm:
FROM/),-50,10

GO Go {motion startup command in contouring). Used to position the cutter from the
starting location against the drive surface, part surface, and check surface. In the fol-
lowing statement, the starting drive surface is PL1, the starting part surface is PL2, and
the check surface is PL3.

GO/TO,PL1, TO, PL2, TO,PL3

GOBACK  Go back (contouring mation command). Used to move the tool backwards rel-
ative to its previous direction of movement. The following statement directs the tool
to move along drive surface PL3 in a direction that is generally backwards relative
to the direction of motion executed in the previous motion command. The motion is
checked by surface PLA,

GOBACK/PL3, PAST, PL4
GODLTA  Go delta (point-to-point motion command). Used to move the tool incre-
mentaily from its current location. Commonly used to perform drilling operations. In
the foltowing statement, the tool is instructed to move from its present position0 mm
in the x-direction, 0 mm in the y direction, and =35 mm in the z direction.

GODLTA/0,0,-35

GODOWN  Go down (contouring motion command). Used to move the tool down rel-
ative to its previous direction of movement. See GOBACK far format.

GOFWD ) Go forward (contouring motion cummand). Used 1o move the tool forward
relative to its previous direction of movement. See GOBACK for format.
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GOLFT Go left (contouring motion command). Used to move the tool to the left rela-
tive to its previous direction of movement. See GOBACK for format.

GORGT  Go right {contouring motion command). Used to move the tool to the right
relative to its previous direction of movement. See GOBACK for format.

GOTO  Ga to (point-to-point motion command). Used to move the tool to a specified
point location. Methods of specification:

1. By naming a previously defined point:
GOTO/P1
2. By defining the coordinates of the point:
GOTO/25,40,0

GOUP  Go up (contouring motion command). Used to move the too] upward relative to
its previous direction of mavement. See GOBACK for format.

INTOF Intersection of (descriptive data). Used to indicate the intersection of two geo-
metric elements, Exampies:

1. Defining a point P1 by the intersection of two lines, L1 and L2:
Pl = POINT/INTOF, L1,L2
2. Defining a line L1 by the intersection of two planes, PL1 and PL2:
L1=LINE/INTOF,PL1,PL2
INTOL Inward tolerance (j p ). Indicates the i allowable
inward deviation between a defined curved surface and the straight line segments

used to approximate the curve (see Figure A6.4). In the following example, the inward
tolerance is set at 0.02 mm:

INTOLA.02

Designed part
profile INTOL

Cut profile

Cutter
Figure A6.4 Definition of INTOL (inward tolerance),
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See OUTTOL and TOLER. INTOL and O ‘OL can be used together to specify
allowable inward and outward tolerances.

IPM  Feed specification in inches or mm per minute (descriptive data). Used in conjunc-
tion with FEDRAT. Originally, IPM denoted inches per minute; however, it is now
used for both inches per minute and mm per minute, which must be specified with a
UNITS command.

PR Feed specification in inches or mm per revolution (descriptive data). Used in con-
junction with FEDRAT. Originally. IPM denoted inches per revolution; however, it
is now used for both inches per revolution and mm per revolution, which must be
specified with a UNITS command.

LEFT Lefi (descriptive data). Indicates which of two alternatives, left or right, is applic-
able for the data that follows this APT word. See LINE.

LINE Line (geometry type). Used to define a line. The line is interpreted in APT as a
plane that is perpendicular to the x-y plane. Methods of definition include:

1. Using the coordinates of two points through which the line passes (see Figure A6.5):
L1 = LINE/20,30,0,70,50,0

2. Using two previously defined points (sce Figure A6.5):
L1 = LINE/P1,P2

3. Using a point and a circle to which the line is tangent (see Figure A6.6). In the fol-

lowing statements, the descriptive words LEFT and RIGHT are used by looking from
the first named point P1 toward the circle:

70’
o1
: va
500
‘ P2
40 ct
’ i Lt
3
| Pl
| |
‘ ! Pl L
i
w
!
LS N R
® 1020030 4 ¢ & ™ s x . T X

X

Figure A6.5 Defining a line using two points. Figure A6.6 Defining a line using a point and a circle.
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Figure A6.7 Defining a line using a point and the x-axis or another line.

L1 = LINE/P1,LEFT, TANTO, C1
L2 = LINE/P1,RIGHT,TANTO, C1
4. Using a point and the angle of the line with the x-axis or some other line (see
Figure A6.7):
L3 = LINE/P1,ATANGL, 20, XAXIS
14 = LINE/P1,ATANGL, 30,L3
5. Using a point and parallelism or perpendicularity to some other line or to ap axis. Ex-
amples (see Figure A6.8):
L5 = LINE/P2, PARLEL.L3
L6 = LINE/P2, PERPTO,L3
L7 = LINE/ P2, PERPTO, XAXIS

Figure A6.8 Defining a line using a point and parallelism or per-
pendicularity to another line.
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Figure A6.9 Defining a line using its tangency 10 two circles.

6. Using :wo circles to which the line is tangent (see Figure A6.9). In the following ex-
amples, the descriptive words LEFT and RIGHT are used by Jooking from the first
named circle toward the second circle:

L8 = LINE/LEFT, TANTO, C3, LEFT, TANTO, C4
19 = LINE/LEFT, TANTO, C3, RIGHT, TANTO, C4
L10 = LINE/RIGHT.TANTO, C3, LEFT, TANTO, C4
Lil = LINE/RIGHT, TANTO, C3, RIGHT, TANTO, C4
LOADTL Load tool (postp ). This causes a tool change on
amachine tool equipped with automatic tool changer. Descriptive data identifying the
tool must be included. In the following example, tool number 14 in the tool storage

drum is to be loaded into the spindle; the tool presently in the spindle must be stored
back into the tool drum during actuation of the tool changer.

LOADTL/14

MACHIN Machine (auxiliary statement). Used 1o specify the postprocessor and ma-
chine tool. This statement usually follows the PARTNO statement. See PARTNO.
In the following statement, MILL54 is the name of the postprocessor program, and
number 66 identifics the machine tool selected by the part programmer to run the job:

MACHIN/MILLS54, 66

ON  On (motion modifier word). One of four motion modifier words to indicate the po-
sition relative to a specified surface (usually the check surface) where the cutter mo-
tion is 0 be terminated (see Figure 6.21 in main chapter). See other motion modifier
words are TO, PAST, and TANTO.

OUTTOL Outward tolerance (postprocessor statement). Indicates the maximum al-
lowable outward deviation between a defined curved surface and the straight line
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OUTTOL

S~

Cut profile

Designed part
profile

Cutter

Figure A6.10 Definition of OUTTOL (outward tolerance).

segments used to approximate the curve (see Figure A6.10). In the following exam-
ple, the outward tolerance is specified as 0.02 mm:

OQUTTOL/.02

See INTOI. and TOLER. INTOL and OUTTOL can be used together to specify al-
lowable inward and outward tolerances.

PARLEL  Paraile! (descriptive data). Used to define a fine or ptane as being parallel to
another line or planc. See LINE and PLANE.

PARTNO  Part number (auxiliary statement). Uscd at the beginning of an APT pat pro-
gram (generally the first statement) to identify the program. It is not followed by a
slash. Example:

PARTNO MECHANISM PLATE 46320

PAST  Past (motion modifier word). See ON.

PERPTO  Perpendicular to (descriptive data). Used to define a line or plane as being
perpendicular to another line or ptane. See LINE and PLANE.

PLANE  Plane (geometry type). Used to define a plans. Methods of definition include:
1. Using three points that do not lie on the same straight line (see Figure A6.11):
PL1 = PLANE/P1,P2,P3
2. Using a point and parallelism to another plane (see Figure A6.12):
PL2 = PLANE/P4,PARLEL, PL1
3. Using two points and perpendicularity to another plane (see Figure A6.13):

PL3 = PLANE/P5, P, PERPTO, PL1
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Figure A6.11 Defining a plane using theee pojnts.

Figure A6.12 Defining a plane using a point and parallelism to an-
other plane.

POINT  Point (geometry type). Used to define a point. Methods of definition include:
1. Using its x, y,and z coordinates (see Figure A6.14):

P1 = POINT/80,40,0
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b

Figure A6.13 Defining a plane using two points and perpendicu-
larity to another plane.
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Figure A6.14 Defining a point using its x, y, and z coordinates,

2. Using the intersection of two lines (see Figure A6.14):
P1 — POINT/INTOF, L1,L2
3. Using the intersection of a tine and a circle (see Figure A6.15):

P2 = POINT/YLARGE, INTOF, L3, C2
P3 = POINT/XLARGE. INTOF, L3, C2

Note that these points could also be defined using the words YSMALL and XSMALL;
that is:



Appendix / APT Word Definitions 207

X

Figure A6.15 Defining a point using intersections of lines and circles.

P2 = POINT/XSMAI L, INTOF, L3,
P3 = POINT/YSMALL, INTOF, L3, C2

4. Using two intersecting circles (see Figure A6.15):

P4 = POINT/YLARGE, INTOF, C1,C2
P5 = POINT/YSMALL, INTQF, C1,C2

5. Naming the center of a circle, where the circle has been previously been defined with-
out using the center in the definition (see Figure A6.15):

P6 = POINT/CENTER, C1
6. Using the intersection of a circle and a radial line defined by an angle (see Figure A6.15):
P7 = POINT/C2,ATANGL, 45

RADIUS Radius (descriptive data). Used to indicate the radius of a circle. See CIRCLE.

RAPID Rapid traverse feed (motion ). Used for rapid point-to-point move-
ment of cutting tool {corresponds to GO0 in word address format), The command ap-
pties to all q metion until by a FEDRAT

specification.

REMARK Remark (auxiliary statement). Used to insert a comment, which is not initer-
preted by the APT processor. No stash is used to separate REMARK from the com-
ment that follows it. Example:

REMARK The following statements define geometry elements.
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RIGHT Right (descriptive data). Indicates which of two alternatives, left or right,is ap-
plicable for the data that follows this APT word. See LINE.

SPINDL  Spindle (postprocessor command). Turns on the spindle at a specified rotational
speed; also, turns the spindle off. Must be followed by descriptive data. Applications:

1. Turn spindle on at specified rpm in a clockwise direction:
SPINDLE/1000, CLW (corresponds to S1000 M03)
2. Turn spindle on at specified rpm in a counterclockwise direction:
SPINDLE/750,CCLW (corresponds to $750 M04)
3. Turn spindle off,
SPINDLE/OFF (corresponds to M0S)
STOP  Stop (i ) ily stops the ion of the program
{corresponds to M0D). Used for manually changing the cutter, making adjustments in
the setup, changing clamps on the fixture, inspecting the part, and so forth. Program

execution resumes when the operator depresses the start button on the machine tool
controller.

TANTO Tangent to {descriptive data or motion modifier word). Two uses:

1. As descriptive data, TANTO is used to indicate the tangency of one geometric ele-
ment to another, See CIRCLE and LINE.

2. Asamotion modifier word, TANTO is used to terminate the tool motion at the point
of tangency between the drive surface and the check surface, when either or both of
these surfaces are circular (see Figure 6.22 in main chapter).

TO To (motion medifier word). See ON.

TOLER Tolerance (postprocessor command). Used to specify the outward tolerance
when the inward tolerance is zero. See QUTTO!

TURRET Turret (postprocessor statement). Used to specify the turret position on a tur-
ret lathe or drill or to call a specific tool from an automatic tool changer.
Exaraple:

TURRET/T3

UNITS Units specification (p ). Used to specify inches or mm as
the units used in programming. The units can be changed during the program. The two al-
ternative commands are:

1. Units specified as inches:

UNITS/INCHES (corresponds to G20)
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2. Units specified as millimeters:
UNITS/MM (corresponds to G21)

XAXIS X-axis (descriptive data}. Used to identify x-axis as a reference line.

XLARGE Larger of two alternative x-axis locations (descriptive data). Used to indicate
the position of one geometric element relative to another when there are two possi-
ble alternatives.

XSMALL  Smalter of two alternative x-axis locations (descriptive data). See XLARGE.

YAXIS  Y-axis (descriptive data). Used to identify y-axis as a reference line.

YLARGE  Larger of two alternative y-axis locations (descriptive data). See XLARGE.

YSMALL  Smaller of two alternative y-axis locations (descriptive data). See XLARGE.
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An industrial robot is a general-purpose, programmable machine possessing certain an-
thropomorphic characteristics. The most obvious anthrapomorphic characteristic of an in-
dustrial robot is its mechanical arm, that is used to perform various industria! tasks. Other
human-like characteristics arc the robot’s capability to respond to sensory inputs, com-
municate with other machines, and make decisions. These capabilities permit robots to
perform a variety of uscful tasks. The development of robotics technology followed the
development of numerscal control { Historical Note 7.1),and the two technologies are quite
similar. They both involve coordinated control of multiple axes (the axes are called joinss
in robotics}, and they both use dedicated digital as Whereas NC ma-
chines are designed 1o perform specific processes {e.g., machining, sheetmetal hole punch-
ing, and thermal cutting), robots are designed for a wider variety of tasks. Typical production
applications of industrial robots include spot welding, material transfer, machine loading,
spray painting, and assembly.

Reasons for the commercial and technological importance of industrial robots in-
clude the following:

for humans in hazard work

* A robot performs its work cycle with a consistency and repeatability that cannot be
attained by humans.

* Robots can be reprogrammed. When the production run of the current task is com-
pleted, a robot can be reprogrammed and equipped with the necessary tooling to
perform an altogether different task.

* Robots are controlled by computers and can therefore be connected to other com-
puter systems 1o achieve computer integrated manufacturing.

Historical Note 7.1 A short history of industrial robots [6]

“The word “robot” entered the English language through a Czechoslovakian play titled Rossurm’s
Universal Robots, written by Karel Capek in the early 1920s. The Czech word “robota” means
forced worker. In the English translation, the word was converted to “robot.” The story line of
the play centers around a scientist named Rossum who invents a chemical substance similar
10 protoplasm and uses it ta produce robots. The scientist’s goal is for robots to serve humans
and perform physical labor, Rossum continues to make improvemeats in his invention, vlti-
mately perfecting it. These “perfect beings” begin to resent their subservient role in society and
turn against their masters, killing off all human life.

Rossum’s invention was pure science fiction (at least in the 1920s; however, advances in
the modern field of biotechnology may ultrmately be capable of producing such robotic beings).
Our short Listory must also include mention of two real inventors who made original contri-
butions to the technology of industrial robotics. The first was Cyril W, Kenward.  British in-
ventor whe devised a mampulator that moved on an x-y-z axis system. In 1954, Kenward
applied for a British patent for his robotic device, and the patent was issued in 1957,

The second inventor was an American named George C. Devol, Devol is credited with
twa inventions related to robotics. The first was a device for magnetically recording electrical
signals so that the signals could be played back to control the operation of machinery. This de-
vice was invented around 1946, and a U.S. patent was issned in 1952, The second invention was
a robotic device developed in the 1930s. that Devol called “Programmed Article Transfer.”
This device was intended for parts handling. The UsS. patent was finally issued in 1961. It was
avough prototype for the hydraulically driven robots that were later built by Unimation, Inc.
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Although Kenward's robot was chronologically the first {at least in lerms of patent date),
Devol’s proved ultimately to be far more important in the development and commercializa-
tion of robotics technology. The reason for this was a catalyst in the person of Joseph Engel-
berger. Engelberger had graduated with a degree in physics in 1949. As a student, he had read
science fiction novels about robots. By the mid-1950s. be was working for a company that made
control systems for jet engines. Hence. by the time a chance mecting occurred between En-
gelberger and Devol in 1956, Engelberger was “predisposed by cducation, avocation, and oc-
cupation toward the notion of robotics.™ The meeting took place at acocktail party in Fairfield,
Connecticut. Devol deseribed his programmed article transfer invention to Engelberger, and
they subsequertly began considering how to develop the device as a commercial product for
industry. In 1962, Unimation, Inc. was founded, with Engelberger as president. The name of the
company's first product was “Unimate,” a polar configuration robot. The first application of a
Unitmate robot was for unloading a die casting machine at a Ford Motor Company plant.

" This quote was too good to resist. 1t was borrawed from Groover et aL, Indusirial Roborics: Technology,
Frogramming, and Appheations [6),

7.1 ROBOT ANATOMY AND RELATED ATTRIBUTES

The manipulator of an industrial robot is constructed of a series of joints and tinks. Robot
anatomy is concerned with the types and sizes of these joints and links and other aspects
of the manipulator’s physicat construction.

7.1.1  Joints and Links

A joint of an industrial robot is similar to a joint in the human body: It provides relative
‘motion between two parts of the body. Each joint, or axis as it is sometimes called, provides
the robot with a so-called degree-of-freedom (d.of.) of motion. In nearly all cases, onty one
degree-of-freedom is associated with a joint, Robots are often classified according to the
total number of degrees-of-freedom they possess. Connected to each joint are two links, an
input link and an output link. Links are the rigid components of the robot manipulator, The
purpose of the joint is to provide controlled refative movement between the input link and
the output link.

Most robots are mounted on a stationary base on the fioor. Let us refer to that base
and its connection to the first joint as link 0. Itis the input link to joint 1, the first in the se-
ries of joints used in the construction of the robot. The output link of joint 1 is link 1. Link
1is the input fink to joint 2, whose output link is link 2, and so forth. This joint-link num-
bering scheme is illustrated in Figure 7.1.

Nearly all industrial robots have mechanical joints that can be classified into one of
five types: two types that provide transtational motion and three types that provide rotary
motion. These joint types are illustrated in Figure 7.2 and are based on a scheme described
in [6]. The five joint types are:

{(a) Linearjoint(type L joint). The relative movement between the input link and the out-
put link is a translational sliding motion, with the axes of the two links being parallel.

(b) Orthogonal jomnt (type O joint). This is also a translational sliding motion, but the
input and output links are perpendicular to each other during the move.
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loinr2

Figure 7.1 Diagram of robot construction showing how a robat is
made up of a series of joint-link combinations.
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Figure 72 Five types of joints commonly used in industrial robot
construction: (a) linear joint (type L joint), (b) orthogonal joint (type
Q joint), (c) rorational joint (type R joint), (d) twisting joint (type T
joint), and (e) revolving joint (type V joint),
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(¢) Reational jornt (type R joint). This type provides rotational relative motion, with
the atis of rotation perpendicular to the axes of the input and output links.

(d) Twisting joint (type T joint). This joint also involves rotary motion, but the axis of ro-
tation is parallel to the axes of the two links.

(e) Revolving joint (type V joint, V from the “v” in revolving). In this joint type, the axis
o the input link is parallel to the axis of rotation of the joint, and the axis of the out-
put link s perpendicular to the axis of rotation.

Eich of these joint lypes has a range over which it can be moved. The range for a wransla-
tional joint is usvally less than a meter. The three types of rotary joints may have a range
as small as a few degrees or as large as several complete turns.

7.1.2 Common Robot Configurations

A robot manipulator can be divided into two sections: a body-and-arm assembly and a
wrist assembly. There are usually three degrees-of-freedom assaciated with the body-and-
arm, and either two or three degrees-of-freedom associated with the wrist. At the end of the
manipulator’s wrist is a device related to the task that must be accomplished by the robot.
The device, called an end effector (Section 7.3),is usually either (1) a gripper for holding a
workpari or (2) a tool for performing some process. The body-and-arm of the robot is used
to position the end effector, and the robot’s wrist is used to orient the end effector.

Body-and-Arm Configurations. Given the five types of joints defined above, there
are 5 % 5 X § = 125 different combinations of joints that can be used to design the body-
and-arm assembly for a three-d f-freedom robot i In addition, there are
design variations within the individual joint types (e.g.. physical size of the joint and range
of motion). It is somewhat remarkable. therefore, that there are only five basic configura-
tions commonly available in commercial industrial robots.? These five configurations are:

Polar configuration. This configuration (Figure 7.3) consists of a sliding arm (L joint)
actuated relative to the body, that can rotate about both a vertical axis (T joint) and
a horizontal axis (R joint).

Cylindrical confi . "T'his robot configuration (Figure 7.4) consists of a vertical
column, relative to which an arm assembly is moved up or down. The arm can be
maved in and out relative to the axis of the column. Our figure shows one possible
way in which this configuration can be constructed, using a T joint o rotate the col-
uman about its axis. A 1 joint is used to mave the arm assembly vertically along the
column, while an O joint is used to achieve radial movement of the arm.

Cartesian coordinate robot. Other names for this configuration include rectilinear
robot and x-y-z robot. As shown in Figure 7.5,it is composed of three sliding joints,
two of which are orthoganal.

Jointed-arm robot. This robot manipulator (Figure 7.6) has the general configuration
of a human arm. The jointed arm consists of a vertical column that swivels about the

~

I

Eal

21 should be noted that there are possible variations in the joint types that can be used to construct the
five basic configurations.
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Figure 7.3 Polar coordinate body-and-arm Figure 7.4 Cylindrical body-and-arm assembly.
assembly.

Figure 7.5 Cartesian coordinate body-and-arm Figure 7.6 Jointed-arm body-and-arm assembly.
assembly.

base using a T joint. At the top of the column is a shouider joint (shown as an R joint
in our figure}, whose output link connects to an elbow joint (another R joint).

. SCARA. SCARA is an acronym for Selective Compliance Assembly Robot Arm.
This configuration (Figure 7.7) is similar to the jointed arm robot except that the
shoulder and elbow rotational axes are vertical, which means that the arm is very
rigid in the vertical direction, but compliant in the horizontal direction. This permits
the robot to perform insertion tasks (for assembly) in a vertical direction, where some
side-to-side alignment may be needed to mate the two parts properly.
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Attached
1o robot
arm

Figure 7.7 SCARA budy-and-arm Figure 7.8 Iypical configuration of a three-degree-of-

assembly.

freedom wrist assembly showing roll, pitch, and yaw.

Wrist Configurations. The robot’s wrist is used to establish the orientation of the
end effector. Robot wrists usualy consist of two or three degrees-of-freedom. Figure 7.8
illustrates one possible configuration for a three-degree-of-freedom wrist assembly. The
three joints are defined as: (1) roll, using a T joint to accomplish rotation about the robot's
arm axis; (2) pitch, which involves up-and-down rotation, typically using a R joint; and
(3) yaw, which involves right-and-left rotation, also accomplished by means of an R-joint.
A two-d.of wrist typically includes only roll and pitch joints (T and R joints).

To avoid confusion in the pitch and yaw definitions, the wrist roll should be assumed
in iits center position, as shown in our figure. To demonstrate the possible confusion, con-
sider a two-jointed wrist assembty, With the roll joint in its center position, the second joint
(R joint) provides up-and-down rotation (pitch). However, if the roll position were 90 de-
grees from center (either clockwise or counterclockwise), the second joint would provide
a right-left rotation (yaw).

The SCARA robot configuration (Figure 7.7) is unique in that it typically does not
have a separate wrist assembly. As indicated in our description, it is used for insertion type
asscmbly operations in that the iusertion is made from above. Accordingly. the orientation
requirements are minimat, and the wrist is therefore not needed. Orientation of the object
to be inserted is sometimes required, and an additional rotary joint can be provided for this
purpose. The other four body-and-arm configurations possess wrist jes that almost
always consist of combinations of rotary joints of lypes R and T.

Joint Notation System. The letter symbols for the five joint types (L, O,R, T, and
V) can be used to define a joint notation system for the robot manipulator.In this notation
system, the maniputator is described by the joint types that make up the body-and-arm as-
sembly, followed by the joint symbols lha! make up the wrist. For example, the notation
TLR:TR a five degree-of-fr whose body-and-arm is made
up of a twisting joint (joint 1 = T),almear}oml(joth = L}, and a rotational joint (joint
3 = R).The wrist consists of two joints, a twisting joint (joint 4 = T) and a rotational joint
(joint 5 = R). A colon separates the body-and-arm notation from the wrist notation. Typ
ical joint notations for the five common body-and-arm configurations are presented in
Table 7.1. Common wrist joint notations are TRR and TR.
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TABLE 7.1 Joint Notations for Five Comman Robot Body-and-Arm Configurations

Afternative
Body-and-Arm Joint Notation Configurations
Polar TRL (Figure 7.3)
Cylindrical TLO (Figure 7.4) LvL
Cartesian coordinate LOO (Figure 7.5/ 000
Jointed arm TRR (Figure 7.6) VR
SCARA VRO {Figure 7.7}

Note: In some cases, more than one joint notaiion 1s given because the configuration can be constructsd
using ma'e than one series of joint types

Work Volume. The work volume (the term work envelope is also used) of the ma-
nipulator is defined as the envelope or space within which the robot can manipulate the end
of its wrist. Work volume is determined by the number and types of joints in the manipu-
lator (body-and-arm and wrist), the ranges of the various joints, and the physical sizes of
the links. The shape of the work volume depends largely on the robot’s configuration. A
polar configuration robot tends to have a partial sphere as its work volume, a cylindrical
robot has a cylindrical work envelope, and a Cartesian inate robot has a
work volume.

7.1.3  Joint Drive Systems

Robot joints are actuated using any of three possible types of drive systems: (1) electric,
(2) hydraulic, or (3) pneumatic. Electric drive systems use electric motors as joint actuators
(e.g., servomotors or stepping motors, the same types of motors used in NC positioning
systems, Chapter 6). Hydraulic and pneumatic drive systems use devices such as linear pis-
tons and rotary vane actuators to accomplish the motion of the joint.

Pneumatic drive is typically limited to smaller robots used in simple material trans-
fer applications. Electric drive and hydraulic drive are used on more-sophisticated indus-
trial robots. Electric drive has become the preferred drive system in commercially available
1obots, as electric motor technology has advanced in recent years. It is more readily adapt-
able to computer control, which is the dominant technology used today for robot con-
trollers. Electric drive robots are relatively accurate compared with hydraulically powcred
robots. By contrast, the advantages of hydraulic drive include greater speed and strength.

The drive system, position sensors (and speed sensors if used), and feedback control
systems for the joints determine the dynamic response characteristics of the manipulator.
The speed with which the robot can achieve a programmed position and the stability of its
motion are important characteristics of dynamic response in robotics. Speed refers to the
absolute velocity of the manipulator at its end-of-arm. The maximum speed of a large robot
is around 2 m/sec (6 ft/sec). Speed can be programmed into the work cycle so that differ-
ent portions of the cycle are carried out at different velocities. What is sometimes more
important than speed is the robot’s capability to and ina
manner. In many work cycles. much of the robot’s movement is performed in a confined
region of the work volume; hence, the robot never achieves its top-rated velocity. In these
cases, nearly all of the motion cycle is engaged in acceleration and deceleration rather than
in constant speed. Other factors that influence speed of motion are the weight (mass) of
the object that s being manipulated and the precision with which the object must be Jocated
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at the end of a given move. A term that takes all of these factors into consideration is speed
of response, that refers to the time required for the manipulator to move from one point
in space to the next. Speed of responsc is important because it influences the robot’s cycle
time, that in turn affects the production rate in the application. Stability refers to the amount
of overshoot and oscillation that occurs in the robot motion at the end-of-arm as it at-
tempts 1o mave 10 the next g location. More os in the motion 1s an in-
dication of less stability. The problem is that robots with greater stability are inherently
slower in their response, whereas faster robots are generally less stable.

Load carrying capacity depends on the robot’s physical size and construction as well
as the force and power that can be transmitted to the end of the wrist. The weight carry-
ing capacity of commercial robots ranges from less than 1 kg up to approximately 900 kg
(2000 Ib). Medium sized robots designed for typical industrial applications have capacities
in the range 10 t0 45 kg (25 to 100 lt). One factor that should be kept in mind when con-
sidering load carrying capacity is that a robot usually works with a tool or gripper attached
ta its wrist, Grippers are designed 10 grasp and move objects about the work cell. The net
load carrying capacity of the robot is obviously reduced by the weight of the gripper. If
the robot is rated at a 10 kg (22 Ib) capacity and the weight of the gripper is 4 kg (9 1bs},
then the net weight carrying capacity is reduced to 6 kg (13 Ib).

7.2 ROBOT CONTROL SYSTEMS

The actuations of the individual joints must be controlled in a coordinated fashion for the
manipulfator to perform a desired motion cycle. Microprocessor-based controllers are com-
monty used today in robotics as the control system hardware. The controller is organized
in a hierarchical structure as indjcated in Figure 7.9 s0 that each joint has its own feedback
control system, and a supervisory the bi ions of the
joints according to the sequence of the robot program. Different types of control are re-
quired for different applications. Robot controllers can be classified into four categories {6]:
(1) limited sequence contral, (2) playback with point-ta-point control, (3) playback with con-
tinuous path control, and (4) intelligent control.

Limited Sequence Control. This is the most elementary control type. It can be
utilized only for simple motion cycles, such as pick-and-place operations (i.¢., picking an ob-
ject up at one location and placing it at another location). It is usually implemented by set-
ting limits or mechanical stops for each joint and sequencing the actuation of the joints to

Inputioutput
b Excative Computations
processor processor

Figure 7.9 Hierarchical control structure of a robot microcomput-
er controller.

Program
storage
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accomplish the cycte. Feedback loops are sometimes used to indicatc that the particular joint
actuation has been accomplished so that the next step in the sequence can be initiated.
However, there is no serva-control 1o accomplish precise positioning of the joint. Many
paeumatically driven robots are limited sequence robots.

Piayback with Point-to-Point Control.  Playback robots represent 2 mare-sophis-
ticated form of control than limited sequence robots. Playback contrel means that the con-
troller has a memory to record the sequence of motions in a given work cycle as well as the
locations and other parameters (such as speed) associated with each motion and then to sub-
sequently play back the work cycle during execution of the program. It is this playback
feature that gives the control type its name. [n point-to-point (PTP) control, individual po-
sitions of the robot arm are recorded into memory. These positions are not limited to me-
chanical stops for cach joint as in limited sequence robots. Instead. each position in the
robot program consists of a set of values representing locations in the range of each joint
of the manipulator. For each position defined 1n the program, the joints are thus directed
to actuate to their respective specified locations. Feedback control is used during the mo-
tion cycle 10 confirm that the individual joints achieve the specified locations in the program.

Playback with Continuous Path Control. Continuous path robots have the same
playback capability as the previous type. The difference between continuous path and
point-to-point is the same in robotics as it is in NC {Section 6.1.3). A playback robot with
continuous path control is capable of one or both of the following:

1. Greater storage capacity. The controller has a far greater storage capacity than its
point-to-point counterpart, o that the number of locations that can be recorded into
memory is far greater than for point-to-point. Thus, the points constituting the mo-
tion cycle can be spaced very closely together to permit the robot to accomplish a
smooth continuous motion. In PTP. only the final location of the individual motion
elements are controlled, so the path taken by the arm to reach the final location is not
controlled. In a continuous path motion, the movement of the arm and wrist is con-
trolled during the motion.

Interpolation calculations. The controller computes the path between the starting point
and the ending point of each move using interpolation routines similas 10 those used
in NC. These routines generally include linear and circular interpolation { Table 6.1).

I

‘The difference between PTP and continuous path cantrol can be distinguished in the fol-
lowing mathematical way. Consider a threc-axis Cartesian coordinate manipulator int that
the end-of-arm is moved in x-y-z space. In point-to-point systems, the x, y, and z axes are
controlied to achieve a specified point iocation within the robot's work volume. [n contin-
uous path systems, not only are the x, v. and z axes controlled, but the velocities dv/dr.
dy/dt.and dz/dt are controlled simultancously to achieve the specified linear or curvilinear
path. Servo-control is used to continuously regulate the position and speed of the manip-
ulator. It should be mentioned that a playback robor with continuous path control has the
capacity for FTP control.

Inteltigent Controf.  Industrial robots are becoming increasingly intelligent. In this
context. an intelligent robot is one that cxhibits behavior that makes it seem intelligent.
Some of the characteristics that make a robot appear intelligent include the capacity to:
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 interact with its environment

« make decisions when things go wrong during the work cycle
* communicate with humans

* make computations during the motion cycle

« respond to advanced sensor inputs such as machine vision

In addition, robots with intelligent control possess playback capability for both PTP or
continuous path control. These features require (1) a relatively high level of computer con-
trol and (2) an advanced programming language to input the decision-making logic and
other “intetligence” into memory.

7.3 END EFFECTORS

In our discussion of robot configurations (Section 7.1.2), we mentioned that an end effec-
tor is usually attached to the robot’s wrist. The end effector enables the robot to accom-
plish a specific task. Because of the wide variety of tasks performed by industrial robots,
the end effector must usually be custom-engineered and fabricated for each different ap-
piication. The two categories of end effectors are grippers and tools.

7.3.1 Grippers

Grippers are end effectors used to grasp and manipulate objects during the work cycle.
The objects are usually workparts that are moved from one location to another in the cell.
Machine loading and unloading applications fall into this category (Section 7.5.1). Owing
1o the variety of part shapes, sizes, and weights, grippers must usually be custom designed.
Types of grippers used in industrial robot applications include the following:

« mechanical grippers, consisting of two or more fingers that can be actuated by the
robot controller to open and close to grasp the workpart; Figure 7.10 shows a two-
finger gripper

vacuum grippers, in which suction cups are used to hold flat objects

magnetized devices, for holding ferrous parts

Figure 7.10 Robot mechanical gripper.
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o adhesive devices, where an adhesive substance is used to hold  flexible material such
as 4 tabric
 simple mechanical devices such as hooks and scoops.

Mechanical grippers are the most common gripper type. Some of the innovations
and dvances in mechanical gripper technology include:

o Dual grippers, consisting of two gripper devices in one end effector, which are useful
for machine Ipading and unloading. With a single gripper, the robot must reach into
the production machine twice. once to unload the finished part from the machine,
and the second time to load the next part inta the machine. With a dual gripper, the
robot picks up the next workpart while the machine is still processing the preceding
part: when the machine finishes, the robot reaches into the machine once to remove
the finished part and load the next part. This reduces the cycle time per part.
Interchangeable fingers that can be used on onc gripper mechanism. To accommo-
date differens parts, different fingers are attached to the gripper.

o Sensory feedback in the fingers that provide the gripper with capabilities such as:
(1) sensing the presence of the workpart or (2) applying a specified limited force to
the warkpart dnring gripping (for fragile workparts).

Multiple fingered grippers that possess the general anatomy of a human hand.
Standard gripper products that are commercially available, thus reducing the need to
custom-design a gripper for each separate robot application,

.

7.32 Tools

Tools are used in applications where the robot must perform some processing operation
on the workpart, The robot therefore manipulates the tool relative to a stationary or slow-
ly moving object (e.g., workpart or subassembly). Examples of the tools used as end ef-
fectors by robots to perform processing applications include:

« spot welding gun

o arc welding tool

* spray painting gun

« rotating spindle for drilling, routing, grinding, and so forth
assembly tool (e.g., automatic screwdriver)

* heating torch

* water jet cutting took.

In each case, the robot must not only control the relative position of the tool with respect
1o the work asa function of time, it must also controf the operation of the tool. For this pur-
pose, the robot must be able to transmit control signals to the tool for starting, stopping,
and otherwise regulating its actions.

Tn some applications, multiple tools must be used by the robot during the work cycle.
For example. several sizes of routing or drilting bits must be applied to the workpart. Thus,
ameans of rapidly changing the tools must be provided. The end effector in this case takes
the form of a fast-change tool holder for quickly fastening and unfastening the various
tools used during the work cycle.
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7.4 SENSORS IN ROBOTICS

The general topic of sensors as components in control systems is discussed in Chapter §
(Section 5.1). Here we discuss sensors as they are applied in robotics. Sensors used in in-
dustrial robotics can be classified into two categories: (1) internal and (2) external. Inter-
nal sensors are those used for controlling position and velocity of the various joints of the
robot. These sensors form a feedback control loop with the robot controller. Typical sen-
sors used to control the position of the robot arm include potentiometers and optical en-
coders. To control the speed of the robot arm, tachometers of various types are used.

External sensors are used to coordinate the operation of the robot with other equip-
ment in the cell, [n many cases, these externat sensors are relatively simple devices,such as
limit switches that determine whether a part has been positioned properly in a fixture or
that indicate that a part is ready to be picked up at a conveyor. Othcr situations require
more-advanced sensor technologies, including the following:

o Tactile sensors. Used to determine whether contact is made between the sensor and
another object. Tactile sensors can be divided into two types in robot applications:
(1) touch sensors and (2) force sensors. Touch sensors are those that indicate simply
that contact has been made with the object. Force sensors are used to indicate the
magnitude of the force with the object. This might be useful in a gripper to measure
and control the force being applied 1o grasp an object.
Proximity sensors. Indicate when an object is close to the sensor. When this type of
sensor is used to indicate the actual distance of the object, it is called a range sensor.
* Optical sensors. Photocells and other photometric devices can be utilized to detect the
presence or absence of objects and are often used for proximity detection.
Machine vision. Used in robotics for inspection, parts identification, guidance, and
other uses. In Section 23.6, we provide a more-complete discussion of machine vi-
sion in automaled inspection.
® Other sensors. This miscellaneous category includes other types of sensors that might
be used in robotics, including devices for measuring temperature, fluid pressure, fluid
flow, electrical voltage, current, and various other physical properties.

7.5 INDUSTRIAL ROBOT APPLICATIONS

One of the earliest installations of an industrial robot was around 1961 in a die casting op-
eration {5]. The robot was used to unload castings from the die casting machine. The typ-
ical environment in die casting is not pleasant for humans due to the heat and fumes emitted
by the casting process. It seemed quite logical to use a robot in this type of work environ-
ment in place of a human operator. Work environment is one of several characteristics that
should be considered when selecting a robot application. The general characteristics of in-
dustrial work situations that tend to promote the substitution of robots for human fabor
are the following:

1. Hazardous work environment for humans. When the work environment is unsafe,
or otherwise for humans, there is
reason to consider an industrial robot for the work. In addition to die casting, there

are many other work that are or unp for humans, in-
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cluding forging. spray painting, continuous arc welding, and spot welding, Industrial

robots are utilized in all of these processes.

Reperirive work cycle. A sccond characteristic that tends to promote the use of robotics

is a repetitive work eycle. If the sequence of elements in the cycle is the same, and the

clements consist of relatively simple motions, a robot is usually capable of perform-
ing the work cycle with greater consistency and repeatabulity than a buman worker.

Greater and ¢ bility are usually i as higher product qual-

ity than can be achicved i \n a manual operation.

Difficult handling for humans. Tf the task involves the handling of parts or tools that

are heavy or otherwise difficult to manipulate, it is likely that an industrial robot is

available that can perform the operation. Parts or tools that are too heavy for humans
to handle conveniently are well within the load carrying capacity of a large robot.

Mudtshift operation. In manual operations requiring second and third shifts, substi-

tution of a rabol will provide a much faster financial payback than a single shift op-

eration. [nstead of replacing one worker, the robot replaces two or three workers.

. Infrequent changeovers. Most batch or job shop operations require a changeover of

the physical workplace between one job and the next. The time required to make
the changeover is nonproductive time since parts are not being made. In an industrial
rabot application, not onty must the physical setup be changed, but the robot must
also be reprogrammed, thus adding to the downtime. Consequently, robots have tra-
ditienally been easier to justify fur relatively long production runs where changeavers
are infrequent. As procedures for off-line robot programming improve, it will be pos-
sible to reduce the time required to pesform the seprogramming procedure, This will
permit shorter production runs to become more cconomical.
Part position and oriemation are established in the work cell. Most robots in today's
industrial applications are without vision capability. Their capacity to pick up an ob-
ject during each work cycle relies on the fact that the part is in a known position and
ortentalion. A means of presenting the part to the robot at the same location each
cyele must be engineered.

™~
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These characteristics are summarized in Table 7.2, which might be used as a checklist of fea-
tures to look for in 4 work situation to determine if a robot application is feasible. The
more check marks falling in the *YES” column, the more likely that an industrial robot is
suitable for the application.

Robots are being used in a wide field of applications in industry. Most of the current
applications of industrial robots are in manufacturing. The applications can usvally be clas-
sified into one of the following categories: (1) material handling, (2) processing operations,
and (3) assembly and inspection. At least some of the work characteristics discussed in
Table 7.2 must be present in the application to make the ion of a robot technical
ly and economically feasible

75.1 Material Handling Applications

Material handling applications are those in which the robat moves materials or parts from
one place t another. To accomphish the transter, the robot is equipped with a gripper type
end elfector. The gripper must be designed to handle the specific part or pars that are to
be moved in the application. Included within this application category are the following
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TABLE7.2 Checkiist to Determine Applicability of an Industrial Robot in a Given Work Situation

Characteristics of the Work Situation

0 (C istit YES istic
Does Not Apply) Applies)

. Hazardous work environment for humans

~

. Repetitive work cycle

w

Difficuit handiing for humans

»

Muktishift operation

o

Infrequent changeovers

-

Part position and orientation are established
in the work cell

Total check marks in each column

cases: (1) material transfer and (2) machine loading and/or unloading. In nearly all mate-
rial handling applications, the parts must be presented to the robot in a known position and
orientation. This requires some form of material handling device to deliver the parts into
the work cell in this defined position and orientation.

Material Transfer. These applications are ones in which the primary purpose of
the robot is to pick up parts at one location and place them at a new location. In many
cases, reorientation of the part must be accomplished during the relocation. The basic ap-
plication in this category is the retatively simple pick-and-place operation, where the robot
picks up a part and deposits it at a new location. Transferring parts from one conveyor to
another is an example. The requirements of the application are modest: a low-technology
rabot. (¢.g., limited sequence type) is usually sufficient. Only two, three, or four joints are
required for most of the applications. Pneumatically powered robots are often used.

A more-complex example of material transfer is palletizing, in which the robat must
retrieve parts, cartons, or other objects from one location and deposit them onto a pallet
or other container with multiple positions. The problem is illustrated in Figure 7.11. Al

Figure 7.11 Typical part arrangement for
a robot palletizing operation.
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though the pickup point is the same for every cycle. the deposit location on the palietis dif-
ferent for cach carton. This adds to the degrec of difficulty of the task. Either the robot must
be taugbt each position on the pallct using the powered leadthrough method (Section
7.6.1), or it must compute the location based on the dimensions of the patlet and the cen-
ter distances betwcen the cartons (in both x- and y-directions).

Other applications that are similar to palletizing include depalletizing (removing parts
from an ordered arrangement in a pallet and placing them at one location. ¢ g., onto amov-
ing conveyor), stacking operations (placing flat parts on top of each other, such that the ver-
tical location of the drop-off position is continuously changiag with each cycle). and insertion
operations (where the robot inserts parts into the compartments of a divided carton).

Machine Loading and/or Unloading. In machine loading and/or unloading ap-
plications, the robot transfers parts into and/or from a production machine. The three pos-
sible cases are:

1. Machine loading. This is the case in which the robot loads parts into the production
machine, but the parts are unloaded from the machine by some other means.

2. Machine unloading. In this case, the raw materials are fed into the machine without
using the robot, and the robot unloads the finished parts,

3. Machine loading und wloading. This case invalves both loading of the raw workpart
and unloading of the finished part by the robot.

Industrial robot applications of machine loading and/or unloading include the follow-
ing processes:

* Die casting. The robot unloads parts from the die casting machine. Peripheral oper-
ationy sometimes performed by the robot include dipping the parts into a water bath
for cooling.

Plastic molding. Plastic molding is a robot application similar to die casting The robot
is used to unload molded parts from the injection molding machine.

Metal machining operations, The robot is used to load raw blanks into the machine
too) and unload finished parts from the machine. The change in shape and size of the
part before and after machining often presents a problem in end effector design,and
dual grippers (Section 7.3.1) are often used to deal with this issue.

Forging. The robot is typically used to load the raw hot billet into the die, hold it dur-
ing the forging blows, and remove it from the forge hammer. The hammering action
and the risk of damage to the die or end effector are significant technical problems.
Forging and related processes are difficuit as robot applications because of the severe
conditions under which the robot must operate.

.

.

Pm:wmkmg Human operators work at i risk in

ing operations because of the action of the press. Robots are used as subsmutcs for
the human workers Lo reduce the danger. In these applications, the robot loads the
blank into the press, the stamping operation is performed, and the part falls out the
back of the machine into a container. In high-production runs, pressworking opera-
tions can be mechanized by using sheetmetal coils instead of individual blanks. These
operations require neither humans nor sobots to participate directly in the process.
Heat treating. These are often relatively simple operations in which the robot loads
and/or unloads parts from a furnace.
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7.5.2 Processing Operations

Processing applications are those in which the robot performs a processing operation on
a workpart. A distinguishing feature of this category is that the robot is equipped with
some type of tool as its end effector (Section 7.3.2). To perform the process, the robot must
manipulate the tool relative to the part during the work cycle. In some processing appli-
cations, mare than one toal must be used during the work cycle. In thesc instunces. a fast-
change tool holder is used to exchange tools during the cycle. Examples of industrial robot
applications in the processing catcgery include spot welding. continuous arc welding, spray
painting, and various machining and other rotating spindle processes.

Spot Welding. Spot welding is a metal joining process in which two sheet metal
parts are fused together at localized paints of centact. Two copper-based electrodes are
used to squeeze the metal parts together and then apply a large electrical current across
the contact point to cause fusion to occur. The electrodes, together with the mechanism that
actuates them, constitute the welding gun in spot welding. Because of its widespread use
in the automobile industry for car body fabrication, spot welding represents one of the
most common applications of industria! robots today. The end effector is the spot welding
gun used to pinch the car panels together and perform the resistance welding process. The
welding gun used for automobile spot welding is typicaily heavy. Prior Lo the use of robots
in this application, human workers performed this operation, and the heavy welding tools
were difficult for humans to mani " Asa there were many in-
stances of missed welds, poorly Iocaled welds, and other defects, resulting in overali low
quality of the finished product. The use of industrial robots in this application has dra-
matically improved the consistency of the welds.

Rabots used for spot welding are usually large, with sufficient payload capacity to
wield the heavy welding gun. Five or six axes are generally required to achieve the required
positioning and orientation of the welding gun. Playback robots with point-to-point arc
used. Jointed arm coordinate robots are the most common anatomies in automobile spot
welding lines, which may consist of several dozen robots.

Continuous Arc Welding. Continuous arc welding is used to provide continuous
welds rather than individual welds at specific contact points as in spot welding, 'l 'he re-
sulting arc welded joint is substantiafly stronger than in spot welding, Since the weld is con-
tinuous, it can be used to make airtight pressure vessels and other weldments jn which
strength and continuity are required. There are various forms of continuous arc welding,
but they all follow the general description given here.

The working conditions for humans who perform arc weltding are not good. The
welder must wear a face helmet for eye protection against the ultraviolet radiation emit-
ted by the arc welding process. The helmet window must be dark enough to mask the ul-
traviolet. However, the window is so dark that the worker cannot see through it unless the
arc is on. High electrical current s used in the welding process, and this creates a hazard
for the welder. Finally, there is the obvious danger from the high temperatures in the process,
high enough to melt the steel, aluminum, or other metal that is being welded. A significant
amount of hand-eye coordination is required by human weiders to make sure that the arc
follows the desired path with sufficient accuracy to make a good weld. This, together with
the conditions described above, results in a high leve} of worker fatigue. Consequently, the
welder is only accomplishing the welding process for perhaps 20-30% of the time. This per-
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centage is called the arc-on rime, defined as the proportion of time during the shift when
the welding arc is on and performing the process. To assist the welder. a second worker,
called the fiter. is usually present at the work site to set up the parts to be welded and to
perform other similar chores in support of the welder.

Because of these conditions in manual arc welding, automation is used where tech-
nically and economicaily feasible. For welding jobs involving long continuous joints that are

ished repetitively, ized welding machines have been designed to petform

the process. These machines are used for long straight sections and regular round parts,such
as pressure vessels tanks, and pipes.

Industrial robots can also be used to automate the continuous arc welding process.
The economics of robot arc welding suggest that the application should involve a relative-
ly Jong production run. The cell consists of the robot, the welding apparatus (power unit,con-
troller, welding tool, and wire feed mechanism}, and a fixture that positions the components
for the robot. The fixture might be mechanized with one or two degrees-of-freedom so that
it can present different portions of the work to the robot for welding. For greater produc-
tivity, a double fixture is often used so that a human helper can be unloading the complet-
ed job and loading the components for the next work cycie while the robot is simultaneously
welding the prescnt job. Figure 7.12 illustrates this kind of workplace arrangement.

Figure 7.12 Robot arc welding cell.
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The robot used in arc welding jobs must be capable of continuous path control. Jomt-
ed arm robots consisting of five or six joints are frequently used. In addition. a fixture con-
sisting of one or two more degrees-of-freedom is often used to hold the parts during
welding The fixture must be designed specifically for the job. Programming for arc weld-
ing is usually costly. Therefore. most applications require 2 large batch size to 1usuly the
robot cell. In the future, as quick-ch fixtures are loped and effort
is reduced, shorter production runs will be possible in robot arc welding applications.

Spray Coating. Spray coating makes use of a spray gun directed at the abject to
be coated. Fluid (e.g., paint) flows through the nozzle of the spray gun to be dispersed and
applied over the surface of the object. Spray painting is the most commeon application in
the category. The term spray coating indicates a broader range of applications that in-
cludes painting.

The work environment for humans who perform this process is filled with bealth
hazards. These hazards include noxious fumes in the air, risk of flash fires, and noise from
the spray gun nozzle. The environment is also believed 10 pose a carcinogenic risk for work-
ers. Largely because of these hazards, robots are being used with increasing frequency for
spray coating tasks.

Robot applications include spray coating of appliances, automobile car bodies, engines,
and other parts, spray staining of wood products, and spraying of porcelain coatings on
bathroom fixtures The robot must be capable of continuous path control to accomplish the
smooth motion sequences required in spray painting. The most convenient programming
method is manual leadthrough (Section 7.6.1). Jointed arm robots seem to be the most
common anatomy for this application. The robot must possess a long reach to access the
areas of the workpart to be coated in the application,

The use of industrial robots for spray coating apphcanons offers a number of bene-
fits in addition to ing workers from a ‘These other benefits
include greater uniformity in applying the coating than humans can accomplish, reduced
use of paint (less waste), lower needs for ventilating the work area since humans are not
present during the process, and greater productivity.

Other Processing Applications. Spot welding, arc welding, and spray coating are
the most familiar processing applications of industrial robots The list of industrial process-
es that are being performed by robots is continually growing. Among these processes are
the following:

* Drilling, routing, and other machining processes. These applications use a rotating
spindle as the end effector. Mounted in the spindle chuck is the particular cutting
tool. One of the problems with this application is the high cutting forces encountered
in machining. The robot must be strong enough to withstand these cutting forces and
maintain the required accuracy of the cut.

* Grinding, wire brushing, and similar operations. These operations also use a rotating
spindle to drive the tool (grmdmg wheel, wire brush pollshmg wheel, etc.) at high
rotational speed fo ish finishing and on the work.

* Waterjet cutting. This is a pmcess in which a high pressure stream of water is forced
through a small nozzle at high speed to cut plastic sheets, fabrics, cardboard, and other
materjals with precision. The end effector is the waterjet nozzle that is directed over
the desired cutting path by the robot,
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o Laser cutting. The function of the robot in this application s similar to its function in
waterjet cutting. The laser tool is attached to the robot as its end effector. Laser beamn
welding is a similar application.

Riveting. Some work has been done in using robots to perform riveting operations in
sheet metal fabrication. A riveting tool with a feed mechanism for feeding the rivets
is mounted on the robot's wrist. The function of the robot is to place the riveting tool
at the proper hole and actuate the device,

75.3 Assembly and Inspection

In some respects, assembly and inspection are hybrids of the previous two appllcalmn cat-
egories: materral handling and p Assembly and i ions can in-
volve either the handling of materials or the manipulation of a tool. For example, assembly
operations typically involve the addition of compenents to build a product. This requires
the movement of components from a supply location in the workplace to the product being
assembled . which is material handling. [n some cases, the fastening of the components re-
quires a tool ta be used by the robot (¢.g., staking, weldmg driving a screw). Similarly. some
robot inspection operations require that parts be while other i
require :hat an inspection 1001 be manipulated.

Assembly and inspection are iraditionally labor-intensive activities. They are alse
highly repet.tive and usually boring. For these reasons, they are logical candidates for ro-
botic applications, However. assembly work typically involves diverse and sometimes dif-
ficult tasks, often requiring adjustments to be made in parts that don’t quite fit together. A
sense of feel is often required to achieve a close fitting of parts. Inspection work requires
high precisicn and patience. and human judgment is often needed to determine whether a
product is within quality specifications or not. Because of these complications in both types
of work, the application of robots has not been easy. Nevertheless, the potential rewards
are so great that substantial efforts are being made to develop the necessary technologies
10 achicve success in these applications.

Assembly. Assembly involves the addition of two or more parts to form a new en-
tity, called a subassembly (or assembly). 'he new subassembly is made secure by fastening
two or more parts together using mechanical fastening techniques (such as screws, nuts,
and rivets) or joining processes (¢.g.. welding, brazing, soldering, or adhesive bonding). We
have already discussed robot applications in welding, which are often considered separately
from mechanical assembly applications (as we have separated them in our coverage here).

Because of the economic importance of assembly, automated methods are often ap-
plied. Fixed automation (Chapter 1) is appropriate in mass production of relatively simple
products, such a5 pens, mechanical pencils,cigarette lighters. and garden hose nozzles. Ro-
bots are usually at a disad in these high-p ions because they cannot
operate at the high speeds that fixed automated equipment can.

The most appealing application of industrial robots for assembly is where a mixture
of similar preducts or models are produced in the same work cell or assembly line, Exam-
ples of these kinds of products include electric motors, small appliances, and various other
small mechanical and electrical products. In these instances, the basic configuration of the
different models is the same, but there are varrations in size, geometry, options, and other
features. Such products are often made in batches on manual assembly lines. However, the
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pressure to “educe inventories makes mixed model assembly lines (Section 17.2) more at-
tractive. Rodots can be used to substitute for some or afl of the manual stations on these
lines. What makes robots viable in mixed model assembly is their capability to execute pro-
grammed variations in the work cycle to accommodate different product configurations.

Industrial robots used for the types of assembly operations described here are typi-
cally small, with light load capacities. An internal study at General Motors revealed that a
large proportion of asscmbly tasks requirc a robot capable of lifting parts weighing 5 1b or
less [7]. The most common configurations arc jointed arm, SCARA, and Cartesian coor-
dinate. Accuracy requirements in assembly work are often more demanding than in other
robot applications, and some of the more-precise robots in this category have repeatabili-
ties as close as £0.05 mm (0.002 in). In addition to the robot itself, the requirements of the
end effector are often demanding The end effector may have ta perform multiple functions
at a single workstation to reducc the number of rabots required in the cell. These multiple
functions can include handling more than onc part geometry and performing both as a
gripper and an automatic assembly tool.

Inspection. Therc is often a need in automated production and assembly systems
10 inspect the work that is supposed to be done. Thesc inspections accomplish the follow-
ing functions: (1) making sure that a given process has been completed, (2) ensuring that
parts have been added in assembly as specified. and (3) identifying flaws in raw materials
and finished paris. The topic of automated inspection is considered in more detail in Chap-
ter 22. Our purpose here is to identify the role played by industrial robots in inspection. In-
spection tasks performed by robots can be divided into the following two cases:

1. The robot performs loading and unloading tasks to support an inspection or testing
machine. This case is really machine loading and unloading, where the machine is an
inspection machine. The robot picks parts (or assemblies) that enter the cell, loads and
unloads them to carry out the inspection process, and places them at the cell cutput.
In some cases. the inspection may result in parts sortation that must be accomplished
by the rabot, Depending on the quality level, the robot places the parts in differens
containers or on different exit conveyors.

The robot manipulates an inspection device. such as a mechanical probe, to test the
product. This case is similar to a processing operation in which the end effector at-
tached to the robot's wrist is the inspection probe. To perform the process, the part
must be presented at the workstation in the correct position and orientation, and the
robot manipulates the inspection device as required.

~

7.6 ROBOT PROGRAMMING

To do useful work, a robot must be programmed to perform its motion cycle. A robot pro-
gram can be defined as a path in space to be followed by the manipulator, combined with
peripheral actions that support the work cycle, Examples of the peripheral actions include
opening and closing the gripper, performing logical decision making, and communicating
with other pieces of equipment in the robot cell. A robot is programmed by entering the
i into its memory. Different robots use different meth-

ods of entering the commands,
In the case of limited sequence robots, programming is accomplished by setting limit
switches and mechanical stops to control the endpoints of its motions. The sequence in
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which the motions occur is regulated by a sequencing device. This device determines the
order in which each joint is actuated to form the complete motion cycle. Setting the stops
and switches and wiring the sequencer is more manual setup than programming.

Today and in the foraseeable future, nearly all industrial robots have digital com-
puters as their controllers. together with compatible storage devices as their memory units.
Tor tnese robots. three programming methods can be distinguished: (1) leadthrough pro-

2.12) computer-like robot pr lenguages. and (3) off-linc programming.

7.6.1 Leadthrough Programming

1cadthrough programming and robot language programming are the two methods most
commonly used today for entering the commands into computer memory. Robot languages
are discussed in Section 7.6.2. Leadthrough programming dates back to the carly 1960s be-
fore computer control was prevajent. The same basic methods are used today for many
computer controlied robots. In leadthrough programming, the task is taught to the robo:
by moving the manipulator through the required motion cycle, simultaneously entering
the program into the controller memory for subsequent playback.

Powered Leadthrough Versus Manual Leadthrough. There ate two methods
of performmg the leadthrough Leach procedure: (1) powered leadthrough and (2) manual
leadthrough. The difference between the two is in the manner in which the manipulator is
moved through the motion cycle during programming. Powered leadthrough is commonly
used as the programming method for playback robots with point-to-point control. It in-
volves the usc of a teach pendant (hand-held control box) that has toggle switches and/or
contact buttons for the of the ip joints. Figure 7.13 ilhus-
trates the important components of a teach pendant. Using the taggle switches or buttons,
the programmcr power drives the robot arm to the desired positions, in sequence, and
records the positions into memory. During subsequent playback, the robot moves through
the sequence of pasitions under its own power.

Munual leagthrough is convenient for programming playback robots with continuous
path control where the continuous path is an irregular motion pattern such as in spray
painting. This programming method requires the operator to physically grasp the end-of-
arm ot Lool attached to the arm and manually move it through the motive seyuence, record-
ing the path into memory. Because the robot arm itself may have significant mass and
would therefore be diffienlt to move, a special programming device often replaces the ac-
tual robot for the teach procedure. The programming device has the same joint configu-
ration as the robot. and it is equipped with 4 trigger handle (or other control switch), which
is activated when the operator wishes to record motions into memory. The motions are
recorded as a series of closely spaced points. During playback, the path is recreated by con-
trolling the actual robot arm through the same sequence of points.

Motion Programming. The lcadthrough methods provide a very natural way of
programming motion commands into the robot controller. In manual leadthrough, the op-
eralor simply moves the arm through the required path to create the program. In powered
leadthrough. the operator uses a teach pendant to drive the manipulator. The teach pen-
dant is equipped with a toggle switch or a pair of contact buttons for each joint. By acti-
vating these switches or buttons in 2 coordinated fashion for the various joints, the
programmer moves the manipulator to the required positions in the work space.
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Figure 7.13 A typical robot teach pendant.

Coordinating the individual joints with the teach pendant is sometimes an awkward
way to enter motion commands to the robot. For example, it is difficult to coordinate the
individual joints of a jointed-arm robot (TRR configuration) to drive the end-of-arm in a
straight line motion, Therefore, many of the Tobots using powered leadthrough provide
two alternative methods for i of the i during program-
ming, in addition to individual joint controls. With these methods, the programmer can con-
trol the robot’s wrist end to move in straight line paths. The names given to these
alternatives are (1) world coordinate system and (2) tool coordinate system. Both systems
make use of a Cartesian coordinate system. In the world coordinate system. the origin and
frame of reference are defined with respect to some fixed position and alignment relative
ta the robot base. This arrangernent is iltustrated in Figure 7.14(a). In the toof coordinate
system, shown in Figure 7.14(b), the alignment of the axis system is defined relative to the
orientation of the wrist faceplate (to which the end effector is attached). In this way, the pro-
grammer can orient the tool in a desired way and then control the robot to make linear
moves in directions parallel or perpendicular to the tool.

The world coordinate system and the tool coordinate system are useful only if the
robot has the capacity to move its wrist end in a straight line motion, parallel to one of the
axes of the coordinate system. Straight line motion is quite natural for a Cartesian coordi-
nate robot (LOQO configuration) but unnatural for robots with any combination of rotational
joints (types R, T, and V). To accomplish straight line motion for manipulators with these
types of joints requires a linear interpolation process to be carried out by the robot's con-
troler. In szraight fine interpolation. the control computer calculates the sequence of ad-
dressable points in space that the wrist end must move through to achieve a straight line
path between two points.
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Figure 7.14 (a) World coordinate system. (b) Tool coordinate system.

There are other types of interpolation that the robot can use. More common than
straight line interpojation is lent interpolation. When a robot is commanded to move its
wrist end between two points using joint interpolation, it actuates each of the joints simul-
taneously atits own constant speed such that ail of the joints start and stop at the same time.
The advantage of joint interpolation over straight line interpolation is that there is usual-
ly less total motion energy required to make the move. This may mean that the move could
be made in slightly less time. It should be noted that in the case of a Cartesian coordinate
robot, joint interpolation and straight line interpolation result in the same motion path.

Still another form of interpolation is that used in manual leadthrough programming,
In this case, the robot must follow the sequence of closely space points that aze defined dur-
ing the programming procedure. In effect, this is an interpolation process for a path that
usually consists of irregular smooth motions.

The speed of the robot is controlled by means of a dial or other input device, locat-
ed on the teach pendant and/or the main control panel, Certain motions in the work cycle
should be performed at high speeds (e.g., moving parts aver substantial distances in the work
<ell), while other motions require low speed operativn (e.g., mutions that require high pre-
cision in placing the workpart). Speed control also permits a given program to be tried out
at a safe slow speed and then at a higher speed to be used during production,
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Adh and Djsad The offercd by the leadthrough meth-
ads is that they can be readily learneu by shop personnel. Programming the robot by moy-
ing its arm through the required motion path is a logical way for someone to teach the work
cycle. Tt is not necessary for the programmer to possess knowledge of computer programi-
& robot languages deseribed in the next section. especially the more advanced lan-
guages, are more casily learned by someone whose background includes compiter
programming,

There arc several inherent disadvantages of the leadthrough programming methods,
First, regulzr production must be interrupted during the leadthrough programming pro-
cedures. In other words, leadthrough programming results in downtime of the robat cell or
production line. The economic consequence of this is that the leadthrough methods must
be used for relatively long production runs and are inappropriate for small batch sizes.

Second. the tcach pendant used with powered leadthrough and the programming de-
vices used with manual leadthrough are limited in terms of the decision-making logic that
can be incorporated into the program. It is much easier to write logical instructions using
the computer-like robot languages than the leadttrough methods

Third, since the leadthrough methods were developed before computer control be-
came common for robots, these methods are not readily compatible with modem com-
puter-based technologies such as CAD/CAM, manufacturing data bases, and local
communications networks. The capability to readily interface the various computer-
automated subsystems in the factory for transfer of data is considered a requirement for
achieving computer integrated manufacturing.

7.6.2 Robot Programming Languages

The use of textual programming lauguages becams an appropriate programming method
as digital computers 100k over the control function in robetics, Their use has been stimu-
lated by the increasing complexity of the tasks that robots are called on to perform, with
the concomitant need lo imbed logical decisions into the robot work cycie. These com-
puter-like are really on-l ff-line methods of be-
cause the robot must still be taught its locations using the leadthrough method. Textual
programming languages for robots provide the opportunity to perform the following func-
tions that leadthrough programming cannot readily accomplish:

» enhanced sensor capabilities. including the use of analog as well as digital inputs
and outputs

+ improved output ilities for external

* program logic that is beyond the capabilities of leadthrough methods

« computations and data processing similar to computer programming {anguages

* communications with other computer systems

This section reviews some of the capabilities of the current generation robot program-
ming languages. Many of the language statements are taken from actual robot program-
ming languages.

Murrun g ming. Motion p ing with robot 1 usually re-
quires a ion of textual and | hni A dingly, this
method of programming is i referred to as on-line/off-line prog ing. The
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textual statements are used to describe the motion . and the leadthrough methads are u;ed
to define the position and orientation of the robot during and/or at the end of the motion.
To illustrate, the basic motion statement is

MOVE P1
which commands the robot to move from its current position to a position and orientation
defined by the variable name P1.The point P1 must be defined, and the most convenient
way to define P1is to use either powered leadthrough or manual leadthrough to place the
robot at the desired point and record that point into memory, Statements such as

HERE P1
or

LEARNPI
are used in the leadthrough procedure 1o indicate the variable name for the point. What is
recorded into the robot’s control memory is the set of joint positions or coordinates used

by the cantraller to define the point. For example, the aggregate

(236.158,65.0.0,0)

could be utilized to represent the joint positions for a six-jointed manipulator. The first
three valucs (236. 158, 65) give the jont positions of the body-and-arm, and the last three
values (0,0,0) define the wrist joint positions. The values are specified in millimeters or de-
grees, depending on the joint types.

There arc variants of the MOVE statement. These include the definition of straight
line interpolation motions, incremental moves. approach and depart moves, and paths. For
example, the statement

MOVES P1

denotes a move that is to be made using straight line interpolation. The suffix § on MOVE
designates straight line motion.

An incremental move is one whose endpoint is defined relative to the current posi-
tion of the manipulator rather than to the absolute coordinate system of the robot. For ex-
ample, suppose the robot is presently at a point defined by the joint coordinates (236, 158,
65.0,0,0),and it is desired to move joint 4 {corresponding to a twisting motion of the wrist)
fram Q0 to 125. The following form of stalement might be used to accomptish this move:

DMOVE (4, 125)

The new joint coordinates of the rabot would therefore be given by (236, 158, 65,
125,0,0). The prelix D is interpreted as delta. so DMOVE represents a delta move, or in-
cremental move,

Approach and depart statements are useful in matcrial handling operations. The AP-
PROACH statetuient moves the gripper from its current position to within a certain distance
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of the pickup (or drop-off) point, and then a MOVE statement is used to position the end
cffector at the pickup point. Afte: the pickup is made. a DEPART statement is used to
move the gripper away from the point. The following statements illustrate the sequence:

APPROACH P1,40 MM
MOVE P!
(actuate gripper)
DEPART 40 MM
The final destination is point PI. but the APPROACH command moves the gripper
to a safe distance (40 mm) above the point. This might be useful to avoid obstacles such
as other parts in a tote pan. The orientation of the gripper at the end of the APPROACH
move is the same as that defined for the point P1, so that the final MOVE P1 is really a
spatial translation of the gripper. This permits the gripper to be moved directly to the part
for grasping.
A path in a robot program is a series of points connected together in a single move.
The path is given a variable name, as illustrated in the following statement:

DEFINE PATH123 = PATH(P1.P2,P3)

This is a path that consists of points PL. P2, and P3. The points are defined in the
manner described above. A MOVE statement is used to drive the robot through the path.

MOVE PATH123

The speed of the robot is controlled by defining either a relative velocity or an ab-
sotute velocity. The following statement represents the case of relative velocity definition:

SPEED 75

* When this statement appears within the program., it is ypically interpreted to mean
that the manipulator should operate at 75% of the initially commanded velocity in the
statements that follow in the program. The initial speed is given in a command that precedes
the execution of the robot program, For example,

SPEED (.5 MP§
EXECUTE PROGRAM1

indicates that the program named PROGRAM1 is to be executed by the robot, and thar
the commanded speed during execution should be 0.5 m/sec.

Interlock and Sensor Commands. The two basic interlock cormmands (Section
4.3.2) used for industrial robots are WAIT and SIGNAL. The WAIT command is used to
implement an input interlock. For example,

WAIT 20,0N
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would cause program execution 1o stop at this statement until the input signal coming into
the robot controlier at port 20 was in an “on” condition. This might be used to cause the
tobol to want for the completion of an automatic machine cycle in a loading and unload-
ing application.

The SIGNAL statement is used to implement an output interlock. This s used to
communicate to some external piece of equipment. For example,

SIGNAL 10.ON

would switch on the signal at output port 10, perhaps 10 actuate the start of an automatic
machine cycle.

Both of the above examples indicate on/off signals. Some robot controllers possess
the capacity to control analog devices that operate at various levels. Suppose it were de-
sired to Lurn on an external device that operates on variable voltages in the range 0 to 10V,
The command

SIGNAL 10,60

is typical of a control statement that might be used to output a voltage level of 6.0 V to the
dewice from controller output port 10.

Allof the above interlock represent situations where the ion of the
statement occurs at the point in the program where the statement appears There are other
situations in which it is desirable for an external device to be continuously monitored for
any change that might occur in the device. This might be useful, for example, in safety mon-
itoring where a sensor is set up to detect the presence of humans who might wander into
the robot's work volume, The sensor reacts to the presence of the humans by signaling the
robot controlier. The following type of slatement might be used for this case:

REACT 25. SAFESTOP

This command would be written to continuously monitor input port 25 for any
changes in the incoming signal. If aud when a change in the signal oceurs, regular program
exceution is interrupted, and control is transferred to a subroutine called SAFESTOP. This
subroutine would stop the robot from further motion and/or cause some other safety ac-
tion to be taken.

End effectors arc devices that, although they are attached to the wrist of the manip-
ulator, are actuated very much like external devices. Special commands are usually written
for controlling the end effector. In the case of grippers, the basic commands are

OPEN
and
CLOSE

which cause tae gripper to actuate to fully open and fully closed positions, respectively,
Greater control over the gripper is available in some sensored and servo-controfled hands.
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For grippers that have force sensors that can be regulated through the robot controller, a
command such as

CLOSE20N

contrals the closing of the gripper until a 2.0-N force is encountered by the gripper fingers.
A similar command used to close the gripper 10 a given opening width is:

CLOSE 25 MM

A special set of statements is often required to control the operation of tool-type
end effectors, such as spot welding guns, arc welding tools, spray painting guns, and pow-
ered spindles (for drilling, grinding, etc.). Spot welding and spray painting controls are typ-
ically simple binary commands (e.g., open/close and on/off), and these commands would
be similar to those used for gripper control. in the case of arc welding and powered spir-
dles, a greater variety of control statements is needed to control feed rates and other pa-
rameters of the operation.

Computations and Program Logic. Many of the current genemnon robot lan-
guages possess capabilitics for performing computations and data p
that are similar to computer Most p day robot
do not require a high level of computational power. As the complexity of robot applica-
tions grows in the future, it is expected that these capabilities will be beiter utilized than
at present,

Many of today’s applications of robots require the use of branches and subroutines
in the program. Statements such as

GOTO 150

IF (logical expression) GO TO 150

cause 1he program to branch to some other statement in the program (e.g., to statement
number 150 in the above illustrations).

A subroutine in a robot program is a group of statements that are to be executed
separately when called from the main program. In a preceding example, the subroutine
SAFESTOP was named in the REACT for use in safety i Other uses
of ines include making If or ing repetitive motion sequences at
& number of different places in the program, Rather than write the same steps several times
in the program, the use of a subroutine is more efficient.

7.6.3 Simulation and Off-Line Programming

The trouble with leadthrough methods and textual programming techniques is that the
robot must be taken out of production for a certain length of time to accomplish the pro-
gramming. Off-line programming permits the robot program to be prepared at a remole
computer terminal and downloaded to the robot controller for execution. In true off-line
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programming, there is no need to physically locate the positions in the workspace for the
robot as required with present textual programming languages. Some form ofvgmphlcal
computer simulation is required to valida!e the programs developed off-line, similar to off-

line used in NC part The of true off-line programming
is that new programs can be prepared and downloaded to the robot without interrupting
production.

The off-line p i d being d ped and ly offered

use graphical simulation to construct a three-dimensional model of a robot cell for evalu-
ation and off-line programming. The cell might consist of the robot, machine tools, con-
veyors, and other hardware. The simulator permits these cell components to be displayed
on the graphics monitor aud for the robot (o perform its work cycle m animated comput-
er graphics. After the program has been ped using the itis
then converted into the textual language corresponding to the particular robot employed
in the cell. This is a step in the off-line programming procedure that is equivalent to post-
processing in NC part programming.

In the current off-line p ing packages, some j must be
performed to account for geometric dil between the th: i model in
the computer system and the actual physical cell. For example, the position of a machine
tool in the physical layout might be slightly different than in the model used to do the off-
line programming, For the robot to reliably load and unload the machine, it must have an
accurate location of the load/unload point recorded in its control memory. This module is
used to calibrale the 3-D computer model by substituting location data from the actual
cell for the approximate values developed in the original model. The disadvantage with
calibrating the cell is that time is lost in performing this procedure.

In future programming systems, the off-line procedure described above will probably
be augmented by means of machine vision and other sensors located in the cell. The vision
and sensor systems would be used to update the three-dimensional model of the work-
place and thus avoid the necessity for the calibration step in current off-line programming
methods. The term sometimes used to describe these future programming systems in which
the robot possesses accurate knowledge of its threc-dimensional workplace is world mod-
eling. Associated with the concept of world modeling is the use of very high-level language
statements, in which the programmer specifies a task to be done without giving details of
the procedure used to perform the (ask. Examples of this type of statement might be

ASSEMBLE PRINTING MECHANISM TO BRACKET
or
WELD UPPER PLATE TO LOWER PLATE

The statements are void of any reference to points in space or motion paths to be fol-
lowed by the robot. Instead, the three-dimensional model residing in the robot’s control
memory would identify the locations of the various items to be assembled or welded. The
future robot would possess sufficient intelligence to figure out its own sequence of mo-
tions and actions for performing the task indicated.
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7.7 ENGINEERING ANALYSIS OF INDUSTRIAL ROBOTS
In this section. we discuss two problem areas that are central to the operation of an in-
dustrial robot: (1) manipulator kinematics and {2) accuracy and repeatability with which
the robot can position its end effector.

771 ion to ipul i i

Manipulator kinematics is concerned with the position and orientation of the robot’s end-
of-arm. or the end effector attached 10 it as a function of time but without regard for the
effects of force or mass. Of course, the mass of the manipulator's links and joints, not to men-
tion the mass of the end effector and lead being carried by the robot, will affect position
and orientation as a function of time, but kinematic analysis neglects this effect. Qur treat-
ment of manipulator kinematics will be limited to the mathematical representation of the
position and orientation of the robot’s end-of-arm.

Let us begin by defining terms. The robot manipulator consists of a sequence of joints
and links. Let us name the joints /;,J;, and so on, starting with the joint closest to the base
of the manipulator. Similarly, the links are identified as £, L,, and so on, where L, is the
output link of J,, L, is the output link of J,, and so on. Thus, the input link tu I, is L1 . and
the input link to Jy is Lq. The final link for a manip with n deg
joints} is L,,.and its position and orientation determine the position and orientation of (he
end effector attached to it. Figure 7.15 illustrates the joint and link identification method
for two different manipuiators, each having two joints. In Figure 7.15(a), both joints arc
orthogonal types.so this is an OO robot according tu our notation scheme of Section 7.1.2.
Let us define the values of the O joints as A; and A,, where these values represent the po-

End

L h
Ly
Ead 7
effector
TR
(a) by
Figure 7.15 Two i with two d f-freedom: (a) an

OO0 robot and (b) an RR robot.
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sitions of the joints relative 1o their respective input links. Figure 7.15(b) shows a two de-
dom robot with c n on RR. Let us definc the values of the two joints as
the angles #, and 6,, where 6, is defined with respect to the horizontal base, and 6, is de-
fined relative to the direction of the input link to joint J,. as illustrated in our diagram.
One way to mathematically represent the posifion and orientation of the manipula-
tor’s end-of-aim is by means of its joints, Thus, for the OO robot of Figure 7.15(a), the po-
sition and orientation are identified as follows:

P = (A k) @1
and similarly for the RR robot of Figure 7.15(hj,
P, = (6,,6:) 7.2

where Ay, Ay, 6, and 8, are the values of the joints in the two robots, respectively. We might
refer to this method of representation as the joint space method, because it defines posi-
tion and orientation (symbolized as P,) in terms of the joint values.

An alternative way to represent position is by the familiar Cartesian coordinate sys-
tem, in robotics called the world space method. The origin of the Cartesian coordinates in
world space is usually located in the robot’s base. The end-of-arm position P, is defined in
world space as

P.=(x2) 1.3)

where x and z are the coordinates of peint P,,. Only two axes are needed for our two-axis
robots because the only positions that can be reached by the robots are in the x-z plane.
For a robot with six joints operating in 3-D space. the end-of-arm position and orientation
P,,can be defined as

Py = (xy.z.2B,x) (7.4}

where x, y.and z specify the Cartesian coordinates in world space (position);and a, 8, and
x specify the angles of rotation of the three wrist joints (orientation),

Notice that ori ion cannot be i d i for our two robots in
Figure 7.15. For the OO manipulator, the end-of-arm orientation is always vettical; and for
the RR manipulator, the orientation is determined by the joint angles 6, and §,, The read-
er will observe that the RR robot has two possible ways of reaching a given set of x and z
coordinates, and so there are two alternative orientations of the end-of-arm that are pos-
sible for all x-z values within the manipulator’s reach except for those coordinate posi-
tions making up the outer circle of the work volume when 4, is zero, The two alternative
pairs of joint values are ilustrated in Figure 7.16.

Forward and Backward Transformation for a Robot with Two Joints. Both
the joint space and world space methods of defining position in the robot’s space are im-
portant. The joint spacc method is important because the manipulator positions its end-of-
arm by moving its joints to certain values. The world space method is important because
applications of the robot are defined in terms of points in space using the Cartesian coor-
dinate system. What is needed is a means of mapping from one space method to the other,
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“Above"
configuratior.

“Below"
configuration  Fignre 7,16 For most x-z coordinates in
the RR robot’s work volume, two
alternative pairs of joint values are
possible, called “above” and “below.”

Mapping from joint space to world space is called forward transformation, and converting
from world space to joint space iscalled lmckward transformation.

The forward and b are readily ished for the Carte-
sian coordinate robot of Figure 7.15(a), because the x and z coordinates correspond di-
rectly with the values of the joints. For the forward transformation,

x=x and z=A (15)
and for the backward transformation,
A=z and A =x (7.6)

where x and z are the coordinate values in world space, and A; and A, are the values in
joint space.

For the RR robot of Figure 7.15(b), the forward transformation is calculated by not-
ing that the lengths and directions of the two links might be viewed as vectors in space:

= {Licos8,, Lysiny} (7.72)
1, = {L;cos(6, + 8,), L,sin(6, + 6,)} (7.7b)
Vector addition of ry and r, (and taking account of link Lo) yields the coordinate val-

ues of x and y at the end-of-arm:
x = Licos + L,cos(8, + 6,) (7.82)
7= Lo+ Lysing, + Lysin(6, + ;) (7.8b)
For the backward transformation, we are given the coordinate positions x and zin
world space, and we must calculate the joint values that will provide those coordinate val-
ues. Fot our RR robot, we must first decide whether the robot will be positioned at the x;

2z coordinates using an “above” or “below” configuration, as defined in Figure 7.16. Let us
assume that the application calls for the below configuration, so that both 8; and 6, will take
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on positive values in our figure. Given the link values L, and L,. the following equations
can be derived for the two angles 6 and 6,

(- L) - -4
= L T 7.9
cosd, T (7.9a)

(ang, = {(z L)Ly 1 Lycosdy) — xL;sing,;} asm
P 5Ly + Lycosty) + (2 = Lo)L,sing,} ’

Forward and Backward Transformation for 8 Robot with Three Joints. Letus
consider a i with three deg f-freedom, all i in which the third
joint represents a simple wrist. The robot is a RR:R configuration, shown in Figure 7.17,
We might argue that the arm-and-body (RR :) provides position of the end-of-arm, and the
wrist (: R) provides orientation. The robot is still imited to the x-z plane. Note that we have
defined the origin of the axis system at the center of joint 1 rather than at the base of link
0,as in the previous RR robot of Figure 7.15(b). This was done to simplify the equations.

For the forward transformation, we can compute the x and z coordinates in a way sim-
ilar to that used for the previous RR robot,

x =L, cost + L,cos(8, + 8,) + Lycos(8, + 8, + 8,) (7.10a)
7= Lysing, + Lysin(6, + 6,) + Lysin{8, + 6, + 65) (7.10a)

Let us define « as the orientation angle in Figure 7.17. It is the angle made by the wrist
with the horizontal. It equals the algebraic sum of the three joint angles:

a=6,+ 6, +06 (7.10¢)

In the backward transformation, we are given the world coordinates x, z, and @, and

we want to calculate the joint values ), 8,, and , that will achieve those coordinates. This
is accomplished by first determining the coordinates of joint 3 (x; and z; as shown in Fig-

ure 7.17). The coordinates are:

Py

Figure 7.17 A robot with RR:R configuration.
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X3 =x ~ Lycosa (7.11a)

=2~ Lysine (7.111)

Knowing the coordinates of joint 3, the problem of determining 8, and 6, is the same
as for the previous RR configuration robot.

B-B-L4-1

cosf, = JLL (7.12a)
2Ly + Lyc088;) = x3L;sing,
e o] 2
The value of joint 3 is then determined as
6 =a—(6,+6) (7.12¢)

EXAMPLE 7.1 Backward Transfermation for a RR ;R Robot

Given the world coordinates for a RR: R robot (simitar to that in Figure 7.17)
asx = 300mm,z = 400 mm, and @ = 30°;and given that the links have values
Ly = 350 mm, L, = 250 mm, and L; = 50 mm, determine the joint angles 6,
6;,and 6.

Solution: The first step is to find x; and z; using Eqs. (7.11) and the given coordinates
x = 300and z = 400,
X3 = 300 — 50c0s30 = 256.7
3= 400 — 50sin30 = 375
Next, we find 8, using Eq. (7.12a):
cosd, = M%%ﬂ =0.123 6, = 82.9°
The angle 6, is found using Eq. (7.12b):
375(350 + 250 cos82.9) — 256.7(250)sin82.9

161 = 567350 + 23005329 + 313(250)smB29 ~ 04146 6 =225

Finally, 6 = 30° — 82.9° - 22.5° 8; = -75.4°

A Four-Jointed Robot in Three Dimensions. Most rabats possess a work vol-
ume with three dimensions. Consider the four degree-of-freedom robot in Figure 7.18. Its
configuration is TRL: R, Joint 1 (type T) provides rotation about the z axis Joint 2 (type
R) provides rotation about a horizontal axis whose direction is determined by joint 1. Joint
3 (type L) is a piston that allows linear motion in a direction determined by joints 1 and 2.
And joint 4 (type R) provides rotation ahout an axis that is parallel to the axis of joint 2.

The values of the four joints are, respectively, 61,8, Ay, and 8,. Given these values,
the forward transformation is given by:
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{%qe Y- %)

-
x

Figure 7.18 A four degree-of-freedom robot with configuration

TRL:R.
cosfy{Ascosd, + Lycose) (7.13a)
sin8,(As cos8, + L, cosa) (7.13b)
L, + Xsin6, + Lysina (7.13¢)

where a = 6, + 6,

In the backward transformation, we are given the world coordinates x, y, z, and o,
where o specifies orientation, at least to the extent thal this configuration is capable of
orienting with only one wrist joint. To find the joint values, we define the coordinates of joint
4 as follows, using an approach similar to that used for the RR:R robot analyzed previousty:

¥

tang; = & (7.142)
X3 = x = cosfifL,cosa) (7.14b)
yo = y — sing,(L,cosa) (7.14¢)
23 =2~ Lysine (7.14d)
a= Vit - L) (7.14¢)

z— L

(7346

.14)
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EXAMPLE 7.2 Backward Transformation for s TRL:R Robot

Given the world coordinates for a TRL: R robot (similar to that in Figure 7.18)
as x = 300 mm, y = 350 mm. z = 400 mm, and & = 45 and given that the
iinks have values Lo — 0. L, = 325 mm, A; has a range from 300 to 500 mm,
and L, = 25 mm, determine the joint angles 8,,6,, A;, and 8.

Solution; We begin by finding 6, using Eq. (7.14a):

ang; = % = 1.1667 6, = 49.4°

Next,the position of joint4 must be offset from the given x-y-z world coordinates:
x4 = 300 — cos49.4(25cos45) = 2885
ys = 350 — sin49.4(25 cos45) = 3366
74 = 400 — 25sin4d5 = 3823
The required extension of linear joint 3 can now be determined:
= V2885 + 3366 + (3822 - 325) = VI9BIS1 Ay = 4470mm

Now 8, can be found from Eq. (7.14£):

sing, = Liwo& = 01282 8, = 7.36°
Finally, gy = 45° = 736° 8 = 3764
F for i Ki i Each of the pre-

vious manipulators required its own individual analysis, resulting in its own set of trigono-
metric equations, to accomplish the forward and backward lransfm‘mallons There is a

general approach for solving the q based on
transformations. Here we bneﬂy descnbe the approach to make the reader aware of its
ilability. For those who are ions for robot kine-

'matics, more complete treatments of the mpn: are presented in several of our references,
including Craig [3], Groover et al. [6], and Paul [9].

The homogeneous transformation approach utilizes vector and matrix algebra to de-
fine the joint and link positions and orientations with respect to a fixed coordinate system
(world space). The end-of-arm is defined by the following 4 X 4 matrix:

Ry 0 @ Px

| 0 4 P, @15
n,oo a4 p,
o 0 0 1

where T consists of four column vectors representing the position and orientation of the
end-of-arm or end effector of the robot, as illustrated in Figure 7.19. The vector p defines
the position coordinates of the end effector relative to the world x- y-z coordinate system.
The vectors a, 0, and n define the orientation of the end effector. The a vector, called the
approach vector, points in the direction of the end effector. The o vector, or orientation
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74

P byl

S Figure 7.19 The four vectors
- representing position and orientation of
Tl the robot’s end effector relative to the
x world coordinates x, y,and z.

vector, specifies the side-to-side direction of the end effector. For a gripper, this is in the di-
rection from one fingertip to the opposite fingertip. The r vector is the normal vector, which
is perpendicular to a and 0. Together, the vectors &,0, and n constitute the coordinate axes
of the tool coordinate system (Section 7.6.1).
A homogeneous transformation is a 4 X 4 matrix used to define the relative transla-

tion and rotation between i systems in th i i space.In i

i i ions based on transformations are used to establish the
geometric relationships among links of the manipulator. For cxample, let A, = a4 X 4
matrix that defines the position and orientation of link 1 with respect to the world coordi-
nate axis system. Similarly, A, = a 4 X 4 matrix that defines the position and orientation
of the link 2 with respect to link 1. Then the position and orientation of link 2 with respect
to the world coordinate system (call it T) is given by:

T, = AA,

where T, might represent the position and orientation of the end-of-arm (end of link 2) of
a manipulator with two joints; and A, and A; define the changes in position and orienta-
tion resulting from the actuations of joints 1 and 2 on links I and 2, respectively.

‘This approach can be extended to manipulators with more than two links. In gener-
al. the position and orientation of the end-of-arm or end effector can be determined as
the product of a series of homogeneous transformations, usually one transformation for
each joint-link ination of the i These h ions math-
ematically define the rotations and translations that are provided by the manipulator's
joints and links. For the four-jointed robot analyzed earlier, the tool coordinate system
(position and otientation of the end effector) might be represented relative to the world
coordinate system as;

T=AAAA, (7.16)
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where T = the transformation matrix defining the tool coordinate system, as defined in
Eq. (7.15); and A, = transformation matrices (4 X 4) for each of the four links of the
manipulator.

7.7.2  Accuracy and Repeatability

The capacity of the robot to position and orient the end of its wrist with accuracy and re-
peatability is an important contral anribute in nearly all industrial applications. Some as-
sembly applications require that objects be located with a precision of 0.05 mm (0.002 in),
Other applications, such as spot welding, usually require accuracies of 0.5-1.0 mm (0.020-
0.040 in), Let us examine the question of how a robot is able to move its various joints to
achieve accurate and repeatable positioning. There are several lerms that must be defined
in the context of this discussion: (1) control resolution, (2) accuracy, and (3) repeatability.
These terms have the same basic meanings in robotics that they have in NC. In robotics,
the characteristics are defined at the end of the wrist and in the absence of any end effec-
tor attached at the wrist.

Control resolution refers to the capability of the robot’s controller and positioning sys-
tem o divide the range of the joint into closely spaced points that can be identified by the
controller. These are called addressable points because they represent locations to which
the robot can be commanded to move. Recall from Section 6.6.3 that the capability to di-
vide the range into addressable points depends on two factors: (1) limitations of the electro-
mechanical components that make up each joint-ink combination and (2) the controller’s
bit storage capacity for that joint.

f the joint-link combination consists of a drive mech as in the case
of an NC positioning system, then the methods of Section 6.6.3 can be used to determine
the control resolution. We identified this ical control ion as CR,. Un-

fortunately, from our viewpoint of attempting to aralyze the controf resolution of the robot
manipulator, there is a much wider variety of joints used in robotics than in NC machine
tools. And it is not possible 10 analyze the mechanical details of all of the types here. Let
it suffice to recognize that there is a mechanical limit on the capacity to divide the range
of each joint-link system into addressabie points, and that this limit is given by CR,.

The second limit on control resotution is the bit storage capacity of the controller.
If B = the number of bits in the bit storage register devoted to a particular joint, then the
number of addressable points in that joint’s range of motion is given by 28, The control res-
olution is therefore defined as the distance between adjacent addressable points. This can
be determined as

R

CR, (7.17)

2

where CR; = control resolution determined by the robot controller; and R = range of
the joint-link combination, expressed in lincar or angular units, depending on whether the
joint provides a linear motion (joint types L or O) or a rotary motion (joint types R, T,
or V). The control ion of each joint-link ism will be the i of CR, and
CR;; that is,

CR = Max{CR;, CR,) (7.18)
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In our discussion of control resolution for NC (Section 6.6.3), we indicated that it is
desirable for CR, = CR,,which mcans that the limiting factor in determining control res-
olution is the mechanical sysiem, not the computer control system. Because the mechani-
cal structure of a robot manipulator is much less rigid than that of a machine tool, the
control resolution for cach joint of a robot will almost certainly be determined by me-
chanical factors (CR.).

Similar to the case of an NC positioning system, the ability of a robot manipulator to
position any givea joint-link mechanism at the exact location defined by an addressable
point is limited by mechanical errors in the joint and associated links. The mechanical er-
rors arise from such factors as gear backlash, link deflection, hydraulic fluid leaks, and var-
ious other sources that depend on the mechanical construction of the given joint-link
combination. If we characterize the mechanical errors by a normal distribution, as we did
in Section 6.6.3, with mean p at the addressable point and standard deviation o charac-
terizing the magnitude of the error dispersion. then accuracy and repeatability for the axis
can be defined.

Repeatability is the easier term to define. Repeatabifity is a measure of the robot’s abil-
ity to position its end-of-wrist at a previously taught point in the work volume. Each time
the robot atiempts to return to the programmed point it will return to a slightly different
position. Repeatability errors have as their principal source the mechanical errors previ-
ously mentioned. Therefore, as in NC, for a single joint-link mechanism,

Repeatability = 430 (719

where o = standard deviation of the error distribution,

Accuracy is a measure of the robot’s ability to position the end of its wrist at a desired
location in the work volume. For a single axis, using the same reasoning used to define ac-
curacy in our discussion of NC, we have

Aceuracy = % + 30 (7.20)

where CR = control resoluuon from Eq. (7.18).

The terms control accuracy, and ility are il in Figure 6.29
of the previous chapier for one axis that is linear. For a rotary joint, these parameters can
be conceptualized as either an angular value of the joint itself or an arc length at the end
of the joint’s output link.

EXAMPLE 7.3 Control Reselution, Accuracy, and Repeatability in Robotic Arm Joint

One of the joints of a certain industrial robot has a type L joint with a range of
0.5 m. The bit sterage capacity of the robot controller is 10 bits for this joint. The
mechanical errors form a normally distributed random variable about a given
taught poiat. The mean of the distribution is zero and the standard deviation is
006 mm in the direction of the output tink of the joint. Determine the control
resolution (CR,), accuracy, and repeatability for this robot joint.

Sofution: The number of addressable points in the joint range is 2° = 1024, The control
resolution is therefore

0.5
CR, 0% =1 = 0.004888 m = 0.4888 mm
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Accuracy is given by Eq. (7.20):
0.4888
2

Repeatability is defined as + 3 standard deviations
Repeatability = 3 X 0.06 = 0.18 mm

Accuracy = +3(0.06) = 0.4244 mm

Our definitions of control jon, accuracy, and repeatability have been depicted
using a single joint or axis, To be of practical value, the accuracy and repeatability of a robot
manipulator should include the effect of ali of the joints, combined with the effect of their
mechanical errors. For a2 multiple degree-of-freedom robot, accuracy and repeatability will
vary depending on wherc in the work volume the end-of-wrist is positioned. The reason for
this js that certain joint combinations will tend to magnify the effect of the control resolu-
tion and mechanical ersors. For example. for a polar configuration robot (TRL) with its lia-
ear joint fully extended, any errors in the R ot T joints will be larger than when the lincar
joint is fully retracted.

Robots move in three-dimensional space, and the distribution of repeatability errors

is therefore th i i In 3-D, we can ize the normal distribution as a
sphere whose center (mean) is at the programmed point and whose radius is equal to three
standard deviations of the ility error distribution. For i bility is

usually expressed in terms of the radius of the sphere; for example, £1.0 mm (£0.040 in).
Some of today's small assembly robots have repeatability values as low as £0.05 mm
(20.002in).

In reality, the shape of the error distribution will not be a perfect sphere in three di-
mensions. In other words, the errors will not be isotropic. Instead, the radius will vary be-
cause the associated mechanical errors will be different in certain directions than in others.
The mechanical arm of a robot is more rigid in certain directions, and this rigidity influences
the errors. Also, the so-called sphere will not remain constant in size throughout the robot’s
work volume. As with spatial resolution, it will be affected by the particutar combination
of joint positions of the manipulator. In some regions of the work volume, the repeatabil-
ity errors will be larger than in other regions.

Accuracy and repeatability have been defined above as static parameters of the ma-
nipulator. However, these precision parameters are affected by the dynamic operation of
the robot. Such characteristics as speed, payload, and direction of approach will affect the
robot’s accuracy and repeatability.
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Robot Anatomy

7.1 Using the notation scheme for defining manipulator configurations (Section 7.1,2), draw di-

agrams (similar to Figure 7.1) of the following robots: (a) TRT. (b) VVR, (z) VROT.

7.2 Using the notation scheme for defining manipulator configurations (Section 7.1.2), draw di-

agrams (sitilar to Figure 7.1) of the following robots: (a) TRL. (b) OLO, () LVL.

7.3 Using the notation scheme for defining manipulator configurations (Section 7.1.2), draw di-

agrams (similar to Figure 7.1) of the following robots: (a) TRTR, (b) TVR.TR, (c) RRT.

7.4 Discuss and sketch the work volumes of the robot configurations for each of the configura-

tions in Problem 7.1.

7.5 Using the robot configuration notation scheme discussed in Section 7.1, write the configu-

ration notations for some of the rabots in your laboratory or shop.

7.6 Describe the differences in orentation capabilitics and work volumes for a: TR and a :RT

wrist assembly. Use sketches as needed.

Robot Applications

7.7 A robot performs 2 loading and unloading operation for a machine tool. The work cycle

consists of the following sequence of activities:

Time

Activity (sec)

Robot reaches and picks part from incoming conveyor and loads into 55
fixture on machine tool.

Machining cycle (automatic). 330

Robot reaches in, retrieves part from machine tool, and deposits it 4.8

onto outgoing conveyor.
Move back to pickup position 17
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The activities are performed sequentially as fisted. Every 30 workparts, the cutting tools in
the machine must be changed. This irregular cycle takes 3.0 min to accomplish. The uptime
efficiency of the robot is 97%; and the uptime efficiency of the machine tool is 98%, not in-
luding interruptions for tool changes. These two efficiencies are assumed not to overlap (i,
if the robot breaks down, the cell will cease to operate, so the machine tool will not have the
opportunity to break down: and vice versa). Downtime results from electrical and mechan-
ical malfunctions of the robot. machine tool, ard fixture. Determine the hourly production
rate, taking into account the lost time due to tool changes and the uptime efficiency.

Tn Problem 7.7. suppose that a double gripper & used instead of a single gripper as mdicat-
ed in that problem, The activitics in the cycle would be changed as follows:

Time
Activity (sec)

©

Rabot reaches and picks raw part from incoming conveyor in one 33
grippet and awa«ts completien of machining cycle. This activity
is p with ining cycle.
At comp|et|on of previous machining cycle, robot reaches in, retrieves 5.0
finished part from machine, loads raw part into fixture, and moves
a safe distance from machine.
Machining cycte (automatich. 33.0
Robo\ moves to outgomg conveyor and deposns pan This activity 3.0
with

Robo( moves back to pickup posltlon This actlvlty is performeu 1.7
simuitaneously with machining cycle.

Steps 1,4,and S are performed simultaneously with the automatic machining cycle. Steps 2
and 3 must be performed sequentially. The same took change statistics and uptime efficien-
cies are applicable. Determine the hourly production rate when the double gripper is used,
taking into account the lost time due to tool changes and the uptime efficiency.

Since the robat’s portion of the work cycle requires much less time than the machine toot
in Problem 7.7 does, the possibility of installing a ceit with two machines is being consid-
ered. The robot would load and unload both machines from the same incoming and cutgo-
ing conveyors. The machines would be arranged so that distances between the fixture and
the conveyors are the same for both machines. Thus, the activity times given in Problem 7.7
are valid for the two-machine cell. The machining cycles would be staggered so that the
rabot would be servicing only one machine at a time. The tool change statistics and uptime
efficiencies in Problem 7.7 are applicable. Determine the hourly production rate for the two-
machine cell. The lost time due to tool changes and the uptime efficiency should be ac-
counted for. Assume that if one of the two machine tools is down, the othes machine can
continue to operate, but if the robot is down, the cell operation is stopped.

Determine the hourly ion rate for a hine cell as in Problem 7.9, anly that the
1abot is equipped with a dunble gripper as in Problem 7.8. Assume the activity times from
Problem 7.8 apply here.

The arc-on time is a meastre of efficiency in an arc welding operation. As indicated in our
discussion of arc welding in Section 7.5.2, typical arc-on times in manua} welding range be-
tween 20% and 30%. Suppose that a certain welding operation is currently performed using
awelder and a fitter. Production requirements are steady at 500 units per week. The fitter’s
jobis to load the component parts into the fixture and clamp them in position for the welder.
The welder ther welds the components in two passes, stopping to reload the welding rad be-
tween the two passes. Some tifme is also lost each cycle for repositioning the weiding rod on
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the work. The fitter’s and welder
ous clements as follows:

tuvities are done sequentially, with times for the vari-

Time
Seq. Worker and Activity {min)

Fitter: load and clamp parts 42

i 25
1.8
24
20
Delay time between work cycles 11

Because of fatigue, the welder must take a 20-min rest at mid-morning and mid-afternoon
and a 40-min lunch break around noon. The fitter joins the welder in these rest breaks. The
nominal time of the work shift is & hr, but the last 20 min of the shift is nonproductive time
for clean-up at each workstation. A proposal has been made to install a robot welding ceil
to perform the aperation. The cell would be set up with two fixtures so that the robot could
be welcing one job (the set of parts to be weided) while the fitter is unloading the previous
job and loading the next job. In this way, the welding robot and the human titter could be
working si rather than ially. Also, i wire feed would be used
rather than individual welding rods. It has been estimated that the continuous wire feed
must be changed only once every 40 parts, and the lost time will be 20 min to make the wire
change. The times for the various activities in the regular work cycle are as follows:

Time

Seq. Fitter and Robot Activities (min}
1 Fitter: load and clamp parts 42
2 Robot: weid complete a0
3 Repositioning time 1.0
4 Delay time between work cycles 0.3

A 10-min break would be taken by the fitter in the morning and another in the afternoon,
and 40 min would be taken for lunch. Clean-up time at the end of the shift is 20 min. In your
calculations, assume that the proportion uptime of the robot will be 98%, Determine the
following: (a) arc-on times (expressed as a percentage, using the 8-hr shift as the base) for
the manval welding operation and the robot welding station, and (b) bourly production rate
on average throughout the 8-hr shift for the manual welding operation and the robot weld-
ing station.

Programming Exercises

7.1

5

Note: The foliowing problems require access to industrial robots and their associated pro-
gramming manuals in a laboratory setting.

The setup for this problem requires a felt-tipped pen mounted to the robot’s end-of-arm
{or held securely in the robot's gripper). Also required is a thick cardboard, mounted on the
surface Of the work table. Pieces of plain white paper will be pinned or taped to the cardboard
surface. The exercise is the following: Prograrm the rabot to write your initials on the paper
with the felt-tipped pen.
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exercise, consider the problemof pro-
gramming the robot to write any letter that is entered at the alphanumeric keyboard. Ob-
viously, a textual programming language is required to accorpiish this exercise.

Apparatus required for this exercise consists of two wood or plastic blocks of two different
colors that can be grasped by the robat grippex. The blocks should be placed in specific po-
sitions (call the positions A and B on cither side of a center location {called position C), The
robot shouid be programmed to do the following: (1) pick up the block at position A and
place it at the central position C, {2) pick up the black at position B and place it at position
A, (3) pick up the block at position C and place it at position B.(4) Repeat steps (1),(2), and
(3) continually.

Apparatus for this exercise consists of a cardboard box and a dowel about 4 in long (any
straight thin cylinder will suffice, ¢.g, pen or pencif). The dowel s attached to the robot's end-
of-arm or held in its gripper. The dowel is intended (o simulate an arc welding torch, and the
edges of the cardboard box arc intended to represent the seams that are to be welded. The
programming exercise is the following: With the box oriented with one of its corners point-
ing toward the robot, program the robot to weld the three edges that lead into the corner.
The dowel (welding torch) must be continucusly oriented at a 45° angle with respect to the
edge being welded. See Figurc P7.15.

Robot
end-of-atm

Figure P7.15 Orientation of arc welding torch for Problem 7.15.

This exercise is intended to simulate a palletizing operation. The apparatus includes; six
wooden (or plastic or metal) cylinders approximately 20 mm in diameter and 75 mm in
Tength, and a 20-mm thick wooden block approximately 100 mm by 133 mm. The block is to
have six holes of diameter 25 mm drilled in it as Hlustrated in Figure P7.16. The wooden
cylinders represent workpasts, and the wooden block represents a pallet, (As an alternative
10 the wooden block, the layout of the pallet can be sketched on  plair picce of paper at-
tached to the work table.) The programming exercise is the following: Using the powered
leadthrough programming method, program the robot fo pick up the parts froma fixed po-
sition on the work table and place them into the six positions in the pallet. The fixed posi-
tion on the table might be a s1op point on a conveyor, (The student may have to manually
place the parts at the position if a real conveyor is not available.)

This is the same problem as the previous exercisc, except that a obot programming lan-
guage should be used, and the positions of the pallet should be defined by calculating their
* and y coordinates by whatever method is available in the particular programming Jan-
guage used.

718 Repeat Problem 7.17, only in the reverse order, to simulate a depalletizing operation.
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6 Holes (25mm dia )
7

®®y
/

Figure P7.16 Approximate pallet dimensions for Problem 7.16.

Manipulator Kinematics

719

724

727

7.28

729

The joints and links of the RR manipulator in Figure 7.15 have the following values:
6, = 20°6, — 35% Ly = 500 mm, L, = 400 mm. and L, = 300 mm. Determine the values
of x and z in world space coordinates.

The joints and links of the RR manipulator in Figure 7.15 have the following values:
8 = 45°,8, = ~45°, L, = SO0 mm. ; = 400 mm,and L, = 300 mm. Determine the values
of x and z in world space coordinates.

The links of the RR manipulator in Figure 7.15 have the following lengths:
Lo =500 mm.L, = 400 mm,and L, = 300 mm. Determine the values of §, and 8, that po-
sition the end-of-arm at the (x, z) world coordinate values of {550 mm, 650 mm). Assume
the manipulator is in the “below” orientation (see Figure 7.16).

The joints and links of the RR:R manipulator in Figure 7.17 have the following values:
8, = 20°.6, = 15°,6; = 25°, L, = S00mm, L, = 400 mm, and L, = 25 mm. Determine the
values of x and 7 in world space coordinates

The joints and links of the RR: R manipulator in Figure 7.17 have the following values:
8 = 45°,6, = 45°,6, = —135°, L, = 500 mm, L, = 400 mm, and I, = 25 mm. Determine
the values of x and z in world space coordinates.

The links of the RR:R manipulator in Figure 7.17 have the following lengths:
L, =500 mm, L, = 400 mm,and L = 25 mm. Determine the values of 8,6, and 8, that
position the end-of-arm at the (, z) world coordinate values of (650 mm, 250 mm), and
@ = 0°. Assume the manipulator is in the “below” orientation (see Figure 7.16).

Given the world coordinates for the RR :R robot in Figure 7.17 a5 x = 400 mm, z = 300 mm,
and « = 150° and given that the links have values L, = 350 mm, L, = 250 mm, and
0 mm. determine the joint angles 8, 6,. and 6. Assume the manipulator is in the
“below” orientation (see Figure 7.16).

The joints and links of the TRL:R manipulator in Figure 7.18 have the following values:
8, = 0°.6, = 45°, A, = 400 mm, 6, = 30°, L, = 0,L, = 500 mm, and L, = 20 mm. Deter-
mine the values of ¥, y,and z in world space coordinates.

The joiats and inks of the TRL:R manipulator in Figure 7.18 have the following values:
6, = 45,8, = 45°, A; = 300 mm, 8, = -30°, Lo = 0, L, = 500 mm, and L, = 20 mm. De-
termine the values of x, y, and z in world space coordinates.

Given the warld coordinates for the TRL:R robot in Figure 7.18 as x = 300 mm, y = 0,
2 = 500 mm, and & = 45" and given that the links have values Lo = 0, L, = 400 mm, A,
has a range from 200 mm to 350 mm, and L, = 25 mm, determine the joint values
B8, As.and 8,.

Given the world coordinates for the TRL: R robot in Figure 7.18 as x = 200 mm, y = 300,
2= 500 mm,and a = 15° and given that the links have vahues Lo = 0, L, = 500 mm, A,
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has a range from 300 mm (o 850 mm, and I, = 25 mm, determine the joint values 6,, %,
Ay,and 8,

Accuracy and Repeatabilty

130

731

The linear joint (type L) of a certain industrial robot is actuated by a piston mechanism.
I'he length of the joint when fully retracted is 500 mm and when fully extended is 1000 mm.
1f the robot’s controller has an &-bit storage capacity, determine the control resolution for
this robot.

In the previous problem, the mechanical errors associated with the linear joint form a ner-
ma! distribution in the direction of the joint actuation with standard deviation = 0.08 mm.
De:ermine: (a) the spatial resolution, (b the accuracy, and (c) the repeatability for the robot.
The revolving joint (type V) of an industrial robot has a range of 240° rotation. The me-
chanical errors in the joint and the inputioutput links can be described by a normal distrib-
ution with ils rean at any given addressable point and a standard deviation of 0.25°.
Determine the number of storage bits required in the controller memory so that the accu-
racy of the joint is as close as possible 10, but less than, its repeatability. Use six standard de-
viations as the measure of repeatability.

A cylindrical robot has a T-type wrist axis that can be rotated a total of five rotations {each
Totation is a full 360°). It is desired to be able t0 position the wrist with a control resolution
0f 0.5° betweon adjaceut addiessuble pomts. Determine the number of bits required in the
binary register for that axis in the robot’s control memory.

One axis of a RRL robat is a linear slide with a total range of 950 mm. The robot’s control
memory has a 10-bit capacity. It is assumed that the mechanical etrors associated with the
arm arc normally distributed with a mean at the given taught point and an isotropic standard
deviation of 0.10 mm. Determine: (a) the control resolution for the axis under consideration,
{b) the spatial resolution for the axis, (c) the defined accuracy, and (d) the repeatability.
ATLR robot has a rotational joint (type R) whose output link is connected to the wrist as-
sembly. Considering the design of this joint only, the output link is 600 mm long, and the
total range of rotation of the joint is 40° The spatial resolution of this joint is expressed as
a linear measure at the wrist and is specified to be +0.5 mm. It is known that the mechani-
cal inaccuracies in the joint result in an error of $0.018° rotation, and it is assumed that the
output link is perfectly rigid s as to cause no additional errors due to deflection. (@) With
the given level of mechanical error in the joint, show that it is possible to achieve the spa-
tial resolution specified. (b) Deterntine the minimum number of bits required in the robor’s
control memory to obtain the spatial resoluticn specified,
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Numerical control (Chapter 6} and industrial robotics (Chapter 7) are primarily concerned
with motion control, because the applications of machine tools and robots involve the
movement of a cutting tool or end effector, respectively, A more general control category
is discrete control, defined in Section 4.2.2. In the present chapter, we provide a more-com-
plete discussion of discrete control, and we examine the two principal industrial controliers
used to implement discrete control: (1) programmable logic controllers (PLCs) and (2)
personal computers (PCs).

8.1 DISCRETE PROCESS CONTROL

Discrete process control systems deal with parameters and variables that change at dis-
crete moments in time. In addition, the parameters and variables themselves are discrete,
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typically binary. They can have either of two possible values, 1 or 0. The values mean ON
or OFF. true or false, abject present or not present, high voltage value or low voltage value,
and 5o on, depending on the application. The binary variables in discrete process control
are associated with input signals to the controller and output signals from the coatroller.
Input signals are typically generated by binary sensors, such as limit switches or photo-
sensors that ate interfaced to the process. Output signals are generated by the controller
to operate the process in response to the input signals and as a function of time. These out-
put signals turn on and off switches, motors, valves, and other binary actuators related to
the process. We have compiled a list of binary sensors and actuators, along with the inter-
pretation of their 0 and 1 values, in Table 8.1.The purpose of the controller is to coordinate
the various actions of the physical system, such as transferring parts into the workholder,
feeding the machining workhead. and so on, Discrete process controi can be divided into
two categories: (1) logic control, which is concerned with event-driven changes in the sys-
tem; and (2) sequencing, which is concerned with time-driven changes in the system, Both
are referred to as switching systems in the sense that they switch their output values on
and off in response to changes in events or time.

8.1.1 Logic Control

A logic control system, also referred to as combinational logic control, is a switching sys-
tem whose output at any moment is determined exclusively by the values of the inputs. A
logic control system has no memory and does not consider any previous vaiues of input sig-
nals in determining the output signal. Neither does it have any operating characteristics that
perform directly as a fanction of time.

Let us use an example from robotics to illustrate logic control. Suppose that in & ma-
hine-loading application, the robot is d to pick up a raw workpart from a
known stopping point along a conveyor and place it into a forging press, Three conditions
must be satisfied to initiate the loading cycle. First, the raw workpart must be at the stop-
ping point;second, the forge press must have completed the process on the previous part;
and third, the previous part must be removed from the die. The first condition can be in-
dicated by means of a simple limit switch that senses the presence of the part at the con-
veyor stop and transmits an ON signal to the robot controller. The second condition can
be indicated by the forge press, which sends an ON signal after it has completed the pre-
vious cycle. The third condition might be determined by a photodetector located so as to
sense the presence or absence of the part in the forging die. When the finished part is re-
moved from the die, an ON signal is transmitted by the photocell. All three of these ON
signals must be received by the robot controller to initiate the next work cycle. When these

TABLE 8.1 Binary Sensors and Actuators Used in Discrete Process Control

Sensor One/Zero interpretation Actuator One/Zero Interpretation
Limit switch Contact/no contact Mator On/aff
Photodstector Onjoff Control relay Contact/no contact
Push-button switch Onjoff Light n/off
Timer Onjoff Valve Closed/open
Contral relay Contact/no contact Clutch Engaged/not engaged
Circuit breaker Contact/no contact Solenoid Energized/not energized
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120v . .
Figure 8.1 Electrical circuit flustrating

- +  the operation of the logical AND gate.

input signals have been received by the controller, the robot loading cycle is switched on.
No previeus conditions or past history are needed.

Elements of Lagic Control. The basic elements of logic control are the logic gates
AND, OR, and NOT. In each case, the logic gate is designed to provide a specified output
value based on the values of the input(s). For both inputs and outputs, the values can be
either of two levels, the binary values 0 or 1. For purposes of industriat control, we define
0 (zero) to mean OFF, and 1 (one) 1o mean ON.

The logical AND gate outpuis a value of 1 if all of the inputs are 1, and 0 otherwise.
Figure 81 illustrates the operation of a logical AND gate. If both switches X1and X2, {rep-
resenting inputs} in the circuit are closed, then the lamp Y (representing the output) is on.
The truth table is often used to present the operation of logic systems. A fruth table is a tab-
ulation of all of the combinations of input values to the corresponding logical output vai-
ues. The truth table for the AND gate is presented in Table 82, The AND gate might be used
in an automated production system to indicate that two (or more) actions have been suc-
cessfully completed, therefore signaling that the next step in the process should be initiat-
ed. The interlock system in our previous robot forging example illustrates the AND gate.
All three conditions must be satisfied before loading of the forge press is allowed to occur.

The togical OR gate outputs a value of 1 if either of the inputs has a value of 1,and
0 otherwise. Figure 8.2 shows how the OR gate operates. In this case, the two input signals
X1 and X2 arc arranged in a parallel circuit, so that if either switch is closed, the lamp Y
will be on. The truth table for the OR gate is presented in Table 8.3. A possible use of the
OR gate in a manufacturing system is for safety monitoring. Suppose that two sensors are

TABLE8.2 Truth Table for the
Logical AND Gate

Inputs Output

X1 X
Y
0 0 4 X2
0 1 [ 120v
1 q 0 - *
; , , Figure 8.2 Electrical circuit illustrating
— T

the operation of the logical OR gate.
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TABLE8.3 Truth Table for the
Logical OR Gate

o g
tnputs Output
X1 X2 v Resistance
¥ 0 [
0 1 1
1 0 1 - +
Figure 8.3 Electrical circuit illustrating
L R B I the operation of the logical NOT gate.

utilized to monitor two different safety hazards. When either hazard is present, the re-
spective sensor cmits a positive signal that sounds an alarm buzzer.

Both the AND and OR gates can be used with two or more inputs. The NOT gate has
a single nput, The logical NOT gate reverses the input signal: If the input is 1, then the out-
put is 0; if the input is O, then the output is 1. Figure 8.3 shows a circuit in which the input
switch X1 is arranged in paralle) with the output so that the voltage flows through the
lower path when the switeh is closed (thus Y = 0), and through the upper path when the
switch is open (thus Y = 1). The truth table for the NOT gate is shown in Table 8.4.

in addition to the three basic elements. there are two more elements that can be used
in switching circuits: the NAND and NOR gates. The logical NAND gate is formed by
combining an AND gate and a NOT gate in sequence, yielding the truth table shown in
Table 8.5(a). The logical NOR gate is formed hy combining an OR gate followed by a NOT
gate, providing the truth table in Table 8.5(b).

Various di i i have been ped to represent the logic éle-
ments and their relationships in a given logic control system. The logic network diagram
is one of the most common methods. Symbols used in the logic network diagram are ilius-
trated in Figure 8.4, We demonstrate the use of the logic network diagram in several ex-
amples later in this section.

TABLE 85 Truth Tables for the Logical NAND Gate and Logical
NOR

Gate
(a) NAND by NOR
Inputs Output Inputs Output
mase e o | e | v
Inputs Output ¢ 0 1
0 1 1
1 0




Sac. 8.1 / Discrete Process Control 261

US. symbol 1SO symbal
X X1 n

v

AND xz:D_v x21
X1 X1

Y 21 Y
oK XZ:D_ X2

NO1 x~—>o—y X-—DO—Y
X1 X1

-

o | S D | S e

nor | v [ 2 ¥
x2 X2

Figure 8.4 Symbols used for logical gates: U.S. and [SO.

Boolean Algebra. The logic elements form the foundation for a special algebra
that was developed around 1847 by George Boole and that bears his name. Its original
purpose was to provide a symbolic means of testing whether complex statements of logic
were TRUE or FALSE. 1t was not until about a century later that Boolean algebra was
shown to be useful in digital logic systems. We briefly describe some of the fundamentals
of Boolean zlgebra here, with minimum elaboration. In Boolean algebra. the AND func-
tion is expressed as

Y =x1-X2 (8.1)

This is called the logica! product of X1 and X2. The results of the AND function for
four possible combinations of two input binary variables are listed in the truth table of
previous Table 8.2. The OR function in Boolean algebra notation is given by

Y = X1+ X2 (82)

This is called the logical sum of X1 and X2, The output of the OR function for four possi-
ble combinations of two input hinary variables are listed in the truth table of Table 8.3.

The NOT function is referred to as the negation or inversion of the variable, Itis in-
dicated by placing a bar above the variable (e.g., NOT X1 = X1). The truth table for the
NOT functicn is listed in Table 8.4,

There are certain laws and theorems of Boolean algebra. We cite them in Table 8.6.
These laws and theorems can often be applied to simplify logic circuits and reduce the
number of elements required to implement the logic, with resulting savings in hardware
and/or programming time.

EXAMPLE 8.1 Robot Machine Loading

The robot machine loading example described at the beginning of Section 8.1.1
required three conditions to be satisfied before the loading sequence was
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TABLE 8.6 Laws and Theorems of Boolean Algebra

Commutative Law: Law of Absorption:
X+Y=Y+X XX+ V) =X+X-¥=X
X-¥=Y-X De Morgan's Laws:

Associative Law: (XF¥9) =%
X+Y+Z=X+{Y+2) (X+Y)=X+¥
X+Y+Z=(X+Y)+2Z Consistency Thearem:
X Y-Z=X-(Y-2) XY+ X-¥=X
X.¥-Z=(X-¥-2 X+Y) - (X+¥)=X

Distributive Law: Inclusion Theorem:
XY+ X-Z=X-(Y+2) X-X=0
X+Y) Z+W)=X-Z+X-W+Y-Z+Y-W X+X

Solution:

initiated. Determine the Beolean algebra expression and the logic network di-
agram for this interlock system.

Let Xt = whether the raw workpart is present at the conveyor stopping point
(X1 = 1 for present, X1 — 0 for not present). Let X2 = whether the press cycie
for the previous part has completed (X2 = 1 for completed, (Hor not complet-
ed). Let X3 = whether the previous part has been removed from the die
(X3 =1 for removed, X3 = 0 for not removed), Finally, let Y = whether the
loading sequence can e started (Y = 1 for begin, Y = 0 for wait),

The Boolean algebra expression is:

Y = X1-X2-X3
All three conditions must be satisfied, so the logical AND function is used. All
of the inputs X1, X2, and X3 must have values of 1 before Y = 1, hence initi-

ating the start of the loading sequence. The logic network diagram for this in-
terlock condition is presented in Figure 8.5.

) 33_ v Flgure 8.5 Logic network diagram for the robofic
X3 machine loading interlock system in Example 8.1.

EXAMPLE 8.2 Push-Button Switch

A push-button switch used for starting and stopping electric motors and other
powered devices is a common hardware component in an industrial control
system. As shown in Figure 8.6(a), it consists of a box with two buttons, one for
START and the other for STOP. When the START button is depressed mo-
mentarily by a human operator, power is supplied and maintained to the motor
(or other toad) until the STOP button is pressed. POWER-TO-MOTOR is the
output of the push-button switch. The values of the variables can be defined
as follows:

STAKT = (¥ normally open contact status
STAKRT = 1 when the START button is pressed to contact
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Power-lomotor  wotor

]

(®)

Figure 8.6 (a) Push-button switch of Exampie 8.2 and (b} its

logic network diagram.

STOP = 0 is normally closed contact status

STOP = 1 when the STOP button is pressed to break contact

MOTOR = 0 when off (not ruaning)

MOTOR = 1 when on

POWER-TO-MOTOR = 0 when the contacts are open
POWER-TO-MOTOR = 1 when the contacts are closed

The truth table for the push-button is presented in Table 8.7. From an initial
motor off condition (MOTOR = 0), the motor is started by depressing the start
button (START = 1). If the stop button is in its normally closed condition

(STOP = 0}, power will be supplied to the motor (POWER-TO-MOTOR = 1),
While the motor is running (MOTOR = 1), it can be stopped by depressing

the stop bution (STOP = 1).The corresponding network logic diagram is shown

in Figure 8.6(b).

TABLE 8.7 Truth Table for Push-Button Switch of Example 8.2

Start Stop Motor Powaer-to-Motor
¢ o 0 o
0 1 0 ¢
1 o 0 1
1 1 o 0
0 0 1 1
0 1 1 0
1 1] 1 1
1 1 1 0
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In a sense, the push-button switch of Example 8.2 goes slightly beyond our definition
of a pure logic system because it exhibits characteristics of memory. The MOTOR and
POWER-TO-MOTOR variables are virtually the same signal. The conditions that deter-
mine whether power will flow to the motor are different depending on the motor ON/OFF
status. Compare the first four lines of the truth table with the last four lines in Table 8.7. It
is as if the control logic must remember whether the motor is on or off to decide what con-
ditions will determine the value of the output signal. This memory feature is exhibited by
the feedback loop (the lower branch) in the logic network diagram of Figure 8.6(b).

8.1.2 Sequencing

A sequencing system uses internal timing devices to determine when to initiate changes in
output variables. Washing machines, dryers. dishwashers, and similar appliances use se-
quencing systems to time the start and stop of cycle elements. There are many industrial
applications of sequencing systems. For example, suppose an induction heating coil is used
to heat the workpart in our previous example of a robotics forging application. Rather
than use a temperature sensor, the heating cycle could be timed so that enough energy is
provided to heat the workpart to the desired temperature. The heating process is suffi-
ciently reliable and predictable that a certain duration of time in the induction cail will
consistently heat the part to a certain temperature (with minimum variation).

Many icati in industrial ion require the controller to provide a
prescheduled set of ON/OFF values for the output variables. The outputs are often gen-
erated in an open-loop fashion, meaning that there is no feedback verification that the
control function has actually been executed. Another feature that typifies this mode of
control is that the sequence of output signals is usually cyclical: the signals occur in the
same repeated pattern within cach reguiar cycle. Timers and cournters illustrate this type of
control component, They are briefly described in Table 8.8.

82 LADDER LOGIC DIAGRAMS

The logic network diagrams of the type shown in Figures 8.5 and 8.6(b) are useful for dis-
playing the reiationships between logic elements. Another diagramming technique that ex-
hibits the logic and, to some extent, the timing and sequencing of the system is the ladder
logic diagram. This graphical method also has an important virtue in that it is analogous to
the electrical circuits used to accorplish the logic and sequence control. In addition, lad-
der logic diagrams are familiar to shop personne! who must construct, test, maintain, and
repair the discrete control system.

TABLE 88 Common Sequencing Elements Used in Discrete Process Control Systems

Timer. This device switches its output on and off at preset time intervals.

Drum timer. A device with muitiple 0n/off outputs, each of which can be independently
set with its own time intervals.

Counters. The counter is a component used to count electrical pulses and store the
results of the counting procedure. The instantaneous contents can be displayed
ar used in some control algorithm.
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In a ladder logic diagram. the various logic elements and other components are dis-
played along horizontal lines or rungs connected on cither end to two vertical rails. as il-
lustrated in Figure 8.7. The diagram has the general configuration of a ladder, hence its
name. The elements and components are contacts (usually representing logical inputs) and
loads (representing outputs), The power (¢.g.,120V ac) to the components is provided by
the two vertical rails. 1t is custuinary in ladder diagrams (o tocate (he inputs o the left of
each rung and the outputs to the right.

Symbols used in ladder diagrams for the common logic and sequencing components
are presented in Figure 8.8. Normally open contacts of a switch or other similar device arc
symbolized by two short vertical lines along a horizontal rung of the ladder, as in Figure
8.8(a). Normally closed contacts are shown as the same vertical lines only with a diagonal
line across them as in Figure 8.8(b). Both types of contacts are used to represent ON/OFF
inputs to the logic circuit. In addition to switches. inputs include relays, on/off sensors (€.g.,
limit switches and photodetectors), timers, and other binary contact devices.

Output loads such as motors, lights, alarms, solenoids, and other electrical compo-
nents that are turned on and off by the logic control system are shown as nodes (circles)
as in Figure 8.8(c). Timers and counters are symbolized by squares (or rectangles) with ap-
propriate inputs and outputs to properly drive the device as shown in Figure 8.8(d), (¢). The
simple timer requires the specification of the time delay and the input signal that activates
the delay. When the input signal is received, the timer waits the specified delay time before
switching on the cutput signal. The timer is reset (the output is set back to its initial value)
by turning off the input signal.

Fs 1

( ) Ladder symbol Hardware component —‘

3
¢

Normally open contacts {swtch.
@ b | elay oter ONIOFF devices)

Normally closed contacts
O == | (iten, rley, ete)

—( ) Output loads (molor, lamp,
T ©@ solencid, alarm, etc.)

2 o

T2
= o

Figure 8.8 Symbols for common logic and

Figure 8.7 A ladder logic diagram. sequence elements used in ladder logic diagrams.
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Counters require two inputs. The first is the pulse train (series of on/off signals) that
is counted by the counter. The second is a signal to reset the counter and restart the count-
ing procedure. Resetting the counter means zeroing the count for a count-up device and
setting the starting value for a count-down device. The accumulated count is retained in
memory for use if required for the application.

EXAMPLES3 Three Simple Lamp Circuits

Solution:

The three basic logic gates (AND, OR, and NOT) can be symbolized in lad-
der logic diagrams. Consider the three lamp circuits illustrated in Figures 8.1,
82,and 83.

The three ladder diagrams corresponding to these circuits are presented in Fig-
ure 8.9(a)-(c). Note the similarity between the original circuit diagrams and the
ladder diagrams shown here. Notice that the NOT symbof is the same as a nor-
mally closed contact, which is the logical inverse of a normally epen contact.

X1 x2
@ —
X1 Y

®

Resistance

© Figure 8.9 Three ladder logic diagrams

for lamp circuits in (a) Figure 8.1,
(b) Figure 82, and (c) Figure 8.3.

EXAMPLE 8.4 Push-Button Switch

Solution:

The operation of the push-button switch of Example 8.2 can be depicted in a
ladder logic diagram. From Figure 8.6, let START be represented by X1,STOP
by X2,and MOTOR by Y.

The ladder diagram is presented in Figure 8.10. X1 and X2 are input contacts,
and Y is a load in the diagram. Note how Y also serves as an input contact to
provide the POWER-TO-MOTOR connection.

X1 X2 he

Figure 8.10 Ladder logic diagram for the
push-button switch in Example 8.4.
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EXAMPLE 8.5 Control Relay

The operation of a control relay can be demonstrated by meaas of the ladder
logic diagram presented in Figure 8.11. A relay can be used to control on/off ac-
tuation of a powered device at some remote location. It can also be used to de-
fine alternative decisions in logic control. Our diagram illustrates both uses.
The retay is indicated by the load C(for control relay), which controls the on/off
operation of two motors (or other types of output loads) Y1 and Y2. When the
control switch X is open, the relay is decnergized, thereby connecting the load
Y1 to the power lines. In effect. the open switch X turns on motor Y1 by means
of the relay. When the control switch is closed, the relay becomes energized
This opens the normally closed contact of the second rung of the ladder and clos-
es the normally open contact of the third rung. In effect, power is shut off to load
Y1 and tumed on to load Y2.

c

Figure 8.11 Ladder logic diagram for the
control relay in Example 8.5.

Example 8.5 illustrates several important features of a ladder logic diagram. First,
the same input can be used more than once in the diagram. In our example, the relay
contact R was used as an input on both the second and third rungs of the ladder. As we
shall see in the following section, this feature of using a given relay contact in several
difforent rungs of the ladder diagram (o serve multiple logic functions provides a sub-
stantial ad: for the p ble controller over hardwired control units. With
hardwired relays, separate contacts would have to be built into the controller for each
logic function. A second feature of Example 8.5 is that it is possible for an output (load)
on one rung of the diagram to be an input {contact) for another rung, The relay C was
the output on the toprung in Figure 8.11, but that output was used as an input elsewhere
in the diagram. This same feature was illustrated in the push-button ladder diagram of
Example 8.4.

EXAMPLE 8.6

Consider the fluid storage tank illustrated in Figure 8.12. When the start button
X1 is depressed, this energizes the control relay C1. In turn, this energizes so-
lenoid §1, which opens a valve allowing fluid to flow into the tank. When the tank
becomes full, the float switch FS closes, which opens relay C1, causing the so-
lenoid 81 to be deenergized, thus tuming off the in-flow. Switch FS also activates
timer T1. which provides a 170-sec delay for a certain chemical reaction to occur
in the tank. At the end of the delay time, the timer energizes a second relay C2,
which controls two devices: {1) It energizes solenoid S2, which opens a valve to
allow the fluid to flow out of the tank; and (2) it initiates timer T2, which waits
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x1 Relay

Start
button

Tismer
Tt

Valve
[

Figure 8.12 Fluid filling operation of Example 8.6.

90 sec to allow the contents of the tank to be drained. At the end of the %0 sec,
the timer breaks the current and deenergizes solenaid $2, thus closing the out-
flow valve. Depressing the start button X1 resets the timers and opens their re-
spective contacts. Construct the ladder logic diagram for the system.

Solution: The ladder logic diagram is constructed as shown in Figure 8.7.

The ladder logic diagram is an excellent way to represent the combinatorial logic
control problems i which the output variables are based directly on the values of the in-
puts. As indicated by Example 8.6, it can also be used to display sequential control (timer}
problems, although the diagram is somewhat more difficult to interpret and analyze for
this purpose. The ladder diagram is the principal technique for setting up the control pro-
grams in PLCs.

8.3 PROGRAMMABLE LOGIC CONTROLLERS

A programmable logic consroller can be defined as a microcomputer-based controller that
uses stored instructions in programmable memory to implement logic, sequencing, timing,
counting, and arithmetic functions through digital or analog input/output (I/0) modules,
for controlling machines and processes. PLC applications are found in both the process
industries and discrete manufacturing, but it is primarily associated with the latter indus-
tries o control mzchmes, transfer lines. and material handling equipment. Before the PLC
was, d around 1970, hard p of relays, coils, counters,
timers, and similar components were used to implement this type of industrial control (His-
torical Note 8.1).
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Historical Note 8.1 Programmabie logic controliers [2], [6), [8], [9].

In the mid-1960s. Richard Morley was a partner in Bedford Associates, a New England con-
sulting firm specializing 1n control systems for machine tool companies. Most of the fitm's
work involved replacing relays with minicomputers in machine tool controls. In January 1968,
Morley devised the nation and wrote the specifications for the first programmable controller.!
1t would overcome some of the himitations of conventional computers used for process con-
trol at the time; namely, it would be a real-time processor (Section 4.3.1), it would be pre-
dictable and reliable, and it would be modular and rugged. Programming would be based on
ladder logic. which was widely used 1 (he industrial controls. The controller that emerged was
named the Modicon Model 084. MODICON was an abbreviation of MOdular Dlgital CON-
troller. Model 084 was derived from the fact that this was the 84th product developed by Bed-
ford Assaciates. Morley and his assocutes clected to start up a new company to produce the
contrallers, and Modicon was incorporated tn October 1968, In 1977, Modicon was sold to
Gould and became Gould's PLC division.

In the same year that Morley invented the PLC. the Hydramatic Division of General Mo-
10rs Corporation developed a set of specifications for a PLC. The specifications were moti-
vated by the high cost and lack of flexibility of electromechanical relay-based controliers vsed
extensively 1n the automotive industry to contro! transfer lines and other mechanized and au-
tomated svstems The requirements included: (1) The device must be programmable and re-
programmable. (2) It must be designed to operate in an industrial environment. (3) Lt must
accept 120V ac signals from standard push-buttons and limit switches. (4) ts outputs must be
designed to switch and continuously operate loads such as motors and relays of 2-A rating.
(5) Its price and installation cost must be competitive with relay and solid-state logic devices
then in use. 1n addition to Modicon, several other companies saw a commercial opportunity in
the GM specifications and developed various versions of the PLC.

Capabilitics of the first PLCs were similar to those of the relay controls they replaced.
They were himited to on/off control. Within five years, product enhancements included betler
operator interfaces. arithmetic capability. data i ion, and computer icati
Improvements aver the next five years included larger memory, analog and positioning con-
trol. and remote [/} (permitting remate devices 10 be connected to a satellite [/O subsystem
that was multiplexed to the PLC using twisted pair). Much of the progress was based on ad-

taking place in By the mid-1980s, the micro PLC had
been intraduced. This was & down-sized PLC with much lower size (typical size = 75 mm by
75 mm by 125 mn) and cost {less than $500). By the mid-1990s, the nano PLC had arrived. which
was stitl smaller and less expensive,

''Morley nsed the abbreviat.on PC to refer (o the programmable controller This term was used for many
years until 1BM began to call their personal computers by the same ahbreviation in the early 19805, The term PLC,
widely used todey tor programmale Jogic controller, was Soined by Allen-Bradley. a leading PLC supplier.

There ate significant advantages in using a PLC rather than conventional relays,
timers, counters, and other hardware elements These advantages inciude: (1) program-
ming the PLC is easier than wiring the relay control panel; (2) the PLC can be repro-
grammed, whereas conventional controls must be rewired and are often scrapped instead;
(3) PLCs take less floar space than do relay control panels; (4) reliability of the PLC is
greater. and maintenance is easier: () the PLC can be connocted to computer systems
more easily than relays: and (6) PLCs can perform a greater variety of control functions than
can relay conirols.
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In this section, we describe the ing, and operation of the PLC. Al-
though its principal applications are in logic control and sequencing (discrete control),
many PLCs also perform additional functions, and we survey some of these at the end of
the section.

8.3.1 Components of the PLC

A schematic diagram of a PLC is presented in Figure 8,13, The basic components of the PLC
are the following: (1) processor, (2) memory unit, (3) power supply, (4) VO module, and
) ing device. These co are housed in a suitable cabinet designed for
the industrial environment.

The processor is the central processing unit (CPU) of the programmable controller.
Tt executes the various logic and sequencing functions by operating on the PLC inputs to
determine the appropriate output signals. The typical CPU operating cycle is described in
Section 8.3.2. The CPU consists of one or more microprocessors similar to those used in
PCs and other data processing equipment but are designed to facilitate VO transactions.
PLC microprocessors include a range of bit sizes and clock speeds. At the smaller end of
the range are 8-bit devices operating at a clock speed of 4 MHz, Medium-sized and larger
PLCs use 16- or 32-bit microprocessors running at 33 MHz or faster.

Connected to the CPU is the PLC mernory unit, which contains the programs of logic,
sequencing, and [/O operations. It also holds data files associated with these programs, in-
cluding I/O status bits, counter and timer constants, and other variable and parameter val-
ues. This memory unit is referred to as the user or application memory because its contents
are entered by the user. In addition, the processor also has a system memory that directs
the execution of the control program and coordinates I/O operations. The contents of the
system memory are entered by the PLC manufacturer and cannot be accessed or altered
by the user. Typical PLC memory capacities range from less than 1K (1000) words for small
controllers to more than 64K.

A power supply of 120 V alternating current (ac) is typically used to drive the PLC
(some units operate on 240 V ac). The power supply converts the 120 V ac into direct cur-
rent (dc) veltages of £5 V. These low voltages are used to operate equipment that may

External source

Power
supply

Figure 8.13 Components of a PLC.
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TABLE 89 Typical Classification of PLCs
by Number of Input/Output

Terminals
PLC Size 40 Count
Large PLC = 1024
Medium PLC <1024
Small PLC < 256
Micro PLC <32

Nano PLC =16

have much higher voltage and power ratings than the PLC itself. The power supply often
includes a batiery backup that switches in automatically in the event of an external power
source failurc.

The input/output module provides the connections to the industrial equipment or
process that ' to be controlled. Tnputs to the controller are signals from limit switches,
push-buttons, sensors, and other on/off devices. Qutputs from the controller are on/off sig-
nals to operate motors, valves, and other devices required to actuate the process. In addi-
tion, many PLCs aze capalle of accepling continuous signals from analog seusors and
generating signals suitable for analog actuators The size of a PLCis usually rated in terms
of the number of its /O terminals, as indicated in Table 3.9.

The PLC is by means of a ing device. The p ing de-
vice is usually detachable from the PLC cabinet so that it can be shared among different
controllers. Different PLC manufacturers provide different devices, ranging from simple
teach pendant type devices, similar to those used in robotics, to special PLC programming
keyboards and CRT displays. Personal computers can also be used to program PLCs. A PC
used for this purpose sometimes remains connected to the PLC to serve a process moni-
toring or supervision function and for jonal data p i ications related to
the process.

8.3.2 PLC Operating Cycle

As far as the PLC user is concerned, the steps in the control program are executed simul-
taneously and continuously. In truth. a certain amount of time is required for the PLC
processor to execute the user program during one cycle of operation. The typical operat-
ing cycle of the PLC, called a scan, consists of three parts: (1) input scan, (2) program scan,
and (3) output scan. During the input scan, the inputs to the PLC are read by the proces-
sor and the status of these inputs is stored in memory. Next, the control program is executed
during the program scan. The input values stored in memory are used in the control logic
calculations to determine the values of the outputs. Finally, during the outpus scan, the out-
puts are updated (o agree with the calculated values The time to perform the scan is called
the scan time, and this time depends on the number of inputs that must be read, the com-
plexity of control functions to be performed, and the number of outputs that must be
changed. Scar. time also depends on the clock speed of the processor. Scan times typically
vary hetwcen 1 and 25 msec [5)

One of the potential problems that can occur during the scan cycle is that the vatue
of an input can change immediately after it has been sampled. Since the program uses the
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input value stored in memory, any output values that are dependent on that input are de-
termined incorrectly. There is obviously a potential risk invotved in this mode of operation.
However, the risk is minimized because the time between updates is so short that it is un-
likely that the output value being incorrect for such a short time duration will have a seri-
ous effect on process operation. The risk becomes most significant in processes in which
the response times are very fast and where hazards can occur during the scan time. Some
PLCs have special features for making “immediate” updates of output signals when input
variables are known to cycle back and forth at frequencies faster than the scan time.

8.3.3 Add es of a PLC

nal Capabi

The logic control and sequencing functions described in Section 8.1 are likely to be the
principal control operations accomplished by the PLC. These are the functions for which
the programmable comro]ler was originally designed, However, the PLC has evolved to in-
clude several in addition to logi 1 and ing. Some of these addi-
tional capabilities available on many commercial PLCs include:

* Analog control. Proportional-integral-derivative (PID) control is available on some
programmable controllers. These controel algorithms have traditionally been imple-
mented on analog controllers. Today the analog control schemes are approximated
using the digital computer, with either a PLC or a computer process controller.

 Arithmetic functions. These functions are addition, subtraction, multipication, and

division. Use of these functions permits more-complex control algorithms to be de-
veloped than what is possible with conventional logic and sequencing elements.

Matrix functions. Some PLCs have the capability to perform matrix operations on

stored values in memory. The capability can be used to compare the actual values of

a set of inputs and outputs with the values stored in the PLC memory to determine

if some error has occurred.

Data processing and reporting. These functions are typically associated with business

i of PCs.PLC have found it necessary to include these PC
capabilities in their controller products. The distinction between PCs and PLCs isbe-
coming less and less clear.

8.34 Programming the PLC

Programming is the means by which the user enters the control i mstructmns to the PLC
through the prugrammmg device. The most basic control instructions consist of switching,
logic, sequencing, counting, and timing. Virtually all PLC programming methods provide
instruction sets that include these functions. Many control applications require additional
instructions to accomplish analog control of continuous processes, complex control logic,
data processing and reporting, and other advanced functions not readily performed by the
basic mslmcuon set. Owing to these differences in requirements, a variety of PLC pro-

have been ped. A standard for PLC programming was pub-
llshed by the International Electrolechmcal Commission and released in 1992 eatitled

i Standard for P C lers (IEC 1131-3). This s:andard speci-

fies three graphical 1 and two text-based for PLCs, re-
spectively: (1) ladder logic diagrams, (2) function block diagrams, (3) sequential functions
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TABLE 8.10 Features of the Five PLC Languages Specified in the {EC 1131-3 Standard

Language Abbreviation Type Applications Best Suited for
Ladder logic diagram (LD) Graphical Discrete control
Function block diagram {FBD} Graphical Continuous controt
Sequential function chart (SFC) Graphical Sequencing
Instruction list {IL) Textual Similar to ladder diagrams
Structured text 8T Textual Complex logic, computations, etc.

charts, (4) instruction list, and (5} structured text. Table 8.10 lists the five languages along
with the most suitable application of each. IEC 1131-3 also states that the five languages
must be able to interact with cach other to allow for all possible levels of control sophisti-
cation in any given application.

Ladder Logic Diagram. The most widely used PLC programming language today
involves ladder diagrams (LDs), examples of which are shown in several previous figures.
As indicated in Section 8.2, ladder diagrams are very convenient for shop personnel who
are famihar with ladder and circuit diagrams but may not be familiar with computers and
computer programming. The use of ladder logic diagrams does not require them to learn
an entirely new programming language.

Direct entry of the ladder logic diagram into the PLC memory requires the use of a
keyboard and CRT with graphics capability to display symbols representing the components
and their interrclationships in the ladder logic diagram. The symbols are similar to those
presented in Figure 8.8. The PLC keyboard device is often designed with keys for each of
the individual symbols, Programming is ished by inserting the iate com-
ponents into the rungs of the ladder diagram. The components are of two basic types: con-
tacts and coils. Contacts are used to represent input switches, relay contacts, and simitar
elements, Coils are used to represent loads such as motors, solenoids, relays, timers, and
counters [n effect, the programmer inputs the ladder logic circuit diagram rung by rung into
the PLC memory with the CRT displaying the results for verification.

Function Block Diagrams. The function block diagram (FBD) provides a means
of inputting high-level instructions. Instructions are composed of operational blocks. Each
block has one or more inputs and one or more outputs, Within a block, certain operations
take place on the inputs to transform the signals into the desired outputs. The function
blocks mclude operauons such as umers and counters, conlrol computations using equations

. (e.g., propor ontrol), data ion, and data trausfer to other
computer-based systemsWe leave further description of these function blocks to other ref-
erences, such as [S] and the operating manuals for commercially available PLC products.

Sequential Function Charts. The sequential function chart (SFC, also called the
Grafcer method) i displays the ial functions of an system as.
a series of steps and transitions from one state of the system to the next. The sequential
function chart is described in Boucher [1]. It has become a standard method for docu-
menting logic control and scquencing in much of Europe. However, its use in the Unit-
ed States is more limited, and we refer the reader to the cited reference for more details
on the method.
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instruction List. lnstruction list (IL) programming also provides a way of enterirg
the Iadder logic diagram into PLC memory. In this method, a low-level computer language
is employed by the programmer to construct the ladder logic diagram by cntering state-
ments that specily the various components and their relationships for each rung of the lad-
der diagram. Let us explain this approach by introducing a hypothetical PLC instruction
set. Our PLC “language” is a itc of various y ini
fewer features than most commercially available PLCs. We assume that the programming
device consists of a suitable keyboard for entering the individual components on each rung
of the ladder logic diagram. A CRT capable of displaying each ladder rung (and perhaps
several rungs that precede it) is useful to verify the program. The instruction set for our PLC
is presented in Table 8.11 with a concise explanation of each instruction. Let us examine
the use of these commands with several examples.

EXAMPLE 8.7 Language Commands for AND, OR, and NOT Circuits

Using the command set infable 8.11. write the PLC programs for the three lad-
der diagrams from Figure 8.10. depicting the AND, OR, and NOT circuits from
Figures 8.1,8.2, and 8.3,

Solution: Commands for the three circuits are listed bejow, with expianatory comments.

Command Comment

(a) STRX1 Store input X1
AND X2 Input X2 in series with X1
OUTY Output Y

(b) STRX1 Store input X1
OR X2 Tnput X2 parallel with X1
oUTY Output Y

(¢) STRNOTXI Store inverse of X1
OouTY Output Y

TABLE 8.11  Typical Low-Level Language Instruction Set for a PLC

STR  Store a new input and start a new rung of the ladder.

AND  Logical AND referenced with the previously entered element. This is interpreted
as a series circuit refative to the previously entered element.

OR  Logical OR referenced with the previously entered element. This is interpreted
as a parallel circuit relative to the previously entered element.

NOT  Logical NOT or inverse of entered element.

OUT  Output element for the rung of the ladder diagram.

TMR  Timer element. Requires one input signal to initiate timing sequence, Output
is delayed relative to input by a duration specified by the programmer in
seconds. Resstting the timer is accomplistied by intarrupting (stopping) the
input signal.

CTR  Counter element. Requires two inputs: One is the incoming pulse train that is

counted by the CTR element, the other is the reset signal indicating a restart of
the counting procedure.
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EXAMPLESS Language Commands for Contro} Relay

Using the command set in Table 8.11, write the PLC program for the control
relay depicted in the Jadder logic diagram of Figare 8.11.

Solution: Commands for the three circuits are listed below. with explanatory comments.

Command Comment

STR X Store input X

ouTrce Qutput contact relay C
STRNOT C Store inverse of C output
OuUTY1 Output ivad Y1

STR C Store C output

ouTY2 Output loac Y2

The low-level languages are generally limited to the kinds of logic and sequencing
functions thet can be defined in a ladder logic diagram. Although timess and counters have
not been illustrated in the two preceding examples, some of the exercise problems at the
end of the chapter require the reader 1o make use of them.

Structured Text. Structured text (ST) is a high-level computer-type language fike-
ly to become more common in the future to program PLCs and PCs for automation and
control applizations The principal advantage of a high-level language is its capability to per-
form data processing and calculations on values other than binary. Ladder diagrams and
low-level PLC languages are usually quite limited in their ability to operate on signais that
are other than onfoff types The capability to perform data processing and computation
permits the use of more-complex cantrol algorithms communications with other computer-
based systems, display of data on a CRT console, and input of data by a human operator.
Another advantage is the relative ease with which a complicated control program can be
interpreted by a user. Explanatory comments can be inserted into the program to facilitate
interpretation.

8.4 PERSONAL COMPUTERS USING SOFT LOGIC

In the early 1990s, PCs began 10 encroach into applications formerly dominated by PLCs.
Previously, PLCs were always seen to have the advantage of being designed for the harsh
cnvironment of the factory, while PCs were designed for (he office environment. In addi-
tion, with its built-in I/O interface, the PLC could be readily connected to external equip-
ment, whereas the PC required special VO cards to enable such connections, These

ding. the ts ical evolution of PLCs has not kept pace with
the devclopmer\l of PCs, new generations of which are introduced with much greater fre-
quency than PLCs are. There is much more proprictary software and architecture in PLCs
than in PCs. Over time, this has resulted in a performance disadvantage for PLCs. At time
of writing, PLC performance lugs its PC counterpart by as much as two years, and the gap
is increasing. PC specds are typically doubling every 18 months or so,accordingly to Moore's
Law {Section 4.4.6 and Table 4.5), much more rapidly than in PLC techuology, which
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requires that individual companies redesign their proprietary software and architectures
for each new generation of microprocessors.

PCs arc now available in more-sturdy enclosures for use in the plant. They can be
equipped with membrane-type keyboards for protection against factory moisture, oil, and
dirt. T'hey can be ordered with 1/0 cards and related hardware to provide the necessary de-
vices to connect to the plant’s equipment and processes. They come with Windows NT or
other operating system designed for implementing control applications in addition to tra-
ditional office software. And they can be programmed with soff logic, a term used to de-
scribe a family of softwarc products that emulate the operations of the built-in control
software used in PLCs. PLC makers arc responding to the PC challenge by including PC
components and features in their controller products, calling them softPLC or similar
names 10 distinguish them from conventional PLCs. Nevertheless, the future is likely to
see PCs used in increasing numbers in factory control applications where PI.Cs would have
formerly been used

An example of the soft logic products is FloPro’. a software package for PCs that
uses a flowchart-based language rather than ladder logic diagrams. The argument for flow-
chart programming is that most computer software is developed using flowcharts. Before
writing any computer code, the programmer develops a logical and sequential plan using
flowcharts that detail what decisions and actions the software is to accomplish. With Flo-
Pro, the (lowchart is entered direcily into the computer. In fact, the FloPro programming
tools allow the flowchart to be developed on the computer rather than manually before-
hand. The control program can be written, debugged, and simulated on a conventional of -
fice PC before being loaded into the industrial contro] computer for the given application.

FloPrc permits the devetopment of muttiple flowcharts, each designed to accomplish
a relatively simple control task. The flowcharts execute their respective tasks simultaneously
and utilize a common database, so that a change in a parameter value is available to all of
the flowcharts that use that parameter. The typical program, consisting of many separate
flowcharts, executes in a very short scan cycle. typically less than 10 msec for several hun-
dred /O points and less than 85 msec for 11,000 I/O points [4]. This makes the execution
of a FloPro control program on a modern PC comparable to or faster than executing the
same control functions on a PLC.

There are three basic types of graphical symbols in a FloPro flowchart, as illustrated
in Figure 8.14: (a) cnable criteria, (b) action blocks, and (c) test blocks. The enable criteria
is used 1o determine whether a given flowchart in the larger flowchart program is permit-

Power on
d
Coantrol on
(=) ®) ©

Figure 8.14 Three types of flowchart symbols in FloPro: () enable
criteria. (b} action hicks, and (c) test blocks.

Turn on pump motor

Start timer

Increment counter

Start feed motion

“FlaPro s a software product of NemaSoft.a division of Nematron Corporation in Ann Arbor, Michigan.
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81 Write the Boolcan logic expression for the push-button switch of Example 8.2 using the followmg
symbols: X1 = START, X2 = STOP,YI = MOTOR, and Y2 = POWER-TO-MOTOR
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Construct the ladder logic diagram for the robot inicrock sysiem in Example 8.1.

Tn the circuit of Figure 8.1, suppose a photodetector is used to determine whether the lamp
worked. If the lamp does not light when both switches arc closed, the photadetector causes
a buzzer 10 sound. Construct the ladder logic diagram for this system.

Construct the ladder togic diagrams for (a) the NAND gate and (b) the NOR gate.
Construet the Tadder lagic diagrams for the following Boolean logic equations: (a)
Y = (X1 F X2)XE(B)Y = (X1 + X2)(X3 + X4), ()Y = (XLX2) + X3,(d)Y = X1 X2
Write the low-level language statements for the robot interlock system in Example 8.1 using
the instruction set in Table 8.11.

Write the low-level language statements for the lamp and photodetector system in Prob-
lem 8.4 using the instruction set in Table 8.11.

Write the low-level language statements for the fluig filling operation in Example 8.5 using
the instruction sct in Table 8.1

Write the low-level language statements for the four parts of Problem 8.5 using the in-
struction set in Table 8.11

n the fluid filling operation of Example 86, suppose a sensor (.. a submerged float switch)
is used to determine whether the contents of the tank have been evacuated, rather than rely
on timex T2 to empty the tank (a) Construct the ladder logic diagram for this revised sys-
tem. (b) Write the low-level language statements for the system using the PLC instruction
set in Tab:e .11,

In the manual operation of a sheet metal stamping press, a (wo-button safety interlock sys-
tem s often used to prevent the operator from inadvertently actuating the press while his
hand is in the die. Both buttons must be depressed to actuate the stamping cycle. In this sys-
tem, one press button is located on one side of the press while the other button is located
on tae opposite side. During the wark cycle, the operator inserts the part into the die and de-
presscs both push-buttons, using both hands. (2) Write the truth table for this intcrlock sys-
tem (b) Write the Boolean logic expression for the system, () Construct the logic network
diagram for the system. (d) Construct the ladder logic diagram for the system.

An emergency stop system is to he designed for a certain automatic production machine. A
singie "start™ button is used to turn on the power to the machine at the beginning of the day.
In addition, therc are three “siop™ buttons located at different locations around the ma-
chine, any one of which can be pressed 1o immediately turn off power to the machine. (a)
Write the truth table for (his system. (b} Write the Boolean logic expression for the system.
(c) Construct the logic network diagram far the system. (d) Construct the ladder logic dia-
gram for the system.

An industrial robot performs a machine loading and unloading operation. A PLC is used as
the robot cell controllcr. The cell operates as follows: (1) a human warker places a workpart
into a nest. (2) the robot reaches over and picks up the part and places it into an induction
heating coil, (3)  time of 10 sec is allowed for the heating operation, and (4) the robot reach-
esin and retrieves the part and places it on an outgoing conveyor. A limit switch X1 (nor-
mally open) will be used in (he nest to indicate part presence in step (1). Output contact Y1
will be used 1o signal the robot to execute step (2) of the work cycle. Thisis an output con-
tact for the PLC but an input interlock for the robot controller. Timer T1 will be used te
provide the 10-sce delay in step (3). Output contact Y2 will be used to signal the robot to ex-
ecute step (4). (a) Construct the ladder logic diagram for the system. (b) Write the low-level
language statements for the system using the PLC instruction set in Table 8.11.

A PLC is used to control the sequence in an automatic drilling operation. A human opera-
tor loads and clamps a raw workpart into a fixture on the drill press table and presses a star?
butten to inutiate the automatic cycle. The drill spindle turns on, feeds down into the part to
acerzain depth (the depth is determined by limit switch),and then retracts, The fixture ther:
indexes 10 a second drilling position, and the drill feed-and-retract is repeated. After the
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second drillng operation, the spindle (urns off, and the fixture moves back te the first posi-
tion. The worker then unloads the finished part and loads another raw part. (a) Specify the
1/0) vanables for this system operation and define symbols for them (e.g,, X1, X2,CL Y1, etc.).
(b) Canstruct the ladder logic diagram for the sysiem. (c) Write the low-level fanguage state-
ments for the system using the PLC mstruction set in Table 8.11.

Anmdustrial furnace is to be controlled as follows: The contacts of a bimetallic strip inside
the furnace close 1f the temperature falls below the set point, and open when the tempera

ture 15 above (he set pont. The contacts regulate a control relay that turns the heating ele-
ments of the furnace on and off. If the door (o the furnace is opened, the heating elements
are temporarily turned off unil the door s closed. (a) Specify the UO variables for this sys-
tem operation and define symbols for them (e.g.. X1, X2, C1,Y1). (b) Construct the ladder
logae dragram for the system. (¢) Write the low-level language statements for the system
using the PLC instruction set in Table 8.11.
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9.3 The 10 Principles of Materiat Handling

Material handling is defined by the Material Handling Industry of America' as"the move-
ment, storage, protection and control of materials throughout the manufacturing aad dis-
tribution process including their consumption and disposal” [5). The handling of materials
must be performed safely, efficiently. at Jow cost, in a timely manner. accurately (the right
materials in the right quantities to the right locations), and without damage to the materi-
als. Material handling is an important yet often overlooked issue in production. The cost
of material handling is a significant portion of total production cost, estimates averaging
around 20-25% of total manufacturing labor cost in the United States [1]. The proportion
varies, depending on the type of production and degree of automation in the material han-
dling function.

in this part of the book, we discuss the types of material handling equipment used in
production systems The position of material handling in the larger production system is

""The Material Handling Tndustry of America (MHIA) is the trade association for material handling com-
panies that do business in North America. The definition is published in their Annual Report each year [5].
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Figure 9.1 Material handfing in the production system.

shown in Figure 9.1, Material transport equipment is surveyed in Chapter 10, Storage sys-
tems are discussed in Chapter 11. And material identification and tracking are described
in Chapter 12. In addition, several kinds of material handling devices are discussed in other
chapters of the text, including: industrial robots used for material handling (Section7.5.1),
pallet shuttles in NC machining centers (Section 14.2.2), conveyors in manual assembly
lines (Section 17.1.2), transfer mechanisms in automated transfer lines {Section 18.1.2),
and parts feeding devices in automated assembly (Section 19.1.2).

This opening chapter serves as an introduction to the subject of material handling.
Here we discuss some of the general considerations and principles that are useful in de-
signing and managing material handling systems. Let us begin by defining the various types
of material handling equipment.

OVERVIEW OF MATERIAL HANDLING EQUIPMENT

A greatvatiety of material handling equipment is available commercially. Material handling
equipment includes: (1) transport equipment, (2) storage systems, (3) unitizing equipment,
and (4) identification and wracking systems.

Material Transport Equipment. Matcrial traasport includes equipment that is
used to move materials inside a factory, warehouse, or other facility. This equipment can
be divided into the following five categories, illustrated in Figure 9.2:

(a) Industrial trucks Industrial trucks divide info two types: non-powered and powered.
Nonpowered trucks are platforms or containers with wheels that are pushed or pulled
by human workers to move materials. Powered industrial trucks are steered by human
workers. They provide mechanized movement of materials.

(b) Auntomared guided vehicles (AGVs). AGVs are battery-powered, automatically steered
vehicles that follow defined pathways in the floor. The pathways are unobtrusive.
AGVs are used to move unit loads between load and unload stations in the facility.
Routing variations are possible, meaning that different loads move between differ-
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Figure 9.2 Examples of the five basic types of material handling
cquipment: {a) fork lift truck, industrial truck, (b} unit load auto-
mated guided vehicle, (c) monorail, (d) roller conveyor. and (e} jib
crane with hoist.

cnt stations. They are usnally interfaced with other systems to achieve the full bene-
fits of integrated automation.

Monorails and other rail guided vehicles. These are self-propelled vehicles that ride
on a fixed rail system that is cither on the floor or suspended from the ceiling, The
vehicles operate independently and are usually driven by electric motors that pick up
power from an electrified rail. Like AGVs, routing variations are possible in rail-guid-
cd vehicle systems.

Conveyors. Conveyors constitule a large family of material transport equipment that
are designed to move materials over fixed paths, generally in Jarge quantities or vol-
umes. Examples include roller, belt. and tow-line conveyors. Conveyors can be ei-
ther powered or nonp | Powered yors are distinguished from other types
of powered material transport cquipment in that the mechanical drive system is built
into the fixed path. Nonpowered conveyors are activated either by human workers
or by gravity.

Craney and hoisis. Thesc are handling devices for lifting, lowering, and transporting
materials, often as very heavy loads. Hoists accomplish vertical lifting; both manual-
ly operated and powered types are available. Cranes provide horizontal travel and
generally include one or more hoists.
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In addition to the equipment types listed here, which are discussed in greater detait in
Chaptcr 10, there are many kinds of transpost equipment that move materials outside the
factory or warehouse, including highway tractor-trailer trucks, railway trains, cargo aircraft,
ships, and barges.

Storage Systems.  Although it is generally desirable to reduce the storage of ma-
terials in manufacturing, it seems unavoidable that raw materials and work-in-process will
spend some time being stored, even if only temporarily. And finished products are likely
to spend some time in a warchouse or distribution center befere being delivered 10 mc
final customer. must give i ion to the most app:
methods far storing materials and products prior to, during, and after manufacture. Stor-
age methods and equipment can be classified as follows:

(a) Bufk storage. This consists of simply storing materials in an open floor area, gener-
ally in palfet loads or other containers. [t requires little or no storage equipment.
(b) Rack systems. Rack systems are structurat frames designed to stack unit loads verti-
caily, thus increasing the vertical storage efficiency compared to bulk storage.

) Shelving and bins. Steel shelving comes in standard widths, depths, and heights to
serve a variety of storage requirements. Shelves can include bins, which are contain-
ers for loose items.

Drawer storage. This storage medium is more costly than shelves, but it is more con-
venient. Finding items stored in shelves can be difficult if the shelf level is too high or
too low or too deep. Drawers compensate for this by pulling out to reveal their entire
contents. Drawer storage is generally used for tools, hardware, and other small items.
Automated siorage systems. Automated and semiautomated systems are available to
deposit and withdraw items into and from the storage compartmenis, There are two
basic types: (1) ieval systems, isting of rack and shelf sys-
tems that are accessed by an automaled or mechanized crane, and (2) carousel sys-
terns that rotate storage bins past a stationary load/unload station.

{

R

(@

¢

o

These storage methods are described in greater detail in Chapter 11, Mathematical mod-
els are developed to predict throughput and other performance measures of the antomat-
ed systems.

The term unitizing refers to (1) i used
to hold md1v|dual items during handling and (2) equipment used to load and package the
containers. Containers include pallets, boxes, baskets, barrels, pails, and drums, some of
which are shown in Figure 9.3. Although seemingly mundane, this type of equipment is
very important for moving materials efficiently as a unit load. rather than as individual
items. A given facility must often standardize on a specific type and size of container if it
utilizes automatic transport and/or storage equipment to handle the foads.
The second category of unitizing i loading and i i in-
Iudcs palletizers, designed to ically load cartons onto pallets and shrink-wrap plas-
tic £itm around them for shipping. Other wrapping and packaging machines are also included
in this equipment category, as are depalletizers, designed to unload cartons from paliets.

Identification and Tracking Systems. Material handling must inclutde a means
of keeping track of the materials being moved or stored. This is usually done by affixing
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Figure 9.3 Examples of unit load containers for material handling:
(a) wooden pallet, (b) pallet box, and (c) tote box.

some kind of label to the item, carton, or unit foad that uniquely identifies it. The most
common label used today consists of bar codes that can be read quickly and automatical-
ly by bar code readers. This is the same basic technology used by grocery stores and retail
merchandisers. Other types of labels include magnetic stripes and radio frequency tags
that are generally capable of encoding more data than bar codes. These and other automatic
identification techniques are discussed in Chapter 12,

8.2 CONSIDERATIONS IN MATERIAL HANDLING SYSTEM DESIGN

Material handling equipment is usually assembled into a system. The system must be spec-
ified and configured to satisfy the requirements of a particular application. Design of the
system depends on the materials to be handled, quantities and distances to be moved, type
of production facility served by the handling system, and other factors, including available
budget. In this section, we consider these factors that influence the design of the material
handling system.

9.2.1 Material Characteristics

For handling purposes, materials can be classified by the physical characteristics present-
ed in Table 9.1, suggested by a classification scheme of Muther and Haganas [7]. Design of
the material handling system must take these factors into account. For example, if the ma-
terial is a liquid and is to be moved in this state over long distances in great volumes, then
a pipeline is probably the appropriate transport means. But this handling method would
be quite inappropriate for moving a tiquid contained in barrels or other containers. Mate-
rials in a factory usually consist of solid items: raw materials, parts, and finished or semi-
finished products.
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TABLE 9.1 Characteristics of Materials in Material Handling

Category Measures or Descriptors
Physical state Solid, liquid, or gas

Sze Volume; length, width, height

Weight Waight per piece, weight per unit volume
Snape Long and flat, round, square, etc.
Condition Hot, cold, wet, dirty, sticky

Risk of damage Fragile, brittle, sturdy

Safety risk Explosive, flammable, toxic, corrosive, etc.

9.2.2 Flow Rate, Routing, and Scheduling

In addition to material characteristics, other factors must be considered in analyzing sys-
tem requirements and determining which type of equipment is most appropriate for the ap-
phication. Thesc other factors include: (1) quantities and flow rates of materials 10 be moved,
(2) routing factors, and (3) scheduling of the moves.

The amount or quantity of material to be maved affects the type of handling system
that should de installed. If large quantities of material must be handled, then a dedicated
handling system 15 appropriate. If the quantity of a particular material type is small but
there are many different material types to be moved. then the handling system must be de-
signed to be shared by the various materials moved. The amount of materiat moved must
be considered in the context of time, that is, how much material is moved within a given time
period. We refer to the amount of material moved per unit time as the flow rate. Depend-
ing on the form of the material, flow ratc is measured in pieces/hr, pallet loads/hr, tons/hr,
ft*/day, or similar units. Whether the material must be moved as individual units, in batch-
es, or continuousty has an effect on the selection of handling method.

Routing factors include pickup and drop-off locations, move distances, routing vari-
ations, and conditions that exist along the routes, Given that other factors remain constant,
handling cost is directly related to the distance of the move: The longer the move distance,
the greater the cost. Routing variations occur because different materials follow different
flow patterns in the factory or warehouse. If these ditferences exist, the material handling
system must be flexible enough to deal with them. Conditions along the route include floor
surface condition, traffic congestion, whether a portion of the move is outdoors, whether
the path is straight line or involves turns and changes in elevation, and the presence or ab-
sence of people along the path. All of these routing factors affect the design of the mater-
ial transport system. Figure 9.4 is presented as a rough guide to the selection of material

Quantitics &
of material
mored
. Conveyors
High Conveyors AGV trains
Marnual handling Powered trucks
Low | Hand trucks Unit load AGV
Short Long

Move
distance
Figure 9.4 General types of material transpart equipment as a func-
tion of material quantity and distance moved.
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handling equipment for some of the application characteristics we have discussed here,
specifically flow rate and distance moved.

Scheduiing relates to the timing of cach individual delivery. In preduction as well as
1n many other material handling applications, the material must be picked up and delivered
promptly 10 its proper destination to maintain peak performance and efficiency of the
overall system. To the extent required by the application, the handling system must be re-
spomsive o (his need lor timely pickup and delivery of the items. Rush jobs increase ma-
terial handling cost. Scheduling urgency is often mitigated by providing space for buffer
stocks of materials at pickup and drop-off points. This allows a “float™ of materials 1o exist
in the system. thus reducing the pressure on the handling system for immediate response
to a delivery request.

923 Plant Layout

Plant layout is an important factor in the design of a material handling system. In the case
of a new facility. the design of the handling system should be considered part of the layout
design. In this way, there is greater opportunity to create a layout that optimizes material
flow in the building and utilizes the most appropriate type of handling system. In the case
of an existing facility, there is less flexibility in the design of the handling system. The pre-
sent arrangement of departments and equipment in the building usually limits the attain-
ment of optimum flow patterns.

The plant layout design should provide the foliowing data for use in the design of the
handling system: total area of the facility and areas within specific departments in the plant.
arrangement of equipment in the layout, locations where materials must be picked up (Joad
stations) and delivered (unload stations), possible routes between these locations, and dis-
tances traveled. Opportunities o combine deliveries and potential locations in the layout
where congestion might occur must be considered. Each of these [actors affects flow pat-
terns and selcction of material handling equipment.

In Section 1.1, we described the conventional types of plant layout used in manufac-
turing: fixed-position layout, process layout, and product layout. Different material handling
systems are generally required for the three layout types. In a fixed-position layout, the
product is large and heavy and therefore remains in a single location during most of its

abrication. Heavy and ies must be moved (o the product. Han-
dling systems used for these moves in fixed-position layouts are large and often mobilc.
Cranes. hoists, and trucks are common in this situation.

In process layouts. a variety of different products are manufactured in small or medi-
um batch sizes. The handling system must be flexible to deal with the variations. Consid-
erable work-in-process is usually one of the characteristics of batch production, and the
material handling system must be capable of accommodating this inventory, Hand trucks
and forklift trucks (for moving pailet loads of parts) are commonly used in process type lay-
outs. Factory applications of automated guided vehicle systems are growing because they
represent a versatile means of handling the different load configurations in medium and
low volume production. Work-in-progress is often stored on the factory floor near the next
scheduled machines, More systematic ways of managing in-process inventory include au-
tomated storage systems (Section (1.4).

Finally, a product layout involves production of a standard or nearly identical types
of product in relatively high quantities. Final assembly plants for cars, trucks, and appli-
ances are usually designed as product layouts. The transport system that moves the prod-
uct is typically characterized as fixed route. mechanized, and capable of large flow rates. It
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TABLE9.2 Types of Material Handling Equipment Associated with Three Layout Types

Layout Type Characteristics Typical Material Handling Equipment
Fixed-position Large product size, low production rate Cranes, hoists, industrial trucks
Process Variations in product and processing, Hand trucks, forklift trucks, automated

low and medium production rates guided vehicle systems
Product Limited product variety, high Conveyors for product flow, trucks to
produztion rate deliver components to stations.

sometimes serves as a storage arca for work-in-process to reduce effects of downtime be-
tween production areas along the line of product flow. Conveyor systems are common in
product layouts. Delivery of component parts to the various assembly workstations along
the flow path is accomplished by trucks and similar unit load vehicles,

Table 9.2 summarizes the characteristics of the three conventional layout types and
the kinds of material handling equipment usually associated with each layout type.

8.3 THE 10 PRINCIPLES OF MATERIAL HANDLING

Over time certain principles have been found 1o be applicable in the analysis, design, and
operation of material handling systems. The 10 principles of material handling? are listed
and explained in Table 9.3. Implementing these principles will result in safer operating con-
ditions, lower costs, and better utilization and performance of material handling systems.

The unit load principle stands as one of the most important and widely applied prin-
ciples in material handling, In material handling, a unit foad i simply the mass that is (o be
moved or otherwise handled at one time. The unit load may consist of only one part, it
may consist of a container loaded with multiple parts, or it may consist of a pallct loaded
with multiple containers of parts. tn general, the unit load should be designed to be as large
as is practica! for the material handiing system that will move or store it. subject to con-
siderations of safety, convenience, and access to the materials making up the unit load, This
principle is widely applied in the truck, rail, and ship industries. Palletized unit loads are col-
lected into rruck loads, which then become unit loads themselves, but larger. Then these
truck loads are aggregated once again on freight trains or ships, in effect becoming even larg-
er unit loads.

There are good reasons for using unit foads in material handling [9: (1) Multiple
itemy can be handled simultaneously, (2) the required number of trips is reduced, (3) load-
ing and unloading times are reduced, and (4) product damage is decreased. These reasons
result in lower cost and higher operating efficiency.

Included in the definition of unit load is the container that holds or supports the ma-
terials to be moved. To the extent possible, these containers are standardized in size and con-
figuration to be compatible with the material handling system, Examples of containers
used to form unit loads in material handling are illustrated in Figure 9.3, Of the available

*The 10 principies were ceveloped by the College Industry Gouncil on Material Handiing Education
(CICMLIE), a Council of the Material Handling tnstitute (MHI), which 15 the educattonal division of the Mate.
vial Handling Industcy of America. MHI fitst published the 10 principles in 1997 They are based on twa carlier
versians of matenal handling principles published in 1968 and 1993 by CICMHE.
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TAELE 9.3 The 10 Principles of Material Handling [CICMHE]

Pringiple 1. PLANNING PRINGIPLE: Alf material handling should be the result of a deliberate plan whora the needs,
and of the proposed methods are completely defined at the

outset

« The plan should be in between the p and all who will use and benefit from
the equipment to be employed.

Success in planning large-scale material handiing projects generally requires a team approach mvolvlng
suppliers, consultants when appropriate, and end user fro gi

computer and information systems, finance, and operations. X
The plan should promate cancurrent engineering of product, process design, process layout, and material
handling methods as opposed to independent and sequential design practices.

+ The plan should reflect the strategic objectives of the organization as well as the more immediate needs.

Principle 2, STANDARDIZATION PRINCIPLE: Material handling methods, equipment, controls, and software should

be standardized within the limits of achieving overall pe and without 0 needed

fiexibility, modularity, and throughput.

- Standardization means less variety and customization ir the methods and equipment employed.

« Standardization applies o sizes of containers and other foad forming components as well as operating
procedures and equipment.

+ The planner should select methods and equipment that can perform a variety of tasks under a variety of
operating conditions and in anticipation of changing future requirements.

« Standardization, flexibility, and modularity must not be incompatible.

Principle 3. Work PaIncipLE: Material handling work should be minimized without ificing pi ivity or

the level of service required of the operation.

« The measure of material handling work is flow rate (volume, weight, or count per unit of time) multiplied by

distance moved.

Consider each pickup and set-down, or placing material in and out of storage, as distinct moves and
components of the distance moved.

. P by reducing, ini ing, or eliminati y moves will reduce

work.
+ Where possible, gravity should be used to move materials or o assist in their movement while respecting
consideration of safety and the potential for product damage.
The Work Principle applies universally, from mechanized material handling in a factory to over-the-road
trucking.
+ The Work Principle is implemented best by appropriate layout planning: lacating the production equipment
into a physical arrangement corresponding to the flow of work. This arrangement tends to minimize the
distances that must be traveled by the materials being pracessed.

Principle 4. PRINCIPLE: Human ilities and lir i must be ized and respected in the

design of material handling tasks and equipment to ensure safe and effective operations.

+ Ergonomics is the science that seeks to adapt work or working conditions to suit the abilities of the worker.

+ The material handling workplace and the equipment must be designed so they are safe for people.

« The ergonomic principle embraces both physical and mantal tasks.

* Equipment should be selected that eliminates repetitive and strenuous manual labor and that effectively
interacts with human operators and users.

Principle 5. UNIT LoaD PRINGIPLE: Unit loads shall be appropriately sized and configured in a way which

achieves the material flow and inventory objectives at each stage in the supply chain.

* Aunit lead is one that can be stored or moved as a single entity at one time, such as a pallet, container, or
tote, regardless of the number of individual items that make up the (oad.

« Less effort and work are required to ¢ollect and move many individual items as a single load than ta mave
many items one at a time.

. Large unit loads are common both pre- and postmanufacturing in the form of raw materials and finished
goods.

* Smaller unit loads are consistent with manufacturing strategies that embrace operating objectives such as
flexibility, continuous flow and just-in-time delivery. Smaller unit loads {as few as ane itern) yield lgss in-
process inventory and shorter item throughput times.

Continued on next page
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TABLE 8.3 Continued

Principle 6. Seace UTLIZATION PRINCIPLE: Effective and efficient use must be made of ail available space.

« Space in material handling is three-dimensional and therefore 1s counted as cubic space.

« In storage areas, the objective of maximizing storage density must be balanced against accessibility and
selectivity.

- When transparting loads within a facility, the use of overhead space should be considered as an option. Use
of overhead material handling systems saves valuable floor space for productive purposes.

Principle 7. SvsTem PRINCIPLE: Material movement and storage activities should be fully mtsglated to form a
coordinated, operational system that spans receiving, storage, .

unitizing, order selection, shipping, transportation, and the handling of returns.

- Systems intagration should encompass the entire supply chain, including reverse logistics. it should include
suppliers, an

fnventory levels should be minimized at all stages of and distribution while

considerations of process variability and customer service.

information flow and physical material flow should be integrated and treated as concurrent activities.
Methods should be pravidad for easily identifying materiats and products, fos determining their location
and status within facilities and within the supply chain, and for controlling their movement.

Principle 8. Automamon PRNCIPLE: Material handling i should be andfor
where feasible to improve operational efficiency, increese responsiveness, improve consistency and
pred/r:rsbll/!y decrease operating costs, and eliminate repstitive or potentially unsate manual labor.

In any project in which is being pre-existing p and methods should be
simplified andfor re-engineered before any sffarts to install mechanized or automated systems. Such
analysis may lead 10 elimination of unnecessary steps in the method. If the method can be sufficiently
simplified, it may not be necessary ta automate the process.

Items that are expected 1o be handled automatically must have standard shapes and/or featuras that permit
mechanized and/or automated handling.

+ Interface issues are critical to ion, including
foad, , and in-control i
+ Computerized material bandling systems should be cons where priate for effective i
of material flow and information management.
rinciple 9. PRINCIPLE: impact and ion should be i as
criteria when igning or selecting i and matena/ handling systems.

+ Environmental consciousness stems from a desire not to waste natura) resources and to predict and
eliminate the possible negative effects of our daily actions on the environment.

+ Containers, pallets, and other products used to form and protect unit loads should be designed for
reusability when possible and/or biodegradability after disposal

. M:terigli specified as hazardous have speclal needs with regard to spill protection, combustibility, and
other risks.

Principle 10. Lire Cycie Cost PRINCIPLE: A thorough economic analysis should account for the entire life cycle of
sil material handling equipment and resulting systems.
« Life cycle costs include all cash flows that occur between the time the first dollar is spent to pian a new
material handling methad or piece of equipment until that method and/or equipment is m!a)ly replaced.
» Life cycle costs include capital i setup and ining,
system testing and acceptance, operating 1Iabor utilities, etc.}, maintenance and repair, reuse value, and
ultimate disposal.
+ A plan for ive and predictive mai should be prepared for the equipment, and the estimated
cost of maintenance and spare parts should be included in the economic analysis.
Along-range plan for replacement of the equipment when it becarnes obsolete should be prepared.
Aithough measurabie cost is a primary factor, it is certainly not the only factor in selecting amon:
alternatives, Other factors of a strategic nature to the organization and that form the basis for competition
in the market place should be considered and quantified whenever possible,
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TABLE 9.4 Standard Pallet Sizes Commonly Used
in Factories and Warehouses

Depth = x Dimension Width = y Dimension

800 mm {32 in} 1000 mm (40in)
900 mm (36 in} 1200 mm {48 in}
1000 mm (40 in} 1200 mm (48 in)
1060 mm (42 in} 1060 mm {42 in}

1200 mm (48 in} 1200 mm (48 in}
Sources: IMHHBI, IT&W.

containers. paliets are probably the most widety used, owing to their versatility, low cost.
and compatibility with various types of material handling equipment. Most factories and
warehouses use forklift trucks to move materials on pallets. Table 9.4 lists some of the most
popular standard patiet sizes in use today. We make use of these standard pallet sizes in some
of our analysis of automated storage/retrieval systems in Chapter 11.
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Material Transport Systems
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In this chapter we examine the five categories of material transport equipment common-
ly used to move parts and other materials in manufacturing and warehouse facilities:
(1) industrial trucks, (2) automated guided vehicles, (3) monorails and other rail guided
vehicles, (4) conveyors, and (5) cranes and hoists. Table 10.1 summarizes the principal fea-
tures and kinds of applications for each equipment category., In Section 10.6, we consid-
er quantitative technigues by which material transport systems consisting of this equipment
can be analyzed.
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TABLE 10.1 Summary of Features and Applications of Five Categories of Material Handling Equipment

Material Handling Equipment

Features

Typical Applications

Industrial trucks, manuai

Industrial trucks, powered
Autormnated guided vehicle

systems

Monorails and other rail guided
vehicles

Conveyors, powered

Cranes and hoists

Low cost
Low rate of deliveries/hr

Medium cost

High cost
Battery-powered vehicles
Flexible routing
Nonobstructive pathways

High cost
Flexible routin
On-the-floor or overhead types

Great variety of equipment

In-floor, on-the-floor, or averhead

Mechanical power to move loads
resides in pathway

Lift capacities ranging up to more
than 100 tons

Moving light loads in a factory

Movement of pallet loads and
palletized containers in a factory
or warehouse

Moving pallet loads in factory
or warehouse

Moving work-in-process along
variable routes in low
and medium production

Moving single assembties, products,
or pallet loads along variable
routes in factory or warehouse

Moving large quantities of items over
fixed routes in a factory
or warehouse

Moving products along a manuat
assembly line

Sortation of items in a distribution
center

Moving large, heavy items
in factories, mills, warehouses, etc.

10.1 INDUSTRIAL TRUCKS

Industrial trucks are divided into two categories: nonpowered and powered. The nonpow-
ered types are often referred to as hand trucks because they are pushed or pulled by human
workers. Quantities of material moved and distances are relatively low when this type of
equipment is used to transport malerials, Hand trucks are classified as either two-wheel or
multiple-wheel. Two-wheel hand trucks, Figure 10.1(a), are generally easier to manipulate

(@)

b)

Pallet

)

Figore 10.1 Examples of non-powered industrial trucks (hand
trucks): (a) two-whee) hand truck, (b) four-whee! dotly, and (c) hand-
operated low-lift pallet truck,
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by the worker but are limited to lighter ioads. Multiple-wheeled hand trucks are available
in several types and sizes. Two common types are dollies and pallet trucks. Dollies are sim-
ple frames or platforms as shown in Figure 10.1(b). Various wheel configurations are pos-
sible. including fixed wheels and caster-type wheels. Pallet trucks. Figure 10.1(c), have two
forks that can be inserted through the openings in a pallet. A lift mechanism is actuated by
the worker to lift and lower the pallet off the ground using small diameter wheels near the
end of the forks. In operation, the worker inserts the forks into the pallet,elevates the load,
pulls the truck to its destination, then lowers the pallet. and removes the forks,

Powered trucks are self-propelled to relieve the worker of manually having to move
the truck. Three commeon types are used in factories and warehouses: (a) walkie trucks,
(b) forklift rider trucks, and (c) towing tractors. Walkie rrucks, Figure 10.2(a). are battery-
powered vehicles equipped with wheeled forks for insertion into pallet openings but with
no provision for a worker to ride on the vehicle. The truck is steered by a worker using a
control handle at the front of the vehicle. The forward speed of a walkie truck is limited to
around 3 mi/hr (5 km/hr). which is about equal to the normal walking speed of a human.

Forklift rider trucks. Figure 10.2(b), arc distinguished from walkie trucks by the pres-
ence of a modest cab for the worker to sit in and drive the vehicle. Forklift trucks range in
load carrying capacity from about 450 kg (1,000 b) up 1o more than 4,500 kg (10,000 Ib).
The various applications for which forklift trucks are used have resulted in a variety of ve-
hicle features and configurations. These include trucks with high reach capacities for uc-
cessing pallet loads on high rack systems and trucks capable of operating in the narrow

Pallct

Steerng and
conrol fever

Fork —,
Powve wnit carriage

@ Forks

Trailer

Tow tractor

@)

Figure 10.2 Three principal types of powered trucks: (a) walkie
truck, (b) fork lift truck, and (c) towing tractor.
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aisles of high-density storage racks. Power sources for forklift trucks are either internal
combustion engines (gasoline. liquefizd petroleum gas.or compressed natural gas) or elec-
tric motors (using on-board batleries).

Industrial rowing tractors. Figure 10.2(c). are designed to pull one or more trailing
carts over the retatively smooth surfaces found in factories and warehouses. They are gen-
erally used for moving large amounts of materials betwzen major collection and distribu-
tion areas. The runs between origination and destination points are usualy fairly long,
Power is supplied either by electrical motor (battery-powcred) or internal combustion en-
gine. Tow tractors also find signil ications in air transport jons for moving
baggage and air freight in airports.

10.2 AUTOMATED GUIDED VEHICLE SYSTEMS

An automated guided vehicle system (AGVS) is a material handling system that uses in-
dependently operated, self-propelled vehicles guided along defined pathways. The vehi-
cles are powered by on-board batteries that allow many hours of eperation (8-16 hr iy
typical) between recharging, A distinguishing feature of an AGVS. compared to rail guid-
ed vehicle systems and most conveyor systems, is that the pathways are unabtrusive. An
AGVS is appropriate where different materials are moved from various load points to var-
ious unload points. An AGVS is therefore suitable for automating material handling in
batch produstion and mixed model production. The first AGV was operated in 1954 (His-
torical Note 10.1)

Historical Note 10.1 Automated guided vehicles [2], [6] 1

The first automated guided vehicle was developed in 1954 by A. M. Barrett. Jr. who used an
overhead wire to guide a modified towing truck pulling a trailer in a grocery warehause. Com-
mercidl AGVS were subscquently introduced by Barrett.

Around 1973, Volvo, the Swedish carmaker. developed automated guided vehicles to
serve as asscmbly platforms for moving car bodies through its final assembly plants. The pri-
mary purpose of Volvo's development project was not to market the AGV commercially, but
rather to advance a new method of assemby as an alternative to the traditional assembly line.
I'he new assembly system emphasized teamwork, job and asy mave-
menl of products through the plant. However. by developing the guided moving platforms in
assembly. the company had introduced a new type of AGV. the unit load vehicle. Volvo later
entered the AGVS business and marketed their unit load AGVs to other car companies.

Advances in AGVS technology have been motivated largely by rapid developments in
electronics and computer technologics. By exploiting these technologies. the AGVS industry
has made inprovements and refinements in vehicle guidance and navigation, on-board vehi-
cle intelligence and control, overall system management, and safety,

10.2.1  Types of Vehicles and AGVS Applications

Automated guided vehicles can be divided into the following three categories: (1) driver-
less trains, (2) pallet trucks. and (3) unit load carriers, illustrated in Figure 10.3. A driver-
fess truin consists of a towing vehicle (which is the AGV) that pulls one or more trailers to
form a train.as in Figure 10.3(a). It was the first type of AGVS to be introduced and is stilt
widely used today. A common application is moving heavy payloads over large distances
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Tratler carts

Pallet

Pallet forks

Platform for
human operator

Roller deck for
side loading

" Drive wheels

(c}
Figure 10.3 Three types of automated guided vehicles: (a} driverless
antomated guided train, (b) AGV pallet truck, and {c) unit load
carrier.

in warehouses or factories with or without intermediate pickup and drop-off points along
the route, For trains consisting of five to ten trailers, this is an efficient transport system,

Automated guided pallet trucks, Figure 10.3(b), are used to move palletized loads
along predetermined routes. In the typical application the vehicle is backed into the loaded
pallet by a human worker who steers the truck and uses its forks to elevate the load stight-
ly. Then the worker drives the pallet truck to the guidepath, programs its destination, and
the vehicle proceeds ically to the destination for ing, The capacity of an
AGVS pallet truck ranges up to several thousand kilograms, and some trucks are capable
of handling two pallets rather than one. A more recent introduction related to the pallet
truck is the fork lift AGV. This vehicle can achieve significant vertical movement of its
forks to reach loads on racks and shelves.

AGYV unit load carriers ave used to move unit loads from one station to another. They
are often equipped for automatic loading and unloading of pallets or tote pans by means
of powered rollers, moving belts, mechanized lift platforms, or other devices built into the
vehicle deck. A typical unit load AGV is illustrated in Figure 10.3(c). Variations of unit
load carriers include light load AGVs and assembly line AGVs. The light load AGV isa rel-
atively small vehicle with corresponding light load capacity (typicalty 250 kg or less). It
does not require the same large aisle width as a conventional AGV, Light load guided ve-
hicles are designed to move small loads (single parts, small baskets ar tote pans of parts,
etc.) through plants of limited size engaged in light manufacturing, An assembly line AGV
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is designed to carry a partially completed subassembly through a sequence of assembiy
woskstations (o build the product.

Automated guided vehicle systems are used in a growing number and variety of ap-
plications. The applications tend to parallel the vehicle types previously described. We have
already described driverless train operations, which involve the movement of large quan-
tities of material aver relatively Jarge distances.

A second application area is in storage and diswribution. Unit load carriers and pailet
trucks are typically used in these applications. which involve movement of material in unit
loads. The applications often interface the AGVS with some other automated handling or
storage system. such as an automated storage/retrieval system (AS/RS, Section 11.4.1) in
a distribution center. The AGVS delivers incoming unit loads contained on pallets from the
receiving dock to the AS/RS, which places the items into storage, and the AS/RS retrieves
individual pallet loads from storage and transfers them to vehicles for delivery to the ship-
ping dock. Storage/distribution aperations also include light manufacturing and assembly
plants in which work-in-process is stored in a central storage area and distributed to indi-
vidual workstations for processing. Electronics assembly is an example of these kinds of ap-
plications. Components are “kitted™ at the storage area and delivered in tote pans or trays
by the guided vehicles to the assembly workstations in the plant. Light load AGVs are the
appropriate vehicles in these applications.

AGY systems are used in assembly line applications, based on a trend that began in
Europe. Unit toad carriers and light load guided vehicles are used in these lines. In the
usual application. the production rate is relatively low (the product spending perhaps
4-10 min per station), and there are several different product models made on the line,
each requiring a different processing time. Workstations are generally arranged in paral-
lel to allow the line 1o deal with differences in assembly cycle time for different products.
Between stations. components are kitted and placed on the vehicle for the assembly op-
erations to be performed at the next station. The assembly tasks are usually performed
with the work unit on-board the vehicle, thus avoiding the extra time required for un-
ioading and reloading.

Auother application area for AGVS technology is flexible manufacturing systems
{FMSs, Chapter 16). In the typical operation, starting workparts are placed onto pallet fix-
tures by human workers in a staging area, and the AGVs deliver the parts to the individ-
wal workstations in the system. When the AGV arrives at the assigned station, the pallet is
transferred (mm the vehicte platform to the station (such as the worktable of a machine
tool) for Atthe of p ing a vehicle returns to pick up the work
and transport it to the next assigned station. An AGVS provides a versatile material han-
dling system to complement the flexibility of the FMS.

Other applications of automated guided vehicle systems include office mail delivery
and hospital material transport. Hospital guided vehicles transport meal trays, linen, med-
ical and laboratory supplies, and other materials between various departments in the build-
ing. These transports typically require movement of vehicles between different floors in the
hospital, and hospital AGV systems have the capability to summon and use elevators for

this purpose.
AGVS technology is still developing. and the mduslry is continually working to de-
sign new systems to respond to new appll . An i ing example that

combines two iechnologies involves the use of a mbollc manipulator maunfed on an au-
tomated guided vehicle to provide a mobile robot for performing complex handling tasks
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at various locations in a plant. These robot-vehicles have potential applications in clean
rooms m the semiconductor industry.

10.2.2 Vehicle Guidance Technology

The guidance system is the methad by which AGVS pathways are defined and vehicles
are controlled to follow the pathways. [n this section, we discuss three technologies that are
used in commercial systems for vehicle guidance: (1) imbedded guide wires, (2) paint strips,
and (3) scli-guided vehicles.

Imbedded Guide Wires and Paint Strips. In the imbedded guide wire method,
electrical wires are placed in a small channel cut into the surface of the floor. The channel
is typically 3-12 mm (1/8-1/2 in) wide and 13-26 mm (1/2-1.0 in) deep. After the guide
wire is installed, the channel is filled with cement to eliminate the discontinuity in the floor
surface. The guide wire is connected 1o a frequency generator, which emits a low-voltage,
low-current signal with a frequency in the range 1-15 kHz. This induces a magnetic field
along the pathway that can be followed by sensors on-board each vehicle. The operation
of a typical system is illustrated in Figure 10.4, Two scnsors {coils) are mounted on the ve-
hicle on either side of the guide wire. When the vehicle is located such that the guide wire
is directly between the two coils, the intensity of the magnetic field measured by each coit
will be equal. If the vehicle strays to one side or the other, or if the guide wire path changes
dircetion, the magnetic ficld intensity at the two sensors will be different. This difference
is used to control the steering motor, which makes the required changes in vehicle direc-
tion to equalize the two sensor signals, thereby tracking the guide wire.

A typical AGVS layout contains muitiple loops, branches, side tracks, and spurs,as well
as pickup and drop-oft stations. The most appropriate route must be selected {from the al-
ternative pathways available to a vehicle in its movement to a specified destination in the
system. When a vehicle approaches a branching point where the guide path forks into two
(or more) pathways, a means of deciding which path to take must be provided. The two prin-
cipal methods of making this decision in commercial wire guided systems are: (1) the fre-
quency select method and (2) the path switch select method. In the frequency select method,
the guide wires leading into the two separate paths at the switch have different frequen-

/\J(\ = Sensor (coil)

Electromagnet
G Electgmagnete

wire

Figure 10.4 Operation of the on-board sensor system that uses two
coils 1o track the magnetic field in the guide wire.
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cies. As the vehicle enters the switch. it reads an identification code on the floor to deter-
mine its location. I ding onits p i the vehicle selects the correct
guidepath by following only one of the frequencies This method requires a separate fre-
quency gencrator for each different frequency used in the guidepath layout. The path switch
select method operates with a single frequency throughout the guidepath layout. To controt
the path of a vehicle at a switch, the power is turned off in all other branches except the
one that the vehicle is to travel on. To accomplish routing by the path switch select method,
the guidepath layout is divided into blocks that are electrically insulated from each other.
The blocks can be turned on and off ¢ither by the vehicles themselves or by a central con-
trol computer.

When paint strips are used to define the pathway, the vehicle uses an optical sensor
system capable of tracking the paint. The strips can be taped, sprayed, or painted on the
fioor. One system uses a l-in-wide paint strip containing flucrescent particles that reflect
an ultraviolet (UV) light source from the vehicle. An on-board sensor detects the reflect-
ed light in the strip and controls the steering mechanism to follow it. Paint strip guidance
is useful in environments where electrical noise renders the guide wire system unreliable
or when the installation of guide wires in the floor surface is not practical. One problem with
this guidance method is that the paint strip deteriorates with time. It must be kept clean and
periodically repainted.

Self-Guided Vehicles. Self-guided vehicles (SGVs) represent the latest AGVS
guidance technology. Unlike the previous two guidance methods, SG Vs operate without
continuously defined pathways. Instead. they use a combination of dead reckoning and
beacons located throughout the plant, which can be identified by on-board sensors. Dead
reckoning refers to the capability of a vehicle to follow a given route in the absence of a
defined pathway in the floor. Movement of the vehicle along the route is accomplished by
computing the required number of wheel rotations in a sequence of specified steering an-
gles. The computations are performed by the vehicles on-board computer. As one would
expect, positioning accuracy of dead reckoning decreases with increasing distance, Ac-
cordingly, the location of the self-guided vehicle must be periodically verificd by compar-
ing the calculated position with one or more known positions. These known positions are
established using beacons located strategically throughout the plant. There are various
types of beacons used in commercial SGV systems, One system uses bar-coded beacons
mounted along the aisles. These beacons can be sensed by a rotating laser scanner on the
vehicle. Based on the positions of the beacons, the on-board navigation computer uses tri-
angulation to update the positions calculated by dead reckoning. Another guidance system
uses magoetic beacons imbedded in the plant floor along the pathway. Dead reckoning is
used to move the vehicle between beacons. and the actual locations of the beacons provide
data to update the computer’s dead reckoning map.

It should be noted that dead reckoning can be used by AGV systems that are normally
guided by in-floor guide wires or paint strips This capability allows the vehicle to cross
steel plates in the factory flaor where guide wires cannot be installed or to depart from the
guidepath for positi atal load station. At the jon of the dead reckon-
ing maneuver, the vehicle is programmed to return to the guidepath to resume normal
guidance control.

The advantage of self-guided vehicle technolagy over fixed pathways (guide wires and
paint strips) i its flexibility. The SGV pathways are defined in software. The path network
can be changed by entering the required data into the navigation computer. New docking
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points can be defined. The pathway network can be expanded by installing new beacons.
These changes can be made quickly and without major alterations to the plant facility.

10.2.3 Vehicle Management and Safety

For the AGVS to operate efficiently, the vehicles must be well managed. Delivery tasks
must be allocated 1o vehicles to minimize waiting times at load/unload stations. Traffic con-
gestion in the guidepath network must be minimized. And the AGVS must be operated safe-
iy. In this section we consider these issues.

Traffic Control. The purpose of traffic control in an automated guided vehicle sys-
tem is to minimize interference between veticles and to prevent collisions. Two methods
of traffic control used in commercial AGV systems are: (1) on-board vehicle sensing and
{2) zone control. The two techniques are often used in combination. On-board vehicle sens-
ing, also called forward sensing, involves the use of one or more sensors on each vehicle to
detect the presence of other vehicles and obstacles ahead on the guide path. Sensor tech-
nologies include optical and ultrasonic devices. When the on-board sensor detects an ob-
stacle in front of it, the vehicle stops. When the obstacle is removed, the vehicle proceeds.
1f the sensor system is 100% effective. collisions between vehicles are avoided. The effec-
tiveness of forward sensing is limited by the capability of the sensor to detect obstacles
that are in front of it on the guide path. These systems are most effective on straight path-
ways. They are less effective at turns and convergence points where forward vehicles may
not be directly in front of the sensor.

In zone control, the AGVS layout is divided into separate zones, and the operating
rule is that no vehicle is permitted to enter a zone if that zone is already occupied by an-
other vehicle. The length of a zone is at teast sufficient to hold one vehicle plus allowances
for safety and other considerations. Other considerations include number of vehicles in
the system, size and complexity of the layout, and the objective of minimizing the number
of separate zone controls. For these reasons, the zones are normally much longer than a ve-
hicle length. Zone controlis illustrated in Figure 10.5 in its simplest form. When one vehi-
cle occupies a given zone, any trailing vehicle is not allowed to enter that zone. The leading
vehicle must proceed into the next zone before the trailing vehicle can occupy the current
zone. By controlling the forward movement of vehicles in the separate zones, collisions are
prevented, and traffic in the overall system is controlled.

One means of implementing zone control is to use separate control units mounted
along the guide path. When a vehicle enters a given zone, it activates the block in that zone
to prevent any trailing vehicle from moving forward and colliding with the present vehi-
cle. As the present vehicle moves into the next (downstream) zone, it activates the block

GmdePalh
1— Zone A Zone B Zone C Zone D-

Figure 10.5 Zone control to implement blocking system. Zones A,
B, and D are blocked. Zone C is free. Vehicle 2 is blocked from en-
tering Zone A by Vehicle 1, Vehicle 3 is free to enter Zone C.
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in that zone and deactivates the block in the previous zone. In effect, zones are turned on
and ot to control vehicle movement by the blocking system. Another method to implement
rone cantrol s to use a central computer. which monitors the location of each vehicle and
attempts to optimize the movement of all vehicles in the system.

Vehicle Dispatching. For an AGVS to serve its function, vehicles must be dis-
patched in a timely and efficient manner to the points in the system where they are need-
ed. Several methods are used in AGV systems to dispatch vehicles: (1) on-board control
pancl. (2) remote call stations, and (3) central computer control. These dispatching meth-
ods are generally used in ination to maxin and effici

Each guided vehicle is equipped with some form of or-bouard control punel for the pur-
pose of manual vehicle control. vehicle programming, and other functions. Most commer-
cial vehicles can be dispatched by means of this control panel to a given station in the
AGVS layoul. Dispatching with an on-board control panel represents the lowest level of
sophistication among the passible methods. It provides the AGV'S with flexibility and time-
liness in coping with changes and variations in delivery requirements.

Remote call stations represent another method for an AGVS to satisfy delivery re-
quircments, The simplest call station is a press button mounted at the load/unload station,
This transmits a hailing signal for any available vehicle in the neighborheod to dock at the
station and cither pick up or drop off a load. The on-board control panel might then be used
to dispatch the vehicle to the desired destination point. More sophisticated remote call sta-
tions permit the vehicle's destination to be programmed at the same time the vehicle is
called. This is a more-automated dxspauhmg method that is useful in AGV systems capa-
bic of ic loading and

In a large factory or warehousc involving a high degree of automation, the AGVS ser-
vicing the facility must also be highly automated to achieve efficient operation of the en-
tire production-storage-handling system. Central computer control is used to accomplish
automatic dispatching of vehicles according to a preplanned schedule of pickups and de-
liveries in the layout and/or in response to calls from the various load/unload stations, In
this dispatching method. the central computer issues commands to the vehicles in the sys-
tem concerning their destinations and the operations they must perform. To accomplish the
dispatching function, the central computer must possess current information on the loca-
tion of cach vehicle in the system so that it can make appropriate decisions about which
vehieles to dispatch to what locations. Hence, the vehicles must continually communicate
their whereabouts to the central controtler. Radio frequency (RF) is commonly used to
achieve the required communication links.

A useful tool in systems management is a perfarmance report for each shift (or other
appropriate time period) of AGVS operation. Periodic reporting of system performance
provides summary information about uptime and downtime, number of deliveries made
during a shift. and other data about each station and each vehicle in the system. Reports
containing this type of information permit managers to compare operations from shift to
shift and month to month to identify differences and trends and to maintain a high level
of system performance.

Safety. The safcty of humans located along the pathway is an important objective
in AGVS design. An inherent safety feature of an AGV is that its traveling specd is stow-
er than the normal walking pace of a human. This minimizes the danger of overtaking a
human walking along the guide path in front of the vehicle.
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Tn addition. AGVs are usually provided with several other features specifically for
safety reasons. A safety feature included in most guidance systems is automatic stopping of
the vehicle if it strays more than a short distance, typically 50150 mm (2-6 in), from the guide
path. The distance is referred ta as the vehicle’s acquisition distance. This automatic stop-
ping feature prevents a vehicle from running wild in the building. Alternatively, in the event
that the vehicle is off the guidepath (e.g.. for loading), its sensor system is capable of lock-
ing onto the guide path when the vehicle is moved to within the acquisition distance.

Another safety device is an obstacle detection sensor located on each vehicle. This is
the same on-board sensor used for traffic control. The sensor can detect obstacles along the
forward path, including humans, The vehicles are programmed either to stop when an ob-
stacle is sensed ahead o to slow down. The reason for slowing down is that the sensed ob-
ject may be located off to the side of the vehicle path or directly ahead but beyond a turn
in the guide path, or the obstacle may be a person who will move out of the way as the
AGV approaches. In any of these cases, the vehicle is permitted to proceed at a slower
(safer) speed until it has passed the obstacle. The disadvaniage of programming a vehicle
to stop when it encounters an obstacle is that this delays the delivery and degrades system
performance.

A safety device included on virtually all commercial AGVsis an emergency bumper.
This bumper is prominent in several of our figures, The bumper surrounds the front of the
vehicle and protrudes ahead of it by a distance of 300 mm (12 in) or more. When the bumper
makes contact with an object, the vehicle is programmed to brake immediately. Depend-
ing on the speed of the vehicle, its load, and other conditions, the braking distance will vary
from several inches to several feet. Most vehicles are programmed to require manual
restarting after an obstacle has been encountered by the emergency bumper. Other safe-
ty devices on a typical vehicle include warning lights (blinking or rotating lights) and/or
warning belis, which alert humans that the vehicle is present.

10.3 MONORAILS AND OTHER RAIL GUIDED VERICLES

The third category of material transport equipment consists of motorized vehicles that are
guided by afixed rail system. The rail system consists of either one rail (called a monorail)
or two parallel rails. Monorails in tactories and warehouses are typically suspended over-
head from the ceiling, In rail guided vehicle systems using paraliel fixed rails, the tracks gen-
erally protrude up from the floor. In either case, the presence of a fixed rail pathway
distinguishes these systems from automated guided vehicle systems. As with AGVs, the ve-
hicles operate asynchronously and are driven by an on-board electric motor. But unlike
AGYVs, which are powered by their own an-board batteries, rail guided vehicles pick up
clectrical pawer from an electrified rail (similar to an urban rapid transit rail system). This
relieves the vehicle from periodic recharging of its battery; however, the electrified rail
system introduces a safety hazard not present in an AGVS.

Routing variations are possible in rail guided vehicle systems through the use of
switches, turntables, and other specialized track sections. This permits different loads to
travel different routes, similar to an AGVS, Rail guided systems are generally considered
to be more versatile than conveyor systems but less versatile than aummaled guided ve-
hicle systems. One of the original of was in the meat
processing industry before 1900. For dressing and c]eamng the slaughtered animals were
hung from meat hooks attached to overhead monorail trolleys. The trolleys were moved
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through the different departments of the plant manuaily by the workers. It is likely that
Henry Ford got the 1dea for the assembly line from observing these meat packing apera-
tions. Today, the ive industry makes i use of electrified overhead mono-
rails 10 move large and ies in its ing operatic

10.4 CONVEYOR SYSTEMS

Conveyors are used when material must be moved in relatively large quantities between
specific locations over a fixed path. The fixed path is implemented by a track system. which
may be in-the-floor, above-the-floor, or overhead. Conveyors divide into two basic cate-
gories: (1) powered and (2) non-powered. In powered conveyors, the power mechanism is
contained in the fixed path, using chains. belis, rotating rolls, or other devices to propel
loads along the path. Powered are y used in material trans-
port systems in mavufacturing plants, warehouses, and distribution centers. In non-powered
conveyors, materials are moved either manually by human workers who push the loads
along the fixed path or by gravity from one elevation to a lower elevation.

10.4.1 Types of Conveyors

A variety of conveyor equipment is commercially available. In the following paragraphs,
we describe the major types of powered conveyors, organized according to the type of me-
chanical power provided in the fixed path.

Roller and Skate Wheet Conveyors. These conveyors have rolls or wheels on
which the loads ride. Loads must possess a flat bottom surface of sufficient area to span sev-
eral adjacent rollers. Pallets, tote pans, of cartons serve this purpose well. The two main en-
tries in this category are roller conveyars and skate wheel conveyors, pictured in Figure 10.6.

In roller conveyors, the pathway consists of a series of tubes (rollers) that are per-
pendicular to the direction of travel, as in Figure 10.6(a). The rollers are contained in a
fixed frame that clevates the pathway above floor level from several inches to several feet.
Flat pallets or tote pans carrying unit loads are moved forward as the rollers rotate. Roller
conveyors can either be powered or non-powered. Powered rolier conveyors are driven

Rolls

Skate wheels

@) ()

Figure 10.6 (a) Roller conveyor and (b) skate wheel conveyor.
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by belis or chains. Non-powered roller conveyors are often driven by gravity so that the
pathway has a downward slope sufficieat to overcome rolling friction. Roller conveyors are
used in a wide variety of ions, including ing. assembly, ing, sor-
talion, and distribution.

Skate-wheel conveyors are similar in operation to roller conveyors. Instead of rollers,
they use skate wheels rotating on shafts connected to a frame to rolf pallets or tote pans
or other containers along the pathway. as in Figure 10.6(b). This provides the skate wheel
conveyor with a lighter weight construction than the roller conveyor. Applications of skate-
wheel conveyors are similar to those of roller conveyors, except that the loads must gea-
crally be lighter since the contacts between the loads and the conveyor are much more
concentrated. Because of their light weight, skate wheel conveyors ate sumetimes built as
portable equipment that can be used tor loading and unloading truck trailers at shipping
and receiving docks at factories and warehouses.

Belt Conveyors.  Belt conveyors consist of a continnous loop: Half its length is used
for delivering materials, and the other half is the return run. as in Figure 10.7. The belt is
made of reinforced elastomer (rubber), so that it possesses high flexibility but low exten-
sibility. At nne end of the conveyor is a drive roll that powers the belt. The flexible belt is
supported by a frame that has rollers or support sliders along its forward loop. Belt con-
veyors are available in two comman farms: (1) flat belts for pallets, individual parts, or
even certain types of bulk materials; and (2) troughed beits for bulk materials. Materials
placed on the belt surface iravel along the moving pathway. In the case of troughed belt con-
veyors. the rollers and supports give the flexible belt a V-shape on the forward (delivery)
loop Lo contain bulk matenals such as coal. gravel, grain, or similar particutate materials,

Conveyors Driven by Chains and Cables. The conveyors in this group arc dri-
ven by a powered chain or cable that forms an endless loop. n some cases, the loop forms
a straight line. with a puliey at each end. This is usually in an over-and-under configura-
tion. Tn other , the loop has a plex path, with more than two pulleys
needed to define the shape of the path. We discuss the following conveyors in this category:
(1) chain. (2) slat, (3) in-floor towline. (4) overhead trolley, and (5) power-and-free over-
head trolle:

Chain conveyors consist of chain loops in an over-and-under configuration around
powered sprockets at the ends of the pathway. One or more chains operating in parallel may

Forward
loop

Ialer roll

Support shder
A Reumloop
Drive roll

Figure 10.7 Belt (flat) conveyar (support frame not shown).
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be used to form the conveyor. The chains travel along channeis in the floor that provide
support for the flexible chain sections. Either the chains slide along the channel or they ride
on rollers in the channel. The loads arc gencrally dragged along the pathway using bars that
project up from the moving chain.

The slat conveyor uses individual platforms, cailed slats, connected to a continuous-
Jv moving chain. Although the drive mechznism is a powered chain, it aperates much like
& belt conveyor. Loads are placed on the slats and are transported along with them, Straight
line Nlows are common in slat conveyor systems. However. because of the chain drive and
the capabitity -0 alter the chain direction using sprockets, the conveyor pathway can have
turns in its continuous {oop.

Another variation of the chain conveyor is the in-floor rowline conveyer. These con-
veyors make use of four-wheel carts powered by moving chains or cables located in trench-
es in the floor, as in Figure 10.8, The chain or cable is called a towline: hence. the name of
the conveyor. Pathways for the conveyor system are defined by the trench and cable, 2
the cable is driven as a powered pulley system. Switching between powered pathways is pos-
sible in a towline system to achieve flexibility in routing. The carts use steel pins that pro-
ject below floor level into the trench to engage the chain for towing. (Gripper devices are
substituted for pins when cable is used as the pulley system, similar to the $an Francisco
trolley.) The pin can be pulled out of the chain (or the gripper releases the cable) to dis-
engage the cart for loading, unioading, switching, accumulation of parts, and manually push-
ing a cart off the main pathway. Towline conveyor systems are used in manufacturing plants
and warehouses.

All of the preceding chain and cable drive conveyars operate at floor level or slight-
ly above. Chain-driven conveyors can also be designed to operate overhead, suspended
from the ceiling of the facility so as not to consume floorspace. The most common types ate
overhead trolley conveyors, These are available either as constant speed (synchranous) or
as power-and-free (asynchranous) systems.

e {cable or chain)

-
4 Tow force

Figure 10.8 In-floor (owline conveyor.
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Load suspended
from trolley

Figure 10.9 Overhead trolley conveyor.

A rrolfey in material handling is a wheeled carriage running on an overhead rail from
which loads can be suspended. An overhead trolley conveyor, Figure 10.9, consists of mul-
tiple trolleys, usually equally spaced along a fixed track. The trolleys are connected to-
gether and moved along the track by means of a chain or cable that forms a complete loop.
Suspended from the trolieys are hooks, baskets, or other receptacles to carry loads. The
chain {or cable} is attached to a drive wheel that supplies power to move the chain at a con-
stant velocity. The conveyor path is determined by the configuration of the track system,
which has turns and possible changes in ¢levation. Overhead trolley conveyors are often
used in factories to move parts and assemblies between major production departments.
They can be used for both delivery and storage.

A power-and-free overhead trolley conveyor is similar to the overhead trolley con-
veyor,except that the trolleys arc capable of being disconnected from the drive chain,pro-
viding this conveyor with an asynchronous capability. This is usually accomplished by using
two tracks, one just above the other. The upper track contains the continuously moving
endless chain, and the trolleys that carry loads ride on the lower track. Each trolley in-
cludes a mechanism by which it can be connected to the drive chain and disconnected from
it. When connected, the trolley is pulled along its track by the moving chain in the upper
track. When disconnected, the trolley is idle.

Other Conveyor Types. Other powered conveyors include cart-on-track, screw,
vibration-based systems, and vertical lift conveyors. Cart-on-track conveyors consist of in-
dividual carts riding on a track a few feet above floor level. The carts are driven by means
of a rotuting shaft, as illustrated in Figure 10.10. A drive wheel, attached to the bottom of
the cart and set at an angle to the rotating tube, rests against it and drives the cart forward.
The cart speed is controlled by regulating the angle of contact between the drive wheel and
the spinning tube. When the axis of the drive wheel is 45°, the cart is propelled forward.
When the axis of the drive wheel is parallel to the tube, the cart does not move. Thus, con-
trol of the drive wheel angle on the cart allows power-and-free operation of the conveyor.
One of the advantages of cart-on-track systems refative to many other conveyors is that the
carts can be positioned with high accuracy. This permits their use for positioning work dur-
ing production. Applications of cart-on-track systems include robotic spot welding lines in

i ly plants and ical assembly systems.
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Conveyor rails

Conveyor cant

Spinning tibe

Figure 1010 Cart-on-track conveyor. (Diagram courtesy of SI Han-
dling Systems.)

Screw conveyors arc based on the Archimedes serew, the water-raising device de-
vised in ancient times (circa 236 B.C.), consisting of a large screw inside a cylinder, turned
by hand to pump water up-hilt for irrigation purposes. Vibration-based conveyors use a flat
track connected to an electromagnet that imparts an angular vibratory motion {0 the track
to prapel items in the desired direction. This same principle is used in vibratory bowl feed-
ers to deliver components in automated assembly systems (Section 19.1.2). Vertical lift con-
veyors include a variety of mechanical elevators designed to provide vertical motion, such
s between [oors or 10 link floor-based conveyors with overhead conveyors. Other conveyor
types include nonpowered chutes, ramps. and tubes, which are driven by gravity.

10.4.2 Conveyor Operations and Features

As indicated by our p 2 conveyor equi covers a wide variety of
operations and features. Let us restrict our discussion here to powered conveyors, exctud-
ing nonpowered types. Conveyor systems divide into two basic types in terms of the char-
acteristic motion of the materials moved by the system: (1) continuous and (2) asynchronous.
Continuous motion conveyors move at a constant velocity v, along the path. They include
belt, roller, skate-wheel, overhead trolley, and slat conveyors.

Asynchronous conveyors operate with a stop-and-go motion in which loads, usually
contained in carriers (e.g., hooks, baskets. carts), mave between stations and then stop and
remain at the station until released. Asynchranous handling allows independent move-
ment of each carrer in the system. Examples of this type include overhead power-and-
free trolley, in-floor towline, and cart-on-track conveyors, Some roller and skate-wheel
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conveyors can also be operated asynchronously. Reasons for using asynchronous convey-
ors include: (1) 1o accumutale loads, (2) temporary storage, (3) to allow for differences in
production rates between adjacent processing areas, (4) to smooth production when cycle
times vary at stations along the conveyor. and (5) to accommodate different conveyor
speeds along the pathway.

Conveyors can also be classified as: (1) single direction, (2) continuous Joop. and
(3) recirculating. [n the following paragraphs, we describe the operating features of these
categories. In Section 10.6.3. we present equations and techniques with which to analyze
these conveyor systems. Single direction conveyors are used to transport loads one way
from ongination point to destination point, as depicted in Figure 10.11(a). These systems
are appropriate when there is no need to move loads in both directions or to return con-
tainers or czrriers from the unloading stations back to the loading stations. Single direction
powered conveyors include roller, skate wheel, belt. and chain-in-floor types. In addition,
all gravity conveyors operate in one direction.

Continuous loop conveyors form a complete circuit, as in Figure 10.11(b). An over-
head trolley conveyor is an example of this conveyor type. However, anty conveyor type can
be configured as a loop, even those previously defined as single direction conveyors, sim-
ply by connecting several single direction conveyor sections into a closed loop. A contin-
uous loop system allows materials to be moved between any two stations along the pathway.
Continuous loup conveyurs are used when loads are moved in carriers (¢.g., hooks, baskets)
hetween load and unioad stations and the carriers are affixed 1o the conveyor loop, In this
design. the empiy carriers are automatically returned from the unload station back to the
load station.

The preceding description of a continuous loop conveyor assumes that items loaded
at the load station are unloaded at the unload station. There are no loads in the return
loop; the purpose of the return loop is simply to send the empty carriers back for reload-
ing. This method of operation ovetlooks an important opportunity offered by a ciosed-
loop conveyor: to store as well as deliver parts. Conveyor systems that allow parts to remain
on the return loop for one or more revolutions are called recirculating conveyors. In pro-
viding a storage function, the conveyor system can be used to accumulate parts to smooth
out effects of loading and unloading variations at stations in the conveyor. There are two

T

Conveyor path

v Return oop
®)

Figure 10,11 (a) Single direction conveyor and (b) continuous loop
conveyor,
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problems that can plague the operation of a recirculating conveyor system. One is that
there may be times during the operation of the conveyar that na empty carriers are im-
mediately available at the loading station when needed. The other problem is that no
Joaded carriers are immediately available at the unloading station when necded.

It is possible to construct branching and merging points into a conveyor track to per-
mit different routings for different loads moving in the system. In nearly all conveyor sys-
tems, it is possible to build switches, shuttles, or other mechanisms to achieve these alternate
routings. In some systems, a push-pull mechanism or lift-and-carry device is required to
actively move the load from the current pathway onto the new pathway.

10.5 CRANES AND HOISTS

The fifth category of transport equipment in material handling consists of cranes and hoists.
Cranes are used for horizontal movement of materials in  facility, and hoists are used for
vertical lifting. A crane invariably includes a hoist; thus. the hoist component of the crane
lifts the load, and the crane transports the load horizontally to the desired destination. This
class of material handling equipment includes cranes capable of lifting and moving very
heavy loads in some cases over 100 tons.

A hois is a mechanical device that can be used 10 raise and lower loads. As seen in
Figure 10.12,a hoist consists of one or more fixed putieys, one or more moving pulleys, and
a rope, cable, or chain strung between the pulleys. A hook or other means for attaching
the load is connected to the moving pulley(s). The mumber of pulleys in the hoist determines
its mechanical advantage, which is the ratio of the load weight to the driving force required
to lift the weight. The mechanical advantage of the hoist in our illustration is 4.0. The dri-
ving force to operate the hoist is applied either manuaily or by electric or pneumatic motor.

Figure 10.12 A hoist with a mechanical advantage of 4.0: (a) sketch
of the hoist and (b) diagram to illustrate mechanical advantage.
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Cranes include a variety of material handling equipment designed for lifting and mov-
ing heavy loads using one or more overhead beams for support. Principal types of cranes
found in factories include: (a) bridge cranes, (b} gantry cranes, and (c) jib cranes. In all
three types, at least one hoist is mounted 10 a trolley that rides on the overhead beam of
the crane. A bridge crane consists of one or two horizontal girders or beams suspended be-
tween fixed rails on either end which are connected to the structure of the building. as
shawn in Figure 10.13(a). The hoist trolley can be moved along the length of the bridge, and
the bridge can be moved the length of the rails in the building. These two drive capabili-
ties provide motion in the x- and y-axes of the building, and the hoist provides motion in
the z-axis direction. Thus the bridge crane achieves vertical lifting due to its hoist and
achieves harizontal movement of the material due to its orthogonal rail system. Large
bridge cranes have girders that span up to 36.5 m (120 ft) and are capable of carrying loads
up to 90,000 kg (100 tons). Large bridge cranes are controlled by operators riding in cabs
on the bridge. Applications include heavy machinery fabrication, steel and other metal
mills, and power-generating stations.

A gantry crane is distinguished from a bridge crane by the presence of one or two ver-
tical legs that support the horizontal bridge. As with the bridge crane,a gantry crane includes
one or more hoists that accomplish vertical lifting. Gantries are available in a variety of sizes
and capacities. the [argest possessing spans of about 46 m (150 ft) and load capacities of
136,000 kg (150 tons). A double ganiry crune has two legs. Other types include half gantries
and cantilever gantries. A half gantry crane, Figure 10.13(b), has a single leg on one end of
the bridge, and the other end is supported by a rail mounted on the wall or other structural
member of a building. A canzilever gantry crane is identified by the fact that its bridge ex-
tends beyond the span created by the support legs.

A jib crane consists of a hoist supported on a horizontal beam that is canti d from
a vertical column or wall support, as illustrated in Figure 9.2(e). The horizontal beam is piv-
oted about the vertical axis formed by the column or wall to provide a horizontal sweep

Hoist trolley
loe o] Bridge (1-beam)
Runway Brdge |
and rails
©
Support
column
a) ®)

Figure 10.13 Two types of cranes: (a) bridge crane and (b) gantry
crane (shown is a half gantry crane).
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for the crane. The beam also serves as the track for the hoist trolley to provide radial trav-
el along the length of the beam. Thus. the horizontal area included by a jib crane is circu-
Tar or semicircular. As with other cranes, the hoist provides vertical lift and lower motions.
Standard capacities of jib cranes range up to about 5000 kg. Wall-mounted jib cranes can
achieve a swing of about 180°, while floor-mounted jib cranes using a column or post as its
vertical support can sweep a full 360°

10.6 ANALYSIS OF MATERIAL TRANSPORT SYSTEMS

Charting techniques are helpful for visualizing the movement of materials, and quantita-
tive models are weful for analyzing material flow rates, delivery cycle times, and other as-
pects of performance. Research on these analysis methods is encouraged and supported by
the College Industry Councit on Material Handling Education (CICMHE) and the Mate-
rial Handling Institute (MHI)', which hold a semiannual Research Colloguium whose Pro-
ceedings [11] are available through MHI. In this section, we discuss the following:
(1) charting techniques in material handling, (2) analysis of vehicle-based systems, and (3)
conveyor analysis.

10.6.1 Charting Techniques in Material Handling

A useful charting technique for displaying information about material flow is the From-To
Charr. illustrated in Table 10.2, In this table, the left-hand vertical column lists origination
points (loading stations) from which trips are made, and the horizontal row at the top of
the chart lists destination points (unload stations). The chart is organized for possible ma-
terial flows in both directions between the load/unload stations in the layout. From-To
Charts can be used to represent various parameters of the material flow problem, includ-
ing number of deliveries or flow rates between locations in the layout and travel distances
between from-to locations. Table 10.2 represents one possible format to display both flow
rates and corresponding distances for a given material handling problem.

TABLE 10.2 From-To Chart Showing Flow Ratss, loads/hr
{Value Before the Slash Mark) and Travel
Distances, m (Value After the Slash Mark)
Between Stations in a Layout

To 7 2 3 4 5
From 1 0 9/60  5/120  6/205 0

2 0 o 0 0 9/80

3 ¢ 0 0 2/85 3/170

4 [J 0 0 o 8/85

5 0 0 0 0 0

The Material Handling Institute. based in Chatlotte, North Carolng,is th research and education agency
of the Material Handling Industry of America, the 1
dling products and services in the United States. The College lndusm Council on Material Handling Education
consists of academic and industry representatives and reports to the Material Handling Insinute,
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Figure 10.14 Flow diagram showing material deliveries between
load/unload stations. Arrows indicate flow rates and distances (same
data as in Table 10.2), and nodes represent load/unload stations.

Muther and Haganas [19] suggest scveral graphical techniques for visualizing trans-
ports, including mathematical plots and flow diagrams of different types. The flow diagram
in Figure 10.14 indicates movement of materials and corresponding origination and desti-
nation points of the moves. In this diagram, origination and destination points are repre-
sented by nodes, and material flows are depicted by arrows between the points. The nodes
might represent production departments between which parts are moved or load and un-
load stations in a facility, Our flow diagram portrays the same information as in the From-
To Chart of Table 10.2.

10.6.2 Analysis of Vehicle-Based Systems

M i ions can be to describe the operation of vehicle-based ma-
terial transport systems Equipment used in such systems include industrial trucks (both
hand trucks and powered trucks), automated guided vehicles, monorails and other rail
guided vehicles, certain types of conveyor systems (e.g., in-floor towline conveyors), and cer-
tain crane operations. We assume that the thlcle operates at a constant velocity through-
out its operation and ignore effects of ion,and other speed dif

that might depend on whether the vehicle is traveling loaded or empty or other reasons.
The time for a typical delivery cycle in the operation of a vehicle-based transport system
consists of; (1) loading at the pickup station, (2) travel time to the drop-off station, (3) un-
loading at the drop-off station, and {4) empty travel time of the vehicle between deliver-
ies. The total cycle time per delivery per vehicle is given by

L L,
T. TL+T;+T,V+77P 10.1)

where T, = delivery cycle time (min/del), T, = time to load at load station (min),
L, = distance the vehicle travels between load and unioad station (m, ft).», = carrier ve-
locity (m/min, ft/min), T, — time to unload at unload station (min),and L, = distance the
vehicle travels empty until the start of the next delivery cycle (m, fr).

T, caiculated by Eq. (10.1) must be considered an ideal value, because it ignores any
time losses due to reliability problems, traffic congestion, and other factors that may slow
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down a delivery. In addition, not all delvery cycles are the same. Originations and desti-
nations may be different rom one delivery to the next, which will affcct the Ly and L,
terms in the preceding equation. Accordingly, these terms are considered to be average
values for the population of loaded and empty distances traveled by the vehicle during the
course of a shift or other period of analysis.

The delivery eycle time can be used to determine certain parameters of interest in the
vehicle-based transport sysiem. Let us make use of 7, to determine two parameters: (1) rate
of deliveries per vehicle and (2) number of vehicles required to satisfy a specified totat de-
livery requirement. We will base aur analysis on hourly rates and requirements; however,
the equations can readily be adapted for other periods

The hourly rate of deliveries per vehicle is 60 min divided by the delivery cycle time
7. .adjusting for any time losses during the hour. The possible time losses include: (1} avail-
ability, (2) traffic congestion, and (3) efficiency of manual drivers in the case of manually
aperated trucks. Availability (symbolized A) is a reliability factor (Section 2.4.3) defined
as the propertion of total shift time that the vehicle is operational and not broken down
or being repaired.

To deal with the 1ime tosses due to traffic congestion, let us define the rraffic factor
T, as a parameter for estimating the effect of these losses on system performance. Sources
of incfficicncy accounted for by the traffic factor include waiting at intersections, blocking
of vehicles (as in an AGVS), and waiting in a queue at load/unload stations, If there is no
blocking of vehicles, then £, = 1.0. As blocking increases, the value of F, decreases, Block-
ing. wailing al intersections, and vehicles waiting in line at load/unload stations are affect-
ed by the number of vehicles in the system relative to the size of the layout. If there is only
one vehicle in the system, little or no blocking shoutd occur, and the traffic factor will be
very close to 1.0. For systems with many vehicles, there will be more instances of blocking
and congestion, and the traffic factor will take a lower value. Typica! values of traffic fac-
tor for an AGVS range between 0.8 and 1.0 (4],

For systems based on industrial trucks, including both hand trucks and powered trucks
thal are operated by human workers, traffic congestion is probably not the main cause of
the low operating performance sometimes observed in these systems. Their performance
is very dependent on the work efficiency of the operators who drive the trucks, Let us de-
fine efficiency here as the actual work rate of the human operator relative to work rate ex-
pected under standard or normal performance. Let E symbolize the worker efficiency.

With these factors defined, we can now express the available time per hour per ve-
hicle as 60 min adjusted by 4, 7y, and E. That s,

AT =604 T,E (102)

where AT = available time (min/hr per vehicle), A = availability, T; = traffic factor,and
E = worker efficiency. The parameters A, Ty, and £ do not take into account poor vehi-
cle routing, poor guidepath layout, or poor management of the vehicles in the system. These
factors should be minimized, but if present they are accounted for in the values of L, and
L.

We can now write equations for the two performance parameters of interest. The
rate of deliveries per vehicle is given by:

AT

Ry 7. (10.3)
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where Ry, = hourly delivery rate per vehicle (del./hr per vehicle), 7, = delivery cycle
time compuied by Eq. (10.1) (min/del), and AT = the available time in 1 hr with adjust-
ments for time losses {min/hr).

The total rumber of vehicles (trucks, AGVs. trolleys, carts, etc.) needed to satisfy 2
specified total delivery schedule R, in the system can be estimated by first calculating the
1otal workload required and then dividing by the available time per vehicie. Workload is
defined as the total amount of work, expressed in terms of time, that must be accomplished
by the material transport system in 1 hr. This can be expressed as follows:

WL = R,T. (10.4)

where WL = workload (min/hr), R; = specified flow rate of totai deliveries per hour for
the system (del/hr), and T, = delivery cycle time (min/det). Now the number of vehicles
required to accomplish this workload can be written as

_wL

teTar

1105)

where 1, = number of carriers required, WL = workload (min/hr), and AT = available

time per vehicle (min/hr per vehicle). 1t can be showa that Eq. (10.5) reduces to the follow-
ing:

Ry

* Ra

(10.6)

where n, = number of carriers required, R, = total delivery requirements in the system
{del/hr),and R,, = delivery rate per vehicle (del/hr per vehicle). Although the traffic fac-
tor accounts for delays experienced by the vehicles, it does not inciude defays encountered
by a load/unload station that must wait for the arrival of a vehicle. Because of the random
nature of the load/unload demands, workstations are likely to experience waiting time while
vehicles are busy with other deliveries. The preceding equations do not consider this idle time
or its impact on operating cost. If station idle time is to be minimized, then more vehicles
may be needed than the number indicated by Egs. (10.5) or (10.6). Mathematical models
based on queueing theory are iate to analyze this plex stochastic situation.

EXAMPLE 10.1 Determining Number of Vehicles in an AGVS

Given the AGVS layout shown in Figure 10,15, Vehicles travel counterclockwise
around the loop to deliver loads from the load station to the unload station.
Loading time at the load station = 0.75 min, and unloading time at the unload
station = 0.50 min. It is desired to determine how many vehicles are required
to satisfy demand for this layout if a total f 40 del/hr must be completed by the
AGVS. The following performance parameters are given: vehicle veloci-
ty = 50 m/min, availability = 0.95, traffic factor = 0.90, and operator efficiency
does not apply, so E = 1.0. Determine: (a) travel distances loaded and empty,
(b) ideal delivery cycle time, and (c) number of vehicles required to satisfy the
defivery demand.
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AGYV guide path

40

Direction of
irection of
Tl vehicle movement
Figure 10.15 AGVS loop layout for Example 10.1. Key: Unld
= unload. Man = manual operation, dimensions in meters (m).

Solution: (a) Ignoring effects of slightly shorter distances around the curves at corners of
the loop, the values of L, and L, are readily determined from the layout to be
110 m and 80 m, respectively.

(b) Ideal cycle time per delivery per vehicle is given by Eq. (10.1).
., 1o 80 _ )
T, =075+ 50 + (.50 + 0= 5.05 min

(¢) To determine the number of vehicles required to make 40 del/hr, we com-
pute the workload of the AGVS and the available time per hour per vehicle.
WL = 40(5.05) = 202 min/hr
AT = 60(0.95)(0.90)(L0) = 51.3 min/hs per vehicle
Therefore, the number of vehicles required is
n,= % = 3.94 vehicles

This value should be rounded up to n, = 4 vehicles, since the number of vehi-
cles must be an integer.

Determining the average travel distances, L, and L., requires analysis of the partic-
utar AGVS layout. For a simple loop layout such as in Figure 10.15, determining these val-
ues is straightforward. For a complex AGVS layout, the problem is more difficult. The
following example illustrates this issue.

EXAMPLE 102 Determining L, for a More-Complex AGVS Layont

The layout for this example is shown in Figure 10.16, and the From-To Chart is
presented in Table 10.2, The AGVS includes load station 1 where raw parts
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AGV
guide path

Direction of

vehicle movement 30

Figure 10.16 AGVS layout for production system of Example 10.2.
Key: Proc = processing operation, Aut = automated, Unld = un-
load. Man = manual operation, dimensions in meters (m).

enter the system for delivery to any of three production stations 2, 3,and 4. Un-
load station 5 receives finished parts from the production stations. Load and
unload times at stations 1 and 5 are each 0.5 min. Production rates for each
workstation are indicated by the delivery requirements in Table 10.2. A com-
plicating factor is that some parts must be transshipped between stations 2 and
3. Vehicles move in the direction indicated by the arrows in the figure, Deter-
mine the average delivery distance, L,

Table 10.2 shows the number of deliveries and corresponding distances between
the stations. The distance values are taken from the layout drawing in Figure
10.16. To determine the value of L, a weighted average must be calculated
based on the number of trips and corresponding distances shown in the From-
To Chart for the problem.

_ 9(50) + 5(120) + 6(205) + 9(80) + 2(85) + 3({170) + §(85) _ 4360
e TS ) P A A A A

9F5+6+9+2+3+8 5~ 1038m

Delermining L., the average distance a vehicle travels empty during a delivery
cycle, is more complicated. It depends on the dispatching and scheduling methods used
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to decide how a vehicle should proceed from its last drop-off to its next pickup. In Fig-
ure 10.16,if each vehicle must travel back to station 1 after each drop-off at stations 2,
3.and 4, then the empty distance between pick-ups would be very large indeed. L, would
be greater than L, On the other hand, if a vehicle could exchange a raw workpart for a
finished part while stopped at a given workstation. then empty travel time for the vebi-
cle would be minimized. However, this would require a two-position platform at each
station to cnable the exchange. So this issue must be considered in the initial design of
the AGVS. Ideally, L, should be reduced to zero. It is highly desirable to minimize the av-
erage distance a vehicle travels empty through good AGVS design and good scheduling
of the vehicles. Our mathematical model of AGVS operation indicates that the delivery
cycle time will be reduced if L, is minimized, and this will have a beneficial effect on the
vehicle delivery rate and the number of vehicles required to operate the AGVS. Two of
our exercise problems at the end of the chapter ask the reader to determine L, under dif-
ferent operating scenarios.

10.6.3 Conveyor Analysis

Conveyor operations have been analyzed in the research literature, some of which is iden-
tified in our st of references [8], [9], [14]-[17]. In our discussion here. we consider the
Three basic types ot conveyor operations discussed in Section 10.4.2: (1) single direction con-
veyors, {2) loop and (3) recirculati

Single Direction Conveyors. Consider the case of a single direction powered con-
veyor with one load station at the upstream end and one unload station at the downstream
end, as in Figure 10.11(a). Materials are loaded at one end and unloaded at the other. The
materials may be parts, cartons, pallet loads, or other unit loads. Assuming the conveyos op-
crates at a constant speed, the time required to move materials from load station to unload
station is given by:

Ly

T, =
Ly

(10.7)

where 7, = delivery time (min), L, = length of conveyor between load and unload stations
(m, ), and v, = conveyor velocity (m/min, ft/min).

The flow rate of materials on the conveyor is determined by the rate of loading at the
load station. The loading rate is limited by the reciprocal of the time required to load the
materials. Given the conveyor speed, the loading rate establishes the spacing of materials
on the conveyor. Summarizing these relationships,

(10.8)

where Ry = material flow rate (parts/min), R, = loading rate (parts/min), s, = center-
to-center spacing of materials on the conveyor (m/part, ft/part), and T; = loading time
(min/part). One might be tempted to think that the loading rate R, is the reciprocal of the
loading time T,. However, R, is set by the flow rate requirement Ry, while T, is deter-
mined by crgonomic factors. The worker who Joads the conveyor may be capable of per-
forming the loading task at a rate that is faster than the required flow rate. On the other
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hand. the flow rate requirement cannot be set faster than it is humaniy possible to per-
form the loading task.

An additional requirement for loading and unloading is that the time required to un-
load the conveyor must be equal to or less than the loading time. That is,

T, s T, (109)

where T, = unloading time (min/part). If unloading requires more time than loading,
then unremoved loads may accumulate or be dumped onto the floor at the downstream end
of the conveyor.

We are using parts as the material in Eqs. (10.8) and (10.9), but the relationships apply
10 other uait loads as well. The advantage of the unit load principle (Table 9.3, Principle 5)
can be demonstrated by transporting rz, parts in a carrier rather than a single part. Re-
casting Eq. {10.8) to reflect this advantage, we have

e _ 1
=
s T

(10.10)

where R, = fiow rate (parts/min), n, = numher of parts per carrier, s, = center-to-cen-
ter spacing of carriers on the conveyor (m/carrier, ft/carrier), and T; = loading time per
carrier (min/carrier). The flow rate of parts transparted by the conveyor is potentialty
much greater in this case. However, loading time is still a limitation, and T, may consist of
not only the time to load the carrier onto the conveyor but atso the time to load parts into
the carrier. The preceding equations must be interpreted and perhaps adjusted for the
given application.

EXAMPLE 10.3 Single Direction Conveyor

A roller conveyor follows a pathway 35 m long between a parts production de-
partment and an assembly department. Velocity of the conveyor is 40 m/min.
Parts are loaded into large tote pans, which are placed onto the conveyor at the
load station in the production department. Two operators work the loading sta-
tion. The first worker loads parts into tote pans, which takes 25 sce. Each tote
pan holds 20 parts. Parts enter the loading station from production at a rate
that is in balance with this 25-sec cycle. The second worker loads tote pans onto
the conveyor, which takes only 10 sec. Determine: (a) spacing between tote pans
along the conveyor, {b) maximum possible flow rate in parts/min, and (c) the
minimum time required to unload the tote pan in the assembly department.
Solution: (a) Spacing between tote pans on the conveyor is determined by the loading
time. It takes only 10 sec to load a tote pan onto the conveyor, but 25 sec are re-
quired (o load parts into the tote pan. Therefore, the loading cycle is limited by
this 25 sec. At a conveyor speed of 40 m/min, the spacing will be
5 = (25/60 min)(40 m/min) = 16.67 m
(b) Flow rate is given by Eq. (10.10):
20(40)

1T TosT 48 parts/min
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This is consistent with the parts Joading rate of 20 parts in 25 sec, which is
0.8 parts/sec or 48 parts/min.

(¢) The minimum allowable time to unload a tote pan must be consistent with
the flow rate of tote pans on the conveyor. This flow rate is one tote pan
every 25 sec, 50

Ty = 25sec

Conti Loop C: . Consider a conti loop conveyor such as an
overhead trolley in which the pathway is formed by an endless chain moving in a track
loop, and carriers are suspended from the track and pulled by the chain. The conveyor
moves parts in the carriers between a load station and an unload station. The complete
loop is divided into two sections: a delivery (forward) loop in which the cariers are loaded
and a return loop in which the carriers travel empty, as shown in Figure 10.11(b). The length
of the delivery loop is L,, and the length of the return loop is Z,. Total length of the con-
veyor is therefore L. = L, ~ L,. The total time required to travel the complete loop is

(10.41)

where T, = total cycle time (min), and v, = speed of the conveyor chain (m/min, ft/min).
The time a load spends in the forward loop is

7= (10.12)

where 7, = delivery time on the forwasd loop (min).
Carriers are cqually spaced atong the chain at & distance s, apart. Thus, the total num-
ber of carriers in the loop is given by:

ne== (10.13)

5

where n, = number of carriers, L = total length of the conveyor loop (m, ft), and s, =
center-to-center distance between carriers (m/carrier, ft/carrier). The value of i, must be
an integer. and so £ and s, must be consistent with that requirement.

Each carrier is capable of holding , parts on the delivery loop, and it holds no parts
on the return trip. Since only those carriers on the forward loop contain parts, the maximum
number of parts in the system at any one time is given by:

Ly

Total parts in system = {10.14)

L

As in the single direction conveyor, the maximum flow rate between load and unload
stations is

n,v,

R, = 2%

LAy



320

Chap. 10 / Material Transport Systems

where R, = parts per minute. Again, this rate must be consistent with limitations on the
time it takes to load and unload the conveyor, as defined in Eqs. (10.8)-(10.10).

Recirculating Conveyors: Kwo Analysis. Recall (Section 10.4.2) and the two
problems complicating the operation of a recirculating conveyor system: (1) the possibili-
ty that po empty carriers are immediately available at the loading station when nceded
and (2) the possibility that no loaded carriers are i diately available at the i
station when needed. In the Kwo analysis [8],[9]. the case of a recirculating conveyor with
one load station and one unload station is considered. According to Kwo, there are three
basic principles that must be obeyed in designing such a conveyor system:

(1) Speed Rule. This principle states that the operating speed of the conveyor must be
within a certain range. The jower limit of the range is determined by the required
loading and unloading rates at the respective stations These rates are dictated by the
external systems served by the conveyor. Let R, and R, represent the required ioad-
ing and unloading rates at the two stations, respectively. Then the conveyor speed
must satisfy the following relationship:

1Y,

Sc

= Max{Ry, Ry} (10.15)

where R, = required loading rate (parts/min), and Ry = the corresponding un-
loading rate. The upper speed limit is determined by the physical capabilities of the
material handlers to perform the foading and unfoading tasks. Their capabilities are
defined by the time required to load and unioad the carriers, so that

Yo Min{i,i} (10.16)
Se Ty

where T, = time required o load a carrier (min/carrier), and T, = time required
to unload a carrier, In addition to Eqs. (10.15) and (10.16), another limitation is of
course that the speed must not exceed the technological limits of the mechanical con-
veyor itself.

(2) Capacity Constraint. The flow rate capacity of the conveyor system must be at least
equal to the flow rate requirement to accommodate reserve stock and allow for the
time elapsed between loading and unloading due to delivery distance, This can be
expressed as follows:

=R (1017)

In this case. R, must be interpreted as a system specification required of the recircu-
lating conveyor.

(3) Uniformity Principle. This priaciplc states that parts (loads) should be uniformly dis-
tributed throughom the length of the conveyor, so that there will be no sections of the
conveyor in which every carrier is full while other sections are virtually empty. The
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reason for the uniformity principle is to avoid unusually long waiting times at the
load or unload stations for empty or [ull carriers {respectively) to arrive,

EXAMPLE 104 Recirculating Conveyor Analysis: Kwo

Solution:

A recirculating conveyor has a total length of 300 m. Its speed is 60 m/min, and
the spacing of part carriers along its length is 12 m. Each carrier can hold two
parts. The task time required to load two parts into each carrier is 0.20 min and
the unload time is the same. The required loading and unloading rates arc both
defined by the specified flow rate, which is 4 parts/min. Evaluate the conveyor
system design with respect to Kwo's three principles.
Speed Rule: The lower limit on speed is set by the required loading and un-
loading rates, which is 4 parts/min. Checking this against Eq. (10.15),

n

Ve
: = Max{R,. Ry}

(2 parts/carrier)(60 m/mi
12 m/carriec

= 10 parts/min > 4 parts/min

Checking the lower limit:
60 m/min
12 m/carrier

. . . 101 .
= 5 carriers/min = M|n{07,ﬁ} = Min{5,5} =5
The Speed Rule is satisfied.

Capacity Constraint: The conveyor flow rate capacity = 10 parts/min as
computcd above. Since this is substantially greater than the required defivery
rate of 4 part/min, the capacity constraint is satisfied. Kwo provides guidelines
far ining the flow rate requis that should be to the con-
veyor capacity [8], [9).

Uniformity Principle: The conveyor is assumed to be uniformly loaded
throughout its length, since the loading and unioading rates are equal and the
flow rate capacity is substantially greater than the load/unload rate. Conditions
for checking the uniformity principle are available, and the reader is referred
to the original papers by Kwo [8], [9].
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Charting Techniques

161 A flexible manufactoring system is being planned. It has a ladder layout as pictured in Fig-

ure P10.1 and uses a rail guided vehicle system to move parts between stations in the lay-
out. All workparts are loaded into the system at station 1, moved to one of three processing
stations (2, 3, or 4), and then brought back to station 1 for unloading. Once loaded onto iis
RGV, each workpart stays onboard the vebicle throughout its time in the FMS. Load and un-
Ioad times at station 1 are each 1.0 min. Processing times at other stations are: 5.0 min at sta-
tion 2,7.0 min at station 3, and 9.0 min at station 4. Hourly production of parts through the
system is: 7 parts through station 2,6 parts through station 3, and S parts through station 4.
(a) Develop the From-To Chart for trips and distances using the same format as Table 10.2.
(b) Develop the flow diagram for this data simitar to Figure 10.14. The From-To Chart de-
veloped here is used in Problem 10.4.

In Example 10.2 in the text, suppose that the-vehicles operate according to the following
scheduling rules: (1) vehicles delivering raw workparts from statian 1 to stations 2,3, and 4
must retum empty to station 5; and (2) vehicles picking up finished parts at stations 2, 3, and
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Figure F16.1 FMS layout for Problem 10.1.

4 for delivery to station 5 must travel empty from station 1. Determine the empty trave!
distances associated with each delivery and develop a From-To Chart in the farmat of Table
1022 in the text. The From-To Chart developed here is used in Problem 10.5

In Example 10.2 ia the text, supposc that the vehicles operate according to the following
scheduling rule (o minimize the distances the vehicles travel empty: Vehicles delivering raw
workparts trom station 1 to stations 2, 3, and 4 must pick up finished parts af (hese respec-
tive stations for delivery to station 5. Determine the empty travel distances associated with
each delivery and develop a From-To Chart in the format of Table 10.2 in the text. The From-
To Chart developed here is used in Problem 10.6.

Analysis of Vehicle-Based Systems
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This 15 a continuation of Problem 10.1. Determine the number of rail guided vehicles that
are neoded to meet the requi of the flexible system, it vehicle speed
60 m/min and the anticipated traffic factor = 0.85. Assume availability A = 100% and ct-
ficiency £ = 1.0.

This problem is a continuation of Problem 10.2. which extends Example 10.2 in the text
Suppose 1he AGVs travel at a speed of 40 m/min. and the traffic factor = 0.90. As deter-
mined in Example 10.2, the delivery distance = 103.8 m. (a) Determine the value of Z, for
the layout based on your table. {b) How many automated guided vehicles will be required
(0 operate the system? Assume avaslability A = 100% and efficiency E = 1.0.

‘This problem is a continuation of Problem 10.3, which extends Example 10.2 in the text
Suppose the AGVs travel at a speed of 40 m/min, and the traffic factor = 0.90. As deter-
mined in Example 102, the delivery distance = 103.8 m. (a) Determune the value of L, for
the layout based on your tablc. (b) How many automated guided vehicles wall be required
to operate the system? Assume availability A = 100% and cfficiency E = 1.0,

A planned fleet of forklift trucks has an average travel distance per delivery = 500 H loaded
and an average empty travel distance = 350 ft. The fleet must make a total of 60 del; hr.
Load and unload times are each 0.5 min and the speed of the vehicles = 300 ft/min. The traf-
fic factor for the system = 0.85. Availability is cxpected to be 0.95 and worker efficiency is
assumed to be 0.90. Determine: (a) ideal cycle time per delivery. (b) the resulting average
rumber of deliveries per hour tiat a forklift truck can make. and (c) how many trucks are
required 1o accomplish the 60 del/hr.

An automated guided vehicle system has an average travel distance per delivery -+ 200 m
and an average emply fravel distance = 150 m. Load and unload times are each 24 < and the
speed of the AGY = I m/s. Traffic factor = 0.9. How many vehicles are needed to satisty a
delivery roquirement of 30 del/hr? Assume A = 0.95.
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Four forklift trucks are used to deliver paliet loads of parts between work cells in a factory.
Average travel distance loaded is 350 ft, and the travel distance empty is estimated to be
the same. The trucks are driven at an average speed of 3 mi/hr when loaded and 4 mi/hr
when empty. Terminal time per delivery averages 1.0 min (load = 0.5 min and un-
load = 0.5 min), If the traffic factor is assumed to be 0.90, availability = 1.0 and work effi-
ciency = 0.95, what is the maximum hourly delivery rate of the four trucks?

An AGVS has an average loaded travel distance per delivery = 400 ft. The average empty
travel distance is not known. Required number of deliveries per hour = 60. Load and un-
load times are each 0.6 min and the AGV speed = 125 fi/min. Anticipated traffic fac-
tor = 0.80. Availability = 0.95. Develop an equation that relates the number of vehicies
required 1o operate the system as a function of the average empty travel distance Z,.

A rail guided vehicle system is being planned as part of an assembly cell. The system con-
sists of two parallel lines, as in Figure P10.11. In operation, a base part is loaded at station 1
and delivered to either station 2 or 4, where companents are added to the base part. The RGY
then goes to either station 3 or 5, respectively, where further assembly of components is ac-
complished. From stations 3 or 5, the product moves 10 station 6 for removal from the sys-
tem, Vehicles remain with the products as they move through the station sequence; thus,
thete is no loading and unloading of pasts at stations 2,3, 4, and 5. After unloading parts at
station 6, the vehicles then travel empty back to station 1 for reloading, The hourly moves
(parts/hr) and distances (ft) are listed in the table below. RGY speed = 100 ft/min. As-
sembly cycle times at stations 2and 3 = 40 min each and at stations 4 and 5 = 6.0 min cach,
Load and unload times at stations 1 and 6, respectively, are each 0.75 min. Traffic factor = 1.0.
How many vehicles are required to operate the system? Assume A = 1.0.

To: 7 2 3 4 5 &

From:

1 0/0 14L/200 0/NA SL/150  O/NA  O/NA

2 o/NA 0/0 14L/50 0/NA O/NA  O/NA

3 o/NA 0/NA 0/0 0/NA O/NA  14L/50
4 0/NA o/NA 0/NA 0/o ol/50  O/NA

5 0/NA o/NA o/NA 0/NA 0/0  9L/100
6 23E/400 o/NA 0/NA o/NA 0/NA ofo

AGV path

Figure P10.11 Layout for Problem 10.11.

1082 An AGVS will be used to satisfy material flows indicated in the From-To Chart in the fol-

lowing 1able, which shows deliveries per hour between stations (above the slash) and dis-
tances in meters between stations (below the slash). Moves indicated by “L" are trips in
which the vehicle is loaded, while “E” indicates moves in which the vehicle is empty. A iraf-
fic factor = 0.85 is assumed. Assume availability A = 0.90. Speed of an AGV = 0.9.m/s. 1f
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load handling time per delivery = 1.0 min, determine the number of vehicies needed to sat-
isfy the indicated deliveries per hour?

To: 7 2 3 4
From: 1 0/0 3L/90 7L/120 5L/75
2 5E/90 0/0 0/NA /80
3 7E/120 0/NA 0/0 O/NA
4 9E/75 0/NA 0/NA /0

An automated guided vehicle system is being proposed to deliver parts between 40 work-
stations in a factory. Loads must be moved from each station about once every hour, thus,
the delivery rate = 40 loads/hr. Average travel distance loaded is estimatcd Lo bo 250 ft and
travel distance empty 15 estimated to be 300 ft. Vehicles move at a speed = 200 ft/min. Toral
handling time per delivery = 1.5 min (load = 0.75 min and unioad = 0.75 min). Traffic fac-
tor F, becomes increasingly significant as the number of vehicles #, increases: this can be
modeled as:

F, =10 - 0.05(n, -~ 1) for n, = Tnteger > 0

Determine the minimum number of vehicles needed in the factory to meet the flow rate
requirement. Assume 4 = 1.0.
An automated guided vehicle system 15 being planned for a warehouse complex. The AGVS
will be a driverless train system, and each train will consist of the towing vehicle plus four
pulled carts The speed of the trains will be 160 ft/min. Only the pulled carts carry lpads. The
average loaded travel distance per delivery cycle is 2000 ft and empty travel distance is the
same. Anticipated travel factor = 0.95. The load handling time per train per delivery is ex-
pected to bz 10 min. If the requirements on the AGVS are 25 cart loads/hr, determine the
number of trains required. Assume A = 1.0,

The From-To Chart in the tabie below indicates the number of loads moved per 8-hr day
(above the slash) and the distances in feet (below the slash) between departments in a par-
ticular factory. Fork lift trucks are used to transport materials between departments. They
move at an average speed = 275 ft/min {loaded) and 350 ft/min (empty). Load handling
time per delivery is 1.5 min, and anticipated traffic factor = 0.9. Assume A = 0.95 and work-
er emc:ency = 110%. Determine the number of trucks requircd undcr cach of the follow-
ing The trucks never travel and (b) the trucks travel empty a distance
equal to their loaded distance.

To Dept. A B c D E
FromDept. A —  62/500 51/450 45/350 0
B 0 — [ 22/400 0
c 0 0 — 0 76/200
D 0 0 ] —  65/150
E 0 0 0 [ —

Major appliances are assembicd on a production line at the rate of 55 per hour. The prod-
ucts are moved along the line or work pallets (one product per pallet). At the final work-
station the finished products are removed trom the pallets. The pallets are then removed from
the lire and delivered back to the front of the line for reuse. Automated guided vehicles are
used to transport the pallets to the front of the line, a distance of 600 ft. Return trip distance
(empty) to the end of the line is also 600 ft. Bach AGV carries four paflets and travels at a
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speed of 150 ft/min (zither loaded or empty). The pallets form queues at each end of the line,
50 that neither the production lin nor the AGVs are ever starved for pallets. Time required
to load cach pallet onto an AGY = 15 sec: ume to release a loaded AGV and move an
cempty AGV into position for loading at the end of the line = 12 sec. The same times apply
for pallet handling and relcasefpositioning at tac unioad station located at the front of the
production line. Assume the traffic factor is L0 since the route s a simple loap. Also, as-
sume A = 1.0. How many vehicles are needed to operate the AGV system?

For the production linc in Problem 10,16, assume that a single AGV train consisting of 4
tractor and multiple trailers is uscd to make deliveries rather than separate vehicles. Time
required ta load a pallet onto a trailer = 15 sec, and the time 10 release a loaded train and
move an empty train into position for loading at the end of the production line. = 30 sec. The
same times apply for pallet handling and release/posttioning at the unload station located
at the front of the production line. If each trailer is capable of carvying four paliets, how
many trailers should be included in the train?

Analysis of Conveyor Systems

10.18

10.19

10.20

10.21

1022

An overhead trolley conveyor is configured as a continuous closed loop. The delivery loop
has a length of 120 m and the return loop = 80 m. All parts loaded at the load station are
unloaded at the unload station. Each hook on the conveyor can hold one part, and the hooks
are separated by 4 m. Conveyor speed = 1.25 m/s. Determine: (a) maximum number of
parts in the conveyor system, (b) parts flow ratc, and (c) maximum loading and unloading
rimes that are compatible with the operation of the conveyor system.

A 300-ft long roller conveyor. which operates at a velocity = 80 ft/min, is used to move pal-
lets between load and unioad stations. Each pallet carties 12 parts. Cycle time to load a pal-
let is 15 sec, and one worker at the Joad station is able to load pallets at the rate of 4 per
minute, It takes 12 sec to unload at the unload station. Determine: {a) center-to-center dis-
tance between paliets. (b) the number of paltets on the conveyor at one time, and (c) hourly
flow rate of parts. (d) By how much must conveyor speed be increased to increase flow rate
(0 3000 parts/ar?

A roller conveyor moves tote pans in one direction at 150 ft/min between a load station
and an unload station, a distance of 200 ft. The time to load parts into a tote pan at the ioad
station is 3 sec per part. Each tote pan holds 8 parts, In addition, it takes 9 sec 10 load a tote
pan onto the conveyor. Delermine: {a) spacing belween tote pan centers flowing in the con-
veyor system and (b) flow rate of parls on the conveyor system. (c) Consider the effect of
the unit load principle. Suppose the tote pans were smaller and could hald only ore part
rather than eight. Determine the flow rate in this case if it takes 7 sec to load a tote pan onte
the conveyor (instead of 9 scc for the larger tote pan}, and it takes the same 3 sec to load the
partinto the tote pan.

A closed loop overhead conveyor must be designed to deliver parts from one load station
10 one unload station. The specified flow rate of parts that must be delivered between the
two stations is 300 parts/hr. The conveyor has carriers spaced at a center-to-center distance
that is to he determined. Each carrier holds one part. Forward and return loops will each be
90 mlong. Conveyor speed = 0.5 m/s. Times to load and unload parts at the respective sta-
uons are each = 12 5. Is the system feasible. and if so, what is the appropriate number of
carriers and spacing between carriers that will achicve the specified flow rate?

Consider Problem 10.21, only that the carriers are larger and capable of holding up to four
parts(n, = 1,2.3, 0r 4). The loading e 7, = 9 + 3n,, where T is in scconds. With other
parameters defined as in the provious problem, detcrmine which of the four values of 1,
are feasible. For those values that are feasible, specify the appropriate design parameters
for (a) spacing between carriers and (b) number of carriers that will achieve this flow rate.
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A reci-culating conveyor has a total length of 700 ft and a speed of 90 ft/min. Spacing of part
carriers = 14 ft. Each carrier can hold one part. Automatic machines load and unlozd the
conveyor at the load and unload stations. Time to load a part is 0 10 min, and unload time is
the same., To satisty production requirements, the loading and unloading rates are each
20 parts/min. Evaluate the conveyor system design with respect to the three principles de-
veloped by Kwo.

A recirculating conveyor has a 1otal length of 200 m and a speed of 50 m/min. Spacing of
part carriers = S m. Each carrier holds two parts. Time needed to load a part carri-
er = (.15 min. Unloading time is the same. The required loading and unloading rates are
6 parts/min. Evaluate the conveyor system design with respect (0 the three Kwo principles.
Thereis a plan (0 install a continuous loop conveyor system with a total length of 1000 ft and
aspeed of 50 ft/min. The conveyor will have carriers that are separated by 25 ft. Each car-
rier will be capable of holding one part. A load station and an unload station are to be lo-
cated 500 ft apart along the conveyor loop. Each day, the conveyor system is planned to
operate as follows, starting empty at the beginning of the day. The load station will load
parts al the rate of one part every 30 sec, continuing this loading operation for 10 min, then
resting for 10 min, duning which no loading occurs. 1t will repeat this 20-min cycle through-
out the 8-hr shiit. The unload stalion will wait until loaded carriers begin to arrive, then will
unload parts at the rate of 1 part/min during the 8 hr, continuing until all carriers are empty.
(a) If the length of each station is 10 f(, and sa loading and unloading must be accomplished
on & moving conveyor within that spacc, what is the maximum time available to perform
the loading and unloading operations? (b} Will the planned conveyor system work? Prc-
sent calculations and arguments to justify your answer.
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The function of a material storage system is to store materials for a period of time and to
permit access to those materials when required. Materials stored by manufacturing firms
include a variety of types,as indicated in Table 11.1. Categories (1)(5) relate dircetly to the
product, (6)-(8) relate to the process, and (9) and (10) relate to overall support of factory
operations. The different categories of materials require different storage methods and
controls. Many production plants use manual methods for storing and retrieving items. The
storage function is often accomplished inefficiently, in terms of human resousrces, factory
floor space, and material control. Automated methods are available to improve the effi-
ciency of the storage function.

In this chapter, we begin by defining the most important measures of storage system
performance. We also discuss the different strategies that can be used to decide appropri-
ate locations for items in the storage system. We then describe the types of storage equip-
ment and methods, dividing these into conventional and automated types. The final section



Sec. 11.1 / Storage System Performance

TABLE 11.1  Types of Materials Typically Stored in a Factory

Type

Description

. Raw materials

~

. Purchased parts

@

Work-in-process

Finished product
Rework and scrap
Refuse

N ;e

Tooling

Spare parts
Office supplies

o

°

Plant records

Raw stock to be processed {6.g., bar stock, sheet metal, plastic molding
compound)

Parts from vendors to be processed or assembled {e.g., castings, purchased
components}

Partially parts between il i or parts awaiting
assembly

Completed product ready for shipment

Parts that are out of spegification, either to be reworked or scrapped

Chips, swarf, oils, ather waste products left aver after processing; these
materials must be disposed of, sometimes using spacial precautions

Cutting tools, jigs, fixtures, molds, dies, welding wire, and other tooling used
in manufacturing and assembly; supplies such as helmets, gloves, etc.,
are usually included

Parts needed for maintenance and repair of factory equipment

Paper, paper forms, writing instruments, and other items used in support
of plant office

Records on product, equipment, and personnel

presents a quantitative analysis of automated storage systems, whose performance is gen-

erally measured in terms of capacity and throughput.

11.1 STORAGE SYSTEM PERFORMANCE

The performance of a storage system in accomplishing its function must be sufficient to jus-

tify its investment and operating expense. Various measures used to assess the performance

of a storage system include: (1) storage ity, (2) density, (3) ibility, and (4) through-
put. In addition, standard measures used for mechanized and automated systems include

(5) utilization and (6) reliability.

Storage capacity can be measured in two ways: (1) as the total volumetric space avail-
able or (2) as the total number of storage compartments in the system available for items
or loads. In many storage systems, materials are stored in unit loads that are held in stan-
dard size containers (pallets, tote pans, or other containers). The standard container can
readily be handled, transported, and stored by the storage system and by the material han-
dling system that may be connected to it. Hence, storage capacity is conveniently measured
as the number of unit loads that can be stored i in the system. The physical capacny of the

storage system should be greater than the number of loads to be

stored, to provide available empty spaces for materials being entered into the system and

to allow for variations in maximum storage requirements.

Storage density is defined as the volumetric space available for actual storage rela-
tive to the total volumetric space in the storage facility. In many warehouses, aisle space and
wasted overhead space account for more volume than the volume avaitable for actual stor-

age of materiais. Floor area is sometimes used to assess storage density, because it is con-

venient to measure this on a floor plan of the facility. However, volumetric density is usuaily

a more-appropriate measure than area density.

For efficient use of space, the storage system should be designed to achieve a high den-
sity. However, as storage density is increased, accessibility, another important measure of

329
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storage performance, is adversely affected. Accessibility refers to the capability to access
any desired item or load stored in the system. In the design of a given storage system, trade-
offs must be made between storage density and accessibitity.

Syster throughput is defined as the haurly rate at which the storage system (1) re-
ceives and puts loads into storage and/or (2) retrieves and delivers loads to the output sta-
tion. In many factory and warehouse aperations, there are certain periods of the day when
the required rate of storage and/or retrieval transactions is greater than at other fimes. The
storage system must be designed for the maximum throughput that will be required dur-
ing the day.

System throughput is limited by the time to perform a storage or retrieval (S/R) trans-
action. A typical storage transaction consists of the following elements: (1) pick up toad at
input station, (2) travel to storage location, (3) place load into storage location, and (4) trav-
el back to input station. A retricval transaction consists of: (1) travel to storage location,
(2) pick item from storage, (3) travel to output station, and (4) unload at output station, Each
element takes time. The sum of the element times is the transaction time that determines
throughput of the storage system. Throughput can sometimes be increased by combining
storage and retrieval transactions in one cyde, thus reducing travel time; this is called a
dual command cycle. When either a storage or  1etrieval transaction alone is performed
in the cycle, it is called a single command cycle.

There are in the way a i cycle is performed, depending on
the type of storage system. In manually opemled systems, time i3 often lost looking up the
storage location of the item being stored or retrieved. Also, element times are subject to
the variations and motivations of human workers, and there is a lack of control over the op-
erations. The ability to perform dual command eycles rather than single command cycles
depends on demand and scheduling issues. If, during a certain portion of the day, there
demand for only storage transactions and no retrievals, then it is not possible to include both
types of transactions in the same cycle. If both transaction types are required, |hen greater
throughput will be achieved by scheduling duat cycles. This is more
readily done by a computerized (automated) storage system.

‘Throughput is also limited by the capability of the material handling system that is
interfaced 1o the storage system. If the maximum rate at which loads can be delivered to
the storage system or removed from it by the handling system is less than the S/R cycle rate
of the storage system, then throughput will be adverscly affected.

Two measures it to and stor-
age systems are utilization and availability. Utitization is defined as the proportion of time
that the system is actually being used for performing storage and retrieval operations com-
pared with the time it is available. Utilization varies throughout the day, as requirements
change from hour to hour. It is desirable to design an automated storage system for rela-
tively high utilization, in the range 80-90%. If utilization is too low, then the system is prob-
ably overdesigned. If utilization is too high, then there is no allowance for rush periods or
system breakdowns.

Availability is a measure of system refiability, defined as the proportion of time that
the system is capable of operating (not broken down) compared with the normally sched-
uled shift hours. Maltunctions and failures of the equipment cause downtime. Reasons for
downtime include computer failures, mechanical breakdowns, load jams, improper main-
tenancc, and incorrect procedures by personnel using the system. The reliability of an ex-
isting system can be improved by good preventive maintenance procedures and by having
repair parts on hand for critical components, Backup procedures should be devised to mit-
igate the effects of system downtime.
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11.2 STORAGE LOCATION STRATEGIES

There are several strategies that can be uscd to organize stock in a storage system. These
storage loeation strategies affect several of the performance measures discussed above.
The two basic strategies are (1) randomized storage and (2) dedncated storage. Let us ex-
plain these strategics as they are y applied in h Each item
type stored in a warehouse is known as a stock-keeping-unit (SKU). The SKU uniquely
identifies that item type. The inventory records of the storage facility maintain a count of
the quantities of cachi SKU that arc in storage. In randomized storage, items are stored in
any available location n the storage system. In the usual implementation of randomized
storage, incoming items are placed into storage in the nearest available open location.
When an order is received for a given SKU. the stock is retrieved from storage according
to a first-in-first-out policy so thal the items held in storage the longest are used to make
up the order,

In dedicated storage, SKUs are assigned to specific locations in the storage facility. This
means that locations are reserved for all SKUs stored in the system, and so the number of
storage locations for each SKU must be sufficient to accommodate its maximum invento-
ry level. The basis for specifying the storage locations is usually one of the following:
(1) Items are stored in part number or product number sequence; (2) items are stored ac-
cording 1o activily level, the more active SKUs being located closer 1o the input/output
station; or (3) items are stored according to their activity-to-space ratios, the higher ratios
being located closer to the input/output station.

‘When comparing the benefits of the two strategies, it is generally found that less total
space is required in a storage system that uses randomized storage, but higher throughput
rates can usually be achieved when a dedicated storage strategy is implemented based on
activity level. Example 11.11 s the of ized storage in terms of its
better storage density.

EXAMPLE 111 Comparison of Storage Strategies

Suppose that a total of 50 SKUs must be stored in a storage system. For each
SK1UJ, average order quantity = 100 cartons, average depletion rate = 2 car-
tons/day. and safety stock level = 10 cartons. Each carton requires one storage
location in the system. Based on this data, each SKU has an inventory cycle
that lasts 50 days. Since there are 50 SKUs in all, management has scheduled in-
coming orders so that a different SKU arrives each day. Determine the number
of storage Iocauom required in the system under two alternative strategies:
(a} storage and (b) dedicated storage.

Solution: Our estimates of space requirements are based on average order quantities and
other vatues in the problem statement. Let us first calculate the maximum in-
ventory level and average inventory level for each SKU. The inventory for each
SKU varies over time as shown in Figure 11.1. The maximum inventory level,
which occurs just after an order has been received, is the sum of the order quan-
tity and safety stock level.

Maximem inventory level = 100 + 10 = 110 cartons

The average inventory is the average of the maximum and minimum invento-
ry levels under the assumption of uniform depletion rate. The minimum value
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Figure 111 Inventory level as a function of time for each SKU in
Example 11.1.

occurs just before an order is received when the inventory is depleted to the safe-
ty stock level.

Minimum inventory level = 10 cartons
Average inventory level = {110 + 10)/2 = 60 cartons
(a) Under a randomized storage strategy, the number of locations required for
each SKU is equal to the average inventory level of the item, since incoming or-
ders are scheduled each day throughout the 50-day cycle. This means that when
the inventory level of one SKU near the beginning of its cycle is high, the level
for another SKU near the end of its cycle is low. Thus, the number of storage lo-
cations required in the system is:
Number of storage locations = (50 SKUs)(60 cartons) = 3000 iocations

(b) Under a dedicated storage strategy, the number of locations required for
each SKU must equal its maximum inventory level. Thus, the number of stor-
age locations required in the system is:

Number of storage locations ~ (50 SKUs)(110 cartons) — 5500 locations

Some of the advantages of both storage strategies can be obtained in a class-based
dedicated storage allocation, in which the storage system is divided into several classes ac-
cording to activity level, and a randomized storage strategy is used within each class. The
classes containing more-active SKUs are located closer to the input/output point of the
storage system for increased throughput, and the randomized locations within the classes
reduce the total number of storage compartments required. We examine the effect of class-
based dedicated sturage on throughput in Example 11.4 and several of our end-of-chapter
problems.

11.3 CONVENTIONAL STORAGE METHODS AND EQUIPMENT

{\ variety of storage methods and equipment are available to store the various materials
listed in Table 11.1. The choice of method and equipment depends largely on the material
to be stored, the operating philosophy of the personnel managing the storage facility, and
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TABLE 1.2 Application Characteristics of the Types of Storage Equipment and Methods

Storage

and Di;

Typicat Applications

Bulk storage

Rack systems

Shelves and bins

Drawer storage

Automated storage
systems

Highest density is possible
Low accessibility
Lowest possible cost per sq ft

Low cost
Good storage density
Good accessibility

Some stock items not clearly
visible

Contents of drawer easily visible
Good actessibility
Relatively high cost

High throughput rates

Facilitates use of computerized
inventory control system

Highest cost equipment

Facilitates interface t0
automated material handling
systems

Storage of low turnover, large stack
or large unit loads

Pailetized loads in warehouses

Storage of individual items on sheives
Storage of commodity items in bins

Small tools
Smal! stock items
Repair parts

Work-in-process storage

Final product warehousing and
distribution center

Order picking

Kitting of parts for glectronic
assembly

hudgctary limitations. In this section. we discuss the traditional (nonautomated) methods
and cquipment types. Automated storage systems are discussed in the following section. Ap-
plication characteristics for the different equipment types are summarized in Table 11.2.

Bulk Storage.

Bulk storage refers to the storage of stock in an open floor area.

The stock is generally contained in unit loads on pallets or similar containers, and unit
loads are stacked on top of each other to increase storage density. The highest density is
achieved when unit loads are placed next to each other in both floor directions, as in Fig-
ure 11.2{a). However, this provides very poor access to internal loads. To increase

&)

Figure 11.2 Various bulk storage arrangements: (a) high-density
bulk storage provides low accessibility: {b) bulk storage with loads
arcanged to form rows and blocks for improved accessibility.
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accessibility, bulk storage [oads can be organized into rows and blocks. so that natural aisles
are created between pallet loads, as in Figure 11.2(b). The block widths can be designed to
provide an appropriate balance hetween density and accessibility Depending on the shape
and physical support provided by the items stored. there may be a restriction on how high
the unit loads can be stacked. Tn some cases, loads cannot be stacked on top of each other,
cither because of the physical shape or limited compressive strength of the individual loads.
The inabilily to stack loads in bulk storage reduces storage density, removing one of its
principal benefits.

Although bulk storage is charactetized by the absence of specific storage equipment,
material handling cquipment must be uscd to put materials into storage and to retrieve
them. Indusirial trucks such as pallet trucks and powered forklifts (Section 10.1) are typi-
cally uscd for this purpose.

Rack Systems. Rack systems provide a method of stacking unit loads vertically
without the necd for the loads themselves ta provide support. One of the most common rack
systems is the palfet rack, cousisting of a frame that includes horizontal load-supporting
beams, as ilustrated in Figure 11.3. Pallet loads are stored on these horizontal beams. Al-
ternative storage rack systems include:

* Curuilever racks, which serve a similar function as pallet racks except the supporting
horizontal beams are cantilevered from the vertical central frame. Elimination of the
vertical beams at the front of the frame provides unobstructcd spans, which facili-
tates storage of long materials such as rods, bars,and pipes.

Portable racks, which consist of portable box-frames that hold a single pailet load
and can be stacked on lop of each other, thus preventing load crushing that might
occur in bulk vertical storage.

® Drive-through racks. These consist of aisles, open at each end, having two vertical
columns with supporting rails for pallet loads on either side but no obstructing beams
spanning the aisle, The rails are designed to support pallets of specific widths (Table
9.4). Forklift trucks are driven into the aisie to place the pallets onto the supporting
rails. A related rack system is the drive-in rack, which is open at one end, permitting
farklifts to access loads from one direction only.

Flow-through racks. In place of the horizontal load-supporting beams in a conven-
tional rack system, the flow-through rack uses long conveyor tracks capable of sup-
porting & row of unit loads. The unit loads are loaded from one side of the rack and
unloaded from the other side, thus providing first-in-first-out stock rotation. The con-
veyor tracks are often inclined at a slight angle to allow gravity to move the loads to-
ward the output side of the rack system.

Shelving and Bins, Shelves represent one of the most common storage equip-
ment types. A shelf is a horizontal platform, supported by a wall or frame, on which mate-
rials are stored. Sicel shelving sections are manufactured in standard sizes, typically ranging
from about 0.9 to 1.2 m (3 to 4 ft) long (in the aisle direction), from 0.3 to 0.6 m (12 to
24 in) wide.and up to 3.0 m (10 ft) tall. Shelving often includes bins, which are containers
or boxes that hold toose jtems,

Drawer Storage. Finding items in shelving can sometimes be difficult, especially
if the shelf is either far above or below eye level for the storage attendant. Storage draw-
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Pallet
T load

Upright
f< frame
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} beam

Figure 11.3 Pallet rack system for storage of unit loads on pallets.

ers, Figure 11.4, can alleviate this problem because each drawer pulls out to allow its en-
tire contents to be readily seen. Modular drawer storage cabinets are available with a va-
riety of drawer depths for different item sizes and are widely used for storage of tools and
maintenance items.

11.4 AUTOMATED STORAGE SYSTEMS

The storage equipment described in the preceding section requires a human worker to ac-
cess the items in storage. The storage system itself is static. Mechanized and automated
storage systems are available that reduce or eliminate the amount of human intervention
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Figure 11.4 Drawer storage.

required to operate the system. The level of automation varies, In less-automated systems,
a human operator is required in cach icval ion. In highly

systems, loads are entered or retrieved under computer control, with no human participa-
tion except to input data to the computer. Table 11.2 lists the advantages and disadvan-
tages as well as typical applications of automated storage systems.

An automated storage system represents a significant investment, and it often re-
quires a new and different way of doing business. Companies have different reasons for au-
tomating the storage function. Table 11.3 provides a list of possible objectives that a
company may want to achieve by ing its storagy i torage sys-
tems divide into two general types: (1} automated storage/retrieval systems and (2) carousel
storage systems. These two types are discussed in the following sections.

11.4.1 Automated Storage/Retrleval Systems
An automated storage/retrieval system (AS/RS) can be defined as a storage system that

performs storage and retrieval operations with speed and accuracy under a defined de-
gree of automation. A wide range of automation is found in commercially available AS/R

TABLE 11.3  Possible Objectives for Automating a Company’s Storage Operations

+ To increase storage capacity

To increase storage density

To recover factory floor space presently used for storing work-in-pracess

To improve security and reduce pilferage

To reduce labor cost and/or increase tabor productivity in storage opsrations
To improve safety in the storage function

To improve control over inventories

To improve stock rotation

To improve customer service

To increase throughput
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systems. At the most sophisticated level. the operations are totally automated, computer
controlled, and fully integrated with factory and/or warchouse operations; at the other ex-
treme, human workers control the equipment and perform the storage/retrieval transac-
tions. Automated storage/retricval systems are custom designed for cach application,
although the designs are based on standard modular components available from each re-
spective AS/RS supplier.

Our definition can be interpreted to include carouset storage systems. However, in the
material handling industry, the carousel-based systems are distinguished from AS/RSs. The
biggest difference is in the construction of the equipment. The basic AS/RS consists of a
rack structure for storing loads and a storage/retrieval mechanism whose mations are lin-
ear (x-y-z motions). By contrast, a basic carousel system uses storage baskets suspended
from an overhead conveyor that revolves around an oval track loop to deliver the baskets
to a toad/unload station. The differences between an AS/RS and a carousel storage system
are summarized in Table 11.4.

An AS/RS consists of one or more storage aisles that are each serviced by a stor-
agefretrieval ($/R) machine. (The $/R machines are sometimes refetred to as cranes.) The
aisles have storage racks for holding the stored materials. The S/R machines are used to de-
tiver materials to the storage racks and (o retrieve materials from the racks, Each AS/RS
aisle has one or more input/putput stations where materials are delivered into the storage
system or moved out of the system. The input/output stations are called pickup-and-deposit
(P&D) stations in AS/RS terminology. PD stations can be manually operated or interfaced
to some form of automated handling system such as a conveyor or an AGVS,

AS/RS Types and Applications. Several important categories of automated stor-
age/retrieval system can be distinguished. The following are the principal types:

* Unitload AS/RS. The unit load AS/RS is typically a large automated system designed
to handle unit loads stored on pallets or in other standard containers. The system is
computer controlled, and the $/R machines are automated and designed to handle the
unit load containers. A unit load AS/RS s pictured in Figure 11.5. The unit load sys-
tem is the generic AS/RS. Other systems described below represent variations of the
unit toad AS/RS.

TABLE 11.4 Differences Between an AS/RS and a Carousel Storage System

Feature

Basic AS/RS

Basic Carouse! Storage System

Storage structure
Motions

Storage/ratrieval
opsration

Renlication of starage
capacity

Rack system to support pailets or
shelf system to support tote bing

Linear mations of S/R machine
$/R machine travels to
cormpartments in rack structure

Multiple aisles, aach consisting
of rack structure and S/R machine

Baskets suspended from overhead
canveyor trolleys

Revolution of overhead conveyor
trolleys around oval track

Conveyor revolves to bring
baskets to load/unload station

Muitipie carousels, sach
consisting of oval track and
suspended bins
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Figure 115 A unit load automated storage/retrieval system.

¢ Deep-lane AS/RS. The deep-lane AS/RS is a high-density unit load storage system that
is appropriate when large quantities of stock are stared, but the number of separate
stock types (SKUs} is relatively small. Instead of storing each unit load so that it can
be accessed directly from the aisle (as in a conventional unit load system), the deep-
lane system stores ten or more loads in a single rack, one load behind the next. Each
rack is designed for “flow-through,” with input on one side and output on the other
side. Loads are picked from one side of the rack by an S/R-type machine designed for
retrieval, and another machine is used on the entry side of the rack for load input.
Miniload AS/RS. This storage system is used to handle small loads (individual parts
or supplies) that are contained in bins or drawers in the storage system. The S/R ma-
chinc is designed to retrieve the bin and deliver it to a P&D station at the end of the
aisle so that individual items can be withdrawn from the bins The P&D station is
usually operated by a human worker. The bin or drawer must then be returned to its
location in the systemn. A miniload AS/R system is generally smaller than a unit load
AS/RS and is often enclosed for security of the items stored.
- X board AS/RS. A board (also called board) ieval
system represents an alternative approach to the problem of retrieving individual
items from storage. In this system, a human operator rides on the carriage of the S/R
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machine, Whereas the miniload system delivers an entire bin to the end-of-aisle pick
station and must return it subsequently to its proper storage compartment, the man-
on-board system permits individual items to be picked directly at their storage loca-
tions. This offers an opportunity to increase system throughput.
Automated item retrieval system. These storage systems are also designed for retricval
of individual items or small product cartons: however. the items are stored in lanes
rather than bins or drawers. When an item is retrieved, it is pushed from its lane and
drops onto a conveyaor for delivery to the pickup station. The operation is somewhat
similar to a candy vending machine. except that an item retrieval system has more
storage lanes and a conveyor to transport items 1o a central location. The supply of
items in cach lanc is periodically replenished, usually from the rear of the system so
that there is flow-through of items, thus permitting first-in/first-out inventory rotation.
o Vertical lifi siorage modules (VLSM) [10]. These are also called vertical lift automat
ed storage/retricval systems (VL-AS/RS) [7]. All of the preceding AS/RS types are
designed around 2 borizontal aisle. The same principle of using a center aisle (o ac-
cess loads is used except that the aisle is vertical. Vertical lift storage modules, some
with heights of 10 m (30 ft) or more. are capable of holding large inventories while
saving valuable floor space in the factory.

of AS/RS have been juted with ing and dis-
lnbutlon operanom An AS/RS can also be used to store raw materials and work-in-] process
Three ion areas can be disti for val

syslems (1) unit load storage and handling, (2) order picking, and (3) work-in-process stor-
age systems. Unit load storage and retrieval applications are represented by the unit load
AS/RS and deep-lane storage systems. These kinds of applications are commonly found in
warehousing for finished goods in a distribution center, rarely in manufacturing, Deep-lane
systems are used in the food industry. As described above, order picking involves retrieving
materials in less than full unit load quantities Miniload, man-on-board, and item retrieval sys-
tems arc used for this second application area.

‘Work-in-process (WIP) storage is a more recent application of automated storage
technology. While it is desirable to minimize the amount of work-in-process. it is also im-
portant ta effectively manage WIP that unavoidably does exist in a factory. Automated
storage systems, either automated storage/retrieval systems or carouscl systems, represent
an efficient way of storing materials between processmg steps, particularly in batch and
job shop p ion. In high production, work-in-process is often carried between opera-
tions by conveyor systems, which thus serves both storage and transport functions.

The merits of an automated WIP storage system for batch and job shop production
can best be seen be comparing it with the traditional way of dealing with work-in-process.
The typical factory contains multiple work cells, each performing its own processing op-
erations on different parts. At each cell, orders consisting of one or more parts are waiting
on the plant floor to be processed. while other completed orders are waiting (o be moved
to the next cell in the sequence. 1t is not unusual for a plant engaged in batch production
to have hundreds of orders in progress simultaneously, all of which represent wark-in-
process. The disadvantages of keeping all of this inventory in the plant inchude: (1) time
spent searching for orders, (2) parts or even entire orders becoming temporarily or per-
manently lost, sometimes resulting in repeat orders to reproduce the lost parts, (3) orders
not being processed according to their relative priorities at each cell,and (4) orders spending
too much time in the factory, causing customer deliveries to be late. These problems indi-
cate poor control of work-in-process.
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Automated storage/retrieval systems are also used in high-production aperations.
Examples are found in the automobile industry, where some final asserably plants use large
capacity AS/R systems to temporarily store car and small truck bodies between major as-
sembly steps. The AS/RS can be used for staging and sequencing the work units according
to the most efficient production schedute [1].

Automated storage systems help to regain control over WIP. Reasons that justify the
installation of automated storage systems for work-in-process include:

 Buffer storage in production. A storage system can be used as a buffer storage zone
between two processes whose production rates are significantly different, A simple
example is a two-process sequence in which the first processing operation feeds a
second process, which operates at a slower production rate. The first operation re-
quires only one shift to meet production requirements, while the second step requires
two shifts to produce the same number of units. An in-process buffer is needed be-
tween these operations to temporarily store the output of the first process.
Support of just-in-time delivery. Just-in-time (JIT) is a ring strategy in which
parts required in production and/or assembly are received immediately before they
are needed in the plant (Section 26.7). This resuits in a significant dependency of the
factory on its suppliers to deliver the parts on time for use in production. To reduce
the chance of stock-outs due 1o late supplier deliveries, some planis have installed au-
tomated storage systems as storage buffers for incoming materials. Although this ap-
proach subverts the objectives of JIT, it also reduces some of its risks.

* Kitting of parts for assembly. The storage system is used to store components for as-
sembly of products or subassemblies. When an order is received, the required com-
ponents are retrieved, collected into kits (tote pans), and delivered to the production
floor for assembly.

s C ible with identi} ion systems. storage systems can be

readily i with ic i i ion devices such as bar code readers. This

allows loads to be stored and retrieved without human operators to identify the loads.

Computer control and tracking of materials. Combined with automatic identification,

an automated WIP storage system permits the location and status of work-in-process

to be known,

Support of factory-wide automation. Given the need for some storage of work-in-

process in batch production, an appropriately sized automated storage system be-

comes an important subsystem in a fully automated factory.

.

Components and Operating Features of an AS/RS. Virtually all of the auto-
mated storage/retrieval systems described above consist of the following components,
shown in Figure 11.5:(1) storage structure, (2) /R machine, (3) storage modules (e.g., pal-
lets for unit loads), and (4) one or more pickup-and-deposit stations. In addition, a control
system is required to operate the AS/RS.

The storage structure is the rack framework, made of fabricated steel, which supports
the loads contained in the AS/RS, The rack structure must possess sufficient strength and
rigidity that it does not deflect significantly due to the loads in storage or other forces on
the - The indivi storage in the structure must be designed to
accept and hold the storage modules used to contain the stored materials. The rack struc-
ture may also be used to support the roof and siding of the building in which the AS/RS
resides. Another function of the storage structure is to support the aisle hardware required
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(o align the S/R machines with respect ta the storage compartments of the AS/RS. This
hardware includes guide rails at the top and bottom of the structure as well as end stops
and other features required to provide safe operation.

“The /R machine is wsed to accomplish storage transactions, delivering loads from
the input station into storage, and retrieving loads from storage and delivering them to the
output station. To perform these transactions. the storage/retricval machine must be capa-
ble of horizontal and vertical travel to align its carriage (which carries the load) with the
storage compattment in the rack structure. The $/R machine consists of a rigid mast on
which is mounted a rail system for vertical motion of the carriage. Wheels are attached at
the basc of the mast to permit horizontal travel along a rail system that runs the length of
the aisle. A parallel rail at the top of the storage structure is nsed to maintain alignment of
the mast and carriage with respect to the rack structure.

The carriage includes a shuttle mechanism to move loads into and from their stor-
age compartments. The design of the shuttle system must also permit loads to be trans-
ferred from the S/R machine to the P&D station or ather material-handling interface
with the AS/RS. The carriage and shuttle are jlit and actuated i in
the usual AS/RS. Man-on-board $/R machines are equipped for ahuman operator to ride
on the carriage.

To accomplish the desired motions of the S/R machine, three drive systems are re-
quired: horizontal movement ot the mast. vertical movement of the carriage, and shuttle
transfer between the carriage and a storage compartment, Modern $/R machines are avail-
able with horizontal speeds up to 200 m/min (600 fr/min} along the aisle and vertical or
lift speeds up to around 50 m/min(150 ft/min). These speeds determine the time required
for the carriage to travel from the P&D station to a particular location in th storage aisle.
Acceleration and deceleration have a more-significant effect on travel time aver short dis-
tances. The shutile transfer is accomplished by any of several mechanisms, including forks
(for pallet Joads) and friction devices for flat bottom tote pans.

The storage modules are the unit load containers of the stored material. These in-
clude pallets.stecl wire baskets and containers, plastic tote pans, and special drawers (used
in miniload systems). These modules are generally made to a standard base size that can
be handled automatically by the carriage shuttle of the S/R machine. The standard size is
also designed to fit in the storage compartments of the rack structure.

The pick and-deposit station is where loads are transferred into and out of the AS/RS.
They are generally located at the end of the aisles for access by the external handling sys-
tem that brings loads to the AS/RS and 1akes loads away. Pickup stations and deposit sta-
tions may be located at opposite ends of the storage aisle or combined at the same location,
This depends on the origination point of incoming loads and the destination of output
loads. A P&D station must be designed to compatible with both the $/R machine shuttle
and the external handling system. Common methods to handle loads at the P&D station
include manual load/unload, fork lift truck, conveyor (e.g..oller),and AGVS.

The principal AS/RS controls problem is positioning the S/R machine within an ac-
ceptable tolerance at a storage compartment in the rack structure to deposit or retrieve a
load. The locations of materials stored in the system must be determined to direct the S/R
machine 1o a particular storage compartment. Within a given aisle in the AS/RS, each com-
partment is identified by its horizontal and vertical positions and whether it is on the right
side or left side of the aisle. A scheme based on alphanumeric codes can be used for this
purposc. Using this location identification scheme, each unit of material stored in the sys-
tem can be referenced to a particular location in the aisle. The record of these locations is
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called the “item location file." Each time a storage transaction is completed, the transac-
tion must be recorded into the item location file.

Given a specified storage compartment to go to, the $/R machine must be controlled
to move to that location and position the shuttle for load transfer. One positioning method
uses a counting procedure in which the number of bays and levels are counted in the di-
rection of travel (horizontally and vertically) to determine position. An alternative method
is a numerical identification procedure in which each compartment is provided with a re-
flective target with binary-coded location identifications on its face. Optical scanners are
used to read the Larget and position the shutile for depositing or retrieving a load.

Computer controls and programmable logic controllers are used to determine the
required location and guide the $/R machine to its destination. Computer control permits
the physlca] operalmn of the AS/RS to be integrated with the supporting information and

keeping system. Storage can be entered in real-time, inventory records
can be accurately maintained, system performance can be monitored, and communications
can be facilitated with other factory computer systems. These automatic controls can be su-
perseded or supplemented by manual controls when required under emergency conditions
or for man-on-board operation of the machine.

11.4.2 GCarousel Storage Systems

A carouscl storage system consists of a series of bins or baskets suspended from an over-
head chain conveyor that revolves around a long oval rail system, as depicted in Figure
11.6. The purpose of the chain conveyar is to position bins at a load/unload station at the
end of the oval. The operation is similar to the powered overhead rack system used by dry
cleaners to deliver finished garments to the front of the store. Most carousels are operat-
ed by a human worker located at the load/unload station. The worker activates the pow-
ered carousel to deliver a desired bin to the station, One or more parts are removed from
or added to the bin, and then the cycle is repeated. Some carousels are automated by using
transfer mechanisms at the load/unload station to move loads into and from the carousel.

Carousel Technology. Carousels can be classified as horizonta! or vertical. The
more common horizontal configuration, as in Figure 11.6, comes in a variety of sizes, rang-
ing between 3 m (10 £t) and 30 m (100 ft) in length. Carousels at the upper end of the range
have higher storage density, but the average access cycle time is greater. Accordingly, most
carousels ate 1016 m (30-50 ft) long to achieve a proper balance between these compet-
ing factors.

The structure of a horizontal carousel storage system consists of welded steel frame-
work that supports the oval rail system. The carousel can be either an overhead system
(called a top-driven unit) or a floor-mounted system (called a bottom-driven unit). In the
top-driven unit, a motorized pulley system is mounted at the top of the framework and
drives an overhead trolley system. The bins are suspended from the trolleys. In the bottom-
driven unit, the pulley drive system is mounted at the base of the frame, and the trolley sys-
tem rides on a rail in the base. This provides more load-carrying capacity for the carousel
storage system. It also eliminates the problem of dirt and oil dripping from the overhead
trolley system in tap-driven systems.

The design of the individual bins and baskets of the carousel must be consistent with
the loads to be stored. Bin widths range from about 50 to 75 cm (20 to 30 in), and depths
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Conveyor

Loadfunlozd station

Figure 116 A horizontal storage carousel.

are up to about 55 cm (22 in). Heights of horizontal carousels are typically 1.8-2.4 m (6-8 ft).
Standard bins are made of steel wire to increase operator visibility.

Verticel carousels are constructed to operate around a vertical conveyor loop. They
accupy much less floor space than the horizontal configuration, but require sufficient over-
head space. The ceiling of the building Limits the height of vertical carousels, and there-
fore their storage capacity is typically lower than for the average horizontal carousel.

Controls for carousel storage systems range from manual call controls to computer
control. Manual controls include foot pedals, hand switches, and specialized keyboards.
Foot pedal control allows the operator at the pick station to rotate the carousel in either
direction to the desired bin position. Hand control involves use of a hand-operated switch
that is mounted on an arm projecting from the carousel frame within easy reach of the op-
erator. Again, bidirectional control is the usual mode of operation. Keyboard control per-
mits a greater variety of control features than the previous control types. The operator can
enter the desired bin position, and the carous¢l is programmed to determine the shortest
route to deliver the bin to the pick station.

Computer control increases ities for ion of the ical carouset
and for management of the inventory records. On the mechanical side, automatic loading
and unloading is available on modern cacouse! storage systems. This allows the carousel to
be interfaced