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Series Editors’ Foreword 

The topics of control engineering and signal processing continue to flourish and 
develop. In common with general scientific investigation, new ideas, concepts and 
interpretations emerge quite spontaneously and these are then discussed, used, 
discarded or subsumed into the prevailing subject paradigm. Sometimes these 
innovative concepts coalesce into a new sub-discipline within the broad subject 
tapestry of control and signal processing. This preliminary battle between old and 
new usually takes place at conferences, through the Internet and in the journals of 
the discipline. After a little more maturity has been acquired by the new concepts 
then archival publication as a scientific or engineering monograph may occur. 

A new concept in control and signal processing is known to have arrived when 
sufficient material has evolved for the topic to be taught as a specialised tutorial 
workshop or as a course to undergraduate, graduate or industrial engineers. 
Advanced Textbooks in Control and Signal Processing are designed as a vehicle 
for the systematic presentation of course material for both popular and innovative 
topics in the discipline. It is hoped that prospective authors will welcome the 
opportunity to publish a structured and systematic presentation of some of the 
newer emerging control and signal processing technologies in the textbook series. 

In society today, much of the modern technological infrastructure is event 
driven where the system outcome is often dependent on a benign sequence of 
desirable actions taking place. In industry, the action sequence may be highly 
structured and deterministic but, elsewhere in the community, the action sequence 
may be fuzzy or even stochastic, making the constraint of a safe system control 
sequence a much more difficult task. Many of the sequential event-driven systems 
found today, may be modelled as discrete-event dynamic systems (DEDS). The 
characterising features of DEDS are discrete states that capture the status to change 
value at discrete time points. In DEDS, the (logical) conditions that lead to 
individual or sets of events being activated to generate a sequence of changing 
system states is an important part of the system and its mathematical model. This 
viewpoint contrasts with much of the standard control literature which is often 
dominated by the exhaustive treatment of systems described by linear or nonlinear 
ordinary differential equations systems or even, occasionally, spatially-dependent 
partial differential equation systems. 

As the references in this book show, the tools to describe DEDS, analyse their 
performance and generate control algorithms have been under development since 
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the late 1970s. However, it appears that around 1990 there was a flurry of 
publications as Petri nets and other techniques began to receive serious 
consideration. Now, in 2007, sufficient development has taken place for this course 
textbook on the Modeling and Control of Discrete-event Dynamic Systems to enter 
the Advanced Textbooks in Control and Signal Processing series. Professors 
Branislav Hrúz and MengChu Zhou have had many years of experience of teaching 
courses in the methods of DEDS and we are pleased to welcome their new volume 
into the series. 

This textbook is comprised of three groups of chapters. The first group, 
Chapters 1–5, is concerned with establishing the basis mathematical tools for the 
modelling and control of DEDS. This includes chapters on the application of 
mathematical graph theory, the ideas of formal language concepts and finite 
automata. The concepts and structure of control for DEDS appears in Chapter 5. 

Graphical techniques for DEDS then dominate the second group of chapters, 6–
11. These techniques start with flow diagram methods in Chapter 6. This short 
chapter is followed by four key chapters, 7–10, on Petri nets. These chapters detail 
the basics (Chapter 7), and the properties (Chapter 8) of Petri nets, and then move 
on to Grafcet in Chapter 9 and the timed, colored, fuzzy and adaptive varieties of 
Petri nets in Chapter 10. A brief look at statecharts and their link to Petri nets in 
Chapter 11 closes this second group of chapters. 

The final grouping of three chapters looks at what might be termed DEDS 
tasks. Chapter 12 has a strong implementation focus with a useful section on ladder 
logic diagrams and comments on how Petri nets might contribute to this 
widespread programmable-logic-controller programming paradigm. The problems 
of supervisory control and job scheduling are considered in the last two chapters of 
this final group. 

The practitioner will be interested to see the applicability of the DEDS 
techniques illustrated by the wide range of systems used as examples in the 
textbook. There is a large group of examples based on the problems of flexible 
manufacturing systems (FMS). These are based on different cell structures using 
components like ‘pick and place’ robots, milling units, conveyor belt systems, 
storage units or bins, and workpiece sorting units. Fortunately, all these 
components are easily understood by the non-manufacturing specialist and so 
provide good accessible introductory examples. Manufacturing industry 
transportation systems based on automatic guided vehicles (AGVs) are also used in 
examples. Real system complexity is soon experienced by the reader when FMS 
and AGV systems are interlinked. 

Other examples used in the textbook include crane-based loading systems, 
tank-filling systems, distributed computer systems, motor- and motion-control 
systems. The discussion of a two-tank-filling system (given in Chapter 8) provides 
an alternative view of a control problem often treated in classical control 
engineering textbooks. The problem of modelling the operation of a pedestrian 
crossing and the human resources problem of when three participants will make it 
to a meeting give a fascinating illustration of the potential of DEDS techniques to 
model and analyse problems in fields far removed from manufacturing. 

Industrial Control Centre M.J. Grimble 
Glasgow, Scotland, U.K. M.A. Johnson 
December 2006  



 

Preface 

For whatsoever doth make manifest is light 
Ephesians 5.13 

This book presents results of research achieved in friendly collaboration across 
borders and moreover between continents and emphasizes a belief in engineering 
science being for the benefit of mankind the world over. This aspect of the book’s 
ethos is epitomized by the authors’ profiles, one being from Central Europe and 
one from the USA.  

Motivation 

A number of years ago research work on a woodworking process control raised our 
interest in discrete event dynamic systems (DEDS). We remembered that the 
process was an automatic production of laminar parquetry precasts. Work-piece 
preparation and composition included many discrete events and concurrent 
processes. Since then, we have started a systematic study of DEDS. Each school 
year since 1993, we have given lecture courses on DEDS within the Master 
program at the Department of Automatic Control Systems, Faculty of Electrical 
Engineering and Information Technology of the Slovak University of Technology 
in Bratislava, and undergraduate and graduate programs in the Department of 
Electrical and Computer Engineering, New Jersey Institute of Technology, Newark, 
NJ 07102, USA, respectively.  

The presented textbook contains most of the lecture material gradually 
elaborated in the courses of the past ten years. Our teaching activities have been 
accompanied by significant research and student projects in the field of DEDS, 
mainly on various topics concerning Petri nets used for modeling, analysis, 
performance evaluation, discrete-event control, supervisory control, and job 
scheduling of manufacturing processes, automatic guided vehicles in flexible 
manufacturing, assembly/disassembly processes, computer networking, and 
workflow management. Other discrete event models and their applications under 
our study include statecharts, ladder logic diagrams, finite state machines, digraphs, 
and Grafcet. 

While performing the teaching and research activities, we have felt a strong 
need for a textbook that systematically and comprehensively introduces the 
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mathematical background and various modeling tools for the purpose of DEDS 
analysis, performance evaluation, control, and scheduling. Thus students and 
researchers of various background can easily learn and grasp the essence of DEDS 
that is of growing importance. Their demand and the needs arising from our 
teaching, research and development activities motivate us to write this present 
book. 

Contents  

The mentioned lectures and this book particularly concentrate on Petri nets and 
their use in the modelling and control design for DEDS. They serve as a basis for 
extending to other tools and approaches such as Grafcet, statecharts, supervisory 
control theory and job scheduling. The textbook contains the necessary 
mathematics and computer science material. It includes discrete mathematics, 
formal languages, and finite automata. They are essential for non-computer 
science/engineering students to master the subjects of DEDS. Such material helps 
one describe and understand the nature of DEDS as well as the methods to describe 
and govern them. Standard and reactive flow diagrams are then introduced. The 
substance and properties of Petri nets and other tools useful for the modeling of 
DEDS have been built up systematically. Advanced Petri net tools include timed, 
stochastic, colored, fuzzy, and adaptive Petri nets. Petri net-related tools include 
Grafcet (also terms Sequential Function Charts), and statecharts. Various aspects 
concerning control design methods are followed consistently throughout the 
textbook. Theoretical aspects are illustrated and explained using numerous 
problem-solving examples dealing with various computer-integrated systems. We 
summarize the contents of all fourteen chapters as follows.  

Chapter 1 introduces the concept of systems and states, continuous, discrete-
time, and discrete-event systems, the definition and properties of DEDS, and some 
system examples. Basic transition systems are described in detail as the most 
fundamental representation of DEDS.  

Chapter 2 presents directed graphs, subgraphs, and directed paths and circuits 
in them. Examples are given to illustrate these concepts. 

Chapter 3 introduces the concept of formal languages and their classification. 
They form the basis for many theoretical developments in both computer science 
and supervisory control theory of DEDS.   

Chapter 4 discusses DEDS control system including specifications and control 
functions.  

Chapter 5 introduces the concept of finite automata or state machines. It 
discusses through examples how they can be used to describe a real system and 
how control specification can be described with their help. Non-deterministic finite 
automata are also presented.  

Chapter 6 discusses the standard flow diagrams used in software development 
and reactive flow diagrams for DEDS.  

Chapter 7 introduces the idea of Petri nets, their basic definition, matrix 
representation, and various classes. It also discusses how they can be interpreted 
for control purposes.  
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Chapter 8 presents the important properties of Petri nets and their implications 
in modelled systems. Analysis methods based on reachability trees are elaborated. 
Examples are given. The structural properties of Petri nets are also discussed.  

Chapter 9 presents Grafcet (also named sequential function chart) – its presence 
in industry is significant, especially among automatic control and automation 
equipment companies. Its comparison with Petri nets is given.  

Chapter 10 introduces the advanced concepts resulting from the study of Petri 
nets and industrial needs in exploring their utility. They include deterministic and 
stochastic timed Petri nets for performance evaluation purposes. Colored Petri nets 
are used to specify complex systems with many similar subsystems, components or 
specifications. Fuzzy Petri nets combine fuzzy set theory and Petri nets to describe 
uncertainty embedded in many practical applications. Adaptive Petri nets further 
embed learning capability into Fuzzy Petri nets.  

Chapter 11 presents the idea of statecharts and their applications to complex 
system design.  

Chapter 12 introduces modeling methodology, conflict resolution, ladder logic 
diagrams, and control program design for DEDS.  

Chapter 13 presents the essential concepts of supervisory control theory based 
on automata and Petri nets. Several fundamental approaches are presented.  

Chapter 14 discusses the job scheduling problems and the use of Petri nets for 
such purposes. The solution method based on max-plus algebra is also introduced. 

Aim and Use of this Textbook  

This book aims to introduce to students, engineers and researchers the 
fundamentals of various discrete event modelling tools, as well as applications. 
The discrete mathematics and related background material are included. It is 
suitable for class use and can be easily tailored to meet the different needs from 
senior undergraduate and graduate students. In an introductory course to DEDS for 
engineering students, the following contents are suggested:  

Chapters 1–8, and 11  
For a more advanced course in DEDS and for students with required 

mathematics and entry-level knowledge of DEDS, the following contents should 
be offered:  

Chapters 1, 2, 4, 7–14.  
For computer science and engineering students, such materials as discrete 

mathematics, formal language, and automata can be skipped or only their brief 
review is needed. 
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Notation 

iff abbreviation for “if and only if” 

⇒∨∧ ,,, x  logical operators: conjunction, disjunction, 
negation, and implication, respectively 

⇔  logical implication in both directions 

( )nooo ,...,, 21  or ( )no −1  ordered n-tuple of n objects nooo ,...,, 21  

{ }naaaA ,...,, 21=  set of n elements naaa ,...,, 21  

∅  empty set 

A  the number of elements (cardinality) in set A 

,,∪∩ \ set intersection, union, and difference 

BA ⊂  set A is a proper subset of B and BA =  is 
excluded 

BA⊆  A is a subset of B 

BA×  Cartesian product of sets A and B 

BAR ×⊆  binary relation from set A to set B 

BAf →:  function f , which maps elements of set A into set 
B 



xviii Notation 

Ax∈  x belongs to set A 

Ax∉  x is not an element of set A 

N set of natural numbers { },...2,1,0=N  

+N  set of positive integers, i.e., { }0\NN =+  

I set of integers 

R set of real numbers 

+R  set of positive real numbers 
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TPN  set of transposed P -tuples consisting of P  
integer numbers, i.e., the set of integer number 
P -vectors 
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Σ  the set of events 

*Σ  the set of all sequences (strings, formal words) 
created from elements of set Σ and the empty 
sequence ε~  

+Σ  set *Σ  without the empty sequence ε~ , i.e., 
ε~\*Σ=Σ+  

α~  length of the sequence (or state path or event 
path ) α~  given as  the number of elements in 
sequence (or state path or event path) α~  

ε~  empty string, i.e., the string for which 0~ =ε  

t•  ( )•t   set of pre-places (post-places) of the Petri net 
transition t 

p•  ( )•p  set of input (output) transitions of the Petri net 
place p 

[ 'mm >t  transition t of a given Petri net is enabled or 
fireable at marking m represented in the vector 
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xx Notation 

( )0mPNR  reachability set of Petri net PN given initial 
marking m0 

⊗⊕,  operations of the max-plus algebra 
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Basic Description of Discrete-event Dynamic Systems 

1.1 Introduction 

People observe various phenomena of nature and endeavor to comprehend them. 
The first step in that is a reflection of the phenomena by imagination and 
description. The reflexive process is a process of abstraction. In this process, the 
notion of “system” is of basic importance. 

A system is defined to be a group of objects separated from the universe and 
having mutual relations.  

Different physical entities can constitute system objects. If time is included 
among the system objects, their temporal properties or the system dynamics can be 
considered. The system dynamics is given by the time behavior of the system 
objects. The behavior is called the process. 

A real physical system is represented by an ideal system created by human 
thinking and understanding. Mathematical representations of real systems are the 
most abstract and precise descriptions. Since the very beginning of its existence, 
mankind strives not only to know and to describe natural systems but also to 
govern and control them.  

Control of a system is based on knowledge about the particular system. This 
knowledge is developed via abstraction based on observation of the system. The 
observation is realized by measurements and if possible, by experimentation with 
the system. Two main abstractions are to be distinguished, namely: 

1. The notion of a continuous system and 
2. The notion of a discrete system. 

A natural question arises about the substance of these abstractions. A 
continuous system is specified by a set of continuous variables, a set of continuous 
functions over the respective domains of these variables, and by derivatives of the 
variables and functions. Such a system is called a continuous-variable dynamic 
system (CVDS). One can find a good systematic survey of the CVDS control 
theory in the book by Jörgl (1993). A discrete system is specified by a set of 
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discrete variables and relations defined on them. A hybrid system is a combination 
of both.  

Sometimes the relations of system variables are not treated with respect to time. 
Then they describe the static behavior of the studied systems. However, time is 
mostly involved in the analysis and synthesis of systems and dynamic system 
behavior is considered. 

Figure 1.1 illustrates the classification of continuous and discrete systems 
considering dynamic behavior. In order to simplify the illustration, a system with 
one variable is depicted. Figure 1.1.a shows the case when the continuous variable 
( )tx  is a continuous function over a continuous time interval. The function domain 

and co-domain are real numbers. A system is continuous if it is defined by 
continuous variables and continuous functions such as the function depicted in 
Figure 1.1.a. A discrete system is given by discrete variables and discrete functions 
or relations as illustrated by Figure 1.1.b. The system in Figure 1.1.b consists of 
one object in the form of one variable that takes on values from the set of real 
numbers in discrete time points.  

 
Figure 1.1. Properties of one-variable system 

Figures 1.1.c and 1.1.d show the mixed/hybrid cases when the system is semi-
continuous.  Usually, a system has more than one object or variable. Then a set of 
variables can be aggregated into one or more vector variables. Note that the case 
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depicted in Figure 1.1.b can be understood either as a discrete representation of a 
continuous system or as a representation of the system that is discrete by its nature. 
The role of the semantics or interpretation is obvious. Therefore, the discrete or 
digital representation of continuous systems has to be distinguished from the 
representation of systems that are discrete in their nature and substance. The 
discrete representation of a continuous system is obtained by sampling continuous 
variables at discrete time points.  

Continuity and discreteness of a system is one aspect of the view on system 
properties. Another aspect is that CVDS are time-driven systems. The reason for 
the dynamic development of system states is time. On the other hand, discrete 
systems can be time-driven or event-driven. 

e1 e3 e1 e2 e2

q1 

q2 

q3 

q4 

t 

States 

 
Figure 1.2. An event-driven system 

Let us compare Figures 1.1 and 1.2. The discrete variable q describes the state 
of the system. There are four states q1, q2, q3, and q4, q1-4 for short, and three events 
e1, e2, and e3, e1-3 for short. Figure 1.2 shows that the state change is event-driven. 
The events occur at discrete time points and the state changes depend on the events 
only. Such systems are called discrete event dynamic systems or DEDS for short 
(Ho 1991; Ho and Cassandras 1983). They are also called discrete event systems 
(Ramadge and Wonham 1987; Zhou and DiCesare 1993; Jafari 1995; Bogdan et al. 
2006). As mentioned earlier, Figure 1.1.b has a double meaning. It can represent 
either time-driven CVDS or event-driven DEDS when the events occur at discrete 
time points and cause the change of system states as depicted in Figure 1.1.b. 

The applied system analysis and synthesis methods depend on the system 
nature. In this textbook we will study systems that are fully discrete in their nature 
and event-driven, i.e., discrete event dynamic systems. Their name expresses their 
specific character. DEDS are characterized by a set of states which the system can 
take, and by the set of events that cause the state changes at discrete time points. 
The events may take place asynchronously as opposed to the synchronous nature in 
a discrete time system. The change of states and occurrence of events are the 
essence of the DEDS dynamic behavior. 

A primary task of the DEDS theory is creating a DEDS model. Without such a 
model it would be impossible to analyze and control DEDS just as it is true in 
classic CDVS control theory. Obviously we are interested in a model that is 
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sufficiently general and includes the DEDS dynamics. There are two ways to 
consider the dynamics: 

1. To specify values of the system variables and system relations in defined 
discrete time points; and 

2. To specify time order of the states or events. 

The latter case means that time is not explicitly expressed and only the precedence 
relations for DEDS states and events are given. The order of events can be 
determined by means of their indexing. In other words, it is given which event 
happens before some other events. Such an approach is more abstract and avoids 
problems related to the time relativity. 

The control of DEDS can be designed if there is a DEDS model available. 
Control engineering design methods perform the following tasks: 

• Formulation and specification of the given system control tasks; 
• Determination of control algorithms; 
• Design of technical means necessary for the control implementation; 
• Creation and verification of control programs; and 
• Implementation, testing and maintenance of the control system function. 

Control engineering is an applied interdisciplinary technical science. To a 
considerable extent, the solution methods are independent of the technological 
substance of controlled systems. For a control it is important to achieve such an 
influence of various agents on the system that parameters and behavior of the 
system are as required (Kozák 2002; Jörgl 1993). The system behavior and various 
influences on it are given by physical, chemical, biological or other quantity values. 
What is important from the viewpoint of control is the information the quantities 
carry, but not their physical substance.  

Automatic control is based on the information manifestations of the system. In 
other words, a system is described by means of information about the spatial 
location of objects, time, system parameters, properties, characteristics, etc. Time 
is substantial for the dynamics of events. As mentioned earlier, the time evolution 
of system variables is called the process and in the context of DEDS, it is called the 
discrete process. 

1.2 Discrete Variables and Relations 

The notion of DEDS has been specified in the previous section. It is based on the 
discrete character of the individual variables and relations. It is useful to study the 
property of discreteness in some detail. 

Definition 1.1. Let D  be a finite set of n elements, i.e., 

 { }ndddD ,...,, 21=    (1.1) 



 Basic Description of Discrete-event Dynamic Systems 5 

Let v  be a variable taking on values only from set D , i.e.,  

 Ddv i ∈=         (1.2) 

then v  is a discrete variable. 

Definition 1.2. Let two non-empty finite sets D and E be given: 

 { }ndddD ,...,, 21=   (1.3) 
 { }meeeE ,...,, 21=     (1.4) 

A binary relation R  from D  into E is defined by 

 EDR ×⊆     (1.5) 

where symbol × denotes the Cartesian product. 
If a relation is defined on the sets for which AED ==  then AAR ×⊆  and we 

say that R  is a binary relation on A . The relation R  can be empty. If, e.g., 
( ) Red ∈32 ,  we write 32 eRd . Functions or mappings are subsets of relations. 
They are special relation cases as formally given next. 

Definition 1.3. Let a binary relation R  from { }ndddD ,..., 21=  into 
{ }meeeE ,...,, 21=  be given. Let for any two elements of ED ×  

  
( ) ( )

{ } { } { } { }mlnkmjni

EDedEDed lkji

,...,2,1,,...,2,1,,...,2,1,,...,2,1

,,,,

∈∈∈∈

×∈×∈
 (1.6) 

If the following implication holds true 

 ( ) ( ) ( )( )RedandRedeeanddd lkjiljki ∉∉⇒≠= ,,  (1.7) 

then the relation R  is a discrete function or a discrete mapping notated f defined 
on the domain 

 },...,,{
21 siii dddDOM =  (1.8) 

where DOM  is the set of all first elements of the pairs ( )ji ed ,  belonging to the 
relation R . A co-domain of the function is set CDOM  that consists of all the 
second elements of the pairs ( )ji ed ,  belonging to the relation R   

 },...,,{
21 uiii eeeCDOM =  (1.9) 
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We write 

 ( ) CDOMeDOMddfe jiij ∈∈= ,,         (1.10) 

The right-hand side of Equation (1.7) is an AND conjunction of two 
propositions. If the premise is true, they both are true. It means that both ordered 
pairs ( )ji ed ,  and ( )lk ed ,  cannot belong to the relation R. However, one of them 
can be in R. Another formulation of this can be as follows. A function is a binary 
relation from set { }ndddD ,...,, 21=  into set { }meeeE ,...,, 21=  if there are no two 
ordered pairs ( ) ( )vprp eded ,,,  in R such that vr ee ≠ . 

1.3 Discrete Processes 

Let a finite set Σ  be given as 

 { }neee ,...,, 21=Σ  (1.11) 

The set Σ  is called the event set. We assume that an event Σ∈
ki

e  occurs at the 

time point 
ki

τ . Let a sequence of events be given as 

 
Nk iiii eeee ,...,,...,,~

21
=σ  (1.12) 

where Σ∈
1i

e  occurs in the discrete time point 
1i

τ , Σ∈
2i

e  in time point 
2i

τ , etc., 

ki
e in time point 

ki
τ , etc., and 

Ni
e in time point 

Ni
τ , 

Nk iiii ττττ 〈〈〈〈〈 ..........
21

. The 

sequence σ~  is called a discrete process. In this particular case when elements of a 
sequence are events we speak about the event string. 

Figure 1.3 shows layout of a manufacturing system including a milling machine 
M, a grinding machine G and three belt conveyors C1–C3. The parts to be 
processed in the manufacturing system come into the system irregularly with 
various gaps as a sequence one by one part. Maximum three parts can be fed up on 
the conveyor C1. Input of a part is detected by a photo-sensor P11. The part is 
stopped by a stopper at the end of C1. Presence of the part at the end of the 
conveyor is signalized by a photo-sensor P12. If the milling machine M is free and 
a part is available at the end of C1, the part is transferred by the transportation 
means T1 into the milling machine. After milling the part is transferred by T2 onto 
the conveyor C2. The photo-sensor P21 detects input of the part on the conveyor 
C2. In the conveyor section between the sensors P21 and P22 there can be 
maximum two parts. The same mechanism holds for loading of the grinding 
machine G. Maximum four parts can be loaded on the conveyor section P31–P32. 
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C1 C1 C2 C3

P11 P12

M G

P21 P22 P31 P32 T1 

T2

T3

T4

 
Figure 1.3. Manufacturing system layout 

In a manufacturing system, typical events are the input of a part into a conveyor 
section, arrival of a part in some position on the conveyor, start of an operation, 
e.g., start of milling, end of an operation, e.g., end of milling.  

As an example, consider the following event set: 

 { }33322232111 ,,,,,,,,,,,,,, CCGGCCCCMMCCCCC esesggesesmmmes=Σ  (1.13) 

where 1Cs   stands for input of a part on conveyor C1, 1Ce  means arrival of a part at 
the end of the conveyor C1, 1Cm  means the transfer of a part from the conveyor C1 
into the milling machine, Ms  is the start and Me  the end of milling, 2Cm  is the 
transfer of a part from M on C2. Similarly, 2Cg  and 3Cg  denote transfers from C2 
in G and from G on C3, respectively. The other events are denoted similarly. 

Suppose that the manufacturing system is empty in its initial state. Both 
machines and conveyors are free. A possible sequence of events starting from the 
initial state is  

 GCCMCCCCMCMCCC sgesmesmessmes 22112211111
~ =σ  (1.14) 

Event 1Cs  occurs at the time point 1τ , event 1Ce  at 2τ … whereas .....21 〈〈ττ .  
Let us consider another event sequence example: 

 1221221111112
~

CMCCMCCCMCMCCCCC segesmsmeesmsses=σ         (1.15) 

Consider the following sequence starting from the initial state when the system is 
without parts (empty system): 

 1113
~

CCC ees=σ  (1.16) 

It represents an example of a technologically unfeasible event sequence in the 
given system. Consider a sequence from the beginning: 

                                1111114
~

CCCMCCC messmes=σ  (1.17) 
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This is an example of a feasible event string, but not an admissible one due to the 
requirement that only one part can be present in the milling machine. 

As mentioned before, an event is associated with a change of state. For example, 
the empty state when all conveyors are empty and both machines are free is 
denoted 0q . Arrival of a part on conveyor C1 is an event. State 0q  turns into state 

1q  characterized by the presence of a part on C1 moving toward the stopper, while 
other conveyors and machines are still free. 

The manufacturing system in Figure 1.3 is a serially arranged production line. 
A serial-parallel production cell example is shown in Figure 1.4. Suppose that four 
kinds of semi-products are produced from one kind of parts coming in via 
conveyor C1 and transported through the cell via conveyors C2–C4. Table 1.1 
describes the options how to produce them. 

 

C1

M1

C2

C3

C4

M3

M4

R1

R3

R2

INPUT 

OUTPUT

M2

 
Figure 1.4. Manufacturing system arranged in a serial-parallel structure 

Table 1.1. Job options in the manufacturing system 

Operation A B C D 

1 M1 M3 M2 M1 

2 M2 or M3 M2 or M4 M4 M3 

3 M4 M3 or M4 M3 or M4 M3 or M4 

4  M4  M2 

The system is flexible in that there are several ways to finish the production 
tasks having the job alternatives given in Table 1.1. The optimal route of the 
processed parts is to be found. A related problem to this is the job scheduling. Both 
problems can be solved with respect to the given optimality criterion, e.g., to 
minimize the overall production work-span (work-time), also called makespan and 
completion time. The operation times have to be available for that task. A joblist 
breakdown with respect to operation time specifications is given in Table 1.2. Time 
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durations for the semi-products A, B, C, and D are denoted by a, b, c, and d, 
respectively. The scheduling problem will be treated in detail later. 

Individual events of the system depicted in Figure 1.4 can be specified as 
before: 

⎪
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   (1.18) 

Table 1.2. Job duration times specifications 

Products  

A B C D 

Machines Machines Machines Machines Oper
ation 

M1 M2 M3 M4 M2 M3 M4 M2 M3 M4 M1 M2 M3 M4 

1 a11     b13  c12   d11    

2  a22 a23  b22  b24   c24   d23  

3    a34  b33 b34  c33 c34   d33 d34 

4       b44     d42   

Occurrence of a part at one side of the conveyor is denoted as event a , on the 
other side as b . 111 MCRs  is the start of the part transfer via Robot R1 from conveyor 
C1 to the machine M1, 111 MCRe  is the end of the transfer. The system control 
depends on the conveyor capacities. 

It is assumed that the transfer times consumed by the robots and conveyors are 
negligible because they are much smaller than operation times. If such an 
assumption is not acceptable times of transfer operations can be considered 
separately.  In the latter case Table 1.2 would be extended by further time 
specifications. Sometimes the transportation times can be included in the operation 
times of the processing machines. 
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1.4 Basic Properties of DEDS and their Specification 

Characteristic properties of DEDS can be best illustrated on examples. DEDS 
include flexible manufacturing systems, digital computers, local or global 
computer networks, operation centers, and transportation systems on surface or in 
air. Various properties of DEDS events are to be studied: 

• Event synchronization 
• Concurrency 
• Parallelism 
• Conflict 
• Mutual exclusion 
• Deadlock 
• System liveness 
• Reversibility 
• State reachability 
• Event scheduling 

Mankind strives not only to observe the natural phenomena but also to govern, 
to control and to benefit from them. Many various tools for the specification and 
analysis of DEDS are used nowadays. In addition, there is a need for tools that are 
suitable for the design of DEDS control. They should be able to specify the 
required properties of DEDS and to ensure the real-time reactivity of the controlled 
DEDS.  

Basically the tools can be divided in three groups: 

• Graphical tools 
• Algebraic tools 
• Formal language-based tools  

The graphical tools are frequently used due to their transparency and ability to 
provide rich visual information. The main graphical tools include: 

• State-transition diagrams or finite-automata 
• Reactive (real-time) flow diagrams 
• Statecharts 
• Petri nets 
• Grafcet 
• Ladder logic diagrams 

The algebraic tools are the following: 

• Boolean algebra 
• Algebraic expressions based on the respective state space 
• Temporal logic 
• Max-plus algebra 

The tools based on formal languages are as follows: 

• Formal language models  
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• Standard programming languages combined with real-time operating 
systems 

• Real-time programming languages 

The different tools listed above are not equivalent with respect to the 
application field. For example, max-plus algebra is effective especially for the 
analysis and control of job scheduling, while Grafcet is useful for the specification 
of the sequence control (Frištacký et al. 1981, 1990; Zhou and Venkatesh 1998; 
Zhou 1995). 

The first two basic groups can serve as intermediate means between the 
requirements imposed on the system and the control that ensures them. A final 
specification and implementation of control requires the third group, namely a 
programming language. The specified control will then be implemented on 
appropriate hardware components, e.g., personal computer, process computer, 
programmable logic controller, etc. From a graphical or algebraic specification a 
control program can be generated automatically. Also the transformations among 
the different specification tools are useful.  

On the other hand, sometimes and for someone there is no need to use any 
intermediate means and it is possible to write a control program directly. However, 
for most people the opposite is true. A program formulated in any procedural 
language is a string of instructions to be performed separately and to force the 
system to behave as required. Intermediate means help to avoid the programming 
incorrectness.  

Each specification tool listed above is based on the concept of the system state 
and state transitions described earlier as events. This fact can be illustrated by the 
following generally valid system behavior scheme: 

... →  STATE→TRANSITION→STATE→TRANSITION→ ... 

Because of the generality of this scheme, the "state and transition" concept is dealt 
with in more detail in the following section. 

1.5 Basic Transition System 

Various DEDS can be described uniquely by means of the so-called basic 
transition model proposed by Manna and Pnueli (1991), which serves us as a 
general description framework. It is defined by the quadruple 

 ( )ΘΣΠ= ,,, QSYST  (1.19) 

where  
{ }nuuu ,...,, 21=Π  is the finite set of state variables; 

Q  is the set of states where each state is given by the particular values of 
the variables from set Π . This value assignment is called the interpretation 
of variables belonging to the set Π ; 
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Σ  is the set of transitions whereby a transition Σ∈e  is a partial function 
QCeQe 2: ⎯→⎯ . Note that Q2  is the power set defined as a set of all subsets 

created from set Q including the empty set ∅ , eC  is a condition imposed 
on a transition e  so that e  can occur only if eC  is fulfilled, and eC  can be 
empty (meaning no condition); and 
Θ  is the set of initial conditions of the system. It includes states in which 
the execution of potential events can start. 

The modeling power of the Manna and Pnueli model is that any correct 
specification by means of any tool described earlier can be transformed into a basic 
transition system. In other words, suitable transformations can be established 
between different system specifications. We can see that transitions in this model 
correspond to events introduced before. The time is not explicitly expressed in a 
basic transition. Rather, a possible sequence of events or an event precedence 
relation is used.  

The function QCeQ 2⎯→⎯  defining an event e is quite abstract. A standard 
particular case by excluding system control (if only controlled system is 
represented) is when one state is mapped into one another state due to the condition 

eC  or because there is only one-to-one mapping. The case when a state is mapped 
into state subsets presents indeterminism and its significance is purely theoretical. 
An example of that is the indeterministic finite automaton (see Section 5.4). In 
practical system control the indeterminism should be removed. If control is 
included the function QCeQ 2⎯→⎯  can map a state to more states. See Chapter 4 
for more details. 

A general form of the specification of an event e  is a transition relation given 
as an assertion for each transition e : 

 ( )',ΠΠeρ   (1.20) 

which relates the interpretation of state variables given as a state s with the 
interpretation of state variables given as a succeeding state 's . Under assertions we 
understand Boolean expressions extended by quantificators ∀∃, , etc. In other 
words, in each state the relation ( )',ΠΠeρ  determines the next state or states after 
transition e takes place. The following form describing the transition relation e  
can be used: 

 ( ) ( ) ( ) ( ) ( )nnee exuexuexuC =∧∧=∧=∧Π=ΠΠ '...'', 2211
'ρ   (1.21) 

where ( )ΠeC  is an assertion stating a condition for state s under which transition 
e  is enabled and the system comes over into state 's ; nex −1  are logic expressions. 
Assertion ( )ΠeC  is constructed over state variables such that if the variable values 

lead to a true Boolean value from ( )ΠeC , e  is enabled and state variables nu −1'  
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are given the values according to expressions nex −1 . These expressions are built up 
of state variables nu −1 .  Notation iex  is shortened in Equation (1.21). It has the 
following meaning: 

 trueislexifonlyandiflexu iii 21' =  (1.22) 

State variables in DEDS are discrete ones. If they are logical variables or 
expressions built up of logical variables, then Equation (1.21) can be put together 
directly based on them. Other than logic variables can be represented by means of 
a set of the auxiliary logic variables further used in Equation (1.21).  

Figure 1.5 shows an example of a simple discrete event dynamic system. The 
system is an input portion of a flexible manufacturing system. The parts to be 
processed are transported into the system by belt conveyor C1. They arrive as an 
irregular stream. There are different gaps between individual parts. A video system 
VS scans each part when the latter enters the VS range (detected by sensor P0).  It 
evaluates the parameters of shape and quality of an incoming part and sorts it in 
two groups. These two groups are routed via turntable TT1. Intervals between 
individual parts are so that a new part comes in the range of sensor P0 when the 
preceding part is already on conveyor C2 or C3. The parts of the first group are 
placed on conveyor C2 while those of the second group on conveyor C3. 

VIDEO
SYSTEM

VS

C1

TURNTABLE

TT1

C2

C3

P0 P1
P2

 
Figure 1.5. A manufacturing system 

Now, let us model the system described in the example in a form given by 
Equation (1.19). We have  
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 ( )ΘΣΠ= ,,, QSYST  (1.23) 

 
⎭
⎬
⎫

⎩
⎨
⎧

=Π
VTTHTT

VETTHETTTPPP
1,1

;1,1;1;,;,, 0201210 γγ
 (1.24) 

where P0-P2 are logic variables corresponding to sensors P0-P2, respectively. If a 
part is under sensor P0 then 10 =P , etc. Note that the variables are written in italic 
in order to distinguish them from the corresponding sources of the variables. γ01 
and γ02 serve for the group distinction: γ01=1 and γ02=0 for the first group and γ01=0 
and γ02=1 for the second one. 1T  is a state variable signaling the presence of a part 
in turntable TT1 when 11 =T ; otherwise 01 =T . ETT1H and ETT1V indicate the 
turntable horizontal and vertical positions, respectively. TT1H, and TT1V are 
commands to set the turntable horizontally or vertically. Before the start of the 
system operation, conveyors C1–C3 are switched on and remain in this state during 
the operation. Let there be the logic C1–C3 corresponding to the conveyor state; 

11 =C  if conveyor C1 is switched on and similarly for C2 and C3. 
The set of states is as follows: 
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 (1.25) 

The set of transitionsΣ  is given by the set of the following partial functions: 

 ( ) ( ) ( ) ( ) .,...:,:,:,: 4344323321221011 etcqqeeqqeeqqeeqqee ====  
  (1.26) 

All functions can be given via Tables 1.3 and 1.4. Function values are in the 
table cells. Let the initial conditions Θ  for the occurrence of the events from set Σ  
are these: the system is in state q0 and 1321 === CCC . Establishing the system 
in q0 is indicated by the logic variable INIT. 
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Table 1.3. The first part of the transition set functions 

Function argument  

q0 q1 q2 q3 q4 q5 q6 q7 q8 q9 q10 q11 

e1 q1 - - - - - - - - - - - 

e2 - q2 - - - - - - - - - - 

e3 - - q3 - - - - - - - - - 

e4 - - - q4 - - - - - - - - 

e5 - - - - q5 - - - - - - - 

e6 - - - - - q6 - - - - - - 

e7 - - - - - - q0 - - - - - 

e8 - q7 - - - - - - - - - - 

e9 - - - - - - - q8 - - - - 

e10 - - - - - - - - q9 - - - 

e11 - - - - - - - - - q10 - - 

e12 - - - - - - - - - - q11 - 

e13 - - - - - - - - - - - q12 

e14 - - - - - - - - - - - - 

e15 - - - - - - - - - - - - 

e16 - - - - - - - - - - - - 

e17 - - - - - - - - - - - - 

e18 - - - - - - - - - - - - 

e19 - - - - - - - - - - - - 

e20 - - - - - - - - - - - - 

e21 - - - - - - - - - - - - 

e22 - - - - - - - - - - - - 

e23 - - - - - - - - - - - - 

e24 - - - - - - - - - - - - 

e25 - - - - - - - - - - - - 

e26 - - - - - - - - - - - - 
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Table 1.4. The second part of the transition set functions 

Function argument  

q12 q13 q14 q15 q16 q17 q18 q19 q20 q21 q22 q23 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 - - - - - - - - - - - - 

 q13 - - - - - - - - - - - 

 - q14 - - - - - - - - - - 

 - - q15 - - - - - - - - - 

 - - - q16 - - - - - - - - 

 - - - - q17 - - - - - - - 

 - - - - - q18 - - - - - - 

 - - - - - - q13 - - - - - 

 - - q19 - - - - - - - - - 

 - - - - - - - q20 - - - - 

 - - - - - - - - q21 - - - 

 - - - - - - - - - q22 - - 

 - - - - - - - - - - q23 - 

 - - - - - - - - - - - q6 

All possible event sequences in the analyzed manufacturing system are built up 
from the sequences 
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  (1.27) 

The buildup or concatenations of the event sequences at Equation (1.27) 
follows the scheme as shown in Figure 1.6. Activities of the system can start when 
the condition Θ  is fulfilled and it means that the first event sequence can be only 

1
~σ . Equation (1.21) for the investigated system are 
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where 
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 (1.29) 

True logic value is 1 and false 0 in Equation (1.29). For event 2e  we have 
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Figure 1.6. Event sequence patterns 
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where  
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Other events would be expressed in a similar way. 
Now consider an extension to the above system so that the parts of the first 

group are processed in a batch of three by RA1 or RA2. Both robots perform the 
similar operations.  The parts of the second group to a cell are routed via turntable 
TT2. They are processed in two by RB robotic cell. The number of parts is checked 
by means of photo-sensors PA1–PA3 and PB1–PB2, respectively.  Gate G1 (G2) goes 
up when three (two) parts are prepared for the next processing. Transport conveyor 
capacities are three transported parts for C2–C5, C8–C9 and two for C6–C7, 
respectively. Only one part can be allowed between sensors 0P  and 1P . 

When a triple is prepared under sensor PA5, robot RA1 performs the required 
processing operations and then transfers the triple onto conveyor O1.  RA2 and RB 
operate similarly. The aim of the control is to coordinate and control operations 
and movement of parts within the system. The co-ordination control level is 
superior to the process control one. The process control examples are the vision 
system’s detection of parts, robots’ movement control, and conveyor speed control. 
The vision system start is an event commanded from the coordination control level. 
Other facts concerning the FMS function are evident from the layout in Figure 1.7. 

Now, let us outline the model of the system depicted in Figure 1.7 in a form 
given by Equation (1.19). We have 
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   (1.32) 
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Figure 1.7. Example of a basic transition system: FMS with three robots 

where the first part (the first two rows of Equation (1.28)) is inputs fed from the 
controlled system to the control system, the second part (the third and fourth rows) 
is outputs from the latter fed into the former and the third part is internal state 
variables. The variables Π  are determined at the higher coordination control level. 
The model is built for the coordination control purpose. As in the preceding 
example, variable ETT1H indicates the straight position of turntable TT1, ETT1V 
its transversal position, etc. We assume that initially conveyors C3 and C6 and 
conveyors in both turntables are switched on and moving during the FMS 
operation. Conveyor C1 is started by command variable SC1 and stopped by EC1. 
Other conveyor variables listed in Equation (1.32) have analogous meanings. The 
gates are operated by variables G1 and G2. Variables TT1H, TT1V, etc., are used to 
control the turntables, while RA1, RA2, and RB start robot operations. ERA1, ERA2, 
and ERB signals the end of the part processing by robots RA1, RA2, and RB, 
respectively. Information about routing a part is transferred from γ01 and γ02 to γ11 
and γ22 when the part moves from sensors P0 to P1 (γ01 and γ02 should be free for the 
next part), and analogously for γ11 and γ22 and sensor P2. LC21 and LC22 stand for 
storing the number of parts loaded on C2 so that no part gives 0,0 2221 == LCLC ; 
one part gives 1,0 2221 == LCLC ; two parts 1,1 2221 == LCLC ; and three parts 
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1,1 2221 == LCLC . Analogously, this holds true for ijLC , but in terms of 
conveyors C6 and C7, which have the capacity equal 2. 

All variables in Equation (1.32) are the Boolean ones taking values of 0 and 1. 
The states in set Q are given by pertinent variable values. For example, if 12 =AP  
and 13 =AP  and all other variables are zero, the system is in a state when two parts 
are located before gate G1 and otherwise it is empty. Then the arrival of a new part 
in C1, signaled by 10 =P , is an event given by mapping the previously described 
state into one with 1,1,1 320 === AA PPP  and all remaining variables being zero. 
For example, an event 3WPe =  - the arrival of a next part – in P0=0, P1=0, …, 
PA1=0, PA2=1, PA3=1, PA4=0, ..., is 
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  (1.33) 

whereΘ represents the condition that the system has to be initialized and empty 
before the first event can be accepted.  

The example illustrates that in a little more complex case the modeling using a 
basic transition system is complicated, not transparent and very difficult for 
analysis and control design. In the following chapters of this book, we try to 
develop systematically theory and a way for practical use of other tools aiming to 
model, analyze, evaluate, simulate and control DEDS. 

1.6 Problems and Exercises 

1.1. Cite some CDVS and DEDS examples from your daily life. 

1.2. Derive the basic transition system models for Figures 1.3 and 1.4. 

1.3. In the system in Figure 1.5, change the assumption that only one part is 
processed in it so that a part can come in when another part is between sensors P0 
and P1. Consider capacities of the conveyors. 
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1.4. Write the expression for the event next to that given by Equation (1.33) when a 
part moves from sensors P0 to P1. 

1.5. A robotic cell is depicted in Figure 1.8. A-Parts are loaded into it via input 
conveyor I1. The input has capacity of 1 part. The same holds for input I2 and 
output O. Robot R2 picks up an A-workpiece from I2 and transfers it onto table T.  
R1 picks up a B-work-piece from I1 and puts it into the free milling machine M1 
or M2. If both are free, M1 is preferred. After the machining, R1 transfers it onto 
palette P. If there is an A-workpiece on T, R2 transfers it from the palette to T and 
an assembly starts. After it, R2 transfers the product onto O. a) Analyze the system 
as DEDS; and b) Create an event set and event strings corresponding to the 
required behavior of the system, a realizable but not admissible event string and a 
non-realizable event string. 

 

Figure 1.8. A robotic cell with two milling machines 

1.6. For the system depicted in Figure 1.4 write a realizable event string 
corresponding to the technological process A in Table 1.1, a realizable but not 
admissible event string and a non-realizable event string. 

Input I1

Input I2

Output O 

Milling machine 
M1 

Milling machine 
M2 

Robot R1 Robot R2 

Palette P 

Assembling
table T



2 

Graphs in Modeling DEDS 

2.1 Simple Non-labeled Directed Mathematical Graphs 

The basic transition model and its derivatives can be very easily and transparently 
represented graphically. A platform for this representation is a mathematical graph. 

Definition 2.1. A simple non-labeled directed mathematical graph is given by an 
ordered pair 

 ( )RAG ,=                 (2.1) 

where 
A  is a finite non-empty set of elements called nodes or vertices of the 

graph 
R  is a binary relation on A, which can be empty. 

As explained in Section 1.2, binary relation R determines a set of ordered pairs 
chosen from nodes in set A. Definition 2.1 allows for isolated nodes in a graph. 

The representation of a mathematical graph based on a set-theoretic way 
according to Definition 2.1 can be equivalently substituted or transformed into a 
true graphical form. Let us call it the drawn graphical form. In this form to each 
node corresponds a circle drawn in a plane and to each element of the relation 
corresponds an arrow or directed arc. For example, a graph given by 

 { } ( ) ( ) ( ) ( ) ( ){ }( )44242341314321 ,,,,,,,,,,,,, AAAAAAAAAAAAAAG =  (2.2) 

is equivalently represented in a drawn graphical form as shown in Figure 2.1.  
Each circle has its individuality and corresponds to one node. Even if the 

circles are not denoted with symbols, the drawn graphical form is fully isomorphic 
with that of Equation (2.2). Of course, it is cumbersome to refer to the left-upper or 
right-lower circle, etc. Therefore, it is convenient and usual to denote the node-
circle correspondence as in Figure 2.2. For short we call a simple non-labeled 
directed graph a non-labeled digraph. Obviously a non-labeled digraph G has a 
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close connection with relation R. It can be said that a non-labeled digraph 
represents the corresponding binary relation. The bipartite simple non-labeled 
directed mathematical graphs constitute a special subset of the non-labeled 
digraphs. They are characterized by a set of nodes consisting of two disjunctive 
node subsets and directed arcs connecting only nodes from the different node sets. 
To distinguish the two node subsets graphically, circles and bars or boxes are 
usually used to represent them, respectively (see Petri nets in Chapter 7). 

 

 
Figure 2.1. Graphical form of a mathematical graph 

 
1A 3A

2A 4A

 
Figure 2.2. Specification of the correspondence node-circle 

Many graph properties of digraphs can be analyzed by analogy with non-directed 
graphs. Non-directed graphs are defined as ( )MAG ,=  where M is a set of non-
ordered pairs of graph nodes. In the drawn-graphical form the non-directed edges 
are used instead of directed arcs. 

2.2 Labeled Mathematical Graphs 

Definition 2.1 can be further developed as follows. 

Definition 2.2. A simple labeled directed mathematical graph is a 6-tuple 

 ( )2121 ,,,,, SSffRAG =      (2.3) 

where 
A is a finite set of the nodes; 
R is a relation on A, which can be empty; 
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1f  is a function 1SA → defined if S1 is defined;  

2f  is a function 2SR →  defined if S2 is defined; and 
S1 and S2 are sets that can be empty. 

If both sets S1 and S2 are empty, the graph in Definition 2.2 becomes a simple non-
labeled digraph. 

The labels can denote, e.g., the arc weights given as integers. In Figure 2.3 
there is an example when ∅=1S  (the empty set) and += NS 2 (the set of positive 
integers). 

 
1A 3A

2A 4A

2 

3 1 

1 

2 

 
Figure 2.3. A labeled digraph 

Commonly, the non-labeled and labeled digraphs are called digraphs. In this 
context, bipartite simple labeled directed mathematical graphs are also defined. We 
will see later that Petri nets belong to that kind of mathematical graphs. 

There are several ways to represent mathematical graphs equivalently. One 
frequently used is the incidence matrix. For instance the graph in Figure 2.2 can be 
equivalently represented by the following incidence matrix: 
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⎜
⎜
⎜

⎝

⎛

=

1010
0010
0000
1100

G                (2.4) 

In matrix G, its rows and columns correspond to the nodes such that the first row 
and first column correspond to node 1A , the second row and second column to 2A , 
etc. In the matrix form, directions of arcs are considered from rows to columns. If a 
directed arc is present in the graph, the corresponding matrix element equals one, 
otherwise zero. 

2.3 Subgraphs and Components 

Subgraphs and graph components defined below play an important role in our next 
considerations.  
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Definition 2.3. Consider a digraph ( )2121 ,,,,, SSffRAG = . Then: 

1. A digraph ( )2121 ,,',',','' SSffRAG =  is a subdigraph of G if 
a. AA ⊆'  
b. ( )''' AARR ×∩=  
c. ( ) ( ) 'for 'such that ,':' 1111 AaafafSAf ∈=→  
d. ( ) ( ) 'for 'such that ,':' 2222 RrrfrfSRf ∈=→  
The graph G is also a subdigraph of itself, i.e., GG =' . 

2. If 'G  is a subdigraph of G and GG ≠' , then 'G  is a proper subdigraph of 
G. 

3. A digraph ( )2121 ,,',',','' SSffRAG =  is a partial subdigraph of G if 
a. Item c. and d. are the same as item 1a, c and d.  
b. ( )''' AARR ×∩⊂  but ( )''' AARR ×∩≠  

A subdigraph can be non-labeled or labeled, depending on the digraph for which it 
has been constructed. Figure 2.4 illustrates the subdigraph idea. 

 
1A

2A 4A

 
Figure 2.4. A proper subdigraph of the digraph in Figure 2.2 

The digraph in Figure 2.4 is a proper subdigraph of the digraph in Figure 2.2. The 
set of nodes of the proper subdigraph is a proper subset 

 { } { }4321421 ,,,,, AAAAAAA ⊂  

and all arcs not connecting the nodes of 'A  are canceled. 

 
1A

2A 4A

 
Figure 2.5. A partial subdigraph of the graph in Figure 2.2 
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On the other hand the digraph in Figure 2.5 is a partial subdigraph of that in Figure 
2.2 because arc ( )44 , AA  has been omitted. 

2.4 Directed Paths 

The notion of a directed path is useful later in this book. We deal with it in the 
sequel. 

Definition 2.4. Consider a digraph ( )2121 ,,,,, SSffRAG = . A sequence of nodes 

 
niii aaaa ...~

21
=   (2.5) 

is called a path from 
1i

a  to 
ni

a  in G if 

1. Aa
ki
∈  for all nk ,...,2,1=  

2. ( )
1+kk ii aRa  or ( )

kk ii aRa
1+

 holds for all 1,...,2,1 −= nk , i.e., 
ki

a  is in 

relation R with 
1+ki

a . In other words, there is an arc either from 
ki

a  to 
1+ki

a  

or from 
1+ki

a  to 
ki

a . We say that path a~  goes from 
1i

a  to 
ni

a . 
A path can be non-labeled or labeled, depending on the respective digraph 

property. 

Definition 2.5. If there is a path of the form of Equation (2.5) in a given digraph 
( )2121 ,,,,, SSffRAG =  and 

1. If for all 1,...,2,1 −= nk  either ( )
1+kk ii aRa  or ( )

kk ii aRa
1+

 holds, a~  is called 
a directed path 

2. If  
nii aa =

1
, then a~  is called a cycle 

3. If  a~  is a directed path and 
nii aa =

1
 the path is called a directed cycle 

(cycle for short when no confusion arises) 
4. If  all nodes in a~  are distinct except for 

1i
a and 

ni
a , then a~  is called a 

simple path. In other words, no node repeats in the path. The idea of 
simplicity can be applied to directed paths and directed cycles to obtain 
directed simple paths and directed simple cycles, respectively. 

Definition 2.6. A digraph ( )RAG ,=  is called connected if for every two nodes 
Aaa ji ∈,  there is a path from ia  to ja . G is strongly connected if there are 

directed paths from ia  to ja and from ja  to ia . 



28 Modeling and Control of Discrete-event Dynamic Systems 

Connected digraphs have neither isolated nodes nor isolated groups of nodes. 
The notion of a digraph component is based on the graph connectivity dealt with in 
the following definition. 

 
Definition 2.7. A strong component of a digraph G is a strongly connected 
subdigraph of G, which is not a proper subdigraph of any strongly connected 
subdigraph of G. 

The meaning of the last definition is illustrated using the example in Figure 
2.6.a. There are two strong components of the digraph depicted in Figures 2.6.b 
and 2.6.c. A strong component is a maximum strongly connected subdigraph, i.e., 
not contained in any other strongly connected digraph. Hence, the subdigraph 
depicted in Figure 2.6.d is not a strong component. In particular, it is a proper 
subdigraph of the connected subdigraph in Figure 2.6.b and this fact is 
contradictory to the assumption of Definition 2.7. 

Sometimes it is useful to express the multiplicity of arcs in a digraph. This can 
be done by introducing a weight function over relation R as shown below. Another 
method is to use the multiset concept. A multiset allows multiple same members. 
For example X={(A1, A2), (A1, A2), (A1, A2), (A2, A3), (A3, A3), (A3, A1), (A3, A1)} is a 
multiset example in which (A1, A2) appears three times and (A3, A1) twice in the 
multiset X. 

1A

2A

3A 4A
5A

a. 

5A

b. c. d. 

4A3A1A

2A  

2A

1A

 
Figure 2.6a-d. A digraph (a) and its strong components: (b, c) while its subdigraph (d) is 
not its strong component 

Definition 2.8. A directed multigraph is a triple: 

 ( )fRAG ,,=       (2.6) 

where A and R are the same as in Definition 2.1 and f is a function +→ NRf : .  
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A multigraph in the drawn-graphical form can be equivalently represented as 
those in Figures 2.7 and 2.8. Note that label 1 on an arc can be omitted. Function f 
is given as follows: 

( ) ( ) ( ) ( ) 2,,1,,1,,3, 13333221 ==== AAfAAfAAfAAf  

Figure 2.7. A multigraph 

Figure 2.8. Labeling of arcs in a digraph 

An important group of connected digraphs are trees. A tree is a non-labeled 
digraph with the following properties: it has exactly one node (root) with no in-
going arcs and all other nodes have exactly one in-going arc. Obviously, a tree 
does not contain cycles. 

2.5 Problems and Exercises 

2.1. Let x1-4 be your last four digits in your identification number, respectively. Let 
gi=sign(xi), i=1, 2, 3 and 4. For example, sign(0)=0 and sign(7)=1. Let fi=1-gi. 
Present the graphical representation of the following digraph given the below 
matrix; and identify its strong component(s) if any:  

 A1 A2

A3

e1

e2

e3

e4

e6

e7

e5

A1 A2

A3

3

1

12
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2.2. Prove that the rank of the incidence matrix of any connected tree cannot be full. 

2.3. A part of a town street map is given in Figure 2.9. 

 
Figure 2.9. A part of the street system in a town 

Represent the street system in Figure 2.9 with a directed graph. Find a subdigraph 
representing possible connections between Main Street and Main Railway Station. 
Find a strong component of the digraph. Find all simple paths connecting Main 
Street and Highway. Give some labels to the digraph corresponding to distances 
and find a shortest path from Main Railway Station to Main Street.  

2.4. Given five instructors A1–A5, and five courses C1–C5 to be taught, use a 
circle to represent an instructor and a box a course. Connect a solid line from an 
instructor to a course if the instructor is assigned to teach it and a dotted line 
meaning that the instructor can teach it if needed. Suppose that each instructor is 
familiar with two and only two course materials (hence can teach at most two 
courses). Given Figure 2.10a, b, please derive which one can better cover 
instruction if an emergency happens such that one instructor cannot come. If an 
instructor is assigned to teach a course and can teach at most two courses, how 
many courses must s/he be able to teach if any one instructor has an emergency? 
How about if any two instructors have an emergency? Assume that these five 
courses are offered Monday through Friday, respectively. 

Main Street Main Railway 
Station 

Highway 
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Figure 2.10a, b. Graph showing who are teaching courses and capable of teaching 
additional courses 

A1 A2 A3 A4 A5

C1 C2 C3 C4 C5

a.

A1 A2 A3 A4 A5

C1 C2 C3 C4 C5

b.  
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Formal Languages 

3.1 Notion of the Formal Language 

We will follow the way of reasoning developed in the preceding chapters. Consider 
an event set { }neee ,...,, 21=Σ  given for a DEDS. Further consider it to be in an 
initial state 0q . The system behavior can be defined by all possible sequences 
(strings or words) of events that can occur in it starting from 0q . It is assumed that 
an event occurs in a discrete point of time. Further it is assumed that just one event 
occurs in one discrete time point. The set of all finite and infinite sequences, which 
can be created from the elements of Σ  including the empty sequence ε~ , is 
denoted as *Σ . The set that does not include ε~  is denoted as +Σ , i.e., ε~\*Σ=Σ+  
where symbol “ \ ”  stands for the set subtraction.  

Usually only a part L of all possible sequences *Σ  can occur in a given DEDS. 
Such a particular behavior of the DEDS is due to a subset L  of sequences from *Σ , 
i.e., *Σ⊆L . L  is supposed always to include the empty sequence (string, word) 
and is called a formal language. The formal language L  defines the behavior of a 
DEDS. Our attention is aimed at formal languages with respect to the above-
introduced interpretation related to DEDS. A formal definition is useful in order to 
exactly communicate the idea of a formal language. 

Definition 3.1. Let a finite non-empty set of events { }neee ,...,, 21=Σ  be given. The 
formal language L  over Σ  is a set of sequences formed from the events including 
the empty sequence ε~ . Σ  is called the alphabet of the formal language. A 
sequence of L  is also called a string or word. 

From Definition 3.1 it follows that the empty string ε~  always belongs to a 
formal language.  
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Definition 3.2. The length of a word (string) α  denoted  α  is the number of 
events in the word. The length of the empty string is 0. 

Example 3.1. Consider an alphabet { }βα ,=Σ . A formal language 1L  is given by 

 { }βαββαβααβαε ,,,,,,~
1 =L  (3.1) 

Language 1L  can verbally be determined as a set of all strings over Σ  whose 
lengths do not exceed 2, including the empty string. It is finite.  

Example 3.2. Consider the same alphabet as in Example 3.1. Let a language 2L  
consist of all strings beginning with some event β . It is expressed as 

 { },...,,...,,,,~
2 ββααββααβααβααβαβε=L    (3.2) 

This set obviously has an infinite number of members. 
We will focus on how a formal language can be utilized for the description, 

analysis and synthesis of DEDS. An important assumption is that only one event 
can occur at one discrete time point. Time is not explicitly given for a formal 
language string. However, the order of events is specified. The connection of a 
formal language string with a discrete process as described in Section 1.3 can 
easily be recognized. 

Example 3.2 shows that even in very simple cases it is impossible to put down 
all strings of a formal language. The example also illustrates that the language 
specification is some rule or rules for the creation of strings. Such kinds of rules 
are called formal grammars. 

3.2 Formal Grammars and Classification of Formal Languages 

Any formal language can be defined by a generation rule of its words. The rules for 
generating them, called formal grammar, are described below.  

Definition 3.3. A formal grammar is formally defined by the quadruple  

 ( )sPVVG TN ,,,=  (3.3) 

where 
NV  is a finite set of non-terminal elements  

TV  is a finite set of terminal elements whereby ∅=∩ TN VV ; the union 

TN VVV ∪=  is called the alphabet and its elements are called symbols 
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P  is a finite set of rules { }kPPPP ,...,, 21=  for generating words. The 

generating rule has the form *~,~,~~ VV
G

∈∈ + βαβα a , ε~\*VV =+ , 

where the symbol 
G
a  indicates that a word transformation is accomplished 

using the generating rule belonging to grammar G  
s  is a special non-terminal one in NV  called initial element or symbol. 

The fact that the left hand side word of a generating rule is +∈Vα~  means that 
α~  cannot be an empty word (string). On the other hand, a word *~ V∈β  can be an 
empty one. In other words, an empty string ε~ cannot be mapped into a string but 
there can exist a production rule mapping a non-empty word into an empty one. 

The word generating rules are used for formal language generation. A formal 
language L  generated by a formal grammar G  is a set of all words, which consists 
of the words containing only terminal elements of the given grammar and are 
generated by the repeated application of one or more rules, always beginning at the 
initial element s . Next words are generated from already created words. Rules can 
be applied also on a word part. Their application is formally described by the 
scheme 

 νβμναμ ~~~~~~
G
a  (3.4) 

where ,~,~ ** VV ∈∈ νμ  and as stated before *~,~ VV ∈∈ + βα  and βα ~~
G
→ . The 

process starts with s , i.e., ενεμ ~~ and~~ == . It continues with the new generated 
words according to Equation (3.4). As already mentioned, a part of word can be 
transformed into another. If ενμ ~~~ == , the whole word is being transformed into 
another one. The word generation can be considered as a replacement rule. The 
generation sequence formally proceeds as 

 

  ~~~~~~,....~~~~~~    where

~~~~~~,...,~~~~~~,~~~~~

~~~~~~,...,~~~~~~    where

~~~~~~...,,~~~~~~,~~~~~

2221,2,1,21,2222222212121

2222222222222222222121212121

11112,1,11,1121212111111

1111111212121212121111111111

nnannbnnab

nnbnGnnanbGabG

mmambmmab

mmbmGmmambGabG

s

s

νφμνφμνφμνφμ

νφμνφμνφμνφμνφμνμ

νφμνφμνφμνφμ

νφμνφμνφμνφμνφμνμ

==

==

−−−

−−

aaa

aaa

 

  (3.5) 

In Equation (3.5) ενμνμ ~.......~~~~
21211111 =====  because each generation process 

starts with symbol s.  Consider the first row in Equation (3.5). The final word in 
the row, which closes the particular generation process, is a word for which there is 
no continuation of the generation process. The second generation process starts 
again in s. If the sequences starting in s are exhausted, the next possible generation 
processes start with the words generated in the previous generation ones. If 2

~α  is 
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generated from 1
~α  by the repetitive application of grammar G, a generation 

sequence can be briefly written as 

 21
~~ αα

∗

G
a  (3.6) 

where symbol * denotes the repeated word generation, and G denotes the used 
formal grammar. For the first sequence in Equation (3.5) we have 

 mmbmG
s 111

~~~ νφμ
∗
a   (3.7) 

A language L  consists of words that are generated by a given formal grammar 
in a described way and contains only terminal elements of the given alphabet Σ . If, 
e.g., mmbm 111

~~~ νφμ  consists only of terminal elements (of TV ), then Lmmbm ∈111
~~~ νφμ . 

Example 3.3. Let a language L  be generated by the following formal grammar: 
( )sPVVG TN ,,,= , { }BAsVN ,,= , { }1,0=TV ,  

 { }1,0,1,0 aaaa AABBAAsP =  (3.8) 

s  is the initial symbol. 
The only rule containing s  is As

G
0a  and thus the first generation step (the 

first word generation) should be As
G

0a . The word A0  does not belong to 

language L  generated by grammar G  because in the word there is a non-terminal 
symbol A . Thus two rules can be applied to word A0 : 

 010
G

Aa        (3.9) 

where rule 1
G

Aa  has been used or 

 BA
G

010 a        (3.10) 

where rule BA
G

1a  has been used. 

Because the word from Equation (3.9) consists only of terminal symbols, the 
generation Equation (3.9) yields a word belonging to language L , while the 
generation Equation (3.10) does not. In the next step we have 

 AB
G

01001 a   (3.11) 
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which is a similar situation to before, i.e., either 

 0101010
G

Aa  (3.12) 

or 

 BA
G

0101010 a        (3.13) 

We can write 0101
∗

G
sa . Continuing in this way we obtain the infinite set of 

words belonging to language L : 

 { }......,01010101,010101,0101,01=L    (3.14) 

The formal grammar as defined in Equation (3.4) is the most general one. It is 
called a type 0 grammar and the corresponding generated language is called a type 
0 language. If the generation rules in the type 0 grammar are restricted, various 
grammars are obtained. They can be classified as type 0 or unrestricted grammar, 
type 1 or context grammar, type 2 or context-free grammar, and type 3 or regular 
grammar. Correspondingly, there are type 0 or unrestricted, type 1 or context, type 
2 or context-free, and type 3 or regular languages. The regular grammar is of the 
first-rate interest in DEDS.  

The regular grammar has the generation rules in the form 

 aBA
G
a   or   aA

G
a    (3.15) 

where  NVBA ∈,  and TVa∈ . 
The grammar given in Example 3.3 is regular and thus generates a regular 

language. According to the type definition, the set of languages with a lower type 
number contains all languages of a higher one. Hence, their set inclusion property 
is given: 

Type 3 language ⊂ Type 2 language  ⊂ Type 1 language  ⊂ Type 0 language 
i.e., 

Regular language ⊂ Context-free language  ⊂ Context language  ⊂ 
Unrestricted language 

A formal grammar determines the corresponding language in a generative way. 
A different approach to specifying a formal language is the recognition way. The 
idea underlying this approach consists in finding an abstract model that can 
recognize whether a string over an alphabet belongs to a given language or not. For 
each language type a model can be constructed capable of recognizing the 
language. A finite automaton is such a model for the set of regular languages (type 
3). The next larger set of formal languages, the context-free languages, can be 
recognized by push-down automata, etc. In this sense, a recognizing model is a 
specification tool for a formal language being recognized. Recognizing models are 
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built up as the finite-state machines. In a recognizing model, the symbols of a 
processed string are fed into the model being in some state. The model passes a 
sequence of states and finishes in a state that determines whether the string belongs 
to the formal language specified by the model. 

Moreover, a recognizing model can generate the represented language in a 
different way to that of a formal grammar. The generation in this case is based 
upon the basic transition model described in Section 1.5. The states and allowed 
transitions among the states are used for the generation of the language words.  

In this book we focus on the topics related to regular languages, as they are the 
most important for modeling and control of DEDS. For this type of the languages it 
is necessary to know the finite automata, which serve as recognizing models for 
regular languages. 

3.3 Regular Expressions 

Regular languages can be well specified using regular expressions. The adjective 
“regular” stresses a provable fact that for each regular language there is a regular 
expression that specifies it and vice versa.  

Definition 3.4. Regular expressions over a finite set Σ  are recursively defined as: 

a. The symbol for the empty set ∅  is a regular expression; 
b. The symbol for the empty element of the set Σ (if included in Σ ) is a 

regular expression; 
c. The symbol of any element of Σ  is a regular expression, i.e., if Σ∈a , then 

a is a regular expression; 
d. If r and s are regular expressions, so are ,, rssr ∪  and ∗r  where ∪  

means the set union, rs  is the concatenation of strings or the sets of strings, 
and ∗r  is the iteration of a string or a set.  

Three operations in Definition 3.4(d), i.e., union, concatenation and iteration 
can be applied on strings or sets. Consider the strings 

 mn rrrrssss ...~,...~
2121 ==              (3.16)  

The concatenation of strings r~  and s~  is string nm sssrrrsrc ......~~~
2121== . If  S 

and R are the sets of strings (denote them for better clarity as R and S) the 
concatenation { }SsRrsrRS ∈∈= ~,~~~  is the set of concatenated strings from the 
sets R and S. The iteration or Kleene closure is  

 U
∞

=

∗ =
0

~~
i

irr  (3.17) 

where r~  is a string and 
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 ε~~ 0 =r   is the empty string    

 rr ~~1 =  

 rrr ~~~ 2 =  

 … 

  times)(~...........~~~ krrrr k =    (3.18) 
In Definition 3.4.d, r is supposed to be a regular expression. From the definition 

it follows that it can be a string or a set of strings created in the iterative expansion 
of regular expressions. Consider the case when r is a set of strings. Denote the set 
by R. The Kleene closure is analogously defined as 

 i

i
RR

∞

==
=

0

* U  (3.19) 

where 

 

{ }

{ }
...

~,~~~:strings of 
sets  twoofion concatanat  theisit ,2

1

0

RvRuvuRR
RRR

RR

R

∈∈=

=

=

= ε

 (3.20) 

Example 3.4. Let a formal language over { }βα ,=Σ  be given by the regular 
expression 

 βαβ ∪= ∗L  

The language consists of the strings 

 { }.....,,,,,,,~ αββββαβββαββαβαβε=L  

i.e., it contains αβε ,,~ , and an infinite number of strings beginning withα  and 
including k times symbol β , where K,3,2,1=k  grows to infinity. 
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3.4 Problems and Exercises 

3.1. Consider for the manufacturing system depicted in Figure 1.3 the capacities of 
all conveyors to be 1. Specify a formal language representing the behavior of the 
system. 

3.2. Let two languages be given by regular expressions ∗= αβ1L  and 

( )∗∪= βα2L .  Determine a language given by the concatenation 21LL . 

3.3. Let transits between street crossings in Exercise 2.3 define events (the drive 
from the station to the closest crossing and contrariwise are events, too). Specify a 
language, which is given by possible transits of one car starting from Main Street. 

3.4. A robotic cell contains two machines and two robots as shown in Figure 3.2. 
Parts are loaded irregularly and sequentially in the cell by two inputs: the first kind 
by I1 and the second one by I2. Transfer of parts is done by the robots. Machine 
and conveyor capacities are one. The robot R2 transfers the processed parts on the 
conveyor C3 whenever is part ready, order is not important. 

Explain what is a state and an event in the described system. Explain what it is 
a formal language and how it can be represented with regular expressions. Define 
the event set for the system and write several strings of the formal language 
describing the system. 

 
Figure 3.2. Robotic cell with two machines 
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Control of DEDS 

4.1 State and Control Variables 

Consider the basic transition system Equation (1.19) by Manna and Pnueli 
described in Section 1.5 as a general model of a DEDS. As pointed out earlier, time 
is not explicitly considered in the model. The DEDS dynamics depends on events 
that appear in discrete time points. The events provoke changes of the system states. 
The relations and mutual influence of events and states with respect to control are 
studied in this chapter. According to that, let a DEDS be given by the event set 

 { }neee ,...,, 21=Σ    (4.1) 

A sample event path of the system is 

 
viii eeee ...~

21
=    (4.2) 

where 
1i

e occurs at time point 
1i

τ ,
2i

e at time point 
2i

τ , …, 
vi

e at 
vi

τ , 
viii τττ 〈〈〈 ...

21
. 

We emphasize that just one event can occur in a discrete time point. The path at 
Equation (4.2) starts in the system initial state. Let another sequence of time points 
be determined as  

 ,
2

12

11

ii
ia

ττ
ττ

−
+=  

2
23

22

ii
ia

ττ
ττ

−
+= , …,

2
1

11

−

−−

−
+= vv

vv

ii
ia

ττ
ττ  (4.3) 

i.e., time points at Equation (4.3) are in the middle between the time intervals of 
two consecutive events. 

Let the set of state variables be represented by a time-dependent vector variable 
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Assume the vector component ( ) ,,...,2,1, bitui = having a value from a finite set 

iU  of real numbers. The system state dynamics can be expressed by a sequence u~ , 
which is a discrete process 

 ( ) ( ) ( )
121121

......~
−−

==
vv aaaaaa uuuuuuu τττ    (4.5) 

where the discrete time points are 
121

...
−

〈〈〈
vaaa τττ . Changes of variable ( )tu  at 

discrete time points are changes of the system states, which correspond to events. 
The state changes occur as responses to events. In real systems the responses are 
delayed some time after points 

viii τττ ,...,,
21

. Just to come to a conceivable model, 

assume that all responses finish before points 
121

,...,,
−vaaa τττ  so that new states are 

fully observable in these points.  
We have not yet dealt with the question of how a certain required behavior of 

the system can be achieved. Various system descriptions and models represent the 
given system from the observer point of view. The required and for some purpose 
useful properties and behavior of the system are achieved by the system control 
performed fully automatically or with human participation. In this book we are 
interested in both modeling and control. It is necessary to distinguish between the 
approach aiming at the description of a system as a whole and the approach aiming 
at the control specification. This difference will always be taken into account in the 
next chapters. The control function can be extracted from the required behavior of 
the whole system. 

The system control is enabled through purposeful intervening into the system. 
The interventions are represented by control variables. Assume that they can be 
represented by a vector variable ( )tw . The control variables are time-dependent 
and react to the actual situation in the system with respect to a required system 
behavior. In other words, this is the control. The interventions through the control 
variables correspond to requirements imposed on the system behavior. The degree 
of agreement of the required system behavior with the actual one is judged by a 
relevant criterion specifying the control performance. 

4.2 Control System and Control Function 

From the observer point of view, a system SYST can be represented as one 
including the controlled and control parts as shown in Figure 4.1. The system 
described by the basic transition system at Equation (1.19) can be decomposed  



 Control of DEDS 43 

into two subsystems with the feedback structure typical for control: the subsystem 
S to be controlled and the control system C. Figure 4.1 shows the decomposition 
where w~  is a sequence of control variable values given at discrete time points as 
follows: 

 ( ) ( ) ( )
112211

...~
−−

Δ+Δ+Δ+=
vv aaaaaa ττττττ wwww    (4.6) 

and 
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Figure 4.1. Feedback control structure 

Let the value ( )twi , ci ,...,2,1= , of the vector component be from a finite set iW  
of real numbers. 

State variables of SYST are decomposed in Figure 4.1 into two subsets given 
by s and w. The decomposition model of SYST now distinguishes two subsystems 
S and C. w is input and s output for S, s input and w output for C. 

Very often Equation (4.6) can be simplified considering the assumption that 

 ττττ Δ=Δ==Δ=Δ
1–21

...
vaaa    (4.8) 

SYST

S

C

s~
 

w~



44 Modeling and Control of Discrete-event Dynamic Systems 

i.e., the variable values in Equation (4.6) are given in time points delayed with 
respect to 11 −

−
vaa ττ  by a fixed time τΔ  suitable chosen with respect to the system 

dynamics so that 

 ( ) ( ) ( )ττττττ Δ+Δ+Δ+=
−121

...~
vaaa wwww    (4.9) 

In order to avoid model complications assume that 

 

vv ia

ia

ia

τττ

τττ

τττ

<Δ+

<Δ+

<Δ+

−1

32

21

M
 

Control of the system S (Figure 4.1) can be described using a vector function 
f in the following way: 

 ( ) ( ) ( ) ( )( )
rkkkk aaaa −−

=Δ+ τττττ sssfw ...,,,
1

    (4.10) 

where r=0, 1, 2, …, k–1 and .1...,,2,1 −++= vrrk  The index r determines the 
depth of the influence of the system history on the control in the actual time point. 
The function f expresses the overall control strategy with respect to control goals. 
Fulfilment of the goals is verified using the control quality criteria. 

 Now, to illustrate our model of the system states, events, and control actions 
Figure 4.2 is used to depict their time development. 

Some of the control actions can be empty. If it is not empty an immediate event 
after control action represents an effect of the control. There can be more 
complicated time relations among the states and events. Our assumptions enable 
one to gain the first view of the DEDS function. 

It is useful to structure the control scheme depicted in Figure 4.1 in order to 
express the relation between the system and its outside objects. Variable ( )

kaτs  

from Figure 4.1 is decomposed into the input variable ( )
kaτx , output variable 

( )
kaτy  and internal state variable ( )

kaτz  as shown in Figure 4.3. 
Classification of the actual system variables in the introduced variable groups 

according to the structure in Figure 4.3 is not strictly and uniquely given for a 
particular system. It depends largely on a control designer. 

Presently, the control systems are predominantly realized by control computers. 
There are various designs or versions. Their main and common feature is the 
possibility to program their operation by a sequence of instructions – a program. 
There are two basic kinds of programs:  

• Transformation programs 
• Reactive programs 
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Figure 4.2. Time diagram for states, events and control 

 

S

C

w~

x~
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Figure 4.3. Input-output control structure 

A transformation program represents a traditional way of computer usage. It 
produces a final data result starting from some initial data through a sequence of 
instruction steps that depend only on the situation and states within the program 
itself. A reactive program has to react to external situation of the system during its 
execution, i.e., to states and changes occurring outside the program. In other words, 
during its execution, a reactive program has to be able to accept and detect external 
variables and external data sources and to produce stimuli for the environment. 

The character of reactive programs exactly matches the function of control 
systems as described above. A reactive program realizes a control function 
according to Equation (4.10) by processing the system variable ( )

kaτs  in course of 
time and producing the control actions generated by the computer realizing the 
control program.  

Using the above level of abstraction we have not treated technical details on 
how reactive programs are implemented in a control system. There are many ways 
that external variables can be detected and data conveyed into the control system or 
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from it into the system to be controlled. There are basically two ways that the 
system reaction can be realized: using interrupts or sampling of external variables. 
As we mentioned before there are various control system technical forms. A form 
very often used in practice is a programmable logic controller. It is constructed as a 
modular input-output system for a reliable and robust realization of control 
functions in industrial environments.  

In the control system design it is first necessary to know and to be able to 
specify the required behavior of the controlled system. It is reasonable to use an 
appropriate and formally well-elaborated specification tool. Second, it is necessary 
to specify and analyze the control function again using a suitable specification tool. 
Third, it is to write, implement and verify the correct final control program.  

In this context it is important to emphasize the difference between 
specifications of the whole system denoted as SYST (Figure 4.1) and the function 
of the control part C. The same tool can be used for both cases. However, 
describing the whole system first seems to be natural and facilitating the control 
design. 

 A flow diagram is a conventional type of program specification used prior to 
final program writing. However, flow diagrams are insufficient for the 
specification of the reactive programs. One of the aims of this book is to present 
more effective and suitable specification means for the design of the DEDS control 
realized through the reactive programs. 

4.3 Problems and Exercises 

4.1. Determine the function ( )ττ Δ+
kaw  given by the expression (4.10) for the 

case of deterministic finite automata. 

Figure 4.4. Figure for Problem 4.2 

4.2. Given a tank as shown in Figure 4.4, determine controlled part, control, and a 
control strategy such that the tank maintains at the average level as much as 
possible. The sensory system can detect whether the current level is at Min, Low, 
Average, High, and Max levels, and whether the outlet valve is off and on (either 

Control 
Valve 

Outlet 
Valve 
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High 
 

Average 
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high or low flow rate). The control on the inlet valve can be controlled so that it is 
off and on (high, average, and low). 

4.3. Analyze the relation of the basic transition system in Section 5.1 with the 
model of the system control described using discrete processes according the input-
output control structure in Figure 4.3. 



5 

Finite Automata  

5.1 Basic Definitions 

Finite automata are a classical tool used for many years for DEDS modeling. A 
finite automaton incorporates both principal system features - system states and 
system transitions in an abstract form. The basic definition of a finite automaton is 
given in the sequel. 

Definition 5.1. The deterministic finite automaton (DFA) is a quintuple 

 ( )FqQA ,,,, 0 δΣ=  (5.1)  

where 
Σ  is a nonempty finite set of events, 
Q is a nonempty finite set of elements called states, 

Qq ∈0  is an initial (or start) state, 
δ  is a state transition partial function given by QQ →Σ×:δ , where the 
Cartesian product ×  means  that an ordered pair of elements from Q and 
Σ  is mapped into an element of set Q, and the term “partial function” 
means that the function δ  may not be defined for all ordered pairs that can 
be created of the sets Q and Σ , and 
F is a set of final states given as a subset of Q: QF ⊆ , where F can be the 
empty set. 

There are several modifications of the deterministic finite automaton definition. 
The definition given above is useful in the context of formal languages because a 
deterministic finite automaton can serve as a formal language generator or acceptor. 

Let a deterministic finite automaton ( )FqQA ,,,, 0 δΣ=  be given where 
{ }neee ,...,, 21=Σ and { }mqqqQ ,...,, 10= . Consider sequences of state transitions, 

which always start in the initial state 0q  and the sequential states are obtained by 
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repeatedly applying the function δ  to stepwise generated states. The sequence of 
state transitions is given by 

 ( ) ( ) ( )
kkk jijjijji qeqqeqqeq ===

−
,,.....,,,,

1221110 δδδ  (5.2) 

where  
kjj qqq ,...,,

10  are states, i.e., QqQqQq
kjj ∈∈∈ ,...,,

10 , and the function 
δ  is defined for each pair (state, event) in Equation (5.2). A sequence  

 
kjjj qqqq ...~

210=ω  (5.3) 

for which each part of  Equation (5.2) is fulfilled is called the state path in DFA 
associated with the event string 

kiii eee ...~
21

=η . The state path in DFA is oriented. 

The length (symbol “ ” ) of the state path is k=ω~ . There can be several 
different sequences in a given DFA starting with the same element. A singular case 
would occur if ( )ieq ,0δ  is not defined for any element of Σ . 

The sequence 

 
kiii eee ...~

21
=η  (5.4)  

associated with the state path at Equation (5.3), for which each partial expression 
in Equation (5.2) holds is called an event path in DFA. Hence, each event path 
starts with an event applied in the initial state 0q . Now, it is possible to proceed to 
the definition of the formal language generator. 

Definition 5.2. A deterministic finite automaton given by a quintuple 
( )FqQA ,,,, 0 δΣ=  is called a generator of the formal language L over the 

alphabet Σ , whereby the language is given by the set of all possible event paths 

kiii eee ...~
21

=η  in the DFA, and a generator of the marked language mL , where 

mL  is a set of all possible event paths whose last  element of the state path 

kjjj qqqq ...~
210=ω , associated with η~ , is from the set F . Formally, L is a set of 

strings η~ : 

 ( ){ }defined is,ˆ~
0 ηδη qL =  (5.5) 

where δ̂  is an extended partial transition function QQ →×Σ*:δ̂  obtained from 
the transition function δ  defined by 

 ( ) stringempty   theis~,,~,ˆ εεδ Qqqq ∈=  (5.6) 
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 ( )
kk iiij eeeqq ...~,~,ˆ

21
== ηηδ  (5.7) 

and 

 ( ) ( )
111

, and defined is, jii qeqeq =δδ  (5.8) 
 ( ) ( )

22121
, and defined is, jijij qeqeq =δδ  (5.9) 

 … 
 ( ) ( )

kkkkk jijij qeqeq =
−−

, and defined is,
11

δδ  (5.10) 

For the marked language mL , the ending state Fq
kj
∈ .  

From Definition 5.1 it follows that a finite automaton is a simple labeled 
directed graph denoted for short in Chapter 2 as a digraph. Recalling Definition 2.2 
we can see that the set of states corresponds to the set of graph nodes: QA = . 
Relation R is given recursively by the function δ  starting from the initial state 0q . 
Function δ  determines the next node bq  by applying the input ie  to the actual 
node aq , i.e., ( )iab eqq ,δ= . Thus, the function δ  yields ordered pairs of states 
constituting the graph relation. It is used to be given by the state transition table 
(see the following example). An oriented arc corresponds to ( )ba qq ,  with label ie , 
i.e., ∅=1f  and Σ→Rf :2 . Any finite automaton can be represented in a drawn 
graphical form. 

Example 5.1. A deterministic finite automaton ( )FqQA ,,,, 0 δΣ=  is given by 

 
{ } ( ) { }
{ } ( )

( ) 12

21210

210

0,
1,,,
0,1,0

qq
qqqqqQ

qFqq

=
==

===Σ

δ
δ
δ

 

This automaton generates a marked language equal to the one from Example 
3.3, namely { },.....010101,0101,01,~ε=L . It is better understood from the 
drawn-graphical automaton form in Figure 5.1. 

 

q0 q1 q2
0 

0 

1 

 
Figure 5.1. Finite automaton generating a language 
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5.2 Description of the System Behavior Using Finite Automata 

Application of finite automata for describing the system behavior will be illustrated 
through the following example. 

Example 5.2. Consider a flexible manufacturing system depicted in Figure 5.2. It 
consists of two input and one output conveyors, a servicing robot and a processing-
assembling center. Workpieces to be processed come irregularly in a one-after-
another sequence into the system. The workpieces of type A are delivered via 
conveyor C1 and workpieces of type B via conveyor C2. Only one workpiece can 
be on the input conveyor. A robot R transfers workpieces one by one into the 
processing center M. The next workpiece can be put on the input conveyor when it 
has been emptied by the robot. The production technology requires that first one A-
workpiece is inserted into M and processed, then one B-workpiece is added into 
the center M, and last both workpieces are assembled. Afterwards, the assembled 
product is picked up by the robot and put on the output conveyor C3. The 
assembled product can be transferred onto C3 only when the output conveyor is 
empty and ready to receive the next product. The finite automaton describing 
behavior of the flexible manufacturing system is in Figure 5.3. Following 
Definition 5.1 we have 

 { }ABNABOBMAM TTTTIBIA ,,,,,=Σ  (5.11) 

where 
IA denotes input of a workpiece A to conveyor C1, 
IB denotes input of a workpiece B to conveyor C2, 

AMT  represents transfer of workpiece A into machine M by using robot R, 

BMT  represents analogously for a workpiece B, 

ABOT  represents transfer of the product AB assembled of A and B from 
machine M onto output conveyor C3 by robot R, and 

ABNT  represents transfer of the product AB from conveyor C3 out of the 
manufacturing cell, i.e., emptying the output conveyor. 

The automaton states are 

 { }23210 ...,,,, qqqqQ =  

where 0q  is the initial state depicted in Figure 5.3 by a double circle. For final 
states we have F = Q. 

The transition function δ  is specified by a graph representation of the 
automaton in Figure 5.3. The table form of δ  called the state transition table is 
given in Table 5.1. Actual states are on the left-hand side of the table, inputs are 
given as headings of the table columns. Table entries are the next states, and a 
hyphen indicates that δ  is undefined. 
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Figure 5.2. Flexible manufacturing system with one robot 

The arcs of the graph in Figure 5.3 are labeled with events of Σ . If the 
automaton is in some state, e.g., 0q , and a workpiece  (of type A) arrives in the 
system (event IA), then the automaton passes from 0q  into state 1q . Being in 1q  
two events can occur; either a workpiece B arrives (event IB) or the workpiece A is 
transferred into machine M (event AMT ). Behavior of the system with respect to 
other events is represented analogously. 

An additional description of the automaton states is given in Figure 5.3. 
Symbol A indicates that a workpiece A is available at the input after it arrives in 
the system. Notation using symbol B has an analogous meaning. AinM, BinM 
represent states when workpieces A and B are inside machine M. ABO denotes that 
in the given state, the product AB is on the output conveyor. 

In the adopted finite automaton representation of the system, it is assumed that 
just one event occurs at a discrete time point. Technologically simultaneous actions 
are performed in the consecutive steps at separate discrete time points. The time 
interval between individual steps can be very short relative to the system dynamics. 
In practice, the interval is given by the processing time of the considered system 
control unit. Thus the required parallelism of the system actions can be ensured by 
relatively quick consecutive (serial) system actions, which can be quite sufficient 
with respect to time requirements of a particular system. 

If we consider the finite automaton in this example as a generator of a formal 
language, the generated words can be constructed in the following way (recall 
event paths in DFA): 
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A cyclic repetition of the manufacturing program yields infinite words which 
all belong to the generated formal language. In practice, the process stops on 
operator’s command, e.g., at the end of a working shift. 
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Figure 5.3. Finite automaton for a flexible manufacturing system 
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Table 5.1. State transition table for the automaton in Figure 5.3 

5.3 Control Specification Using Finite Automata 

The goal of the DEDS control is to generate control variables ( )tw  as shown in 
Chapter 4. In the previous section a finite automaton is used for describing the 
DEDS behavior. By means of a finite automaton it is also possible to specify the 
system control, i.e., the function of a control subsystem C (Figure 4.1). We extend 
Definition 5.1 for that purpose. Let the modified model be called a deterministic 
finite automaton with outputs – DFAO. Its structure is very close to the one of the 
finite automaton defined before. 

q i  \ e j IA IB T AM T BM T ABO T ABN

q 0 q 1 q 8 - - - -
q 1 - q 9 q 2 - - -
q 2 q 3 q 10 - - - -
q 3 - q 4 - - - -
q 4 - - - q 5 - -
q 5 - q 6 - - q 14 -
q 6 - - - - q 7 -
q 7 - - q16 - - q 9

q 8 q 9 - - - - -
q 9 - - q 10 - - -
q 10 q 4 - - q 11 - -
q 11 q 5 q 12 - - q 23 -
q 12 q 6 - - - q 13 -
q 13 - - - - - q 8

q 14 - q 7 q 15 - - q 1

q 15 q 17 q 16 - - - q2

q 16 q18 - - q 19 - q 10

q 17 - q 18 - - - q 3

q 18 - - - q 22 - q 4

q 19 q 22 q 20 - - - q 11

q 20 q 21 - - - - q 12

q 21 - - - - - q 6

q 22 - q 21 - - - q 5

q 23 q14 q13 - - - q 0
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It is natural to proceed as follows. The set of events Σ  is constructed as inputs 
to the control system from system S (Figure 4.1). Definition 5.1 is extended by a 
new set – the outputs, and the output function. 

Definition 5.3. A deterministic finite automaton with outputs (DFAO) is the triple 

 ( )ϕ,, YAAC =  (5.12) 

where A is a deterministic finite automaton, Y is a finite set of outputs, and ϕ  is a 
function YQ →:ϕ . 

Example 5.3. Consider a set of events { }R,1,0=Σ  and a set of outputs { }RY ,1,0= . 
0 and 1 are binary digits. R is the symbol denoting the event “no digit”. The 
symbol serves as a separator. Let a deterministic finite automaton with outputs be 
constructed to model a serial conversion of binary numbers into arithmetic binary 
complements used in the computers for the representation of negative numbers. For 
instance, the binary number 0 0 1 1 0 1 0 0 is given. The lowest order bit is at the 
right-hand side. The highest order bit is the seventh one on left and the eighth one 
is the sign bit. The digits and/or separators appear as a sequence where the first 
digit element in the sequence is the lowest bit etc.  RRRR 10110000~ =ω . Now the 
arithmetic complement is 

 0   0 1 1 0 1 0 0 →  1  1 0 0 1 0 1 1 
  + 1 
  ____________ 
  1  1 0 0 1 1 0 0 

The sequence  R 0 0 1 0 1 1 0 0 R R R  whose elements are ordered as usual in 
sequences, i.e., the lowest order being assigned to the first left-hand digit element 
in the sequence should be converted into the sequence   R 0 0 1 1 0 0 1 1 R R R. 
The sequences are inversely written compared with the writing of the binary 
numbers. Time is not expressed explicitly. Event order is given by event sequences. 

The task is to construct DFAO such that the serially arriving binary numbers 
are converted into serially generated arithmetic complements. The conversion 
function is described as a DFAO as follows: 

 
{ } { }
{ } QFRY

qqqqqQR
==
==Σ

,1,0
state initial   theis  where,,,,1,0 03210  

The functions δ  and ϕ  are specified in the graphical form in Figure 5.4. The 
control function of the DFAO being in an actual state kq  and receiving an event ie  
is to generate an output Yyk ∈  and to go into the next state ( )ikk eqq ,1 δ=+ . The 
outputs influence the controlled system. 
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Figure 5.4. Finite automaton of the binary number conversion 

Let us return to Example 5.2. For the sake of a better understanding we notate by 
XIA an event related to IA, XIB to IB etc. The DFAO is given as follows: 

 ( )ϕ,, YAAC =  
 ( )FqQA ,,,, 0 δΣ=  

where  
{ }ABNABOBMAM XTXTXTXTXIBXIA ,,,,,=Σ  
{ }kxxx qqqqqqqQ ,...,,,,...,,, 2123210=  
QF =  

and ϕ  is given below. 

The meaning of elements in set Σ  is slightly different from Equation (5.11). 
XIA denotes a signal from a sensor detecting the arrival of a workpiece A on the 
conveyor C1. An analogous meaning has the element XIB. Similarly, 

,,, ABOBMAM XTXTXT  and ABNXT  correspond to signals indicating that a workpiece 
A, a workpiece B, and the assembled product are in the machine, on the output 
conveyor, and leaving the output conveyor, respectively.  The set of outputs is  

{ }YABNYABOYBMYAMY ,,,,λ=  (5.13) 

where λ  stands for the empty symbol, YAM is a command for the robot to pick up 
a workpiece from conveyor C1 and to insert it into machine M. 

Function ϕ  is defined as follows: 
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( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) .,,

,,,,,
,,,,,

110

98765

43210

etcqYBMq
YAMqqYABNqYABOqq

YBMqqqYAMqq

x λϕϕ
ϕλϕϕϕλϕ

ϕλϕλϕϕλϕ

==
=====

=====
 

A command for the transfer of a B-workpiece into machine M is realized after a 
fixed given time interval when it is certain that the operation in the machine has 
been finished. It is analogous for the transfer of a product from M or from 
conveyor C3. Another possibility could be to introduce additional signals 
announcing completion of the respective operations.   A  DFAO is to be derived 
from the automaton in Figure 5.3 for different Σ  and using the set of outputs 
together with the function ϕ . A part of the deterministic finite automaton with 
outputs is sketched in Figure 5.5. The state transition table can be written as before. 
It must be extended by a table representing function ϕ , as exemplified by Table 
5.2. 

Finally, recall the regular expressions described in Chapter 3. It can be proved 
that the languages generated by finite automata are of type 3, i.e., regular 
languages. Inversely, regular languages are generated by finite automata or by their 
marked languages. The regular languages can be specified by regular expressions. 
Therefore, it is possible to apply triangular transformations according to the 
scheme in Figure 5.6. 

The regular expression βαβ ∪= ∗L  in Example 3.4 is generated according to 
Definition 5.2 by a deterministic finite automaton depicted in Figure 5.7. 
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Figure 5.5. A control automaton 
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Table 5.2. Table for the output function ϕ  

 

Regular language Regular expression

Deterministic finite automaton

 
Figure 5.6. Relation between regular language, regular expression and automaton 
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Figure 5.7. Finite automaton generating the language given by a regular expression 
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5.4 Non-deterministic Finite Automata 

Sometimes uncertainties may occur in the system. There is a whole theoretical 
branch, namely the fuzzy set theory and its applications dealing with uncertainties. 
In the finite automata, the uncertainty can be represented by a modification of the 
transition function δ . Instead of the next state a subset of next states is defined. 

Definition 5.4. A non-deterministic finite automaton is a quintuple 

 ( )FqQNA ,,,, 0 δΣ=  (5.14) 

where all symbols but the transition function δ  have the same meaning as in 
Definition 5.1. In this case 

 QQ 2: →Σ×δ  (5.15)  

An ordered pair state-event is mapped into a subset of Q. The power set Q2  is the 
set of all subsets of Q  and always including the empty set. 

Non-deterministic finite automata are generators of the formal languages in the 
sense of Definition 5.2, as well. Both kinds of automata are equivalent with respect 
to language generation. If a non-deterministic finite automaton generates a 
language then a deterministic finite automaton can be constructed generating the 
same language. The inverse holds true, as well. 

5.5 Problems and Exercises 

5.1. Figure 5.8 shows a robotized manufacturing system with three robots. Robot 
R1 picks up a part of type A from input I1 (if available) and loads it in the milling 
machine M1. When milling is finished, R2 transfers the part on the assembling 
table. Similarly robot R2 picks up from input I2, a part of type B and loads it in M2. 
When the milling is finished in M2 and there is part type A on the assembling table, 
the part from M2 is transferred onto the assembling table where the final product is 
assembled of the parts. Then robot R3 puts the product on the output O. The 
manufacturing process repeats cyclically.  

Solve the following problems. 

a. Represent the described system and its behavior by a finite automaton in a 
graphic mode. The number of states is restricted to 30. 

b. Show how a finite automaton with outputs can specify control of the 
system. The state number is restricted within or to 20. 

c. Write several event strings generated by the automaton. 
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Figure 5.8. Manufacturing system with three robots 
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Figure 5.9. Two finite automata with outputs for Exercise 5.2 

 
5.2. Two finite automata with outputs are depicted in Figure 5.9. Specify their 
event sets, state sets and outputs. Determine the formal languages they are 
generating. Choose some states as the set for one automaton and specify the 
marked language, which it generates.  

Form the so-called product of automata with the set of states given by the 
Cartesian product of their state sets using a modeling assumption that only one 
event occurs at a discrete time point. 

5.3. Modify slightly the flexible manufacturing system in Figure 5.2 as depicted in 
Figure 5.10. The system has one input belt conveyor, two working machines and 
one assembly center. Parts of one kind are coming into the system one by one via 
the input conveyor. The robot transfers parts in free M1 or M2. Both machines 
have capacity one part. Then the parts from M1 or M2 are transferred to AC. There 
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M1 M2 

R1 R2

T

R3 
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two parts are necessary for assembly. After assembly the product is transferred on 
the output conveyor. M1 and M2 perform the same operation but with different 
times.  

Make a deterministic finite automaton in the graphic form describing the 
function of the system. 

 

Figure 5.10. Modified flexible manufacturing system 
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Reactive Flow Diagrams 

6.1 Standard Flow Diagrams 

Flow diagrams, sometimes called flow charts, are popular in programming. They 
are graphical tools for drawn-graphical visualization of algorithms to be 
programmed and executed by computers. Flow diagrams make final programming 
easier and help one minimize programming errors.  

Flow diagrams have been developed and used for decades for transformation 
programs dealt with in Section 4.2. A flow diagram prescribes a sequence of 
computer operations forced by computer instructions. There are four basic 
elementary building blocks used in flow diagrams: operational block (Fig. 6.1a), 
decision block (Fig. 6.1b), start and end block (Fig. 6.1c), and subprogram block 
(6.1d). The blocks are connected with arrows determining the next operation block. 
The decision block is equipped with one or more conditions.  A continuation of a 
program depends on the conditions. A cyclic repetition of a same group of 
operations can be specified by means of a decision block, too. 

 

a. Operational block b. Decision block. c. Start and end block. d. Subprogram block. 

Condition?

Y

N

 
Figure 6.1. Elementary building blocks of flow diagrams 

Application of the flow diagram technique to transformation programs is well 
known. A different situation arises if flow diagrams are used for reactive programs. 
In his book Zöbel (1987) analyzes in detail and shows troubles with standard flow 
diagrams used for control system programming. 
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6.2. Reactive Flow Diagrams 

Reactive programs are able to respond to external stimuli during their execution. 
Flow diagrams used for reactive program specification must be adapted for that 
purpose. An important problem regarding how to manage and process concurrent 
processes is connected with the reactivity property. In a controlled DEDS several 
technological operations usually run in parallel. In such a system there are signals 
mediating data about the system events. Such events are called concurrent.  

Let us return to Example 5.2 and consider the state 0q  in the finite automaton 
in Figure 5.5. Both asynchronous and spontaneous concurrent input variables XIA 
and XIB are to be detected. Similarly XIB and XTAM in the state 1q : arrival of a 
workpiece B on the input conveyor B (variable XIB) and transfer of a workpiece A 
into machine M (variable XTAM) are concurrent events. Both events are 
spontaneous and do not influence each other. XIB may occur earlier than XTAM or 
vice versa. The control system passes into the next state according to the occurred 
event. As mentioned earlier, in a finite automaton model it is assumed that no two 
events occur exactly at the same time. It is clear that this assumption is very well 
substantiated in case of one-processor control system. 

The adaptation of a traditional flow diagram technique uses a cyclic repetition 
of a flow diagram or of its part, and locking or unlocking groups of operations in 
order to enable real-time processing of concurrent system events (Hrúz 1994). A 
cyclic repetition of program operations has to be sufficiently quick with respect to 
the controlled system dynamic requirements. 

There are only two ways to ensure fulfilment of the above-mentioned 
requirements if one control computer, or generally speaking one control processor 
is used in the system: 

a. Repetitive or cyclic sampling of concurrent variables 
b. Use of the computer interrupt (alarm) system 

Both ways can be mixed together in practical DEDS control.  
The solution may be different if two or more control processors are used in the 

system. Of course, the processors must somehow communicate. We will deal with 
the solution mostly encountered in practice, namely the use of one processor and 
item a. 

We will show the use of a reactive flow diagram to a control finite automaton 
(deterministic finite automaton with outputs) whose structure paradigm is depicted 
in Figure 6.2. It includes all situations encountered in finite automata: sequences of 
states, branching from a state and a feedback. Two related finite automata are used 
in order to show better the use of reactive flow diagrams for concurrent processes. 
{ }521 ,...,, eee  are inputs, { }4321 ,,, yyyy  are outputs, { }3210 ,,, qqqq  are the 
automaton states, and 0q  is the initial state for the first automaton. { }321 ,, eee  are 
inputs, { }321 ,, yzz  outputs, { }210 ,, sss  states, and 0s  is the initial state for the 
second automaton. States of the whole shuffle automaton are given by the parallel 
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composition of the described automata (treated as sub-automata) states. The set of 
outputs is union of the sets of the sub-automata outputs. 

The finite automaton has been converted into the reactive flow diagram as 
shown in Figure 6.3, where the sampling or polling technique with the cyclic 
structure has been utilized. In the reactive flow diagram, the states of a finite 
automaton are represented by the operation blocks that are either locked or 
unlocked by means of the auxiliary variables from the set K: 

{ }7654321 ,,,,,, kkkkkkkK = . 

When a transition from one state to another occurs, the block associated with 
the active state is locked using variables from set K and the block associated with 
the next state is released. Figure 6.3 explains how branching and looping is solved 
using the same idea. As mentioned above, another possibility would be to use the 
interrupt mechanism or to combine it with the cyclic polling technique just 
described. 

Control finite automata outputs are control variables for the controlled system. 
They are denoted as y or z. Inputs to the automaton are outputs of the controlled 
system, that represent events e. Branching in the first automaton in state 2q  is 
solved by a block which is guarded by the variable 13 =k  while 

0,0,0 421 === kkk  so that the other three remaining blocks corresponding to the 
first automaton are locked. It also means that the state 2q  is active. Depending on 
the arrival of the events 1e  or 5e , the next active state will be 3q  or 1q , 
respectively. Guarding variables associated with the second automaton are k5, k6, 
and k7. Processes are parallel when, for example, 1and1 53 == kk . Two blocks 
are accessible in that case in a reactive flow diagram.  
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Figure 6.2. A structure paradigm for control finite automata 
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Figure 6.3. Reactive flow diagram for the finite automata in Figure 6.2 
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As mentioned earlier, the sampling frequency has to be such that the response 
to the events is sufficiently quick. Expression 4: yy =  means that the variable y is 
set value to 4y , 1: zz =  means that  z is set to 1z , etc., and similarly for the 
variables ik . The rest is clear from Figures 6.2 and 6.3. 

6.3 Problems and Exercises 

6.1. Minimum time duration of signals that are external ones for the control 
systems is decisive for a good control function. Consider a reactivity problem of 
the control function with respect to temporal properties of external signals using 
reactive flow diagram with its cyclic repetition as described in this chapter. 

6.2. Figure 6.4 shows a robotic manufacturing cell. Workpieces A are processed 
sequentially with robot R1 and with robot R2 respectively. The sequence results in 
the product A. 

Figure 6.4. A two-robot manufacturing cell 

A similar operation sequence is applied for workpieces B resulting in products of 
the kind B. Workpieces come in the cell irregularly. Specify control of the robotic 
cell with the use of a reactive flow diagram. 
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Petri Net Models of DEDS 

7.1 Notion of Petri Nets 

As described in Chapter 5, a finite automaton specifies a system by means of a set 
of states and a transition function. The arguments of the transition function are the 
state and event. We can speak about an actual state. The transition function assigns 
a state to an actual state. The assigned state is a next state while the actual state can 
be called the active present state. By repeating the assignments, a sequence of 
actual states is obtained. In the finite automaton there is always only one state 
active. 

A system can often be broken down into subsystems. If it is required to 
describe activities of subsystems and their mutual relations, a finite automaton 
model can be cumbrous because each combination of subsystem states needs a 
separate state of the finite automaton. Another model known as a Petri net removes 
that inadequacy. Petri nets are named after a German mathematician C. A. Petri 
who first proposed a model of that kind (C. A. Petri, 1962). With Petri nets the 
main idea is to represent states of subsystems separately. Then, the distributed 
activities of a system can be represented very effectively. Many properties of the 
DEDS, e.g., synchronization, concurrency, and choices can be well presented and 
analyzed using Petri nets. They can be used not only for the specification of the 
DEDS behavior but also the control design. However, Petri nets have various other 
uses. To illustrate them we introduce, e.g., fuzzy reasoning with Petri nets (Gao et 
al. 2003, 2004) or creation of algorithms (Hanzálek 1998a, b). Several supporting 
programs exist for design and analysis of Petri nets, e.g., PESIM (Češka 1994), 
MATLAB® Toolbox (Svádová and Hanzálek 2001), CPN analysis tools (Jensen 
1997), SPNP (Hirel et al. 2000), and many others. 

Let a manufacturing cell be configured as shown in Figure 7.1. A workpiece 
arriving at the cell on the input conveyor is transferred to the milling machine. 
Both workpiece and robot must be available to perform first the transfer operation 
of the workpiece into the machine input. Then the milling is taking place in the 
milling machine. Obviously, the milling machine must be free for that. After 
milling, the workpiece is moved onto the machine output. Then, if the robot is free, 
the processed workpiece is transferred by the robot onto the cell output conveyor. 
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Only one workpiece can be located in any of the cell subsystems. So far, 
technological conditions and the procedure have been described verbally. 

MILLING
MACHINE

Output conveyor

Machine input Machine output

Robot

Input conveyor

 

Figure 7.1. A robotic manufacturing cell 

Figure 7.2 shows how the function of the manufacturing cell with its 
subsystems can be presented using a Petri net. Let the circles in Figure 7.2 denoted 
by 521 ,, ppp  and 7p  correspond to four subsystems as follows: input conveyor - 

1p , robot - 2p , milling machine - 5p  and output conveyor - 7p . Let the other 
circles correspond to the following operations: transfer of a workpiece into the 
milling machine by means of the robot - 3p , milling operation - 4p , transfer of 
the milled workpiece on the output conveyor - 6p . The circles are called places of 
Petri nets. The presence or availability of a workpiece at the cell input is modeled 
by a dot in place 1p . We say that a token is in 1p . Analogously, a token in 2p  
(Figure 7.2b) means that the robot is free or available to transfer a workpiece 
somewhere. Figure 7.2a shows a situation when both conditions for the transfer of 
a workpiece into the machine are not satisfied. A vertical bar denoted as 1t  is 
called a transition. It symbolizes an event. In this case, it is the start of the transfer 
operation.  Transition  2t   represents  the  end of the transfer and start of the 
milling operation. Clearly, realization of this event requires that the transfer has 
been performed and the milling machine is available. 3t  denotes the end of the 
milling and start of the workpiece transfer on the output conveyor; 4t  is the end of 
the output transfer and arrival of a workpiece on the output conveyor. 

The token distribution describes an actual state of the system. It changes 
through a so-called transition firing. A transition firing is possible if all places 
before this transition have enough tokens – the transition is said to be enabled. 
Firing has the following effect: one token is taken from all places before the 
transition and one token is placed into each place located after the transition. The 
effect complies with the so-called firing rules just described. According to Figure 
7.2b both conditions are met for a workpiece transfer. Figure 7.2c shows the next 
system state: the robot moves the workpiece from the input conveyor into the 
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milling machine. Figure 7.2d gives the next state when the milling operation is in 
progress and the robot is again free. 

a. 
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c. 

Figure 7.2. Petri net of a manufacturing cell: a. input conditions not met; b. input conditions 
met; c. workpiece transfer into the milling machine; and d. milling operation in progress 
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d. 

Figure 7.2. (continued) 

The Petri net places are connected with transitions through oriented arcs. The 
arcs pointing to a transition from places (called input places) indicate that those 
places should have tokens in order for the transition to fire. Speaking in terms of 
systems to be modeled, an event can occur when the required state conditions are 
fulfilled. Firing a transition corresponds to occurrence of an associated event with 
it. The event causes a state change. In the Petri net, a new state is given by change 
or flow of tokens according to the above given rules. Oriented arcs going out of the 
transition to some places (called output places) indicate that the place-
corresponding subsystems will be active after the transition fires. 

The Petri net model of the DEDS from Figure 7.1 corresponds to a real system 
if the meaning of the Petri net elements is properly chosen and used. Our model 
bears some risk.  Imagine, that the milling operation runs (Figure 7.2d) and a new 
workpiece arrives in the cell. The robot is available, thus according to the Petri net 
the workpiece can be put into the transfer process. The robot is occupied by the 
transfer. On the other hand, the robot is needed for the transfer of the processed 
workpiece out of the machine. The system will be in a deadlock, i.e., no 
continuation is possible. Occurrence of the deadlock depends on the time 
circumstances. If a workpiece, and accordingly a token, comes in 1p  in due time, 
i.e., if the intervals between two inputs of workpieces are not smaller than some 
allowed value, the deadlock does not occur in this cell. 

Another possibility to avoid the described difficulty with deadlocks is to 
improve the Petri net model to be closer to a real manufacturing system. Usually a 
milling machine has an input place where a workpiece waits for milling and a place 
at the machine output where a workpiece is placed after milling. The next 
workpiece can be placed to the machine input during the milling of another 
workpiece. A new workpiece can be milled when the processed workpiece is 
moved to the output place. A Petri net model describing the work of the 
manufacturing cell more realistically is shown in Figure 7.3. There are some new 
places and transitions in Figure 7.3 specifying a correct function of the cell without 
system deadlocks. If a workpiece appears at the input, a token is placed in 1p . 
Place 32p  ensures that the transfer of a next workpiece into the machine starts only 
when the machine input is free. Similarly, a token in 42p  means that the machine 
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output is empty. Place 61p  guards the transfer onto the output conveyor. We can 
see that Petri nets can well express the distributed activities in the modeled system. 

The situation just described is very often encountered in the design practice.  If 
the Petri net in Figure 7.2d is correct with respect to the system behavior, the real 
system should be re-arranged and improved. Petri nets can thus help discover an 
ill-shaped technological layout. On the other hand, they may not correctly specify 
the system. A solution of that case is shown in Figure 7.3 using a corrected net.  
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Figure 7.3. An improved Petri net model of the manufacturing cell 

Figure 7.4. Petri net model of the manufacturing cell with the arc weights 

Consider now a situation when three parts are to be fed into the milling 
machine. In the machine the parts are simultaneously processed and assembled in 
one product. The situation can be modeled using weights of the Petri net arcs. 
According to modified rules for transition firing, each place before a transition 
must have at least as many tokens as the weight of the arc connecting the place and 
the transition. Tokens whose quantity is equal to the arc weight are removed from 
each input place of the considered transition.  On the other hand, after a transition 
fires, as many tokens are put into each output place as the weight of the outgoing 
arc from the transition to the place. The weights are positive integers. The use of 
weights is illustrated in Figure 7.4. A weight is assumed to be 1 if no number is 
associated with an arc. It was the case in Figures 7.2a–d and 7.3. Other weights 
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than one are given as arc labels. Transition 21t  can be fired only when the machine 
is free (a token is in 5p ) and three tokens in 31p . Then, three tokens are taken 
away from 31p , one from 5p  and one is placed into 4p . 

Figure 7.5. Petri net for the manufacturing system from Figure 1.3 
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We are now able to construct a Petri net for the manufacturing system in Figure 
1.3. The Petri net is depicted in Figure 7.5. The place and transition meaning is 
explained in Tables 7.1 and 7.2. 

Table 7.1. Meaning of places of the Petri net in Figure 7.5 by a token presence 

p1 Waiting on workpiece arrival
p2 Workpiece in the detection area of sensor P11 
p3 Workpiece between sensors P11 and P12
p4 Capacity of conveyor C1
p5 Workpiece ready at the end of C1 for the transfer into machine M
p6 Machine M free
p7 Transfer of the workpiece into machine M is in progress
p8 Workpiece waitng for processing in M
p9 Processing of the workpiece in machine M is running
p10 Workpiece waiting on transfer onto conveyor C2
p11 Workpiece transfer on conveyor C2
p12 Capacity of conveyor C2
p13 Workpiece waiting on processing
p14 Workpiece between sensors P21 a P22
p15 Workpiece at the end of conveyor C2
p16 Transfer of the workpiece into machine G is in progress
p17 Workpiece waiting on processing
p18 Machine G is free
p19 Processing of the workpiece in machine G is running
p20 Workpiece waiting for transfer onto conveyor C3
p21 Transfer of the workpiece onto conveyor C3 in progress
p22 Capacity of conveyor C3
p23 Workpiece at the begin of conveyor C3
p24 Work-piece between sensors P31 and P32
p25 Work-piece at the end of conveyor C3  
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Table 7.2. Meaning of transitions of the Petri net in Figure 7.5 

t1 Work-piece arrives into the detection area of sensor P11
t2 Work-piece arrives into the area between sensors P11 and P12
t3 Work-piece arrives at the end of conveyor C1
t4 Start of the work-piece transfer from conveyor C1 into machine M
t5 End of the work-piece transfer into machine M
t6 Start of the work-piece processing in machine M
t7 End of the work-piece processing in machine M
t8 Start of the work-piece transfer from machine M onto conveyor C2  
t9 End of the work-piece transfer from machine M onto conveyor C2
t10 Work-piece arrived in the area between P21 and P22
t11 Work-piece arrived at the end of conveyor C2
t12 Start of the work-piece transfer from conveyor C2 into machine G
t13 End of the work-piece transfer into machine G
t14 Start of the work-piece processing in machine G
t15 End of the work-piece processing in machine M
t16 Start of the work-piece transfer from machine G onto conveyor C3
t17 End of the work-piece transfer from machine G onto conveyor C3
t18 Work-piece arrived in the area between P31 and P32
t19 Work-piece arrived at the end of conveyor C3
t20 Work-piece left conveyor C3 and the manufacturing system  

7.2 Basic Definitions 

The notion introduced intuitively in the preceding section is systematically 
analyzed and defined in this section. First, the basic definition of a net is given. 

Definition 7.1. The net NET is defined by a triple 

 ( )FTPNET ,,=  (7.1) 

where P={p1, p2, …, pn} is a finite non-empty set of elements called places, T={t1, 
t2, …, tm }is a finite non-empty set of elements called transitions, and F is the union 
of two binary relations F1  and F2: F = F1∪F2. P and T  are the disjunctive sets, i.e., 
P∩T= ∅ (empty set). F1 is a binary relation from P to T : F1⊆ P×T. Analogously 
F2⊆ T×P is the binary relation  from T to P. F is the set of ordered pairs consisting 
of a place (transition) at the first position and a transition (place) at the second one. 
F is called a flow relation. P, T and F are such that the following holds for them: 
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 TtPp ji ∈∃∈∀ :  such that ( ) Ftp ji ∈,  or ( ) Fpt ij ∈, and 

 PpTt rs ∈∃∈∀ :  such that ( ) Fpt rs ∈, or ( ) Ftp sr ∈, . 

According to the definition, each place is included at least in one ordered pair of F. 
Similarly, each transition is included in at least one ordered pair of F. In other 
words there are neither isolated places nor isolated transitions in net NET. 

Definition 7.2. A Petri net PN is defined by the triple 

( )0,, MWNETPN =  (7.2) 

where  NET  is a net by Definition 7.1 such that 

( )0,,,, MWFTPPN =  (7.3) 

W is the weight function given as +→ NFW : where +N  is a set of positive 
integers. NPM →:0  is a function called the initial marking whose element M0(p) 
is the number of tokens initially in place p where N is a set of non-negative integers. 

 
The numbers to which are mapped the pairs of F are called weights. Obviously, 

the weights are positive integers. The initial marking is non-negative integers. 

Definition 7.3. The function NPM →:  is called the marking of a Petri net. M(p) 
represents the number of tokens in place p at marking M. 

The initial marking is specifically given in the definition of a Petri net. 
Similarly as in finite automata, it is reasonable to include the initial state in Petri 
net model definition because any real system begins its activity at an initial state. 
The different functions NPM →: correspond to the different markings. 

Consider a Petri net PN and a transition Tt ∈ . The set of input places of t as 
denoted by  t•  and called preset of t is  

 ( ){ }Ftppt ii ∈=• ,  (7.4) 

According to Equation (7.4), set t•  contains each place ip  being in the flow 
relation F with the given transition t. The set of output places belonging to t, called 
post-set of t, is 

 ( ){ }Fptpt ii ∈=• ,  (7.5) 

Similarly, the set of the input and output transitions pertaining to a given place 
p is 
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 ( ){ }Fpttp jj ∈=• ,  (7.6) 

 ( ){ }Ftptp jj ∈=• ,   (7.7) 

Input and output places of a transition are also named pre- and post-places. 
Similarly, input and output transitions of a place are also named pre- and post-
transitions. 

The next two definitions define the transition enabling and firing rules-they are 
together also called the execution rules of a Petri net. 

Definition 7.4. (Enabling rule) A transition t in a given Petri net is called fireable 
or enabled by a marking M if and only if (iff for short):  

a. For each pre-place of t, its marking is equal or greater than the weight of 
the arc from it to t, or 

b. t•  has no pre-place.    

Mathematically, a transition t is fireable iff 

 ( ) ( )tpWpMtp ,: ≥∈∀ •  (7.8) 

or 

 ∅=•t  (7.9) 

 
Equation (7.9) means that a transition without any pre-place is fireable by any 
marking. Such a transition is called a source transition. The notation ( )tpW ,  
means the value of the function W for the ordered pair ( )tp, . Strictly writing, it is 

( )( )tpW , . 

Definition 7.5. (Firing rules) Consider a Petri net and marking 
( ) { }npppppM ,...,,, 21∈ . Assume that transition t is fireable. Then, the marking 

after t’s firing is 

 ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )⎪

⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

∉∧∉

∈∧∉+

∉∧∈−

∧
∈∧∈+−

=

••

••

••

••
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tptpptWpM
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  (7.10) 
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'M  is called immediately reachable from M. M is reachable from M0 if firing a 
sequence of enabled transitions leads M0 to M. All markings reachable from M0 
form a set called the reachability set. An alternative definition of a Petri net is often 
used as follows. 

Definition 7.6. The Petri net PN is defined by a quintuple 

 ( )0,,,, MOITPPN =  (7.11) 

where 
{ }npppP ,...,, 21=  is a finite non-empty set of elements called places,  
{ }mtttT ,...,, 21= is a finite non-empty set of elements called transitions and 

∅=∩ TP ,  
I is a function NTPI →×:  called input function,  
O  is a function NTPO →×:  called output function, and  

0M  is a function NPM →:0 called the initial marking. 
 
Definition 7.6 can define an equivalent Petri net with that defined by Definition 

7.2. Let us formulate it as a theorem. 

Theorem 7.1. A Petri net defined by Definition 7.2 is equivalent with that defined 
by Definition 7.6 iff the following conditions hold for F, W, I, and O: 

 ( ) ( ) ( )tpWtpIFtp ,,, =⇒∈  (7.12) 
 ( ) ( ) 0,, =⇒∉ tpIFtp  (7.13) 
 ( ) ( ) ( )ptWtpOFpt ,,, =⇒∈  (7.14) 
 ( ) ( ) 0,, =⇒∉ tpOFpt  (7.15) 

and inversely 

 ( ) ( ) ( ) ( )tpItpWandFtptpI ,,,0, =∈⇒≠  (7.16) 
 ( ) ( ) ( ) definednot  is,,0, tpWandFtptpI ∉⇒=  (7.17) 
 ( ) ( ) ( ) ( )tpOptWandFpttpO ,,,0, =∈⇒≠  (7.18) 
 ( ) ( ) ( ) definednot  is,,0, ptWandFpttpO ∉⇒=  (7.19) 

This theorem follows directly from Definitions 7.2 and 7.6. 

Equation (7.10) can be written in a simple way using Definition 7.6. Firing an 
enabled (firable) transition t at M leads to a new marking M′  such that    

 Pp ∈∀ , ( ) ( ) ( ) ( )tpOtpIpMpM ,, +−=′  (7.20) 
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From the graph-theoretical viewpoint, the Petri net defined by Definition 7.1 is 
a directed bi-partite labeled simple graph (not a multi-graph). The set of Petri net 
nodes consists of two disjunctive sets, namely P and T. The flow relation F 
corresponds to the set of directed (oriented) graph arcs. An arc is given by the 
relevant ordered pair. Direction of the arc is determined by the order of the pair 
elements. The weights defined by function W are the arc labels. 

The same graph is defined according to Definition 7.6. If ( ) 0,, ≠= kktpI  
( )( )0,, ≠= kktpO  then there exists the directed arc from p to t (from t to p) with 

the weight equal k. 

7.3 Vector and Matrix Representation of Petri Nets 

In a given Petri net ( )0,,,, MWFTPPN =  for each transition t of PN and always 

for all places Pp ∈  we create the functions +t , −t  and tΔ  as follows: 

 ( ) ( )
⎩
⎨
⎧ ∈

=
•

+

otherwise        0
    if    , tpptW

pt  (7.21) 

 ( ) ( )

    
otherwise        0

    if    ,

⎩
⎨
⎧ ∈

=
•

− tptpW
pt  (7.22) 

 ( ) ( ) ( )ptptpt −+ −=Δ  (7.23) 

Values of the functions ttt Δ−+   and,,  along with their argument p can be 

represented as vectors ttt Δ−+   and,,  having the dimension equal to the number n  
of the Petri net places. It is assumed that the first entry of each vector corresponds 
to place 1p , the second one to 2p , etc., up to the n-th entry corresponding to np . 
By that construction places and transitions are numerated or indexed ordinarily 
according to Definition 7.1, namely, { }npppP ...,, 21=  and { }mtttT ,...,, 21= . Then 
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Arithmetic operations of addition and subtraction are performed by vector 
entries, e.g., the sum of two vectors 2tΔ  and 4tΔ is 
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Another variable useful to be represented as a vector is the Petri net marking M. 
Similarly under the above assumptions we have 
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Consider two markings mm ′  and   given for a Petri net. If 
( ) ( ) Pppp ∈∀′≤ for     mm , then mm ′≤ , where ( )pm  is a vector entry equal 
( ) PppM ∈,  according to Equation (7.26). Further if mmmm ′≠′≤   and  , then 

mm ′< . The inequality mm ′≠  is satisfied when at least for one corresponding 
pair of the vector entries holds the inequality ( ) ( )pMpM '≠ . 

Theorem 7.2. Consider a Petri net. Then a transition Tt ∈  is fireable by marking 
m  iff mt ≤− . If t is fireable by marking m  then marking tmm Δ+='  is 
obtained by firing of  t. The notation used for that event is [ mm ′>t . Expressed in 
another way, [ 'mm >t  means that firing of t leads from markings m  to m′ . 

Proof. The proof refers to Definition 7.4 dealing with the fireability of Petri net 
transitions, and to Equation (7.22). Consider a transition t and a marking m . Let  t 
be fireable by m . If some place p is not a pre-place of the transition then the 
corresponding entry of the vector −t  is zero, which is less or equal to the 
corresponding entry of m for any value of the marking m . If the considered place 
is a pre-place of t , the entry of −t  is the weight ( )tpW , . According to Equation 
(7.8) it should be less or equal to ( )pM  and this is just the condition contained in 

the corresponding vector entry of the expression mt ≤− . Thus the necessary 
condition (t is fireable ⇒  mt ≤− ) is proved. The sufficient condition 
( mt ≤− ⇒ t is fireable) follows directly from the fireability definition. The 
validity of the expression tmm Δ+='  results directly from the definition of the 
vector tΔ . 
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Dynamic behavior of the of a system represented by the Petri net can be 
expressed using the Petri net incidence matrix ( )ija=A  . A is an mn ×  matrix 
with entries given by 

 ( ) ( ) mjTtniPptpItpOa jijijiij ,...,2,1,,,...,2,1,,,, =∈=∈−=  
  (7.27) 

The incidence matrix A can be given in terms of the vectors jtΔ , mj ,...,2,1= , 
as 

 ( )mtttA ΔΔΔ= ,...,, 21  (7.28) 

Now, a new marking m′  obtained from the marking m  by firing the fireable 
transition jt  can be expressed using the incidence matrix as 

 xAmm +=′  (7.29) 

where 
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is an m-dimensional vector whose j -th vector entry equals 1 while the other 
entries equal zero.  

Example 7.1. The behavior of the flexible manufacturing system with one robot 
was described in Example 5.2, Figure 5.2, Chapter 5, using the finite automaton 
(Figure 5.3). We will represent the system by the Petri net shown in Figure 7.6, in 
order to compare both ways of the DEDS modeling.  

A token in the place 0Ap  represents a situation when the conveyor A is empty. 
The event “a workpiece occurred at the system input” changes the input state. 
Afterwards the workpiece is prepared for manufacturing. The event is represented 
by firing At . Transition At  is fireable and on its firing the token from 0Ap  is 
removed and is placed into the place 1Ap . In the Petri net it is not specified when 
the event happens. Places 10 and BB pp  have an analogous meaning for the input
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Figure 7.6. Petri net model of the flexible manufacturing system from Figure 5.2 

workpieces of kind B. If the robot is available (a token is in Rp ), a workpiece A is 
available (a token in 1Ap ), and the previous machine process is completed (a token 
in MFp ) then the robotic transfer of the workpiece A can start (firing transition 1t ). 
Place TAp is occupied by a token during the transport. The end of the transport and 
loading the workpiece into machine M is specified by transition 2t . After firing 2t  
a token is placed in MAp . End of processing of the workpiece A is specified by 
transition 3t  and the start of the transport of B into the machine by 4t . Then a 
token comes to the place TBp , which indicates that the transfer of the workpiece B 
is in progress; 5t denotes end of the transfer and start of the assembly operation; 6t  
specifies end of the assembly operation; 7t  specifies start of the product transfer 
from M onto the conveyor C3 ( 7t  is fired and a token appears in TOp ). After the 
transfer of the product AB on C3 and its leaving out the cell, the token moves to 
the OFp  place. The place MFp  ensures that the next part A is loaded into machine 

Processing part A → adding B → assembling AB 
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M only after the assembly process has been finished. The next workpiece A can be 
loaded at the earliest on the conveyor C1 (firing At ) when the preceding workpiece 
A is in the transfer to the machine M ( TAp  marked). Considering it we have: 1t  
fires and then At  fires.  First, A has to arrive to be processed in M (a token in MAp ) 
and after that it waits in the machine (token in AWp ) and only then B can be 
loaded into the machine.  The place ABWp  corresponds to the machine output. A 
token is in ABWp  if the assembled product AB is at the machine output. After the 
product leaves machine M, M is free again. 

The created Petri net specifies the structure and behavior of the flexible 
manufacturing system in a transparent and concise way. The relation between the 
system states and its dynamics is graphically visible using the properties and rules 
of Petri nets. A new workpiece can be loaded into the machine M when it is 
present at the cell input and the machine M is free (place MFp  has a token).  

Moreover, the obtained Petri net specifies the cyclic repetition of the 
manufacturing process. Conditions and development of the manufacturing process 
can be verified thus the Petri net presents a basis for developing the control 
program.  

The incidence matrix can be computed via the vectors jtΔ  or via functions 
( )ji tpO ,  and ( )ji tpI , .  

The incidence matrix expressed via the vectors is 

 ( )9821 ,,...,,,, ttttttA ΔΔΔΔΔΔ= BA   (7.31) 

where, for example,  
( )T000000000000010=+

At , ( )T000000000000001=−
At , 

( )T000000000000011−=Δ At  in which the order of the places is 
,,,,, 1010 TABBAA ppppp ROFOTOMFABMABTBAWMA pppppppppp ,,,,,,,,, ; 

( )T000000000001000=+
Bt , ( )T000000000000100=−

Bt , 

( )T000000000001100 −=Δ Bt  etc. 

The functions ( )ji tpO ,  and ( )ji tpI ,  are calculated as follows: 

 ( ) ( ) ( ) ( ) ,0,,...,1,,0,,0, 901000 ==== tpOtpOtpOtpO AABAAA  
 ( ) ( ) ( ) ( ) ,0,,...,0,,0,,1, 911111 ==== tpOtpOtpOtpO AABAAA etc. 
 ( ) ( ) ( ) ( ) ,0,,...,0,,0,,1, 901000 ==== tpItpItpItpI AABAAA  
 ( ) ( ) ( ) ( ) ,0,,...,1,,0,,0, 911111 ==== tpItpItpItpI AABAAA  

etc. 
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The incidence matrix using Equation (7.27) or (7.28) is 
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The matrix columns from the 1st up to 11th one correspond to the transitions 
921 ,...,,,, ttttt BA , respectively. The initial marking is 

 ( )T1,1,0,0,1,0,0,0,0,0,0,1,0,10 =m  (7.33) 

The next marking after the initial one is obtained through firing At , i.e., 

 ( ) ( )TT
0 1,1,0,0,1,0,0,0,0,0,0,1,1,00,...,0,0,1 =+=′ Amm  (7.34) 

The matrix representation of a Petri net can be simplified for a Petri net class 
called pure Petri nets. Figure 7.7 shows the case when the given Petri net includes 
a direct loop. A Petri net without the direct loops is called the pure Petri net. The 
limitation due to the structural purity condition is relatively small. A direct loop 
can be easily removed by the rearrangement shown in Figure 7.8, which practically 
does not bring about any discrepancy with the real system. 

Figure 7.7. A direct loop in a Petri net 

 

 tp
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Figure 7.8. Removal of a direct loop from a  Petri net 

Formally, a Petri net is pure iff the following implication holds:   

 ( ) ( ) FptFtp ∉⇒∈ ,,  (7.35) 

Now let us return to the matrix simplification question. Consider a pure Petri 
net. A vector it  can be associated with Tti ∈  in a different way than using 
Equation (7.24), in particular,  
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The number of the vector it  entries is equal to the number of places in set P, i.e., 
P . In the simplified case is the incidence matrix  

 ( )mtttA ,....,, 21=   (7.37) 

As before the new marking is given by  

 xAmm +=′  (7.38) 

For the vector x  see Equation (7.30). The reader can see why a direct loop in a 
Petri net cannot be represented in the simplified way. The direct loop case cannot 
be distinguished from the one when no arc is connecting the place kp  with it . 

The Petri net in Figure 7.6 is a pure Petri net. The simplified incidence matrix is 

 tp

p`
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The modeling power of Petri nets can be increased by adding inhibitors and/or 
incidentors as a new kind of oriented arcs. They are defined next. 

Definition 7.7. The Petri net with inhibitors and incidentors is defined by 

 ( )INHDINHD LINHDPNPI ,,, λ=  (7.40) 

where  
PN is the Petri net according to Definition 7.2; 

{ }1,0××⊆ TPINHD , and the set of triples (p, t, 0) for p∈P and t∈T  is 
called the set of inhibitors, and the set of triples (p,t,1) is called the set of 
incidentors;  

INHDINHD LINHD →:λ  is the function mapping the inhibitors or 
incidentors onto a set of logical assertions specifying the function of these 
special group of arcs. The assertions are related to markings of place p in (p, 
t, 0) or (p, t, 1). Such an assertion specifies additional conditions for the 
fireability of a transition pointed by the arc. For an inhibitor, a condition is 
defined stating when a transition is not fireable. Inversely, for an incidentor, 
a condition is stating when the corresponding transition is fireable.  

 

For example, the following assertion is mapped to an inhibitor: a transition is 
not fireable if its inhibitor pre-place has one or more tokens. Another is that it is 
fireable if its incidentor pre-place has exactly three tokens. All the other rules for 
the net are in effect. Inhibitors and incidentors bring about additional firing 
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conditions about transitions. However, they do not affect the token flow during any 
transition firing in a sense that no tokens “flow” through them.  

Figure 7.9. Modification of the Petri net in Figure 7.6 using an inhibitor 

Example 7.2. Usage of inhibitors will be illustrated by means of a fine structural 
change in the Petri net from Figure 7.6. After substituting the arc ( )MFpt ,6  for 
( )MFpt ,7  we have the modification; see Figure 7.9. The new structure indicates 
that after firing 6t  the machine M is again free. As assumed and modeled in Figure 
7.6, it is not possible to enter any further workpiece into M for some technological 

Processing part A → adding B → assembling AB 
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reasons. Another way to express the situation is to use an inhibitor ( )0,, 1tp ABW  
according to Figure 7.9. 

Figure 7.10. Flexible and automatic assembly of printed circuit board 

Example 7.3. Another flexible manufacturing system will be considered in this 
example (Zhou and Leu 1991). It is a two robot flexible system for the automatic 
assembly of printed circuit boards. The block scheme of the system is in Figure 
7.10. The two robot system cares for automatic picking and inserting electronic 
components onto a printed circuit board (PCB). The components are supplied from 
a feeder. The sequence of operations to be realized are: picking up a component 
from the feeder by a robot, pulling back the robot arm, moving to the workspace, 
inserting the component, pulling back the robot arm, moving back to the feeder etc., 
cyclically. 

Only one robot can be in the feeder and workspace, respectively. Therefore the 
system control should avoid a collision of robots in those areas. The robot arm is 
pulled back after component picking and inserting. Both robots with their arms 
pulled back can move in the space between the feeder and the PCB. The Petri net 
describing the system behavior is in Figure 7.11. The meaning of places and 
transitions with respect to the real system are inscribed in the Petri net. The places 

3p  and 4p  ensure that picking or inserting is allowed only for one of the robots. 
The initial marking is given in Figure 7.11. In the initial state, both robots are 
available. At the beginning it is assumed that the robots are close to the feeder area. 
Both the feeder area and the workspace are free at the beginning. The Petri net 
shows possible continuations of the system behavior.  Either of robots R1 or R2 
picks up the electronic component from the feeder. Components of the Petri net 
show that either transition 11t  or 21t  can fire separately, but not together. It is not 
specified in the Petri net which transition fires, and when. The next required step 
(or in the Petri net terms: the next transition firing) has to be activated by a system 
control. We will deal with this question in the following sections. In what follows 
an attention will be focused on a kind of indeterminism contained in Petri nets. A 
potential possibility of an indeterministic situation arises when there is more than 
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one arc coming out of a place. It is the case of the places 3p  and 4p in Figure 7.11. 
Using inhibitors and incidentors is one possible way of avoiding this 
indeterminism. Let in the analyzed system the robot R1 has always a preference 
(priority) before the robot R2. Figure 7.12 shows the use of the inhibitors for this. 
An inhibitor ( )0,, 2111 tp disables firing of the transition 21t  by the marking 
depicted in Figure 7.12. The effect of using the other inhibitor when both places 

14p  and 24p  have a token is similar. Another possible behavior would be the 
alternation of the robots as shown in Figure 7.13. 

Figure 7.11. Petri net for the printed circuit board (PCB) assembly 
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Figure 7.12. Petri net with inhibitors for the printed circuit board (PCB) assembly 

7.4 Petri Net Classes 

In Sections 7.1–7.3 we dealt with the most used standard Petri net definitions. They 
serve as basic or reference Petri net models. There are many modifications to the 
basic models. According to David and Alla (1994), they can be classified as 
abbreviations or extensions. 
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Figure 7.13. Petri net for printed circuit board (PCB) assembly with alternation of robots 

Abbreviations of the basic Petri net model enable one to represent a DEDS in a 
simplified way, for example, colored Petri nets, Petri nets with capacities and 
others. An abbreviated representation can always be converted to a basic Petri net 
model though the latter may be much larger and less transparent.  

On the other hand, the extensions are actually Petri net models with additional 
functional rules to those defined for the basic model. Extensions arise, for example, 
when special arcs called inhibitors and incidentors are added to the arc set or when 
further firing conditions are added to the transitions. The additional conditions may 
be deterministic, stochastic, timed etc. In such a case the transition firing is bound 

 

p11  

p12 

t12 

t11 

 

p13 

p14 

t14 

t13 

p15 

t15 

p16 

p17 

t17 

t16 

p21  

p22

t22 

t21 

 

p23

p24

t24 

t23 

p25

t25 

p26

p27

t27 

t26 

 

 

p3a

p4 

p1 p2   

Component for R1 
available 

R1_fa 
R2_fa 

Component for R2 
available 

Feeder area 
available

PCB area 
available

R1 picking R2 
picking 

arm R1 re- 
turning 

arm R2 
retur- 
ning 

R1 moving 
to PCB 

R1 moving 
to PCB 

R2 
avail. R1 

avail. 

R1 inserting 
R1 inser- 
 ting 

arm R1  
returning 

arm R2 
retur- 
ning 

R1 moving 
to FA 

R2 
moving 
to FA

p3 

p4a



 Petri Net Models of DEDS 93 

to external or internal states or events – a kind of model synchronization. 
Extensions are capable of representing many reactive control functions and 
therefore, the extension class is called the Petri nets interpreted for control. The 
chosen abbreviation and extension classes will be treated in the sequel. 

Petri net models within each class can further be classified into sub-classes, 
with respect to the structural properties. Consider the class of standard Petri nets 
specified by Definition 7.2. The following sub-classes can be distinguished 

1. Binary Petri nets. 
A Petri net is called binary or ordinary if all its weights are 1s, i.e.,  

 { }1: →FW  (7.41) 
An example of a binary Petri net is in Figure 7.3. 

2. Petri net state machines. 
A Petri net state machine is a binary Petri net such that each transition has 
exactly one input place (pre-place) and exactly one output place (post-
place). Given formally: 

 1: =•=•∈∀ ttTt  (7.42) 

The name of this sub-class suggests that it is very close to the finite 
automata models. Figure 7.14 shows an example of the vending machine 
model. The machine accepts only 5 cent and 10 cent coins and it vends a 
bottle of coke for 20 c or candy for 15 c. Arrival of a token in places 

43 , pp  starts counting the time interval “int”. It starts a counting renewal if 
the interval has not expired. If the required amount of money has not been  
accepted within the interval “int” the machine returns coins and waits. 

3. Marked graphs. 
A binary Petri net is called a marked graph or event graph if each place has 
exactly one pre-transition and exactly one post-transition. Formally, 

 1: =•=•∈∀ ppPp  (7.43) 

Figure 7.13 is an example of a marked graph. 

4. Free-choice nets. 
A free-choice net is a binary Petri net such that every arc going out of a 
place is either (a) unique arc incoming into a transition and no other arcs go 
out of the place or (b) there are more arcs, but each of them is unique arc 
going into the transition. Figure 7.15 shows elementary structures 
characterizing the free-choice sub-class. Formal description of the sub-
class is 
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waiting 
on coin 

      t1 
other coin 

 p1 

 t2 
return 

p2 

t3 

t4
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start time  
interval int

start time  
interval int

t5

no coin in 
int, return

t6 

no coin in 
int, return

p3

p4

p5
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other  
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other  coin
return of 
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 p8 
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5
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15 

20 

t9

deposit 5c 
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get coke for 20c

get candy for 15c

t10

t11

 
Figure 7.14. Petri net state machine model of a vending machine 

 ( ) { }pppPp =••≤•∈∀ or1:  (7.44) 

where ( )•p  are all post-transitions of place p, and ( )•• p  means the set of 
pre-places of all transitions of the set ( )•p .  



 Petri Net Models of DEDS 95 

Note that in Figure 7.15, the first statement of Equation (7.44) holds for 1p , 

2p , 4p , and 5p : 0,0,1,1 5421 =•=•=•=• pppp , and the 
second one holds for 3p : ( ) { }323 , ttp =• , ( ) { } { }3323 , pttp =•=•• . 

 
p1 

p2 

p3 

p4 

p5 

t1

t2

t3 

 
Figure 7.15. A free-choice net example 

5. Safe Petri nets. 
A Petri net is safe if for all markings reachable from 0M :  

 ( ) 1, ≤∈∀ ipMPp  (7.45) 

For example the Petri net in Figure 7.3 is safe. 

Each sub-class is specific as to various Petri net properties, which will be analyzed 
in the next chapter. 

7.5 Petri Nets Interpreted for Control 

In preceding sections Petri nets were used as a tool for discrete event system 
description from the observer’s point of view. Internal structural relations in the 
system are expressed according to the Petri net components and rules. The 
relations determine the Petri net behavior so that the particular Petri net specifies 
the actual behavior and function of the represented system. The question of how to 
achieve the required behavior using Petri nets has not been treated yet. 

DEDS control problems were considered in Chapter 4. It was shown that the 
system SYST in Figure 4.1 can be modeled as a Petri net. This was the main 
approach in the previous parts of this textbook. Now, we are interested in the 
DEDS control design. The control system C in Figure 4.1 can be represented as a 
Petri net as well. For that purpose the Petri net introduced in Definition 7.2 should 
be augmented. This new class of the modeling tools will be called the Petri nets 
interpreted for control. 
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Definition 7.8. A Petri net interpreted for the DEDS control is given by the 
quintuple 

( )COMLOGPIPC ,,,, ζψ=  (7.46) 

where  
PI is a Petri net given by Definition 7.7; 

LOGT →:ψ  is a function mapping the transition set T onto a set of  
logical assertions containing logical variables, predicates, events, and the 
empty symbol; 

COMP →:ζ  is a function mapping the set of places onto a set of value 
assignments to control variables including the empty variable, and of 
events, the value assignments and events are realized when the place 
marking changes from 0 to a non-zero value. 

The Petri nets firing rules are completed in a natural way. A transition Tti ∈ of 
a Petri net interpreted for control (PC) is fireable if all fireability conditions for 
Petri nets with inhibitors and incidentors are fulfilled and all logical assertions 
mapped from the transition it  are true. Logical assertions are logical expressions 
and predicates consisting of variables aggregated into vector ( )tu ; See equation 
(4.1) in Chapter 4. These variables are outputs of the controlled system and inputs 
to the control system (as shown in Figure 4.1). 

COM serves as a set of control commands. The commands are disabled when in 
a considered place to which they are mapped there is no token, and they are 
enabled when a token or tokens arrive in the place. Nature of the commands can be 
twofold: level commands (corresponding to setting of the control variable values) 
or impulse commands (corresponding to event forcing). This issue will be treated 
in detail later in connection with Grafcet. It is quite understandable that the 
commands correspond to the variable ( )tw  in Equation (4.7) related to the 
feedback structure of Figure 4.1.  

As mentioned in the preceding section, Petri nets interpreted for control are 
sometimes called synchronized Petri nets (David and Alla 1994) because the 
transition firings are conditioned and synchronized by external variables. 

Now we are able to generate a Petri net interpreted for control for the flexible 
manufacturing system depicted in Figure 5.2. This task is simplified with help of 
the Petri net in Figure 7.9. This problem was discussed in Chapter 4. The Petri net 
of the controlled system is always structurally very close to the Petri net interpreted 
for control of that system. Usually it is not the same. The Petri net interpreted for 
control PC is in Figure 7.16. Meanings of logical expressions mapped to transitions 
of the Petri net in Figure 7.16 are described in Table 7.3. Notation of control 
variables is given in Table 7.4. 
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pA0 pA1 pTA pMA pTB

pAB

pTO

pO

pOF

pR

pB0

pB1
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tA t1 t2 t3 t4
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t6 

t7

t8

tB

ia 
AM tam OPA ea
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BM tbm

pMA

OPAB

eab 

ABO 

tabo 

ABN 

tabn  
Figure 7.16. Control: processing of part A → adding B → assembling AB 



98 Modeling and Control of Discrete-event Dynamic Systems 

Table 7.3. Description of logical conditions in the Petri net of Figure 7.16 

Logical Expression Meaning 

ia=0 No part of kind A at the input 

ia=1 A part A at the input 

tam=0 No end of transfer of A into the machine M 

tam=1 End of transfer of A into the machine M 

ea=0 No end of processing A in the machine M 

ea=1 End of processing A in the machine M 

ib=0 No part of kind B at the input 

ib=1 A part B at the input 

tbm=0 No end of transfer of B into the machine M 

tbm=1 End of transfer of B into the machine M 

eab=0 No end of AB assembly 

eab=1 End of AB assembly 

tabo=0 No end of transfer of AB to the output 

tabo=1 End of transfer of AB to the output 

tabn=0 AB did not leave conveyor 3C  

tabn=1 AB left conveyor 3C  

Table 7.4. Commands realized by control variables 

Commands 

AM For robot to transfer a part A from the input into the machine M 

OPA For start of processing A 

BM For robot to transfer a part B from the input into the machine M 

OPAB To start the assembly of AB 

ABO For transfer AB on the output 

ABN To move AB out of conveyor 3C  
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7.6 Petri Nets with Capacities 

The modeling convenience of Petri nets can be enhanced by introducing the place 
capacity. The capacity restricts the number of tokens that can be located in a place 
as the following definition formally states. 

Definition 7.9. The Petri net with capacities is given by a couple 

 ( )K,PNPCA =  (7.47) 

where PN is a standard Petri net by Definition 7.2 and K is the function 

 +→ NP:K  (7.48) 

The firing rules for Petri nets with capacities are 

 ( ) ( ) [                       K jiii t mmtmmt >⇔Δ+≥∧≤−  (7.49) 

where capacities are expressed by a vector 

 

( )
( )

( )⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

=

np

p
p

K

K
K

K 2

1

M
 (7.50) 

According to the firing rules it is not allowed to put into a place of a Petri net 
with capacities more tokens than its capacity.  Such nets are also called finite-
capacity Petri nets. The next manufacturing system example illustrates some 
essential differences between a traditional modeling method using Petri nets, 
termed as process-oriented modeling, and a resource-oriented modeling method 
using finite-capacity Petri nets. The latter was pioneered by Wu (1999) and later 
developed for various applications (Wu and Zhou 2001, 2004, 2005). 

Example 7.4. An automated manufacturing system is shown in Figure 7.17. It 
contains machines M1 and M2 that can concurrently handle two types of parts, A 
and B. An A-part has two operations 1 and 2 to be processed by M1 and M2, 
respectively while a B-part requires M2 to process first, and then M1. We assume 
that raw materials are continuously supplied while the produced parts are shipped 
away when they are ready, i.e., neither starving nor blocking exists. Each machine 
can process a part at a time. 

By modeling each part’s process using two places and two types of raw 
material availability using two separate places, we can derive the model as shown 
in Figure 7.18. 
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Figure 7.17. An automated manufacturing system producing A- and B-type parts 

n npA0

pA1

pA2

pB0

pB1

pB2

pM1

pM2

tA1

tA2

tA3

tB1

tB2

tB3  
Figure 7.18. Petri net model resulting from a process-oriented modeling method 

For i=0, 1 and 2, places pAi models raw pieces for part A are available, A-part’s 
operations 1 and 2, respectively. For i=1, 2 and 3, transitions tAi models starting the 
first operation, second operation of a raw piece for part A and completion of an A-
part, respectively. The explanations hold true for pBi, tBi and B-parts. Places pM1 and 
pM2 models the availability of machines 1 and 2. The arcs are added according to 
the operational requirements in order to produce A- and B-parts. 

A resource-oriented modeling method models each resource as a finite-capacity 
place whose capacity is the resource’s processing capability. In this system, since 
machine i has single capacity for i=1 and 2, place pi has capacity K(pi)=1. Place p0 
models the raw material supply and product take-away and, hence, K(p0)=n can be 
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viewed as infinity. From the resource-oriented modeling viewpoint, an A-raw piece 
visits each resource in a pre-defined order starting from p0, to p1 and p2, and then 
back to p0.  Similarly, a B-raw piece visits each resource in a pre-defined order 
starting from p0, to p2 and p1, and then back to p0.  They can be built separately as 
shown in Figure 7.19a, b. Their union (by sharing those same places and transitions 
if applicable) leads to the Petri net model as shown in Figure 19c. Transition tij 
means an A- or B-piece is being transferred from resources i to j. For example, t01 
means an A-rawpiece being transferred from raw material supply modeled by p0 to 
machine 1 modeled by p1. Transition t21 means a B-semi-finished piece being 
transferred from machine 2 modeled by p2 to machine 1 modeled by p1. 

p1

t12

t01

t20

np0 t21

t10

t02

p2

p1

t12

t01 t20n

p2

p0

p1

t21

t10 t02n

p2

p0

a. b.

c.  
Figure 7.19. A finite-capacity Petri net model resulting from a resource-oriented modeling 
method 
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and deadlock control. On the other hand, a process-oriented Petri net modeling 
method is more generic as it can model the details and more complex resource 
requirements, e.g., an operation requiring multiple resources.  

According to Murata (1989), each finite-capacity Petri net can be transferred 
into an equally functioning standard Petri net without capacities called the 
complementary Petri net. We leave this to the reader as an exercise problem. 

7.7 Problems and Exercises 

7.1. Show that the Petri net in Figure 7.20 fits the Petri net Definition 7.2. 

Figure 7.20. Petri net for Exercise 7.1 

Specify the given Petri net using Definition 7.6. 

7.2. Figure 7.21 shows a manufacturing system consisting of three production cells 
VA, VB, VC and a robot room SR. Transport of the parts to be processed in the 
system is executed by four robots. Their possible movements are indicated with 
arrows. Only one robot can move through passages between the cells. Let the robot 
movements be controlled by the semaphores located at the passages. The robot 
transfers are subordinated to the following rules: 

1. Maximum number of robots in VA and VB together can be 3. 
2. Maximum number of robots in VB and VC together can be 2. 

Solve the following problems: 

a. Design the Petri net describing the operation of the system with respect to 
the robot motion. 

b. Design the Petri net interpreted for the control specifying the robot motion 
control. Add to the system sensors necessary for the control. 

p1 

p2 

p3

t1 t2 

It is clear that the resource-oriented modeling method can lead to a much 
simpler Petri net model and thus bring certain advantages in the system analysis 
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Figure 7.21. Manufacturing system with four robots 

7.3. A Petri net is given in Figure 7.22.   The initial marking is ( )T
0 001=m .  

a. Compose vectors iii ttt Δ−+ ,, , 3,2,1=i . 
b. Consider sequential firing of transitions .,, 321 ttt Prove validity of the 

expression [ [[ 3322110 mmmm >>> ttt  and find values of 321 ,, mmm . 

Figure 7.22. Petri net for Exercise 7.3 

7.4. A pure Petri net is given by the following vectors: 
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The vectors correspond to transitions t1–t4. The initial marking is  
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VA VB

 

p1 

p2

p3

t1

t2 

t3 



104 Modeling and Control of Discrete-event Dynamic Systems 

⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
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⎝

⎛

=

0
0
0
0
1

0m .  

Draw the Petri net in the graphic form and check if the transition 1t is fireable at 

0m . 

7.5. A factory transportation system using automatic guided vehicles is 
schematically depicted in Figure 7.23.  Semi-products S1 are unloaded from the 
belt conveyor B1 and transported via the track T1 with vehicle V1 to the 
processing center C3. The emptied vehicle V1 returns back along the same track to 
load another semi-product from B1. Semi-products S2 are transported to the center 
C1. After processing in C1 they are transported with V3 swinging between C1 and 
C2. V4 transports semi-products S2 after processing in C3 to C2. S1 and S2 are 
assembled in C2 and transported to the factory output.  

Describe the transportation system behavior using a Petri net. For that purpose 
divide the tracks into sections in which there can always be only one vehicle. 
Specify the behavior so that the transport is prevented from the vehicle collision. 
Show how the Petri net can be used for the construction of the Petri net interpreted 
for control of the system. The system should be equipped for the control purposes 
with sensors detecting vehicle arrival in and departure of the track sections.  

7.6. Propose for the robotic cell depicted in Figure 6.4 (Exercise 6.2) a Petri net 
specifying the required dynamic behavior of the cell. 

7.7. Using the Petri net proposed in the previous Exercise 7.6, create a Petri net 
interpreted for control, which represents the control function ensured by a control 
computer such that the required function of the cell is achieved. 

7.8. Convert the finite-capacity Petri net model in Figure 19c into an equivalent 
complementary Petri net. Suppose Machine M1’s processing capacity becomes 2 
and M2’s becomes 3. What is the new equivalent complementary Petri net? 
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Figure 7.23. A factory AGV transportation system 
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Properties of Petri Nets 

8.1  Marking Reachability 

Many important properties of Petri nets can be analyzed by means of Petri net 
reachability and coverability graphs. The reachability graph relates to the Petri net 
marking reachability. A frequently asked question is whether a given marking m  
is reachable by a transition firing sequence. First let us define the transition firing 
sequence. The starting marking is important in that question. 

Definition 8.1. Consider Petri net PN and its marking m . The sequence 

 
kiii ttt ...~

21
=σ  (8.1) 

is called the transition firing sequence starting from marking m  iff  

 TtTtTt
kiii ∈∈∈ ,...,,

21
 (8.2) 

 11 1, ii tmmmt Δ+=≤−  (8.3) 

 
22 121 , ii tmmmt Δ+=≤−  (8.4) 

 
kk ikkki tmmmt Δ+=≤ −−

−
11 ,  (8.5) 

The meaning of the notation in Equations (8.2)–(8.5) has been described in 
Section 7.3. Marking km  obtained via a transition firing sequence starting from 
marking m  is called the reachable marking in PN from m . For handling 
convenience, assume that m is reachable from m . 

Substituting Equation (8.3) in Equation (8.4) yields 

 
212 ii ttmm Δ+Δ+=  (8.6) 

By analogy we obtain 
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 ∑
=

Δ+=
k

s
ik s

1
tmm  (8.7) 

The validity of Equation (8.7) alone is the necessary condition for the sequence 
kiii ttt ...~

21
=σ  to be the transition firing sequence starting from m . If Equation 

(8.7) does not hold, σ~  is not a transition firing sequence starting from m . The 
sufficiency can be formulated as follows: σ~  is a transition firing sequence starting 
from m  if  

 ∑
=

Δ+=
r

s
ir s

1
tmm , { }kr ,...,2,1∈∀  (8.8) 

and 

 mt ≤−
1i

  and   1−
− ≤ rir

mt , { }kr ,...,3,2∈∀  (8.9) 

The fireability of 
si

t  at 1−sm  for pure Petri nets can be formulated in the 

following way: 
si

t  is fireable at 1−sm  iff  

 0tm ≥Δ+− sis 1 . (8.10) 

Considering Equation (8.10) in a different formulation: 
kiii ttt ...~

21
=σ  is a 

transition firing sequence starting in marking m for the class of pure Petri nets iff  

 ∑
=

Δ+≤
r

s
is

1
tm0 ,  { }kr ,...,2,1∈∀  (8.11) 

To provide a detailed explanation of the above reasoning, consider a non-pure 
Petri net. Let a transition has one direct loop consisting of one arc with weight 

( )ij ptW ,  going back from transition jt  to its pre-place ip , and another arc going 
from ip  to jt  with weight ).,( ji tpW  If )(),( iji pMtpW >  and  

( ) ( )ijji ptWtpW ,, <  then the condition at Equation (8.10) is fulfilled. However, in 
spite of it, jt  cannot be fired. Consider the non-sufficiency of Equation (8.7) for 
the following case. Let σ~ = jt , M( ip )=1, ( )ji tpW , =2 and ( )ij ptW , =3. Given 
Mk( ip )=2, we have Mk( ip )=M( ip )+Δ jt . However, Mk( ip ) is not reachable from 
M( ip ) and σ~  is not a fireable sequence at M( ip ). 

Equation (8.10) is a necessary and sufficient condition for the fireability of 
si

t at 

1−sm  in pure Petri nets, which can be explained as follows. Entries of vector 1−sm  
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are ( )is p1−m , Ppi ∈∀ , where ip  is either a pre-place or post-place of 
si

t . In pure 
Petri nets it is impossible that both cases occur simultaneously. In the former case 

( ) 0=+
ii p

s
t  and ( ) 0≠−

ii p
s

t  so that from inequality 0tm ≥Δ+− sis 1  we have 

( ) ( ) ( ) ( ) ( ) 011 ≥−=−+ −
−

−+
− iiisiiiiis ppppp

sss
tmttm , which is the fireability 

condition by definition. In the latter case ( ) 0≠+
ii p

s
t  and ( ) 0=−

ii p
s

t  yields 

( ) ( ) 01 =≥ −
− iiis pp

s
tm  from Equation (8.10), which is always true because 

( ) 01 ≥− is pm . To conclude: in pure Petri nets 0tm ≥Δ+− sis 1  is equivalent to 

( ) ( ) Pppp iiiis s
∈∀≥ −

− ,1 tm , or for vectors −
− ≥

sis tm 1 . 

The most important reachability property in Petri nets is related to the initial 
marking value 0m . In PN the set of all reachable markings from 0m  is simply 
called the reachability set of PN. From that we have the following definition. 

Definition 8.2. In PN, marking km  is reachable iff a transition firing sequence 

starting in 0m  exists for which ∑
=

Δ+=
k

s
ik s

1
0 tmm . The set of all reachable 

markings is called the reachability set of PN and is given by 

 ( ) { }reachable is0 kkPNR mmm =  (8.12) 

0m  is defined as reachable: ( )00 mm PNR∈  as introduced after Definition 8.1. 

Sometimes it is useful to have an analogously defined set of markings 
reachable from other markings 0mm ≠ . Such a set is called the reachability set 
from m and denoted as ( )mPNR . 

8.2. Reachability Graph 

The reachability set and firing sequences for a given Petri net can be graphically 
visualized using an oriented graph called the reachability graph.  

Definition 8.3. Consider a Petri net ( )0,,,, MWFTPPN =  having a finite 
reachability set. The simple labeled directed mathematical graph (see Definition 
2.2)  

 ( )( )TffRELRRG PNPN ,,,,, 210 ∅= m  (8.13) 

is the reachability graph for PN, where 
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( )0mPNR  is the set of nodes that is the reachability set of PN, and the node 
associated to 0M  or 0m  is called the root of the graph; 

( ) ( )00 mm PNPN RRREL ×⊆  is the relation defining the set of oriented arcs 
connecting the marking pairs ( ) ( ),,,, 0mPNkiki RMMMM ∈  such that the 
marking kM  is obtained by firing a transition jt  at iM ; 

1f  is the function mapping P into the empty set ∅=1S  (the function is 
empty); 

TRELf →:2  is a function defining the arc label for each arc 
( ) ( ),,,, 0mPNkiki RMMMM ∈  where the label is transition jt  whose 
firing changes iM  into kM , and the arc including its label can be denoted 
as a triple ( )kji MtM ,, . Then, the relation REL including labels becomes 

Initial data:  set of graph nodes                      
( ) { }00 mm =PNR                                         set of oriented labeled arcs     

{ } ∅== ,,labREL
Repetition of the algorithm steps 

E 
N 
D 

node found 
yes no 

( ) ?0mm PNk R∈ yes no 

 %

 % 

put km  into ( )0mPNR : 
( ) ( ) { }kPNPN RR mmm ∪= 00 :

put the labeled arc ( )kji t mm ,,  in 
( ){ }kjilablablab tRELRELREL mm ,,:: ∪=  

Choice of a node im from ( )0mPNR  for which a fireable transition jt  
exists and jik tmm Δ+=  and ( ) labkji RELt ∉mm ,,  

 
Figure 8.1. Nassi-Schneiderman structogramme of the reachability graph construction 
algorithm 
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 ( ) ( ) [{ }kjijPNkikjilab MtMTtRMMMtMREL >∧∈∧∈= 0,,, m  
  (8.14) 

Instead of functions M0, Mi, and Mk, the corresponding vectors m0, mi, and mk 
can be used for the marking representation as explained before. The vector version 
of the algorithm for the reachability graph construction using Nassi-
Schneiderman’s structogramme is shown in Figure 8.1. The structogramme form of 
the algorithm description supports structured programming without GOTO 
instructions and lessens programming errors. Graphical elements of the 
structogramme are self-explanatory. Decision blocks are depicted as triangles. An 
action always continues through neighboring horizontal edges of the 
structogramme. An exception is the repetition block where the continuation edge 
after the bottom edge is the top edge of the whole repeated action group. “%” 
denotes the empty action, i.e., a skip to the next edge. 

More about reachability analysis can be found in Hudák (1999), Jeng and Peng 
(1999) and Wang et al. (2004). 

Example 8.1. The reachability graph construction will be illustrated on a case study 
of a filling and mixing system with two tanks in Figure 8.2. V11, V12, V21, and V22 
are valves. The required volumes of two liquids to be mixed are prepared using 
tanks T1 and T2. The process start is initiated by the push-button S. Valves V12 and 
V22 are opened simultaneously when the liquid levels in both tanks achieve their 
maximum detected by the corresponding sensors L1max and L2max, respectively. 
Valves V12 and V22 are closed separately (independently) when the level Limin in 
the corresponding tank is detected and the tank is immediately filled up: valve Vi1 
is opened. After reaching Limax, valve Vi1 is closed and, if the other tank is not yet 
full, it is necessary to wait. Then again both tanks are emptied together. At any 
time the filling can be stopped by the emergency button E. Then regardless of the 
system state both valves V11 and V21 are closed and both valves V12 and V22 are 
opened. The system returns to the ready state when both tanks are empty. 

 V11 V21 

V12 
V22 

L1max 

L1min 

L2max 

L2min 

S  start 

E  emergency 
    emptying 

T1 
T2 

T3  
Figure 8.2. A two-tank filling system 
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Now, the Petri net describing the system behavior (Figure 8.3) is analyzed. 
Descriptions of places and transitions are in Tables 8.1 and 8.2. The inhibitors and 
incidentor are used in the net. For the sake of brevity, the inhibitors going out from 

12p  and 13p  are branched from a common arc. 

Figure 8.3. Petri net for the two tank system 

Table 8.1. Description of the Petri net places 

p1 Ready state of the system, both tanks are empty
p2 Filling T1

p3 Filling T2

p4 T1 is full
p5 T2 is full
p6 Emptying T1

p7 Emptying T2

p8 Emergent emptying T2

p9 Emergent emptying T1

p10 T2 is empty
p11 T1 is empty
p12 System is not  in emergency state
p13 System is in emergency state  
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Table 8.2. Description of the Petri net transitions 

t1 Start of filling
t2 T1 achieved its maximum level
t3 T2 achieved its maximum level
t4 Start of both tanks emptying
t5 T1 achieved its minimum level
t6 T2 achieved its minimum level
t7 Interrupt of T2 filling and start emptying by emergency stop
t8 Interrupt of T1 filling and start emptying  by emergency stop
t9 Start of  T2 emptying by emergency stop
t10 Start of  T1 emptying by emergency stop
t11 Confirmation of T2 emptying by emergency stop
t12 Confirmation of T1 emptying by emergency stop
t13 T2 achieved its minimum level
t14 T1 achieved its minimum level 
t15 Transition to the ready state
t16 The emergency push-button activated
t17 Start or transition to the non-emergency state when system is in ready state  

As already discussed, it is assumed that only one transition can fire in a time 
point. For example an “immediate” parallel emptying of the tanks in case of the 
emergency stop is in fact decomposed into an event sequence. Consider for 
example that a token is in 3p  and another in 4p , i.e., 21V  is open and 22V  closed, 
tank 2T  is being filled, 1T  is full, and 11V  and 12V are closed. If in such a situation 
the emergency switch is pressed, the token from 12p  goes into 13p . Transition 16t  
corresponds to this event. Transitions 3t  and 4t cannot fire but 7t  or 10t  can. A 
possible event sequence can be as follows: firing of 7t , then 10t . Transition 13t  
cannot fire due to the inhibitor arc ( )134 , tp . A next continuation can be 14t and 13t , 
so that we obtain the sequence 151314107

~ ttttt=σ . Note that a verbal description 
of the tank system can hardly be as exact as the Petri net description. 

The particular event sequence depends on the chosen control policy. There is 
no special priority requirement in our example. Anyhow, a decision should be 
made in the control process. From the point of view of the required system 
function, the inhibitors going into 1413 and tt  are redundant, but they help to reduce 
the reachability graph dimension (Figure 8.4). The reachability graph is in Figure 
8.4. It has been constructed according to the algorithm described above. By using 
inhibitors, the number of nodes has been reduced as indicated above. 

According to Definition 8.3, the reachability graph is a simple labeled directed 
graph (see also Definition 2.2). Labels of the graph are the underlying Petri net 
transitions causing change from one marking to another. The reachability graph is 
always a connected one. It follows from the connectivity according to Definition 
2.6. The marking reachability can be determined using the reachability graph. In 
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PN, marking km  is reachable from m  if there exists a directed path a~  from m to 

km  in the reachability graph. The reachability set ( )0mPNR  corresponds to the set 
of all nodes of the reachability graph constructed for PN. 

Figure 8.4. Reachability graph of the Petri net 
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A reachable marking m for which there is no fireable transition is called the 
dead marking. It represents the system deadlock. The system stops in the state 
corresponding to m because no event is executable. 

8.3  Boundedness  

On specifying behavior/control of a DEDS, an important question arises about 
whether the set of states of the specified system is finite. This question is frequent 
in case of real systems. In Petri nets this question concerns boundedness. 

Definition 8.4. Let p be a place of PN, i.e., { }npppPp ,...,, 21=∈ . It is bounded 
if for each km , which is reachable in PN, i.e., ( )0mm PNk R∈ , the following holds: 

 ( ) jpk ≤m , +∈Nj  (8.15) 

If a place of PN is bounded by some j for which ( ) jpk ≤m , we can state more 
exactly that it is j-bounded. PN is j-bounded if each place of it is j-bounded. PN is 
bounded if all its places are bounded. The relationship between PN’s boundedness 
and finiteness of its reachability set is well-stated in the following theorem. 

Theorem 8.1. A Petri net PN is bounded iff its reachability set is finite. 

Proof. ⇐ : Any initial marking is given by finite natural numbers associated with 
places. Weights of a Petri net are finite positive integers. Due to the firing rules in 
Definition 7.5, the generated markings have vector components again including 
finite positive integers. This is due to finite reachability set generated using only a 
finite number of sums of finite integers. The Petri net is bounded. 

⇒ : Conversely, if PN is bounded, markings of the reachability set are 
always achieved by a finite number of firings so that the reachability set is finite. 

Corollary 8.1. The reachability graph of a Petri net can be constructed if and only 
if the Petri net is bounded. 

If a Petri net is not bounded, there are an infinite number of markings and 
correspondingly an infinite number of reachability graph nodes. Therefore, it is not 
possible to construct the entire graph. 

Example 8.2. An unbounded Petri net is shown in Figure 8.5. A transition firing 
sequence 

 etc.tttttttt ...~
21212121=σ , (8.16) 

generates the sequence of marking vectors as follows: 
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Figure 8.5. Unbounded Petri net 
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Another firing sequence, t2 t1 t2 t1 …, can generate anthoer sequence of markings:  
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Marking ( )3pM  of 3p  grows to infinity. The number of reachability graph nodes 
is unlimited. An application of the reachability graph construction algorithm in 
Figure 8.6 shows that the marking of 3p  can be infinite in combination with many 
other markings of 1p  and 2p . These markings are as follows  
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As a result, every place can grow its marking to infinity. 

8.4  Coverability 

The reader could ask how to represent the marking state space for unbounded Petri 
nets in a finite way. It is possible using the coverability property and the so-called 
coverability graph. 

Definition 8.5. Let ( )0,,,, MWFTPPN =  be a Petri net. A reachable marking 
m of the Petri net PN  is said to be covered by a marking m′  iff 
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Figure 8.6. Construction of the reachability graph for an unbounded Petri net; to construct 
the complete graph is impossible 

 mm ≥′  (8.20) 

The inequality at Equation (8.20) means that for each pair of corresponding vector 
entries ( ) ( )imim ≥′  for Pi ,...,2,1= . Note that Definition 8.5 concerns any 
marking m′  of PN, not only the reachable ones. Here, recall Definition 7.3 
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defining both reachable and unreachable Petri net markings. The next definition 
deals with coverability with respect to a reachable marking in the given Petri net. 

Definition 8.6. Given a Petri net PN. A marking m is said to be coverable in PN if 
there is a reachable marking m′  in PN , i.e., ( ),0mm PNR∈′  such that  

 mm ≥′  (8.21) 

Definition 8.6 specifically deals with the coverability connected with a given 
Petri net. The initial marking 0M  used in the Petri net definition can be replaced 
by vector 0m . 

In order to augment the coverability concept for unbounded Petri nets, ω , a 
special symbol for infinity, has been supplemented to the marking value set. A 
slightly modified definition will serve for the augmentation. 

Definition 8.7. Given an unbounded Petri net PN. The function  

 { } { }ω∪∪→ + 0: NPM  (8.22) 

is called the augmented marking of PN. For each +∈Nn : ωωωωω ≥=±> ,, nn .  

For example an augmented marking 
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8.5  Coverability Graph 

Like the reachability graph described above for bounded Petri nets, the coverability 
graph is used for unbounded Petri nets. The coverability graph enables to represent 
in a finite form the marking state space so that the finite number of augmented 
markings cover all actual markings of the considered Petri net. The coverability 
graph construction is based on the following theorem. 

Theorem 8.2. Given a Petri net ( )0,,,, MWFTPPN =  and two firing sequences 
μ~  and ν~ , where ν~  is a non-empty firing sequence starting from marking 0m , μ~  
can also be the empty firing sequence. If μ~  is empty ( εμ ~~ = ), then [ 00

~ mm >ε . If 
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 [[ mmm ′>> νμ ~~
0    and    mm >′  (8.23) 

the Petri net PN is unbounded. 

Proof. Inequality mm >′ means that, at least for one entry of those vectors, 

 ( ) ( )imim >′ , Pi ,...,2,1∈  (8.24) 

while for the other entries for which Equation (8.24) is not valid, the equality holds. 
The vector entries considered in Equation (8.24) correspond to place ip . 

Let the first transition in the non-empty firing sequence ν~  be kt . If kt  is 
fireable by m even more it is fireable by marking m′ . The structure and weights 
of the Petri net PN are fixed. Some tokens are removed by firing kt  from ip  and 
some are added in ip  according to the firing rules in Definition 7.5. If there are 
more tokens added to ip  than those removed from it, Equation (8.24) holds. 
Consider that the firing sequence ν~  is again applied starting from marking m′  
and [ mm ′′>′ν~ . The inequality mm ′>′′  holds for the above-mentioned reason. 
Continuing the reasoning in the described way, it can be concluded that the number 
of tokens in ip  grows to infinity. A similar situation can occur for more than one 
place. In such a case, the number of tokens in such places increases beyond any 
integer limit. 

The idea of the coverability graph is to construct a graph of markings using the 
augmented markings and to achieve a finite graphical representation so that all 
reachable markings even unlimited are covered by a finite number of augmented 
markings. Then the coverability graph has a finite number of graph nodes.  

Definition 8.8. The coverability set for a given unbounded Petri net PN is a finite 
set of augmented markings covering all reachable markings in PN.  

 
Now we can formulate the coverability graph definition similar to the one of 

reachability graph. 

Definition 8.9. Consider a Petri net ( )0,,,, MWFTPPN =  be given. The simple 
labeled directed mathematical graph 

 ( )( )TffRELCCCG PNPN ,,,,, 210 ∅= m  (8.25) 

is the coverability graph of PN, where 
( )0mPNC    is the coverability set of PN 

( ) ( )00 mm PNPN CCRELC ×⊆  is the set of oriented arcs labeled by the 
function 2f  
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( ) ∅→01 : mPNCf  is not defined or empty function 
TRELCf →:2  is a function mapping the arcs of RELC into the set of 

transitions. The labeled arcs are represented via the triples ( )AkjAi MtM ,, . 
The labeled relation is labRELC . Transition jt  is fireable by all reachable 
markings (standard, i.e., not augmented marking) covered by the 
augmented marking AiM  and the firing brings about a marking covered by 
an augmented marking AkM , jt  is a label of the arc from AiM  to AkM . In 
this way, all reachable markings of PN are covered by ( )0mPNC  and all 
possible transition firings are among the labels of the coverability graph. 

A coverability graph node corresponding to an augmented marking may cover 
some subset of standard reachable markings in PN. For each possible transition 
firing in these reachable markings there exists an arc labeled with the transition and 
going into another augmented marking, possibly in the same augmented marking 
(feedback loop). Several reachable markings covered by an augmented marking 
can enable firing of the same transition represented by the same arc. Construction 
of a coverability graph according to Definition 8.9 is not an unambiguous task. 
There can be several coverability graphs for the same Petri net. Each node of the 
coverability graph represents a marking that covers a subset of the reachable 
marking of the given Petri net. Firing of a transition can change a marking that 
belongs to one covered subset to another marking belonging to another subset. 
Each subset is represented by an augmented marking that covers its subset. In a 
special case, a transition firing can return to the same subset. 

A coverability graph of PN can be constructed according to the following 
verbal algorithm. The algorithm proceeds in consecutive steps if not otherwise 
specified. 

STEP 1. Define three empty sets denoted as “NOT_ANALYZED”, “DEAD”, 
and “ANALYZED”. 

STEP 2. Put the initial marking represented by the vector 0m  into 
NOT_ANALYZED. 

STEP 3. If  NOT_ANALYZED is empty, go to STEP 11, otherwise go to 
STEP 4. 

STEP 4. Select and withdraw a marking from the set NOT_ANALYZED and 
denote it as m . Draw a node of the coverability graph which 
corresponds to the marking m . 

STEP 5. If no transition is fireable by m put marking m into DEAD and go to 
STEP 3, otherwise go to STEP 6. 

STEP 6. Define set TTm ⊆ of all fireable transitions by m . 
STEP 7. If mT  is empty go to STEP 3, and otherwise go to STEP 8. 
STEP 8. Withdraw a transition t from mT  and by its firing in PN obtain 

marking m′ , that is [ mm ′>t .  
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STEP 9.  If there is a marking em  equal to m′  in ANALYZED or DEAD, 
draw an arc from node m to em , label it with t and go to STEP 7, 
otherwise go to STEP 10. 

STEP 10. If there is one or more markings m ′′  on any possible directed path 
from 0m  to m′ , for which mm ′′>′ , then replace the number of 
tokens for each place Pp∈  for which ( ) ( )pp mm ′′>′  with symbol 
ω  standing for the infinite number of tokens, i.e., the original 
marking is replaced by an appropriate augmented marking. Recall 
that ω  does not strictly cover ω  because it is defined that ωω ≥ , 
this case does not lead to a new covering marking. In the case that 
there is not the same marking as m′  in ANALYZED or DEAD, add 
a new node corresponding to the modified augmented marking m′  
into  the coverability  graph and draw an arc from m  to the modified 
marking m′ . Put marking m′  into set NOT_ANALYZED, else 
draw only an arc. Go to STEP 7. 

STEP 11. END. 

It is evident that STEP 10 is directly implied by Theorem 8.2. If some newly 
generated marking “sharply” covers a marking somewhere on the backtracked path 
in the coverability graph, then Theorem 8.2 can be applied. The fact that in one 
place tokens will be cumulated without limits is interpreted by replacing the 
marking with infinity ω . From this moment when a transition t is fired by m′ , the 
number of tokens in place p is considered infinitely large. Recall that the addition 
of k tokens to p gives ωω =+ k  and similarly for any subtraction. For covering 
ω  holds ωω ≥ . 

A Nassi-Schneiderman structogramme is depicted in Figure 8.7. It specifies 
practically the same construction algorithm as verbally described earlier. The 
structogramme is more transparent and enables to program better the algorithm 
using a computer. The structogramme design principles have been explained when 
constructing the reachability graph. 

Example 8.3. Construction of the coverability graph is illustrated using the Petri net 
from Example 8.2, which is depicted in Figure 8.5.  

The initial marking is ( )T0 121=m . There are two transitions fireable by 0m : 

1t  and 2t . Next markings are ( )T300  and ( )T042 . None of these markings 

cover some of their ancestors, namely ( ) ( )TT 121300 >/  and 

( ) ( )TT 121042 >/ , either. Now there are two markings in the set 
NOT_ANALYZED. Considering first ( )T300 , only 2t  is fireable at ( )T300 . 

The next marking is ( )T221  which sharply covers ( )T0 121=m  as 

( ) ( ) 0
TT 121221 mmm =′′=>=′ . For 3p , since m'(p3)> m"(p3), the marking 

at p3 becomes ω. Since ωω =−1 , the next marking resulting from firing t1 is 
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( )T00 ω . Continue the process according to the algorithm; we obtain the 
coverability graph in Figure 8.8. It has only six distinct nodes, i.e.,  
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Figure 8.7. Nassi-Schneiderman structogramme for the coverability graph construction 
algorithm 
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Figure 8.8. Coverability graph for the Petri net in Figure 8.5 
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Figure 8.9. Coverability graph for the Petri net in Figure 8.5 

The example allows one to demonstrate the ambiguity of the coverability graph 
construction. In Figure 8.9 there is a different coverability graph that complies with 
Definition 8.9 though it has not been designed using the above described algorithm. 

With its augmented markings the coverability graph in Figure 8.9 covers all 
reachable markings of the net in Figure 8.5. Each possible firing has an associated 
arc from one augmented marking covering of the coverability graph to another of 
the next marking after the firing. 

Example 8.4. Consider the net in Figure 8.10. It comprises a transition without any 
outgoing arc. Such a structure complies with Definition 7.2. Its coverability graph 
is shown in Figure 8.11 and has two dead markings. They are contained in the set 
DEAD filled up during the algorithm execution. 
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Figure 8.10. An unbounded Petri net 

Figure 8.11. Coverability graph for the Petri net in Figure 8.10 

Design of the reachability and coverability graphs can be analogously done for 
the Petri nets with inhibitors and incidentors PI, for the Petri nets with capacities 
PCA, and for the Petri nets interpreted for control PC. The PI’s and PCA’s firing of 
a transition is subordinated to the existence of inhibitors or incidentors, and to the 
place capacities, as well. For PC the arcs in the reachability and coverability 
graphs are labeled both with firing transitions and with additional firing conditions. 

8.6  Liveness 

The next property we intend to study is the liveness. It is related to the deadlock 
free operation of discrete event systems. Liveness can be analyzed in terms of 
marking and event. 
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Given a Petri net PN we say that a reachable marking ( )0mm PNd R∈  is dead if 
there is no transition fireable at dm . Put simply, if a Petri net is a correct model of 
a real system and reaches dm , then the system cannot continue its 
operation/function. No event is executable and the system is in a deadlock.  

Moreover, we are interested in the system event history leading to a deadlock. 
The history can be expressed in terms of firing sequences. Firing sequences are a 
very basis for the definition of Petri net liveness. 

Definition 8.10. Consider ( )0,,,, MWFTPPN = . A transition Tt ∈  is said to be  

• Live at level 0L (or dead) if there is no firing sequence beginning at 0m and 
containing t, 

• Live at level L1 if t can be fired at least once in a firing sequence beginning 
at 0m , 

• Live at level L2 if t can be fired at least k (k≥1) times in a firing sequence 
beginning at 0m , 

• Live at level L3 if t can be fired infinite times in a firing sequence 
beginning at 0m , 

• Live at level L4 (or live) if at each reachable marking of PN, there is at 
least one firing sequence in which t fires at least once. 

It is possible to express L4 in terms of L1 as follows: transition t is live at level 
L4 if for each reachable marking ( )0mm PNR∈  it is L1-live. In other words, 
starting from every reachable marking there should exist a firing sequence in which 
t fires at least once.  

Liveness at level Lk is denoted as Lk-liveness for brevity. 
The following implications can be easily understood: 

L4-liveness ⇒  L3-liveness ⇒  L2-liveness ⇒  L1-liveness 

t is said to be strictly Lk-live if it is Lk-live but at the same time it is not 
L ( )1+k -live. 

The minimum liveness property with respect to all transitions of a Petri net is 
transferred into the property of the whole Petri net, i.e., if all transitions of PN are 
Lk-live, PN is Lk-live.  

Many authors use the tag “live” for the L4-liveness. Consequently if t is not live 
then it may not be dead, it can be, e.g., L2-live, and inverse of dead (L0-liveness) is 
not live but can be any Lk-liveness, k=1,2,3, and 4. 

Example 8.5. Figure 8.12 shows a Petri net that serves for liveness study. Only 1t  
is fireable at initial marking ( )T0 0  1  0  0  1=m . After firing 1t  the next marking is 

( )T0  0  0  1  0  and then only 3t  is fireable. Firing it leads to ( )T0  0  1  0  1 . 
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Afterwards, 4t  and 5t  can alternate their firing infinitely. Transition 2t  never fires. 
Therefore it is L0-live. Transitions 1t  and 3t  fire exactly once – they are strictly 
L1-live, and 4t  and 5t  can fire for infinite times – they are live at level L3. The 
Petri net as a whole is live at level L0, thus it is dead. The liveness situation is 
evident from the reachability graph in Figure 8.13. Obviously, in the loop 
( ) ( ) ( ) ....001011000000101 TTT →→→  transitions 4t  and 5t  can fire for an 
infinity number of times. 

The analyzed Petri net is bounded. 
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Figure 8.12. Petri net showing Lk liveness, k=0, 1, 2, 3, and 4 
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Figure 8.13. Reachability graph for the Petri net in Figure 8.12 
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8.7  Reversibility 

Many processes in DEDS have a cyclic character. For example, production jobs in 
manufacturing systems run cyclically. Some product is manufactured out of input 
parts through a sequence of operations that are repeatedly executed during a work 
shift. The Petri net model of a DEDS reflects the cyclic character through a 
property called reversibility defined as follows. 

Definition 8.11. A Petri net PN is reversible iff for each reachable marking 
( )0mm PNR∈  the initial marking 0m  belongs to the reachability set from m  in 

PN, i.e., 

 ( )mm PNR∈0  (8.26) 

Simply speaking, the reversibility property says that for every reachable 
marking there exists at least one firing sequence beginning at it and going back to 
the initial marking. From the point of view of the reachability graph, for every 
graph node there exists a directed path starting in the node and going back to the 
root. The reversibility is illustrated via the following example. 

Example 8.6. Consider the Petri net in Figure 8.14. At the beginning, just 2t  is 
fireable, then, either 1t  or 3t  is fireable. After having fired 1t , transition 2t  can be 
fired. After repeating this sequence k-times, k-tokens are delivered into 3p . When 
afterwards transitions 3t  and 4t  are fired k-times, the initial marking ( )T0  1  0  1  0  
is obtained.  

 
Figure 8.14. Petri net for the reversibility illustration 
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Figure 8.15. Coverability graph for the reversible Petri net in Figure 8.14 

 
 
Evidently, the Petri net is a reversible one because from any reachable marking 

it is always possible to return to the initial marking through appropriate transition 
firings. The corresponding coverability graph is given in Figure 8.15. The graph 
will later be used in the summary analysis of the Petri net properties in Section 
8.12. 

8.8  Persistence and Fairness 

An interesting property of the DEDS is the realizeability of an event with respect to 
the realization of another event. The question formulated in terms of Petri nets is 
whether a transition once being fireable or enabled can lose the fireability prior to 
its actually being fired. 

A Petri net is said to be persistent if, having two or more transitions fireable in 
a state,  firing a transition of them does not remove the fireability of the other 
transitions.  

A property closely related to the persistence is fairness. A Petri net is said to be 
bounded fair if every pair of its transitions is bounded fair. A transition pair is 
bounded fair if every transition of the pair can fire k-times at maximum before the 
other transition in the pair fires. More about persistence in connection with 
concurrency and conflict will be written later in this textbook. Fairness is dealt 
with, for example, in the excellent survey paper of Murata (1989). 
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8.9 Conservativeness 

Petri nets are often used to model the utilization of various system resources. For 
example, the utilization of computer processors, memory devices, input/output 
units etc., requires modeling their availability or occupation in distributed 
computer systems. Frequently the number of resources in a system remains 
constant. In Petri nets the situation is reflected through  conservativeness. 

Definition 8.12. A Petri net PN is strictly conservative if in all reachable markings 
the total sum of tokens in the net is constant. Formally expressed 

 ( ) ( ) ( )0
1

0
1

for mmmm PN

P

i
i

P

i
i Rpp ∈∀= ∑∑

==

 (8.27) 

If two or more resources, e.g., a part and robot, are represented each by a 
separate token and then the action “The robot picks up the part” by one token, then 
the number of tokens is changed from two to one. That kind of system situation can 
be coped with the weighted conservativeness, which is subject of the next 
definition. 

Definition 8.13. A Petri net PN is conservative with respect to a weight vector v  if  
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Example 8.7. Distributed computer networks are a frequently used discrete event 
systems. In the adapted example inspired by Starke (1990), the system comprises 
three processors communicating via two transmission channels. Conflict situations 
occur due to the use of only two communication resources by three competing 
users. The system layout with main data channels is shown in Figure 8.16. 

Variables: 
ir  represents the requirement of the processor Proc i to communicate data;  

if   announces disconnection from the used channel and end of the 
communication;  

iw  is the communication start command for Proc i.  

First, the system is specified as a deterministic finite automaton, and then as a 
Petri net. Thus the example is used to compare both approaches. 
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Figure 8.16. Data communication network 

There are seven states characterizing the system situations and six events 
driving the system behavior. Only one processor can use a channel at a time. The 
state transition table of the automaton is shown in Table 8.3 and its graphical 
representation is in Figure 8.17. The abbreviation  “Proc i” is used for the i-th 
system processor. The used communication channel is not specified, as it can be 
seen from the state transition table. 

Important information is if one channel, regardless which one of two available 
channels, is busy or not. The Petri net of the described system is shown in Figure 
8.18. The meaning of places and transitions is described in Tables 8.4 and 8.5. 

The state transition table or graph of the finite automaton (Figure 8.17) 
provides much less information about structural and behavioral properties of the 
modeled system than the corresponding Petri net does. From the finite automaton 
specification it can be found that, if a state change occurs by event ie , the inverse 
back leading change occurs by event 3+ie .  

A finite automaton specifying the control of the communication is shown in 
Figure 8.19. It is a part of the complete automaton. Control commands iw  are set 
to value iC  in the respective states. The complete automaton would be rather 
complex. 

Place 7p  in the Petri net represents free channels. The initial marking 
( ) 270 =pm  says that there are two free channels available for processors at the 

beginning. From the net we know that two activities run in parallel at a reachable 
marking ( )T0  0  1   0  1  0  1=m : processor 1 works using one channel and 
processor 3 works using the other channel. No other channel is available until one 
of the processors returns a channel it occupies.  
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Table 8.3. State transition table 

 e1 e2 e3 e4 e5 e6  

q0 q1 q2 q3    Initial state 

q1  q4 q5 q0   Proc1 uses 
one channel 

q2 q4  q6  q0  Proc2 uses 
one channel 

q3 q5 q6    q0 
Proc3 uses 
one channel 

q4    q2 q1  
Proc1 and 
Proc2 use 
both channels 

q5    q3  q1 

Proc1 and 
Proc3 use 
both channels 

q6     q3 q2 

Proc2 and 
Proc3 use 
both channels 

 

Proc1 
starts 
using a 
channel 

Proc2 
starts 
using a 
channel 

Proc3 
starts  
using a 
channel

Proc1 
ends 
using a 
channel

Proc2 
ends 
using a 
channel

Proc3 
ends 
using a 
channel

 

 q0 

q3 q2 q1 

q5 q4 q6 

e1 

e4 

e2 e5 

e3 

e6 

e2 e5 

e3 

e6 e1 

e4 
e2 

e1 e3 e6

e1 
e4 

 
Figure 8.17. Graphical representation of the finite automaton 
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Figure 8.18. Petri net for a three-processor and two-channel system 

Table 8.4. Meaning of the Petri net places 

Meaning 

P1 Proc1 uses one channel 

P2 Proc2 uses one channel 

P3 Proc3 uses one channel 

P4 Proc1 does not use a channel 

P5 Proc2 does not use a channel 

P6 Proc3 does not use a channel 

P7 Number of tokens in it indicates the number of free channels  

Table 8.5. Meaning of the Petri net transitions 

 Meaning 

t1 Proc1 starts using one free channel 

t2 Proc2 starts using one free channel 

t3 Proc3 starts using one free channel 

t4 Proc1 ends using one channel 

t5 Proc2 ends using one channel 

t6 Proc3 ends using one channel 
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Figure 8.19. Partial finite automaton with outputs specifying control 

Figure 8.20. Petri net interpreted for control of a three-processor and two-channel system 

The Petri net interpreted as a control model for the system of three processors 
and two channels is shown in Figure 8.20. A new element is used in the net, 
namely the source place. Source places are hatched in the figure. A token is 
generated in the source place when an associated requirement of the system 
resource occurs. Depositing a token in source places pr1, pr2 and pr3 indicates the 
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requirement of the corresponding processor to be connected to a free channel. The 
token presence in eip  indicates the end of the transmission process of the i-th 
processor and the demand for disconnecting from the used channel. Place sip  is 
used to indicate that the disconnection takes place. iC  is the command for 
connecting the i-th processor.  

The above examples clearly show that the control specification using Petri nets 
is much more effective than the one using a finite automaton. The Petri net model 
in Figure 8.20 specifies the main function of the server managing the connections. 
Other control functions can be completed using the shown approach.  

Furthermore, the presented example shows an alternative way of how to build-
in input signals from the controlled system into the control one, by using the source 
places to associate logical conditions with transitions (in comparison with the way 
in Section 7.4). 

8.10  P-invariants and T-invariants 

In a Petri net, the existence of a P-invariant and/or T-invariant is a structural 
property, i.e., the properties are independent of the initial marking. 

Definition 8.14. A vector TP
P N∈i , where N is the set of natural numbers, the 

cardinality of the set P  is nP =  and TPN  is the set of the transposed n-tuples, is 
called the P-invariant of a Petri net ( )0,,,, MWFTPPN =  if  

 0iN =Δ P
T ,
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where at least one entry of vector Pi  is nonzero. ΔN is an incidence matrix of PN  
(also denoted as A in Section 7) and the dimension of the zero vector 0  is mT = .  

 
The case when ( )T0,...,0,0=Pi  is trivial and hence it is excluded by definition. 

Equation (8.29) is in fact a system of homogeneous linear algebraic equations 

 

0...

0...
0...

2211

2222121

1212111

=+++

=+++
=+++

n
P

mn
P

m
P

m

n
P

n
PP

n
P

n
PP

iaiaia

iaiaia
iaiaia

M
 (8.30) 



 Properties of Petri Nets 135 

Obviously, its zero solution always exists. Generally, it is implied by the 
Frobenius theorem stating that if the rank of the coefficient matrix of the system at 
Equation (8.29) is equal to the rank of the augmented matrix, the system has a 
solution. The zero solution of Equation (8.30) is 

 0...21 ==== n
PPP iii  (8.31) 

For a system of linear algebraic equations it is well known that when the rank r 
of its coefficient matrix is equal to the number of equations nr = , exactly one 
solution exists. For the case of the homogeneous system at Equation (8.30) there is 
the solution at Equation (8.31). Coefficients ija  in the system at Equation (8.30) 
are integers as it follows from the construction of the Δ -incidence matrix. If the 
searched unknowns are allowed to be real numbers then there are infinitely many 
solutions for nr < . If only integers are allowed, the condition nr <  is necessary 
but not sufficient for the existence of solutions other than Equation (8.31). 
Sometimes, even a stronger restriction can be imposed on the solution space, 
namely that the unknowns should be natural numbers (non-negative integers). In 
this case, even more so the condition nr <  is not sufficient.  

As mentioned above we are interested in nonzero P-invariants and 
consequently in nonzero solutions of Equation (8.30) in the integer space or even 
in the space of natural numbers. 

In what follows we will show that the conservativeness property of a Petri net 
is a corollary of the Petri net P-invariant presence. Suppose a given Petri net has a 
P-invariant Pi . Then owing to Definition 8.14  

 0iN =Δ P
T  (8.32) 

Recalling Equation (7.29), Definition 8.1 and Equation (8.7) we have for a 
reachable marking km  

 ∑
=

Δ+=
k

s
ik s

1
0 tmm  (8.33) 

which can be given as 

 zNmm Δ+= 0k  (8.34) 

where ( )T
21 ,...,, mzzz=z , Nzi ∈ , ( )mi ,...,2,1∈  determines how many times the 

vector itΔ  occurs in a particular firing sequence. 
From Equation (8.34) we have 

 zNmm Δ=− 0k  (8.35) 
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Transposing Equation (8.35) yields  

 TTT
0

T
Δ=− Nzmm k  (8.36) 

and multiplying by Pi  gives 

 ( ) PPk iNzimm TTT
0

T
Δ=−  (8.37) 

Due to the assumption of P-invariant  

 ( ) 0TT
0

T ==− 0zimm Pk   (8.38) 

 PPk imim T
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T =  (8.39) 
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According to Equation (8.41) in a Petri net the sum of tokens distributed in 
places with respect to the initial marking, and weighted (multiplied) by the 
components of P-invariant Pi  is constant  for all reachable markings 

( )0mm PNk R∈ . If some of the P-invariant components is zero, the number of 
tokens in the corresponding place is excluded from the sum (8.41). A term P-
invariant support is used in this connection. The P-invariant support is the set of 
Petri net places corresponding to nonzero entries in Pi . Using the concept of 
support, the weighted sum of tokens in the places of the P-invariant support is 
constant for all reachable markings.  

It is possible to prove the inverse proposition to (8.32) ⇒ (8.39), namely 
(8.39)⇒ (8.32) for L1-live Petri net. Assume for L1-live Petri net PPk imim T

0
T =  

for all reachable markings ( )0mm PNk R∈  and for some TP
P N∈i . Then 

0T
0

T =− PPk imim  and ( ) 0T
0

T =− Pk imm . Further TTT
0

T
Δ+= Nzmm k so that 

( ) 0T
0

TTT
0 =−+ Δ PimNzm  where 0z ≠T . We have ( ) 0TT =Δ PiNz  and 0Nz ≠Δ

TT  

for entries corresponding Pi  yielding 0iN =Δ P
T . 

The concept of P-invariants is useful for the solution to various problems in 
Petri nets and via them also in DEDS as we will see later on. A similar concept of 
T-invariants is introduced in the following definition. 
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Definition 8.15. A vector TT
T N∈i , where N is the set of natural numbers, the 

cardinality of set T  is mT = and TTN is the set of transposed m-tuples, is called 
the T-invariant of a Petri net ( )0,,,, MWFTPPN =  if  

 0iN =Δ T , 
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where at least one entry of the vector Ti  is nonzero. ΔN is an incidence matrix of 
the Petri net PN  and the dimension of the zero vector 0  is nP = . 

Note that the incidence matrix in the definition is not transposed. If 
ksss ttt ...

21
is 

a transition firing sequence beginning in marking 0m  and referring to (8.33) and 
(8.34) we have 

 zNmtmm Δ
=

+=Δ+= ∑ 0
1

0

k

s
ik s

 (8.43) 

If z  is a T-invariant it follows 

 0and mm0zN ==Δ k  (8.44) 

Theorem 8.3. The existence of a T-invariant is a necessary condition for a Petri net 
to be reversible. 

Proof. The principle of the Petri net reversibility consists in that for each reachable 
marking km there is a transition firing sequence continuation from km  reaching 
the marking 0m , i.e., in terms of Equation 8.43, zNmm Δ+= 00 . Therefore 

0zN =Δ has to hold, hence z is a T-invariant. 

Proposition of Theorem 8.3 can be expressed by the implication: 

 Petri net is reversible ⇒  T-invariant exists 

Using a counterexample it will be shown that the inverse implication:  

 T-invariant exists ⇒  Petri net is reversible 

does not hold. See Petri net in Figure 8.21. We have: 
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Figure 8.21. Petri net with a T-invariant 
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Figure 8.22. Reachability graph for the Petri net in Figure 8.21 
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Ti , but the reachability graph indicates that the 

Petri net is not reversible (Figure 8.22). 
A way to find the solutions to the linear algebraic system of equations (8.32) in 

the space of integer numbers is to use the standard methods used for the real 
number space hoping that an integer solution could be obtained or extracted from a 
real number solution. The following example illustrates this solution way. An exact 
method yielding the solution directly is described later.  

Example 8.8. A robotic manufacturing cell as adapted from Abel (1990) is depicted 
in Figure 8.23. Workpieces of type A are transported into the cell with conveyor 
C1 and workpieces B with C3. The Petri net specifying this cell’s operation is 
shown in Figure 8.24. Presence of a token in place 1p  corresponds to the presence 
of a workpiece A ready for technological processing at the end of conveyor C1. 
The part of the net for B-workpieces is quite symmetrical with respect to that for 
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A-workpieces. Transition 1t  expresses the technological processing start with 
assistance of robot R1. Availability of R1 is expressed by a token in 7p . After 1t  
fires the tokens are removed from 1p  and 7p  and a token is placed in 2p , which 
means that the processing is in progress in machine center MA1 using robot R1. 
An example is coachwork welding in the automobile industry. The end of this 
technological step and start of the processing in MA2 using R2 is marked by firing 

2t . Firing 3t  means that the processing in MA2 has been completed and the next 
workpiece to be processed is available at the input on C1. The last event 
represented by 3t  may seem to be a little bit artificial: the end of the processing 
and arrival of an A-workpiece both represented by one transition means that the 
robot R2 is kept busy until the A-workpiece arrival.  

It would be possible to add more places and transitions and to express the 
operation more precisely. The used representation illustrates a natural way of a 
Petri net construction – from a simpler and rough net to the extensions. This 
construction way is called top-down design. We will keep the Petri net in the form 
in Figure 8.24 just for the sake of simplicity of the following considerations.  

 
 

A  
B  

C 1  C 3

C 2  C 4

R 1

R 2

M A 1  

M A 2  

M B 1

M B 2  

 
Figure 8.23. A two-robot manufacturing cell 
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In the example, the task is to find P-invariants for the Petri net describing the 
robotic cell. The transposed Δ -incidence matrix is 

 

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

−
−−

−−
−

−−
−−

=Δ

10101000
11110000
01011000
10000101
11000110
01000011

TN  (8.45) 

       From the equation 0iN =Δ P
T , we get a system of equations to be solved 

(having omitted the index P for simplicity): 

 

0
0
0
0
0
0

864

8765

754

831

8732

21

=+−
=−++−
=−+−
=+−
=−++−
=+−

iii
iiii

iii
iii
iiii

ii

 

  (8.46) 

 

p1 

p2 

p3 

p4 

p5 

p6 

p7 

p8 

t2 

t3 

t4 

t5 

t6 

t1 

z z

z

z

 
Figure 8.24. Petri net for the robotic manufacturing cell 
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The calculation of the coefficient matrix determinant and of the lower order 
determinants shows that the rank of the coefficient matrix is 4=r . It means that 
there are two equations in Equation (8.46), which linearly depend on the remaining 
four. Summing the first and second equations gives: 

 
0                    
0
0

831

8732

721

=−+−
=−++−
=−+−

iii
iiii

iii

 (8.47) 

and multiplication by  –1 gives the third equation in Equation (8.46). Similarly, the 
sum of the fourth and fifth equations multiplied by –1 gives the sixth equation. 
Hence, both the third and sixth equations can be omitted and we have finally 

 

0
0
0
0

8765

754

8732

721

=−++−
=−+−
=−++−
=−+−

iiii
iii

iiii
iii

  

  (8.48) 

The particular integer values of four unknowns can be chosen arbitrarily of and 
the remaining four unknowns can be calculated. Values of the four unknowns are 
chosen as follows: 

 

48

37

24

11

λ
λ
λ
λ

=
=
=
=

i
i
i
i

 (8.49) 

and for transparency we denote the remaining dependent unknowns as 

 

64

53

32

21

ix
ix
ix
ix

=
=
=
=

 (8.50) 
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3443

323

3421

311

λλ
λλ
λλ
λλ
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xx
x
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x

 (8.51) 

Using the Cramer’s rule  

 

( )
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1 1
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+=
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=

x
x
x

x

     (8.52) 

Returning to the original notation the P-invariants are given by 
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 (8.53) 

This equation determines all P-invariants for the values of 4321 ,,, λλλλ ; λ1, λ2, 
λ3, and λ4 are chosen from the set of integers. Obviously, the non-negative P-
invariants are obtained choosing them from the set of natural numbers. First, 
consider the P-invariants obtained for their values from { }1,0  only. The obtained 
P-invariants and their corresponding supports are listed below: 

Now, the system is 
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 etc.  
  (8.54) 

For example, according to the first P-invariant the number of tokens in places 
{ }321 ,, ppp  is equal to 1 for all reachable markings. Consider the last P-invariant 
shown above. The number of tokens in 2p  is weighted by 2. By inspection of the 
Petri net in Figure 8.24 the weighted sum of tokens in places { }75321 ,.,, ppppp  is 
always 2. 

The P-invariants express the grouping of the system components from the 
viewpoint of technology and operation. For example the first P-invariant in 
Equation (8.54) groups the places comprising the component route of the 
workpieces A. The second P-invariant has an analogous meaning for the 
workpieces B. On the other hand, the third P-invariant is associated with the 
operation state of robot R1. It works either with workpiece A or B or is waiting to 
start work. 

The procedure shown above may not be successful in finding the existing 
integer solutions of the equation system at Equation (8.30). The main idea of a 
method always giving the answer about the system solvability and in the positive 
case the solutions themselves will be presented next.  

For the sake of a transparent explanation, consider a very simple case  

 bxaxa =+ 2211  (8.55) 

where the coefficients 21,aa and b  and unknowns 1x  and 2x  are supposed to be 
integers, i.e., 

 Ixxbaa ∈2121 ,,,, .  (8.56) 
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The greatest common divisor of the coefficients 21, aa  will be denoted 
( )21 , aaGDIV . It can always be extracted from the left-hand side of Equation (8.55) 

 ( )( ) bxaxaaaGDIV =+ 21121 '', , Iaa ∈21 ','  (8.57) 

and 

 ( )21
2211 ,

''
aaGDIV

bxaxa =+  (8.58) 

The following theorem is based on the previous facts. 

Theorem 8.4. Equation (8.55) under the condition at Equation (8.56) has a solution 
if and only if the right-hand side coefficient b is divisible by the greatest common 
divisor of 1a  and 2a . 

Theorem 8.4 can be easily extended to the system 

 

mnmnjmjmm

ininjijii

nnjj

nnjj

bxaxaxaxa

bxaxaxaxa

bxaxaxaxa

bxaxaxaxa

=+++++

=+++++

=+++++

=+++++

......
..................................................

......
...............................................................

......

......

2211

2211

222222121

111212111

 (8.59) 

The divisibility of ib through ( )inii aaaGDIV ,...,, 21  is a necessary and sufficient 
condition for the solution existence of the system at Equation (8.59) together with 
Frobenius condition. 

Further consider that for the absolute values in Equation (8.55) the following 
holds: 

 21 aa ≥   (8.60) 

Using the Euclid algorithm we can write  

 ( ) ( )( )22121 ,,, aaaGDIVaaGDIV Mod=  (8.61) 

where ( )21 , aaMod  is the remainder after the integer division of 1a  by 2a . The 

result of the integer division is denoted by ⎥
⎦

⎥
⎢
⎣

⎢

2

1

a
a

. For example, for 
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18,21 21 == aa , Mod(21, 18)=3, because 1
18
21

=⎥⎦
⎥

⎢⎣
⎢  with the remainder 3. The 

following inequality is always fulfilled: 

 ( ) 221 , aaa <Mod  (8.62) 

if Equation (8.60) holds. By substituting in Equation (8.55) the following 
unknowns, 
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2
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ξξ

ξ

+⎥
⎦

⎥
⎢
⎣

⎢
−=

=

a
a

x

x
 (8.63) 

we obtain 

 b
a
a

aa =⎟
⎟
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⎥
⎢
⎣
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2211 ξξξ  (8.64) 
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a
a

aa =+⎟
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⎢
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2

1
21 ξξ   (8.65) 

 ( ) baaa =+ 22121 , ξξMod  (8.66) 

Applying Theorem 8.4, the necessary and sufficient condition for an integer 
solution of Equation (8.66) is divisibility of b by ( )( ) 22,1 , aaaGDIV Mod , which is 
equivalent to the divisibility of b by ( )21 , aaGDIV  due to (8.61). Therefore, if 
Equation (8.66) has an integer solution then Equation (8.55) does have, too. 
Between unknowns ( )21 ξξ  and ( )21 xx  there is an injection relation. Due to the 
important fact, namely ( ) 221 , aaa <Mod , repeating transformation at Equation 
(8.63) we either find that  an integer solution does not exist, or obtain a unit 
coefficient of some unknown. In the latter case we multiply the transformed 
equation by a suitable integer and subtract it from another equation following the 
Gauss reduction technique.  

The backward transformation from Equation (8.63) to the explicitly given 
unknowns nxxx ,...,, 21  is unambiguously executable, as we can see from 
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ξ

 (8.67) 



146 Modeling and Control of Discrete-event Dynamic Systems 

It is reasonable to start the solution of Equation (8.59) with the equation 
containing the least coefficient. Let this coefficient in system at Equation (8.59) be 

ija . For such a general case we have the following transformation: 
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  (8.68) 

The coefficients of the i-th equation of the transformed system are 

 ( )ijip
ij

ip
ijipip aa

a
a

aaa ,' Mod=
⎥
⎥
⎦

⎥

⎢
⎢
⎣

⎢
−=  for np ,...,2,1=  (8.69) 

and 

 ijip aa <'  (8.70) 

The reader can see that the divisibility conditions are similar to before and the 
value of coefficients in the equations can be lowered step-by-step to one, if of 
course an integer solution exists. As far as this is achieved, the equation is used for 
the reduction of the number of unknowns.  

It can be shown that a reverse transformation of step-by-step (8.68) leads 
unambiguously back to the original unknowns of the original system of the 
equations. In terms of the algebraic structure theory the described method applies 
only operations over the ring of integers. Division of the integer numbers is not 
defined there. Such a division requires the rational numbers. 

Interested reader can find more about the method in Abel (1990) containing 
further references.  The described method is clearer with the help of a simple 
example. 
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Example 8.9. Find the integer solutions of 

 523 21 −=− xx  (8.71) 

There are two unknowns in just one equation. Evidently, 

 ( ) ( ) 12,3, 1211 =−= GDIVaaGDIV  (8.72) 

The right-hand side of Equation (8.71) is divisible by 1, hence an integer 
solution exists. The transformed equation is 

 ( ) ( ) 522,3 21 −=−+− ξξMod  (8.73) 
 52521 2121 −=⇒−=− ξξξξ   (8.74) 

Let 2ξ  be a free unknown. Its value can be a number k, then 

 k=2ξ     and    521 −= kξ  (8.75) 

Returning to the original unknowns we have 

 ( ) 53521
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−==

kkkx
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x

kxx

ξξ

ξ

 (8.76) 

The integer solution is illustrated in Table 8.6. 

Table 8.6. Integer solutions of equation: 3x1 – 2x2 = –5 

k   

xi 
-1  0  1  2  3 

x1 -7 -5 -3 -1 +1 

x2 -8 -5 -2 +1 +4 

Example 8.10. Two equations (m=2) in three unknowns (n=3) are given: 

 
0352
0423

321

321

=++−
=−+

xxx
xxx

 (8.77) 

We are searching integer solutions of Equation (8.77). The rank of the 
coefficient matrix 2=r , nmr <= , i.e., the integer value of one unknown, can be 
chosen arbitrarily and the values of the remaining two are determined. Choose 
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coefficient 2,1,12 === jiaaij . According to Equation (8.68) the transformation 
equation is 
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  (8.78) 

The second row of the transformation matrix is 

 ( ) 22
2
4;1;1
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and 
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x
x
x

 (8.80) 

And by substituon into Equation (8.77) 

 
01357
02

321

21

=++−
=+

ξξξ
ξξ

  (8.81) 

Multiplying the first equation by 7 and adding it to the second one yields 

 01319 32 =+ ξξ  (8.82) 

or 

 2323 13
191913 ξξξξ −=⇒=−   (8.83) 

When choosing 

 Ikk ∈−= ,132ξ   (8.84) 

the solution is kept in the integer domain, as it is evident from 

 ( ) kk 1913
13
19

3 =−−=ξ  (8.85) 
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The last unknown will be 

 ( ) kk 261322 21 =−−=−= ξξ  (8.86) 

Returning to the original unknowns, all integer solutions of the equation system 
at Equation (8.77) are obtained as follows: 
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kkkx
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38392
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3
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==
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ξ
 (8.87) 

where Ik ∈ . 

8.11  Concurrency and Conflict 

The notions “concurrency” and “parallelism” are frequently used in the DEDS. 
They are related to the time evolution of the system events. In such considerations 
a certain time scale is necessary. There can be troubles with time relations if 
systems are distributed in space because of the physical relativity phenomena. One 
can imagine the problems when time synchronization signals are transmitted over 
long distance among individual components of a system. 

Petri nets as a tool for the DEDS representation can reflect the considered 
notions in some way. Let us introduce the following definition coping with the 
problem. 

Definition 8.16. Consider Petri net ( )0,,,, MWFTPPN = . Let TS ⊆  be a subset 
of its transitions with cardinality greater than 1 and m be a reachable marking in 
PN. S is called the concurrent subset of the transitions at m if 

 mts ≤=∑
∈

−−

St
 (8.88) 

Vectors −t  has been defined in Section 7.2. The meaning of the definition will 
be illustrated in the following example. 

Example 8.11. Consider a Petri net depicted in Figure 8.25 with the initial marking 
specified. Let us analyze whether { }211 , ttS =  is a concurrent subset of the 
transitions by 0m . We have 
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It can be concluded that 1S  is a concurrent subset of the transitions at 0m . On 
the other hand,  

 { }3212 ,, tttS =  (8.91) 

is not a concurrent subset of the transitions at 0m  because 
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Figure 8.25. Petri net for concurrency analysis 
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The main idea of Definition 8.16 is that a marking, as 0m in the example, 
should have so many tokens in the pre-places of transitions belonging to set 1S  
that all transitions in 1S  can fire simultaneously. In other words, firing a transition 
from 1S  does not influence the possibility to fire any of the remaining transitions 
in it. We remember that a standard way of the Petri net modeling technique is 
based on the assumption that at a time point just one transition fires. When 
considering concurrency, the possibility of simultaneous firing is investigated. 
Obviously, the modeling can be based on the assumption of simultaneous transition 
firing but the risk of conflicts and behavior complexity grow considerably.  

The concurrency is closely related to the possibility of arbitrary order of the 
firing, which is dealt with in the following theorems. 

Theorem 8.5. Consider a Petri net ( )0,,,, MWFTPPN = . Let S be a concurrent 
subset of transitions at a reachable marking m . Let a firing sequence σ~  start 
in m and contain any transition of S just once. Then the order of transition firing is 
arbitrary. 

Proof. Concurrency of transitions in S enables simultaneous firing of all transitions 
at m , i.e., for a single firing of transitions from S there are enough tokens in the 
pre-places of transitions belonging to S, regardless of a firing order. 

A slightly more complicated situation is with the reverse theorem. 

Theorem 8.6. Consider a pure Petri net ( )0,,,, MWFTPPN = . If each transition 
of a subset S is fireable once in an arbitrary ordered firing sequence beginning in 
m and containing just transitions of S (the order of the transition firing is arbitrary), 
then S is a concurrent subset of transitions at m . 

The proof of the theorem can be found in Starke (1990). The role of the Petri 
net purity can be illustrated by a simple Petri net in Figure 8.26. Transitions 1t  and 

2t  can fire in an arbitrary order by 0m . However, despite this, the subset 
{ }21 , ttS =  does not meet the requirement of Definition 8.16, as easily checked: 

 ( ) ( ) ( ) ( )1211 021 =>=+=+= −−− mtts  (8.93) 

 

t1 p1 t2 

z 

 
Figure 8.26. Non-pure Petri net and concurrency 
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It is also evident that both 1t  and 2t  cannot fire simultaneously. The next 
definition deals with the concurrency and conflict. 

Definition 8.17. Consider a Petri net ( )0,,,, MWFTPPN = . A conflict is said to 
be in a subset S of the PN transitions at a reachable marking m if all transitions in S 
are fireable at m but S is not a concurrent subset of the transitions at m. In 
particular, two transitions  ti, tj ∈ T of PN are said to be in the conflict at the 
reachable marking m if there is a conflict in the subset S={ti, tj}.  

Definition 8.18. A Petri net ( )0,,,, MWFTPPN =  is said to be conflictless iff 
there is no such a reachable marking at which two transitions of PN are in conflict. 

8.12  Analysis of Petri Net Properties 

Several properties of Petri nets can be analyzed using the reachability graph or the 
coverability graph. Using them may be different. The difference will be treated. 
Next, we consider a particular Petri net ( )0,,,, MWFTPPN =  to be analyzed. 

Marking Reachability 

Let a marking represented by a vector m be given. Its dimension is nP = . 
Consider a bounded Petri net PN so that the reachability graph can be constructed. 
The vector m is not reachable if there is no node corresponding to m in the 
reachability graph. If such a node exists, m is reachable. 

If the considered PN is unbounded, the coverability graph can be constructed 
instead the reachability graph. In the coverability graph a node covering a given m 
is searched. Its existence is a necessary but not a sufficient condition for the 
reachability of m. The strings leading from m0 to the nodes covering m should be 
analyzed and checked whether m is contained in some of them. 

A necessary condition for m to be reachable is the existence of an integer 
solution of the linear algebraic system of equations 

 xNmm Δ=− 0  (8.94) 

where ΔN is a Δ -incidence matrix of PN and { }( ) T
0

T
N ∪∈ +x . The necessary 

condition is a consequence of Definitions 8.1 and 8.7. ( ) TT  is a transposition of 
m-tuple giving vectors. 

The system deadlock can be analyzed using the following definition. 

Definition 8.19. In a Petri net a dead marking is such a marking at which no 
oriented arc goes out the corresponding node in the reachability graph. 
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Boundedness 

Very often, the inspection of a given Petri net and a simulation of transition firing 
by means of a Petri net graphical editor reveals the Petri net boundedness.  

Another possibility is to use the reachability graph. A Petri net is bounded if the 
reachability graph exists, i.e., if the number of nodes does not grow to infinity on 
constructing the graph. The coverability graph construction algorithm can be 
directly used. In such a case if the Petri net is bounded, the result will be the 
reachability graph. Otherwise the coverability graph is obtained and the Petri net is 
unbounded. 

Liveness 

A Petri net PN is L0-live or dead if there exists a transition Tt∈  that does not 
occur as a label of any arc of PN’s reachability or coverability graph. Transition t is 
L1-live if it appears as a label of at least one arc in the reachability or coverability 
graphs. It is L2-live if in the reachability or coverability graphs there exists an 
oriented path ,...

21 kiii aaa containing at least two arcs labeled with t. t is L3-live 
if t is a label of an arc in the reachability or coverability graphs and the arc is an 
element of a cycle. 

The L4-livenes is more complicated. It can be resolved by means of the strong 
connectivity of the reachability or coverability graphs. First, a sufficient condition 
for the L4-livenes can be formulated as a theorem. 

Theorem 8.7. Consider a Petri net PN. If either its reachability or coverability 
graph is strongly connected and PN is L1-live then PN is L4-live. 

Proof. In the strongly connected reachability or coverability graph each pair of 
nodes is connected by an oriented path in both directions. Each transition occurs at 
least once in the graphs because PN is L1-live. There is always at least one oriented 
paths going out of each reachable marking and reaching the initial marking and 
from there continuing with paths, in which according to  L1-liveness there are  all 
transitions as labels at least once, as it is required by the L4-liveness. 

It is not necessary that the whole reachability or coverability graph be strongly 
connected as shown in the following theorem. The notion of the graph strong 
component was treated in Chapter 2. The extended notion of the sink strong 
component used in the theorem denotes such  a strong component for which no arc 
of its component nodes goes out to a node not belonging to it. 

Theorem 8.8. A Petri net PN is live (i.e., L4-live) iff there is at least one sink 
strong component in the reachability or coverability graph of PN ,and all sink 
strong components are L1-live. 

Proof. The L1-liveness of the strong component is defined analogously as that of 
the whole Petri net. A slight difference consists in that in case of the L1-liveness of 
the strong component, for each transition t there is a firing sequence going out of a 
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node of the component and containing transition t as a label. Then, considerations 
of the proof of Theorem 8.7 apply. 

Obviously, all results in this section hold for Petri nets with capacities, too. In 
order to diversify provided examples, the following one uses this kind of Petri net. 

Example 8.12. An illustrative example from Abel (1990) is used to show the point 
of the last two theorems. The analyzed Petri net is shown in Figure 8.27. Its 
reachability graph is in Figure 8.28. 
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p2 p4 

C(p1)=2 

t4 

p3 

z 

t2 

t3 

z 

t1 t5 

C(p2)=2 

C(p3)=2 

C(p4)=2 
 

Figure 8.27. Petri net with capacities illustrating meaning of strong components for the 
liveness 
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Figure 8.28. One L1-live sink strong component in the reachability graph for Petri net in 
Figure 8.27 



 Properties of Petri Nets 155 

Reversibility 

In terms of reachability/coverability graph, a Petri net is reversible if from each 
node of the graph a directed path exists ending in the initial node. The reversibility 
and connectivity are dealt with in the following theorem. 

Theorem 8.9. A Petri net is reversible if its reachability or coverability graph is 
strongly connected. 

Proof. The theorem is a direct result of the graph strong connectivity property. On 
the other hand, an unbounded Petri net can be reversible even if its coverability 
graph is not strongly connected. We refer to Example 8.6 with Figure 8.15 in 
Section 8.7 illustrating the case. In such cases reversibility can be analyzed 
analogously as liveness using the properties of the sink strong components of the 
coverability graph. 

A necessary and sufficient condition for reversibility is formulated in the 
following theorem. 

Theorem 8.10. A bounded Petri net is reversible iff its reachability graph is 
strongly connected. 

Proof. If a bounded Petri net is reversible, then from each node of its reachability 
graph a firing sequence leads to the initial marking 0m  and from it to each 
reachable marking. A consequence of this is the strong connectivity of the 
reachability graph. The inverse implication is dealt with in the Theorem 8.9. 

Finally, an important relation of the main Petri net properties is given next. 

Theorem 8.11. All three Petri net properties, i.e., liveness, boundedness and 
reversibility, are mutually independent. 

Proof. The proof through counterexamples is applied. Some examples showing 
independence have already been introduced. See live, unbounded, non-reversible 
PN in Figure 8.5; non-live, unbounded, non-reversible PN in Figure 8.10; non-live, 
bounded, non-reversible PN in Figure 8.12; live, unbounded, reversible PN in 
Figure 8.14; etc. 

8.13  Structural Properties 

The main properties of Petri nets were analyzed in the previous section. However, 
it is necessary to mention briefly basic structural properties of Petri nets. A 
structural property does not depend on the initial marking. Let us define the Petri 
net structure for this purpose. 
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Definition 8.20. Consider a Petri net ( )0,,,, MWFTPPN = . The structure of the 
Petri net PN is given by 

 ( )WFTPPS ,,,=  (8.95) 

Some chosen structural properties based on PS only are listed below. 

Structural Liveness 

PN is said to be structurally live if there exists an initial marking 0M  at which PN 
is live. 

Structural Boundedness 

PN is said to be structurally bounded if it is bounded given any initial marking 0M . 

Structural Conservativeness 

PN is structurally conservative if for any initial marking, PN is conservative with 
respect to a vector iv . 

Siphons and Traps 

Siphons and traps are two important structural objects in a PN and closely related 
to the Petri net properties, especially deadlock and liveness. Before their definition, 
the following notation is introduced. The pre-set of a place p, denoted as ●p, is the 
set of p’s input transitions, i.e., ●p={t∈T, O(p, t) ≠0} formally. Its post-set is  
p●={t∈T, I(p, t) ≠0}. Consider a set of non-empty places S⊆P. Its pre-set is 
●S=U

Sp∈

●p  and and post-set S●=U
Sp∈

p●. 

 
Definition 8.21. A set of place S⊆P is called a siphon if ●S⊆S●. It is a trap if S●⊆●S. 
 

Their physical meanings are explained as follows. A siphon can keep or lose its 
tokens during any transition firing. Once it loses all tokens, it remains empty and 
thus disables all of its output transitions. An empty siphon is, therefore, the cause 
of partial or complete deadlock. A trap can keep or gain tokens during any 
transition firings. Once it receives tokens or is marked, it remains marked 
regardless which transition fires. 

Example 8.13. Consider the Petri net in Figure 7.18 and S={pM1, pM2, pA2, pB2}. It is 
easy to find that: 

 
●pM1={ tA2, tB3},  ●pM2={ tA3, tB2}, ●pA2={ tA2 }, ●pB2={ tB2} 
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pM1
●={ tA1, tB2},  pM2

●={ tA2, tB1}, pA2
●={ tA3 }, pB2

●={ tB3} 
 

Thus 
 

●S={ tA2, tA3, tB2, tB3} and S●={ tA1, tA2, tA3, tB1, tB2, tB3}. 
 

Clearly, ●S⊂S●. Hence, S is a siphon. Initially it is marked with two tokens. 
Starting at the initial marking in Figure 7.18, after firing transitions tA1 and tB1 
respectively, S is empty and the net enters a deadlock marking.  

Now consider S={pM1, pA1, pB2}. We can easily find that ●S=S●={ tA1, tA2, tB2, 
tB3}. Hence it is a siphon and trap as well. It is initially marked with a token and 
remains so regardless of marking evolution. 
 

A siphon is minimal iff it contains no other siphons as its proper subset. A 
minimal siphon is strict if it contains no marked trap. A strict minimal siphon may 
become empty during the marking evolution. Hence, to make such net live is 
control such siphons so that they are never empty. A P-invariant-based control 
method can be developed to achieve this purpose. By adding a control place (called 
monitor), these siphons can be well controlled (Ezpeleta et al. 1995). Unfortunately, 
the number of such siphons grows exponentially with the size of a Petri net and 
thus leads to very complex control structure for a sizable system. To reduce the 
control complexity, Li and Zhou (2004, 2006) invented the concept of elementary 
siphons whose control can prevent all other siphons from being emptied. They 
number is bounded by the smaller of |P| and |T|. 

There are other structural properties related to non-structural ones studied by 
many researchers. Often, they are studied in relation to a particular Petri net class, 
e.g., marked graphs, free-choice nets, assembly Petri nets, disassembly Petri nets, 
augmented marked graphs, and production Petri nets. A very good systematic 
treatment of them can be found in an excellent tutorial paper written by Murata 
(1989) and books such as Zhou and Venkatesh (1998). 

8.14 Problems and Exercises 

8.1. A pure Petri net is given by the vectors 
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corresponding to transitions t1–t5. The initial marking is ( )T
0 000001=m . 
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Represent the Petri net in the graphic form. Using vector representation 
determine if 1t  is fireable at 0m . Construct the reachability graph. Analyze the 
Petri net properties: boundedness, liveness and reversibility.  

8.2. A Petri net is depicted in Figure 8.29. Draw the coverability graph for it. 

Figure 8.29. A Petri net the coverability graph to be drawn for Exercise 8.2 

8.3. Analyze basic properties of the following Petri net in Figure 8.30. 

Figure 8.30. A Petri net for Exercise 8.3 

What graph is it possible to construct: the reachability or coverability one? Use 
Theorem 8.2 to show whether the Petri net is unbounded. 

8.4. A Petri net is given in Figure 8.31. Draw the reachability graph for it and using 
the graph determine its following properties: boundedness, liveness and 
reversibility. Find a P–invariant for the given Petri net. 

8.5. Consider a computer processor with an input buffer having capacity 1 for 
waiting task to be processed by the processor. If a task requires processing, either 
the buffer is free and the task is put into it or if the buffer is occupied the task is 
refused. If a task is in the buffer and the processor is free, the task is moved from 
the buffer to the processor. Only one task can be processed in the processor. After 
processing, the task is removed from the processor and the processor is free.  

• Describe the behavior of the specified buffer-processor system using a 
deterministic finite automaton. 

p1

p2

p3

p4

2
t1 

t2 

t3 

p1 

p2 

p3 t2 

2 

2

2

t1 



 Properties of Petri Nets 159 

• Describe the same with a Petri net and compare both representations. 
• Modify the Petri net for the case when the buffer capacity is two. 
• Analyze the properties of both Petri nets. 

 

Figure 8.31. A Petri net for Exercise 8.4 

8.6. The Petri net in Figure 8.32 has the initial marking ( )T0 1100=m . Find a 
concurrent subset of transitions at ( )T0122=m where the number of elements in 
the subset is greater than 1.  Prove the concurrency using vectors. 

Is there a conflict in the Petri net at some reachable marking? 

Figure 8.32. A Petri net for concurrency analysis 

8.7. Is it possible that a Petri net live at level 4 is not reversible? Find a counter-
example.  

8.8. Prove that the existence of T-invariant is a necessary condition for a Petri net 
to be reversible.  

8.9. Derive all the structural properties of the Petri net in Figure 8.31. 

8.10. Derive all the structural properties of the Petri net in Figure 8.32. 

8.11. Given the Petri net in Figure 8.33, 1) derive the reachability graphs when 
initial marking is m0=(2 0 0 0)T and m0=(2 1 0 0)T; 2) derive P and T-invariants; 3) 
find all deadlocks; and 4) analyze its structural properties. 
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Figure 8.33. A Petri net for property analysis in Exercise 8.11 

 
 

 
Figure 8.34. A Petri net for property analysis in Exercise 8.12 

 

8.12. Given the Petri net in Figure 8.34, 1) derive the reachability graphs when 
initial marking is m0=(2 1 0 0 0 0)T and m0=(2 2 0 0 0 0)T; 2) derive P and T-
invariants; 3) find all deadlocks; and 4) analyze its structural properties. 

8.13. Construct Petri net examples such that 1) it is live and safe but non-reversible; 
and 2) it is reversible and safe but non-live, respectively. 

8.14. Given the Petri net in Figure 8.33, find all the minimal siphons. 

8.15. Given the Petri net in Figure 8.34, find all the minimal siphons. Define a 
minimum trap as one that contains no trap as its proper set. Find all the minmim 
traps for the net in Figure 8.34. 

8.16. Given the Petri net in Figure 8.33, when the net evovles to a deadlock, e.g., (0, 
2, 0, 0)T, prove that {p1, p3, p4} is a siphon.  

8.17. Prove that given any Petri net with an initial marking, at any deadlock 
marking, all the places with no token form a siphon. 
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Grafcet 

9.1  Basic Grafcet Components 

Grafcet is designed as a specification tool for logic control to be implemented 
preferably on programmable logic controllers (PLC).  It is a tool related closely to 
the binary safe Petri nets interpreted for control (Section 7.5). The marking of such 
Petri nets is formally expressed by 

 ( ) { } ( )0 1,0, mPNkik RMvvpM ∈∀∈= , Ppi ∈∀  (9.1) 

Equation (9.1) results in the weights of the Petri net given by { }1: →FW , i.e., 
the weights are units. 

The syntax of Grafcet components and elements has been precisely elaborated 
in order to support effective and correct implementation of the control policy into 
final control programs. In that context the position of the Grafcet is similar to that 
of the finite automata, Petri nets, state charts, etc., being a tool standing between 
the system control requirements and the instruction codes realizing the control 
programs in the used hardware environment.  

Like the Petri nets interpreted for control, Grafcet may be viewed as an 
extension of standard Petri nets defined in Definition 7.2. Quoting David and Alla 
(1994), the extension makes it possible to describe not only what “happens” but 
also “when it happens”.  

A series of international standards like IEC 848, ISO 7185 establishes concepts 
and guidelines for PLC recommended properties and programming technology. 
The standardization efforts in this field resulted in a complex standard IEC 61131, 
which supports design of industrial automation systems using programmable logic 
controllers both in hardware and software aspects. Basic features of hardware and 
software automation means are specified in the standard IEC 61131. Grafcet 
belongs to the tools keeping in line with concepts and ideas of that standard. 

IEC 61131, part 3, provides three textual PLC programming languages and 
three graphical ones (John and Tiegelkamp 2001). The Sequential Function Chart 
graphical programming language is in essence close to Grafcet, while it has several 
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additional language constructs (e.g., sequence, loop or divergent path with user-
defined priority) and it is framed into broader structural context with other PLC 
programming languages. We refer readers for more details to an excellent book 
(John and Tiegelkamp 2001). 

The aim of this chapter is to follow up concepts of the Petri nets interpreted for 
control, which are melted into Grafcet, and not all PLC programming languages 
used in practice. 

It is possible to define a class of Petri nets, which corresponds to a set of 
Grafcet models. The class is characterized as Petri nets with capacities and weights 
equal to one, and the binary initial marking. Firing rules of the Petri net class 
corresponding to Grafcet models should have been slightly adapted in order to 
ensure the correspondence. 

We emphasize that Grafcet is intended for the DEDS control specification 
within the structure of Figure 4.1, enabling one to consider the system inputs and 
outputs, synchronization of events by external inputs and generation of output 
control commands. Particular graphic models, which are put together by means of 
Grafcet are called grafcets and written with the small letter. A grafcet is a simple 
labeled oriented mathematical graph with two disjunctive sets of nodes: steps and 
transitions, i.e., it is a bipartite oriented graph. 
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Figure 9.1. Grafcet steps, transitions, and oriented arcs 

Steps in a grafcet are connected with the transitions and vice versa transitions 
with steps via oriented arcs. Steps correspond to Petri net places and Grafcet 
transitions to Petri net transitions. A step can be active or inactive. An active step 
indicates some partial situation or state in a system and a Grafcet transition, when 
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fired, implies occurrence of an event. A step activity is marked by a token located 
in the step. The step is represented by a square, the initial step by a double square, 
and the transition by a short bar (Figure 9.1a). The initial step is automatically set 
active at the beginning of the system control based on Grafcet. 

In Grafcet the arcs are oriented always from the top down; in such case arrows 
are not used. An arrow is added only to the bottom-up running part of an arc 
(Figure 9.1b). A layout of a simple sequence of steps and transitions is shown in 
Figure 9.1b.  

A natural question arises about arcs joining or branching. Their syntax is ruled 
in the following way: 

a. Two or more arcs coming in a transition can be joined only by a double bar 
as shown in Figure 9.2a. The joining is called junction AND. 

b. An arc going out of a transition can be branched into arcs and go to steps 
only through a double bar as shown in Figure 9.2b. The branching is called 
distribution AND. 

Figure 9.2a–f. Syntax of the Grafcet graphical components 
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c. Two or more arcs each coming out from a transition can join and go in a 
step as shown in Figure 9.2c. Such joining is called junction OR. 

d. An arc going out of a step can branch into arcs going each in its transition 
as shown in Figure 9.2d. The branching is called distribution OR. 

The combination of cases a and b from Figure 9.2a, b is possible, resulting in 
Figure 9.2e. It is to be underlined that component connections other than those 
presented in Figure 9.2a–d are not allowed. For example, the structure depicted in 
Figure 9.2f is not allowed. 

Step and transition indexing is clear from Figure 9.2. Steps and transitions 
without input (output) arcs are allowed and are called source (sink) steps or source 
(sink) transitions. 

A logic expression has to be associated with each transition. The expression is a 
Boolean variable or function. It is called the receptivity. If being true, it expresses 
that the transition firing condition is met. In Figure 9.2 the receptivity is denoted as 

ir , i=1, 2 and 3. 

9.2  Dynamics Modeling with Grafcet 

In Grafcet the system dynamics is represented via the following firing rules: 

1. A transition is fireable iff all preceding steps (the pre-steps) are active and 
the transition receptivity is logically true. This rule is graphically expressed 
by a double bar in the junction AND. 

2. If a transition is fireable it is immediately fired whereby firing consists in 
deactivating all steps preceding the transition and activating all steps 
following it (the post-steps). Again this rule is graphically expressed by a 
double bar in the distribution AND.  

3. Simultaneously fireable transitions are simultaneously fired. 
4. When a step has to be simultaneously activated and deactivated, it remains 

active. 
5. When a transition is fireable, the tokens are removed from all its pre-steps 

and are put into all post-steps. 

The transition receptivity is built up of Boolean variables, which can be internal 
or external ones. The internal variables are states of the steps. It is usual that for a 
step with index i a Boolean variable iX  is defined. If 1=iX , i.e., iX  is true, then 
the step i is active. Inversely, 0=iX  means that the step i is inactive. A general 
form of the receptivity is 

 CER ∧=  (9.2) 

where ∧  denotes logical conjunction of the event E and the logic condition C. 
Event aE =↑  is defined as a Boolean variable or function that is true for the rising 
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edge of another Boolean variable a . The variable is true in a discrete time point, 
i.e., for an infinitely short time interval. In other words, truea =↑  iff a  changes 
from 0 to 1. Similarly, a↓  is related to the falling edge of an external logic 
variable or function. C in Equation (9.2) is a logic variable or function, which can 
be external or internal one with respect to a given Grafcet. Condition C may not 
contain events.  

The distribution OR elementary structure (see Figure 9.2d) may bring about an 
indeterminism in the case when receptivities r1, r2, and r3 are not mutually logic 
exclusive. PLC hardware implementations of the receptivities may not be 
simultaneous in spite of the designer’s assumption they are when step 1 is active 
(Figure 9.2d) and, e.g., receptivities r1 and r2 are true in “the same time”. In such a 
case, despite of the assumption, hazardous dynamics causes the post-step of 
transition (1) can be activated, step 1 deactivated and post-step of transition (2) 
may not be active. Designers have to analyze hardware features in order to obtain 
the required behavior. A safer way is to use mutual logic receptivity exclusion in 
divergence OR. 

 Active influence on the controlled and control systems is modeled in the 
Grafcet by the so called actions. They are graphically represented by rectangles 
positioned to the right from the steps (Figure 9.3). There are two kinds of actions: 
level and impulse actions. An action is set if its associated step is active.  

A level action is realized by means of a Boolean variable, e.g., 
switch_on_motor_M  where switch_on_motor_M=1 means that motor M is 
switched on; switch_on_motor_M=0 means that there is no signal for keeping 
motor M on; similarly switch_off_motor_M=1 represents a signal for motor 
switching off while switch_off_motor_M=0 means that there is no signal for motor 
switching off. The Boolean variable switch_on_motor_M is set to logic 1 if the 
corresponding step is active. The action for deactivation of switching has the 
variable Mmotoronswitch ___  (logic inversion). 
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Figure 9.3. Level actions: unconditioned for step 2, conditioned for step 3 
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Figure 9.4. Impulse actions 

Boolean variables associated with level actions are actually control commands 
that force either the external system to be controlled to some action by the Grafcet, 
or internally influence the control system itself via internal variables. The level 
actions may be unconditioned or conditioned by a Boolean variable or Boolean 
function. The use of the level actions is illustrated in Figure 9.3. The variable 
“switch_off_motor_M” is true if step 3 is active and step 4 is active and variable y  
is true. 

An impulse action associated with step iX  is called as event iX↑  that sets a 
command variable iw  to a logic value iw  for an infinitely short duration. The 
variable iw  may be interpreted as an order. Figure 9.4 shows a Grafcet and the 
corresponding time diagrams illustrating the impulse actions. Impulse actions are 
represented by hatched rectangles. The impulse action produces an impulse 
Boolean variable, which causes the motor switching on. Impulse actions can be 
unconditioned or conditioned, similarly as the level actions.  

A useful component of the Grafcet is a macrostep. Its idea is to represent a part 
of a Grafcet by one step, which is described in detail elsewhere. The macrostep 
should have an identification tag. A detailed macrostep presentation, the so-called 
macrostep expansion, is presented separately and begins with an input step I and 
ends with an output step O.  

The use and properties of macrosteps depend on particular hardware units. The 
macrostep design must comply with the following rules: 
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1. The macrostep expansion contains just one input and one output step. 
2. Each transition firing before a macrostep activates the input step of the 

macrostep expansion. 
3. The output step of the macrostep expansion contributes in enabling the 

downstream transitions according to the Grafcet structure. 
4. There are no arc connections between the macrostep expansion (of course 

with the exception of the input and output steps) and the rest of the grafcet 

An example of a macrostep is given in Figure 9.5. 
Grafcet considers time via time logic variable denoted as 

 Δ= // itv  (9.3) 

where t indicates a time variable, i refers to the logic variable iX  and Δ  is a time 
interval. If 0=v  before iX  becomes 1, then after event iX↑  the interval Δ  
elapses and v changes from 0 to 1. If 1=v  and iX  changes from 0 to 1, v becomes 
0 and, similarly as before, v will be 1 after the interval Δ . If after iX↑ , event 

iX↑  repeats in time period shorter than Δ , time counting starts from the last 
event iX↑ . Figure 9.6 illustrates the use of a time variable in a Grafcet. A Grafcet 
with a time variable 6/4/t  is given. The time unit is 1 s. Time diagrams for the 
grafcet in Figure 9.6 is given in Figure 9.7. 

A situation when several transitions can be fired immediately one after another 
is called unstable. If a step is activated and after its activation the related transition 
is fireable, the situation is unstable. Such an iterated firing ends in a step whose 
deactivation depends on the next transition’s receptivity that has not yet been true, 
or on activities of other pre-steps of this transition. Such a situation is stable. A 
level action can be realized only in the stable situation while an impulse action can 
be realized both in a stable as well as in an unstable situation. 
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Figure 9.5. Expansion of the macrostep 
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Figure 9.6. Work with time in Grafcet 

Figure 9.7. Time diagram for grafcet in Figure 9.6. 
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9.3  Comparison of Petri Nets and Grafcet 

Petri nets interpreted for control (Section 7.4) and Grafcet have many common 
features. In fact, Grafcet may be viewed as being derived from the Petri nets. Both 
tools produce models that are bipartite oriented labeled mathematical graphs. Petri 
nets have places and transitions, while Grafcet has steps and transitions as graph 
nodes. Distributed and parallel activities are specified through markings and the 
system dynamics through transition firings subdued to firing rules. 

Grafcet has a few specific properties differentiating it from Petri nets 
interpreted for control (PNC). The differences are as follows. 

Marking of grafcets is a binary one whereas marking of PNC can be numerical. 
Firing rules in Grafcet are consequently subjected to the binary marking case. A 
step can only be active or inactive. Figure 9.8 illustrates how it works. Transition 
(1) is fireable and its firing only confirms activation of step 2 as shown in Figure 
9.8b. 

Figure 9.8a, b. The marking in Grafcet is strictly binary 

Fireable transitions in Grafcet fire simultaneously while in the Petri nets 
fireable transitions can fire only one at a time. Figure 9.9 shows the marking 
development in PNC and in grafcets; x is a logic expression constituting a 
receptivity in grafcets or a logic firing condition in PNC. The marking result in 
Figure 9.9c is reached after firing 1t  and then 2t . Another possibility is firing 2t  
first and then 1t . 

Mutual relation of Petri nets and Grafcet is the following. If a Petri net is safe, 
then an equivalent Grafcet exists. On the other hand, it is not possible to represent 
every grafcet by an equivalent PNC according to Definiton 7.2. This is true if in a 
grafcet there is not any of the structures, which differentiate Grafcet from PNC 
(depicted in Figures 9.8 and 9.9), as then a PNC exists being equivalent to it. In 
such a case, all tools for Petri net analysis are applicable for Grafcet as well. 
Otherwise, the analysis tools are to be adapted for Grafcet. More comparisons 
between Petri nets and Grafcet can be found in Giua and DiCesare (1993) and 
Zhou and Twiss (1996). 

 

 

⇒ x x 

p1 p1 

p2 p2 

 

   

a. 

⇒ 

1 1 

2 2 

r1=x(1) (1)

 

  

b. 

r1=x 



170 Modeling and Control of Discrete-event Dynamic Systems 

Example 9.1. Figure 9.10 shows the crossing of cars and pedestrians. They all need 
to pass through the narrow part of the street. Either one car at a time can pass 
through the narrow part in one of the two directions, or pedestrians may cross the 
street there. The crossing control ensures a cyclic alteration of the car directions. 
Pedestrians are allowed to cross the street only after pushing the button on any side 
of the street when the time interval for car passing has expired.  
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Figure 9.9. Comparison of the firing rules 
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Figure 9.10. Situation on a crossing 

Grafcet specifying the control of the crossing is shown in Figure 9.11. If a push 
button is pressed, the pedestrian is allowed to cross after the time interval for cars 
expires. Then a car can pass through. If sw1 is activated and the running time 
interval is finished, the system returns to the initial state. Other details are evident 
from the Grafcet.  
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Figure 9.11. Grafcet for the example with crossing 

Example 9.2. Control of the manufacturing cell in Figure 5.1 is written by a 
Grafcet in Figure 9.12. The reader can compare it with the Petri net in Figure 7.16. 
As an exercise it is possible to complete receptivities in the Grafcet (as is done for 
transitions (1) and (2) in Figure 9.12). 
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Figure 9.12. Grafcet for the manufacturing cell in Figure 5.1 

9.4 Problems and Exercises 

9.1. Complete all receptivities in Figure 9.12. Compare the grafcet with the 
corresponding Petri net. 

9.2. Machine M serves for the production of products C from input workpieces A 
and B, respectively as Figure 9.13 shows. One workpiece A and one B must be 
available for the start of production. Solve the following design problems: 

1 

2 3 4 

5 

6 

7 

10

11

12

14

8 

9 

13 

15 

AM 

OPA 

BM 

OPAB 

ABO 16 17 18

12
X

ia (1) 

(2) 



174 Modeling and Control of Discrete-event Dynamic Systems 

a. Complete the system with necessary sensors enabling its control according 
to the function described above. 

b. Draw a grafcet specifying the system control with respect to the workpiece 
transfer and execution of the production. 

Figure 9.13. Production cell with one machine 

9.3. Find a Petri net interpreted for control specifying the crossing control from 
Example 9.1. Compare both Petri net and Grafcet of this syetem. Think about the 
use of the found Grafcet and the Petri net to write a control program of the crossing. 

Figure 9.14. A grafcet for Exercise 9.4 

9.4. A Grafcet is given in Figure 9.14. Analyze the control specified by the Grafcet. 
Figure 9.15 is a diagram of the logic variables s, a, and b. Complete the diagram 
with the time courses of the logic variables 61 ,..., XX  corresponding to the grafcet 
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steps and the time course of the logic time variable 6/4/t . Time is given in 
seconds. 

Figure 9.15. Timing diagram of logical variables s, a and b 
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Timed and High-level Petri Nets 

10.1  From Standard to Higher-level Petri Nets 

Petri nets in the standard form as considered until now are an effective tool for 
DEDS modeling and control design. They enable one to specify powerfully the 
system function. Analysis methods are used for testing Petri net model properties 
and hence to check the correct system function (Desel 2000). Very often 
quantitative properties of the system behavior are another point of interest. In other 
words, a kind of system function performance or system efficiency is dealt with. In 
order to make the performance analysis feasible, additional values, parameters, and 
variables are used within the Petri nets (Čapkovič 1993, 1994, 1998). Another 
reason for  additional values to be built in the Petri nets is to make the Petri net 
models more transparent and understandable even for large and complex DEDS. 
Such extensions are often denoted as  high level Petri nets (Struhar 2000) or 
generalized Petri nets (Juhás 2000). 

Standard Petri nets are not suitable for performance analysis. Undoubtedly, for 
performance analysis, an important system variable is time. Time enriches 
information by telling in what time or time interval a particular event occurs or 
should occur (Čapek and Hanzálek 2000). There are three ways to embed time into 
Petri nets. The first is to map the Petri net places into time intervals given as real or 
integer numbers; the second is to map them analogously into the Petri net 
transitions; and the last is to map into the arcs (Zhou and Venkatesh 1998). The 
options can be used separately or together. The given time intervals cause delays in 
firing the respective transitions. Time intervals can be considered in deterministic 
or stochastic ways. The deterministic case of the timed Petri nets will be studied in 
Section 10.2 and the stochastic case in Section 10.3.  

Section 10.4 deals with a class of high level Petri nets called colored Petri nets. 
The main idea is that each token in a colored Petri net has its individuality 
represented by a specific data value called color. Places, transitions and arcs of a 
Petri net can be equipped with logic conditions respecting the particular color of 
each token. Section 10.5 deals with a class of the high level Petri nets including the 
fuzziness property. Adaptive Petri nets are studied in Section 10.6 and Petri net-
based design tools are presented in Section 10.7. 
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10.2  Deterministic Timed Petri Nets 

Time may be associated either with the Petri net places or transitions, or with both. 
We will follow a general approach in (Zhou and Venkatesh 1998) covering three 
associations either together or separately in a deterministic way. The deterministic 
time association is a Petri net model extension enabling performance analysis using 
time relations. Deterministic approach is not applicable for all Petri nets defined by 
Definition 7.2. The problem originates mainly from the Petri net conflicts not 
excluded in the definition. A typical Petri net class with conflicts is the class of 
free-choice nets described in Section 7.4. Two or more arcs outgoing from a place 
bring about conflicts. The uncertainty about the continuation of the transition firing 
being in a conflict needs to model time behavior in a stochastic way. The 
deterministic way is very difficult or rather impossible to apply in praxis. 
Therefore, the deterministic time association is mostly restricted to the class of the 
marked graphs (see Section 7.4) – also named event graphs. The timed marked 
graphs are delimited by the following definition. 

Definition 10.1. A timed marked graph is given by 

 ( )τπ ,,.,,, 0MWFTPTMG =  (10.1) 

where the meaning of 0,,,, MWFTP  is the same as in Definition 7.2, 
( )0,,,, MWFTPMG =  is a marked graph ( )1: =•=•∈∀ ppPpi.e., , and π is the 

place delay function +→ RP:π ( the set of non-negative real numbers), τ is the 
transition firing time function +→ RT:τ  and  

1. A token, which arrives in a place, is not available for the connected 
transition with the place during the time associated with the place. 

2. A transition is fireable and fires if all its pre-places contain the available 
tokens (i.e., tokens not time blocked) required by the arc weights.  

3. If a transition is fireable, its firing starts by removing the respective number 
of tokens from pre-places and firing completes after the time associated 
with the transition expires and the tokens are deposited in the respective 
post-places. 

In what follows, we will show a paradigm for the system performance analysis 
via deterministic timed Petri nets. For this purpose the timed marked graphs will be 
considered having all arc weights equal to one. In other words, we consider Petri 
nets belonging to the class of timed binary marked graphs. Moreover, we consider 
strongly connected timed binary marked graphs where for the graph connectivity 
property both places and transitions are considered as graph nodes.  

In the above delimited Petri net sub-class, the performance analysis is based on 
directed simple cycles contained in the particular Petri net, which is taken as a 
mathematical graph with places and transitions given as a set of nodes. In a 
directed simple cycle, the total time delay is a sum of times associated with all 
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places and transitions comprised in the cycle. In a simple cycle the total number of 
tokens is the number of tokens present in all the places in the cycle. Note that a 
directed simple cycle is one that contains no repeated nodes except the beginning 
and ending ones. The minimum cycle time of the analyzed marked graph as a 
whole is 

 
i

i

i N
D

max=μ  (10.2) 

where Di is the total time delay of the i-th directed simple cycle and Ni is the total 
number of tokens in this cycle, Di/Ni is the cycle time.  

The bottleneck cycle is the j-th one where Dj/Nj = μ holds. A system may have 
multiple such cycles. When additional resources are available to improve the 
system productivity, one should certainly invest into the facility causing the 
bottleneck. The acquisition of a same machine can be reflected through the 
increase of a token in a loop. The improvement in the speed of a process can be 
reflected through the reduction of the delay in a place or transition. The delay can 
also be associated with the arcs in a marked graph, simulating the time for a token 
to flow through the arc. This extension is useful in modeling transportation of 
goods over conveyors, or fluid flowing through a pipe in process industry. 

The use of the above approach via the enumeration of cycles is of exponential 
computational complexity. In other words, it is not applicable to large-size marked 
graphs. Fortunately, the minimum cycle times can be obtained, e.g., by linear 
programming (Morioka and Yamada 1991; Campos et al. 1992; Zhou and 
Venkatesh 1998).  

The described analysis method via the cycle enumeration is illustrated in the 
following example. 

Example 10.1. The Petri net in Figure 10.1 is a model of a manufacturing system 
where 1p  stands for the processed part availability (if marked with a token), 

432 ,, ppp  stand for manufacturing process on the machines A, B, C, respectively, 
and 5p  for availability of machine A. Maximum two parts can be prepared for 
processing at the input. Time delays associated with places and transitions are 
introduced in the Petri net. A part from input is deposited with delay 31 =τ  in the 
working range of machines A and C. When A completes its job, the processing 
continues in machine B, which starts its required operation. When machines B and 
C complete their operations, the product is transferred to the output and the next 
part is deposited to the input. The delays connected with the places mean the 
lengths of operations and are denoted as iδ . Simple cycles and delays are in Table 
10.1. The resulting minimum cycle time is 13 time units. The manufacturing 
process can start again not earlier than after 13 time units. The bottleneck takes 
place at cycle  p1t1 p2 t2 p3 t3 p1. 
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Figure 10.1. Timed marked graph with time delays 

Table 10.1. Time delays of simple cycles in the Petri net of Figure 10.1 

Simple cycle Total time delay Token sum Cycle time 

p1t1 p2 t2 p3 t3 p1 26 2 13 

p1 t1 p4 t3 p1 16 2 8 

p5 t1 p2 t2 p5 11 1 11 

The timed marked graphs can be developed as a powerful tool for bottleneck 
analysis and thus help identify where one should invest and where one should not. 
For the above example, adding another machine of type A, i.e., p5 receiving one 
more token, contributes none to the cycle time reduction. On the other hand, 
doubling Machine A’s processing speed, i.e., reducing p2’s delay to 3, can reduce 
the system cycle time from 13 to 11.5 time units.  

10.3  Stochastic Timed Petri Nets 

In stochastic timed Petri nets, firing rates and time delays associated with Petri net 
transitions are assumed to be random variables. In this section, we are restricted to 
the cases when the stochastic time variables are associated with transitions only 
and exponentially distributed. Such models are termed stochastic Petri nets, SPN 
for short. Primarily, firing rates associated with transitions are considered. They 
determine firing repetitions when firing conditions are permanently fulfilled. The 
reciprocals of average firing rates are average time delays and vice versa. 
Stochastic timed Petri net models are related to the models based on the Markov 
chains (Zhou and Zurawski 1995; Bause and Kritzinger 1996). A thorough 
treatment of this topic can also be found in (Ajmone Marsan et al. 1995) and 
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(Wang 1998). Basic properties and application of the stochastic timed Petri nets are 
illustrated through an example. 

There are a number of extensions to the above discussed stochastic Petri nets. If 
some transitions can fire much faster than others, their firing rate can be viewed as 
an infinite value. In other words, firing them takes nearly zero time. Such 
transitions are called immediate transitions. They always fire before any timed 
transitions if enabled at the same time. The resulting model is called Generalized 
Stochastic Petri Nets, GSPN for short (Ajmone Marsan et al. 1995). It is proved 
that both SPN and GSPN can be converted into their equivalent Markov chain 
models. Hence, the technique used to solve Markov chain models can be utilized to 
solve both models. Under certain conditions, some transitions are allowed to have 
deterministic time delay, resulting in Deterministic Stochastic Petri Nets (DSPN). 
They can assume to have arbitrary distributed time delay and lead to Extended 
Stochastic Petri Nets (ESPN). Both DSPN and ESPN can be converted into their 
equivalent semi-Markov chains for their solutions. When a transition is associated 
with a delay of arbitrary distribution, the resulting timed Petri nets cannot be 
analytically analyzed in general. The in-depth treatment of the topic can be found 
in (Wang 1998). The following is an exhibit of solving a stochastic Petri net via an 
example. 

 
Example 10.2. Consider a manufacturing layout, which is modeled with a Petri net 
(Figure 10.2). Marked place 1p  represents a work-piece available at the input; 2p , 
and 4p  represent operations executed during processing a work-piece with 
machines A and B, respectively. When both operations are finished (a token is both 
in 3p  and 5p ) the processed workpiece is unloaded and a new part is deposited in 
the input. Places 76 pp −  represent states when A or B is in repair. 
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Figure 10.2. Stochastic timed Petri net with firing rates 
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Average firing rates iλ  are associated with transitions. Reciprocals of the rates 
are the average times of the respective operations. For example, when a token 
arrives in place 2p , transition 2t  starts firing, which takes a delay comprising 
operation at machine A and unloading the workpiece from the machine when the 
operation is finished. The time is a random variable with an average equal to 2/1 λ . 
For other transitions, the situation is similar. Table 10.2 describes the transition 
meanings. 

Table 10.2. Meaning of transitions in the Petri net of Figure 10.2 

Transition Meaning 

t1 Loading work-piece from input into the processing range of machines 
A and B 

t2 Processing a work-piece by machine A and unloading  

t3 When both operations are finished, removing the processed work-
piece and loading a new work-piece at the input 

t4 Processing of a work-piece by machine B and unloading  

t5 Machine A breaks down 

t6 Machine A is being repaired 

t7 Machine B breaks down 

t8 Machine B is being repaired 

Table 10.3. Firing rates in the example 

Transition Firing rate 

t1 201 =λ  

t2 42 =λ  

t3 153 =λ  

t4 24 =λ  

t5 25 =λ  

t6 16 =λ  

t7 27 =λ  

t8 28 =λ  
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By comparing the net in Figure 10.2 with the one in Figure 10.1 with respect to 
machine A it is evident that 6p  has been added. It represents a state when A is in 
repair after a breakdown. The place is connected to new transitions 5t  and 6t . Each 
transition in the net represents a whole process that takes some randomly 
distributed time, and during it the tokens are blocked in the transition. Table 10.2 
shows that more actions can be covered by one transition.  

The i-th average firing rate associated to it  is denoted as iλ , the i-th time delay 
is iz . Firing rates for our example are given in Table 10.3. When a transition starts 
its firing, tokens from pre-places are taken and when firing ends the tokens are 
deposited in post-places. All weights are equal to one. The firing rules are usual. 

The reachability graph for the Petri net is shown in Figure 10.3. Each arc of the 
graph is labeled as usual with it  leading to the passage from one marking to its 
successor. Each arc is additionally labeled with the average firing rate iλ  
associated with the corresponding transition. The markings are the states of the 
system. A Markov chain can be generated for the states. Its topology is the same as 
of the reachability graph. In the Markov chain transit arcs between states are 
equally labeled with the firing rates iλ . The transition rate matrix for the Markov 
chain is  

The first row and first column correspond to marking (state) 0m , the second ones 
to 1m  etc.; kλ  is assigned to the matrix entry ( ) jiji ≠,, , if there is a transit from 
state im  to jm  via transition kt . For ji = , the negative sum of firing rates of the 
rest of entries in the i-th row is assigned to the entry ( )ii, . The assignment is 
evident from the reachability graph and matrix A. The following matrix equation is 
well known from the theory of Markov chains 

 ( ) 0..... 8210 =Aππππ  (10.3) 

and, of course, 

 1.... 8210 =++++ ππππ  (10.4) 
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Figure 10.3. Reachability graph for Petri net in Figure 10.2 

where iπ  is a probability that the system is in a state represented by a marking im . 
To explain  Equation (10.3), consider, e.g., the first column of matrix A: entries for 

81 mm −  correspond to transits from them to 0m ; the entry for 0m  in this row 
according to the construction of A corresponds to all transits from 0m  to other 
markings. The sum of products of probabilities and firing rates for passes into the 
state 0m  should be balanced with the same sum for the passes out of 0m .  

The solution to Equations (10.3) and (10.4) with the firing rates in Table 10.3 
provides probabilities given in Table 10.4. 

Table 10.4. Calculated probabilities for Example 10.2 

0π  1π  2π  3π  4π  5π  6π  7π  8π  

0.029 0.098 0.196 0.039 0.196 0.050 0.098 0.196 0.098 

Various performance characteristics can be calculated from the model, e.g., 
exploitation of machine A is 24.6% as follows from 

 246.0851 =++ πππ  (10.5) 

The system throughput given as a rate can be calculated as follows: 

 585.033 =λπ  (10.6) 
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which corresponds to 

 units   time71.11

33

=
λπ

 (10.7) 

A breakdown of the machine B is characterized by probability  

 294.084 =+ππ   (10.8) 

or 29.4% of the production execution time. 

10.4  Colored Petri Nets 

If the relations between the system states given by markings are complex and/or 
the system consists of many identical subsystems, then the Petri nets in the 
standard form become very complicated and difficult to read. Each subsystem 
requires its own Petri net subset. The colored Petri nets (CP-nets) were introduced 
by Jensen (1981) in order to solve the problem of the Petri net invariants for the so-
called high-level Petri nets presented by Genrich and Lautenbach (1981). Jensen’s 
improved version of the high level Petri nets was later developed into a nice tool-
CPN (Jensen 1997).  

The basic idea is that in colored Petri net tokens have their own individuality or 
identity represented by data values of some prescribed type called colors. Logic 
expressions and functions can be built up using the token colors and can be 
associated with places, transitions and arcs of a CP-net. 

An exact description of colors has to be attached to each colored Petri net. 
Nowadays, colored Petri net designers often use a language called CPN ML for the 
CP-net design. CPN ML is closely related to the constructions and declarations 
used in ordinary high level programming languages. In what follows we give a 
basic introduction to CP-nets using the following example. In its development we 
rely on reader’s intuition bearing in mind that the notation of CPN ML is familiar. 

Example 10.3. Consider a system with two processes sharing two different kinds of 
resources. There are one resource of type R and three resources of kind S available. 
These may be for instance a robot and machines in a manufacturing line, 
concurrently manufacturing two kinds of products. The process p (manufacturing 
of a product of type p) needs two machines of type S to be assigned in a certain 
time. The process q needs, besides two machines S, also robot R for its finishing. 
Both processes are running cyclically. A model of the system represented by a P/T 
Petri net is shown in Figure 10.4. 

Each process is represented by one “subnet”, the subnets are mutually 
interconnected through places R and S representing the shared resources. A 
standard Petri net representation of this kind of system would be very complicated 
due to a higher number of processes and resources. In this situation modeling by a 
colored Petri net is very helpful (Figure 10.5).   



186 Modeling and Control of Discrete-event Dynamic Systems 

 
Process q 

        T1q 

            T2q 

             T3q 

       T2p 

         T3p 

Process p 

Bp

Cp Cq 

Bq 

Aq 

S 

R 

2 

2 

2 

 
Figure 10.4. A system with two processes modeled by a P/T Petri net 
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Figure 10.5. A system with two processes modeled by a colored Petri net 

By inspecting the two figures, it is clear that colored Petri net notation is 
slightly different compared with the standard P/T Petri net conventions. A colored 
net consists of three parts: a net structure (places, transitions and arcs), 
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declarations (listed in a frame in the left upper corner) and net inscriptions 
connected with the net elements. A fundamental difference with respect to P/T 
Petri nets lies in the token color. Each token is assigned its own color as some 
value of certain data type. This data type can also be complex, e.g., a structure or a 
record, where for instance the first item is a real number, the second is a text string 
and the third could be a record of integer pairs. In this example we have used 
tokens of two color types (Figure 10.5, in a frame): P and E, where color P is a 
Cartesian product of colors U and I. Color U contains a binary value of two options: 
p and q, corresponding to the type of the process. Color I is introduced in addition 
to the standard P/T net representation and contains an integer value, which counts 
the total number of finished cycles for each process. By introducing a color I, it is 
demonstrated how it is possible to extend simply modeling convenience of the 
standard P/T nets using the token colors. Now, color P contains information about 
the process and also about the number of finished products – outcomes of the 
process. Color E contains just information about the type of the shared resource. 
Hence, there are two different kinds of tokens in the net, but in each place only 
tokens of one certain type is possible in this example. 

A possible color, called color set, is expressed by inscription in italic associated 
with each place. Thus places R and S can contain tokens of color E and places A, B, 
and C tokens of color P. A careful reader has surely noted different marking 
inscriptions. The names of places are written inside the places instead of tokens. 
Because of the need to know both the number of tokens and their color, the 
marking is written near the places in such a manner that the total number of tokens 
in the respective place is written as a number in a small ring followed by a multi-
set inscription representing color and number of tokens. For example, next to place 
A there is a marking  1`(q,0)1 , which means that in the place, there is one token 
in total, namely one token with color (q,0) (q is the process type and 0 means the 
number of finished products of type q). By convention, we omit the marking of 
places with no token. The initial marking is represented by underlined expressions 
placed next to the respective places. The system in Figure 10.5 is in the initial state. 
Hence, the actual marking is equal to the initial one. 

Assigning a color to each token and a color set to each place allows one to use a 
smaller number of places than in standard P/T nets. In this example, places Bp, Bq 
and Cp, Cq have been joined. Using colors we do not lose the possibility to 
distinguish the process types. This possibility brings about an important benefit in 
more complicated systems. However, by introducing colors the Petri net dynamics 
becomes more complex. It is necessary to introduce more complex expressions 
associated with arcs to describe fine possibilities of the marking evolution. 
Therefore arcs contain expressions whose results are elements of multi-sets, 
namely colored tokens. Sometimes such an arc can “transmit” a token without any 
change, e.g., the arc connecting A and T1, where arc (x,i) moves the token from 
place A via transition T1 into place B without change. We can use an abbreviation. 
Instead of 1’e it is sufficient to write the symbol e as, e.g., for the arc connecting R 
and T1. A transition is enabled/fireable iff all its pre-places contain tokens with 
proper colors as specified by its input arcs. There is a more complex arc inscription: 
“if x=p then 1`(p,i+1) else empty” at the arc leading from T3 to B. The token 
passes this arc only if it is the token concerning process p. This arc also increases 
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the number of finished products of type p. There is a similar inscription at arc 
connecting S and T2: “case x of p=>2`e |q=>1`e”. In case when the value of color x 
of the token passing transition T2 is p, two tokens of type e are withdrawn from 
place S (if available). If it is a token of color q, only one token is withdrawn 
(according to the structure in Figure 10.4). A condition [x=q] at transition T1 
means that there is a part of the net concerning only process q and that no token of 
the type p may pass this transition (such a kind of token is not possible here 
because of the net structure, initial marking and arc expressions). When a transition 
fires, tokens with colors specified by its output arcs are deposited to its post-places. 

It is further possible to develop and adapt the described CP-net, e.g., by joining 
places concerning the shared resources into one place and adding the necessary arc 
inscriptions, etc. However, such subsequent adaptations could reduce the 
transparency or readability of the net. 

Example 10.4. Consider an automatic guided vehicle system depicted in Figure 
10.6. The system consists of fixed tracks divided into sections. This is a long 
practice to ensure transportation safety. A collision-free function is achieved by the 
condition that only one vehicle can be in a section. The vehicles move through the 
sections in both directions. The switches are routing vehicles according to the 
chosen vehicle path. A normal stop is not allowed in the switch area except 
between switches SW2 and SW1, and between SW7 and SW8. There a vehicle can 
stop and change its direction, if necessary. Sensors detect the presence of a vehicle 
in a section. There are no sensors in the switch sections, with the exceptions 
mentioned above. Processing centers are situated along some sections.  

A control system provides a collision-free guidance of the vehicles to fulfil 
their transportation tasks. The route optimization problem has not been considered 
here. We have adopted an acceptable solution to determine for each vehicle’s 
section position, possible continuations to the goal section avoiding collisions (see 
more in Hrúz et al. 2002).  
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Figure 10.6. AGV system with fixed tracks 
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An ordinary Petri net modeling the transportation system is given in Figure 
10.7. There are three subnets in it corresponding to three vehicles moving in the 
system. An identical subnet has been added for each further vehicle. Places p14 
and p13 correspond to the special switch sections SW1–SW2 and SW7–SW8. 
Other switch sections are not represented by places. A vehicle presence is modeled 
by a deposit of a token in the place of a corresponding subnet. Analyze the 
movement control of the 1st vehicle. According to its task we have the following: 
for a transit from sections iS  to jS , a command is released for its motion to the 
next chosen section that has no other vehicle. It is clear that many vehicles will 
make the ordinary Petri net very complicated and cumbersome to model and solve 
the transportation control problem. 

  
Figure 10.7. Petri net for the transportation system 
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Figure 10.8. A part of CP-net 

Table 10.5. Definitions of token colors 

 
An efficient way to solve the problem is to use CP-nets. For the illustration 

consider a situation around switches SW6–SW8 with help of a colored Petri net, 
which would be a part of the complete CP-net. 

The net with the colors and their description is shown in Figure 10.8. The 
switch section is represented by pSW and the surrounding sections by pSi. The color 
inscriptions are in Table 10.5. 

The token color contains more additional information according to the needs of 
the control system, e.g., starting section of the transfer, final section of the transfer, 
job number assigned to a vehicle and its priority. We also add a value for “partial 
destination” – the next section, through which an AGV should move to execute the 
actual transfer. 

At the start of the transfer as well as in each section crossed by the AGV, the 
partial destination is computed from the reachability graph to select the optimal 
path direction of the movement (with respect to path length or transfer time). All 
places in the net can contain a token of color type C, which is the Cartesian product 
of all needed value elements. For safety we assume the capacity of all places to be 
1. In terms of CP-nets we do not indicate current marking by dots put in places; 
instead, a token is represented by a small circle next to the place showing overall 
count of tokens in this place followed by the text representation of particular values 
as shown with place pS8. 

color Id = int; (* AGV id – number *) 
color Start = int; (* starting section of transfer *) 
color Dest = int; (* final section of transfer *) 
color Pd = int; (* partial destination *) 
color Job = int; (* assigned job *) 
color Prio = int; (* priority of the job (vehicle)*) 
color C = product Id*Start*Dest*Pd*Job*Prio; 
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Table 10.6. Arc expressions 

 
The main functionality of this CP-net is realized by arc expressions represented 

by functions fij. By means of fij the next section is computed, to which the vehicle 
will be directed and the movement is realized by setting appropriate external 
signals. 

A simplified example of arc expressions for Section 8 is shown in Table 10.6, 
and expressions for other arcs are generated similarly (not shown in Figure 10.8.).  

When the net is externally synchronized with the process, we obtain a control 
algorithm represented by the CP-net. It is easy to see that the movements of all 
vehicles can be represented in one net. It is not necessary to have a separate subnet 
for each vehicle. The inscriptions of colors are easy to to understand: „int“ means 
values of the type integer; “Id” is a color identifying a vehicle, with three vehicles 
having the colors 1, 2, and 3. Similarly, it is with starting and goal section of 
a transfer job; “Pd” is a color for the partial destination calculated by an 
optimization program. The calculation considers possible partial destinations and 
tries to find the best way respecting the occupation of the continuation places. 
Further, there are colors “Job” and “Prio”. The tokens in the CP-net (three in the 
example) are given colors according to the product Id*Start*Dest*Pd*Job*Prio. 
The arc expression constructs are self-explanatory. An idea is that the expressions 
set the condition of the arc to the token color if the achievable partial destination is 
in the vicinity. 

To model a smart card associated with a batch of parts/materials to be 
processed and meet the need to analyze and control deadlocks in automated 
production, a token’s colors are introduced into Petri nets, which are different from 
the above introduced in (Wu 1999 and Wu and Zhou 2001, 2004, 2005, 2007). 
They represent the output transitions of a place, which a token in the place intends 
to enable following the determined part routes. The resulting models are called 
colored resource-oriented Petri nets. They has been applied to DEDS in flexible 
manufacturing and assembly, Automated Guided Vehicle (AGV) systems, track 
systems and cluster tools in semincoductor fabrication, and oil-refinary scheduling 
problems. The work has great significance in simplifying the deadlock modeling, 
analysis and control complexity. It can also facilitate the scheduling and help 
derive optimal schedules. 

f8sw : 
(* call next section planning algorithm and set pd *) 
f8sw’ : 
if (pd in {4,6,7,9} then 1’(Id,Start,Dest,Pd,Job,Prio); 
fsw8 : 
1’(Id,Start,Dest,Pd,Job,Prio); 
fsw8’ : 
if (pd=8) then 1’(Id,Start,Dest,8,Job,Prio); 
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10.5  Fuzzy Petri Nets 

The fuzziness concept can be incorporated in Petri nets. Some additional aspects 
should be supplemented for that purpose. Fuzzy Petri nets are useful as models for 
expert rule-based decisions, temporal reasoning and many others. A rich collection 
of contributions to various aspects of the fuzziness used with Petri nets can be 
found in Cardoso and Camargo (1999).  

In this section we have chosen from many possibilities a kind of fuzzy Petri 
nets adapted for the temporal problem solutions. First of all, let us introduce a few 
notions from the fuzzy set theory. 

Definition 10.2. A fuzzy set A in a universe of discourse U, written A in U, is 
defined by a set of pairs 

 ( )( ){ }xxA A ,μ=  (10.9) 

where [ ]1,0: →UAμ   (a real number interval) is a membership function, which 
represents the element’s Ux∈  degree of membership (by mapping U into interval 
[0,1]) of the fuzzy set A.  

The notion of a fuzzy number is further necessary for data operations in fuzzy 
Petri nets. If a fuzzy set in the domain U consisting of real numbers is  

a) normal, ( ) 1max =
∈

xi.e., AUx
μ  and  

b) convex, 2121 ,,, xxxUxxxi.e., <<∈∀ ,    ( ) ( ) ( )( )21 ,min xxx AAA μμμ ≥   
then it is a fuzzy number. Binary fuzzy operations are defined for fuzzy numbers 
(recall that a binary operation on a set M is a mapping MMM →× ); they are 
similar to ordinary binary operations on the real number domain. Fuzzy number 
operations ( ) ( ) min,max,:,,, ⊗−⊕  can be defined similarly as ordinary arithmetic 
operations minmax,:,,,, ×−+ . For example, fuzzy operation ⊕  for fuzzy numbers 
A, and B is defined by 

 ( ) ( ) ( )( )[ ]yxz BA
yxz

BA μμμ ,minsup
+=

⊕ = , Uzyx ∈,,  (10.10) 

The resulting fuzzy number BAZ ⊕=  is given by the membership function 
( )zBA⊕μ . Consider its value for one particular z. It is calculated as a supremum of 

all pairs of ordinary numbers x and y, which give the value z by taking a minimum 
of the membership functions of x and y; and the supremum of those minimums 
defines the resulting membership value for one value of z. In this way, all points of 
the membership function of Z can be calculated. 

Consider the timed fuzzy Petri nets from (Ribarič and  Bašič 1998). The time 
value is given on a time scale T, which is a linearly ordered set like +R  and +N . 
Following the fuzzy concept there is an uncertainty in determining a time point. 
This uncertain knowledge about the time a (when some event occurs) can be 
expressed by a possibility distribution function [ ]1,0: →Taπ , i.e., ( ) [ ]1,0∈taπ  for 
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Tt∈∀ . aπ  is a numerical estimate of a possibility that the time point a is 
precisely t, whereby the time as a physical variable varies independently. aπ  is 
equivalent to ( )tAμ  under the assumptions that aπ  is normal and convex, and 

( )tAμ  is normal and convex, too. Then the fuzzy set A is associated with the 
considered fuzzy time point a and A is a fuzzy number determining the time point 
a in a fuzzy way. Denote by ( )TD  the set of all normal and convex possibility 
distributions π  defined on T. 

Now we are ready for the following example taken from Ribarič and  Bašič 
(1998): Fred, John and Mark have a meeting as soon as all arrive at work. Fred 
leaves home about 7:00 in the morning. He goes by car and arrives to work about 
20 minutes later. John comes to work a few min earlier than Fred. Mark leaves the 
house approximately at the same time as Fred. He takes a bus. The bus takes about 
20 min to reach the bus stop nearest to the office. Then it takes him a few minutes 
more to get to the office. The question is: What are possible starting times of the 
meeting?  

We can well present the fuzzy temporal relations by means of a fuzzy Petri net 
in Figure 10.9. Marked places can represent partial states as described in Figure 
10.9. Transitions represent actions described by fuzzy temporal linguistic 
expressions. The places can be marked with fuzzy tokens. Each token has its 
identity given by data values as in colored Petri nets. A possible marking of place 

ip  is one of the following ordered pairs: ( )( ) ( )( ) ( ) ( )( ),,,,,, ieibieib ππππ ∅∅ and ( )∅∅, . 
The last case means that no token is in place ip . ( )ibπ  and ( )ieπ  are possibility 
distribution functions. ( )ibπ  stands for the time point of the beginning of a token 
presence in place ip , ( )ieπ  is for the end time point. A token is assigned the 
distributions as values on its arrival in a particular place. 

In the treated fuzzy Petri nets, three functions have been used: 

1. Function ( ) ∅∪→ TDP:τ . Let iτ  be associated with place pi. It 
determines in a fuzzy way the detainment of a token in pi. 

2. Function Θ  related to function τ . When a token arrives in a place ip  it is 
assigned value ( )( )∅,ibπ . Function Θ  changes according to τ  ( )( )∅,ibπ  
on ( ) ( )( )ieib ππ ,  where ( ) ( ) iibie τππ ⊕= . 

3. Function λ , which maps the set T of transitions to a set of fuzzy operations 
( ) ,max,min,, κκ −⊕  etc., where κ  is a fuzzy number. The operations 

are applied to a pair ( )eb ππ , . Practically, the beginning given by the fuzzy 
number in the post-place ( )jbπ  is obtained by a fuzzy operation, e.g., 

( ) ( ) kibjb κππ ⊕=  where ip  is a pre-place of a transition kt . 
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Figure 10.9. Fuzzy Petri net model of temporal relations 

Table 10.7 lists the results of functions τ  and λ . Fuzzy numbers in Table 10.7 
are represented in the so-called triangular form when the membership function is 
given as a triangle (see Figure 10.10 for 1κ ). Using the triangle membership 
function, the statement “about 20 min later” is interpreted according to Figure 
10.10 as “within ± 5 min around 20 min”. 

Starting from the initial marking ( )( )[ ]T
b ∅∅∅∅∅∅= ,,,,,,10 πm  and 

performing fuzzy operations by stepwise applying the functions τ  and λ  we 
obtain the final marking  

( )6,,,,, m∅∅∅∅∅  
where ( ) ( ) ( )( )( )∅= ,,,max 5426 bbbm πππ . Max is a fuzzy operation of maximum as 
illustrated in Figure 10.11. It is the fuzzy expression of the time of the meeting 
beginning by using the membership function or the corresponding fuzzy number. It 
is easy to imagine that similar fuzzy temporal relations can occur in various kinds 
of DEDS. 
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Table 10.7. Description of fuzzy relations 

State, action Infliction of τ  and λ  

State: Fred leaves home  ( ) 01 =pτ  because it is the start of the 
process 

Action: about 20 min later ( ) 11 κλ ⊕=t , ( )25,20,151 =κ  

State: Fred is coming to work  ( ) 02 =pτ because he is ready for the 
meeting immediately after the arrival 
of all others 

Action: approximately at the same time ( ) ( )5,0,5, 222 −=⊕= κκλ t  

State: Mark is in the bus ( ) ( )25,20,153 =pτ , Mark is about 20 
min in bus, therefore 

( ) ( )25,20,153 =eπ  

Action: a few minutes later ( ) ( )10,5,0, 333 =⊕= κκλ t  

State: Mark is coming to work ( ) 04 =pτ  

Action: a few minutes earlier ( ) ( )0,5,10, 444 −−=⊕= κκλ t  

State: John is coming to work ( ) 05 =pτ  

Action: as soon as last ( ) ( )∅= ,max5tλ  

Membership Function 

1 

15 20 25 
 

Figure 10.10.  Membership function of a fuzzy number 

 



196 Modeling and Control of Discrete-event Dynamic Systems 

 

6.55 7.00 7.05 7.10 7.15 7.20 7.25 7.30 7.35 7.40 7.45 7.50 

1 

 
Figure 10.11. Resulting fuzzy expressed time of the meeting beginning expressed by the 
membership function 

10.6 Adaptive Petri Nets 

Incorporating learning capability into a Petri net framework leads to adaptive Petri 
nets. Broadly speaking, intelligent techniques such as artificial neural network, 
fuzzy logic and knowledge based systems together can bring adaptable feature to 
Petri nets. Consequently, adaptive Petri nets can become a framework for dynamic 
knowledge inference under changing environments (Asar et al. 2005). The basic 
conditions need to be defined under which a Petri net can be modeled to qualify for 
adaptive task similar to biological neural network. The related approaches have 
borrowed the concepts from the work based purely on biological brain model. Thus 
the developed models can mimic a biological brain in terms of its distributed 
function feature. Some work involves synergy of Petri nets and intelligent 
techniques where ideas are motivated from the concepts of fuzzy logic and neural 
networks through the weights and learning features. A small percentage of 
researchers are active in applying intelligent techniques in conjunction with the 
Petri net methodology on real world problems. This section intends to focus on 
presenting the concept and examples of adaptive Petri nets based on the work (Li et 
al. 2000; Yeung and Tsang 1998; and Gao et al. 2003) for the purpose of dynamic 
knowledge inference. 

In many situations, it is difficult to capture data in a precise form. In order to 
represent certain knowledge, fuzzy production rules are used for knowledge 
representation (Chen et al. 1990, Gao et al. 2003). A fuzzy production rule is a rule 
which describes the fuzzy relation between two propositions. Its antecedent portion 
may contain ''AND'' or ''OR'' connectors. If the relative degree of importance of 
each proposition in the antecedent contributing to the consequent is considered, a 
Weighted Fuzzy Production Rule is needed (Yeung and Tsang 1998). For example, 

R1: IF it is dark (p1) and Vision Processing System (VPS) works well 
(p2) THEN the data from VPS is not dependable (p3) with certainty 
factor μ1=0.9, threshold λ1=0.5, and weights w1=0.6 and w2=0.4. 
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Figure 10.12. The Petri net representation of a weighted fuzzy production rule 

This rule means that  

1. p1 and p2 are two antecedent propositions and p3 a consequent one (may 
become an antecedent proposition of other rules). 

2. This rule’s certainty factor is 0.9. 
3. If the sum of p1 and p2’s truth degrees (not given) weighted by their 

weights w1=0.6 and w2=0.4 exceeds the firing threshold value λ1=0.5, this 
rule is executable. 

4. p1 and p2’s weights are 0.6 and 0.4-implying that p1 is more important than 
p2. Their sum should be one given a conjunctive rule.  

The importance weight should be one by default for the cases of a single 
antecedent proposition, or multiple propositions connected with OR. Please note 
that in (Yeung and Tsang 1998), the threshold value is defined for each proposition 
and then an exactly same or close statement is as an input to the rule’s antecedent 
propositions. The similarity value between an input proposition and that in a rule 
has to be computed. The rule can be executed only if it exceeds the threshold for 
each proposition. 

This example rule can be easily converted to a Petri net as shown in Figure 
10.12 where each place represents a proposition and transition t1 represents rule R1. 
Suppose that p1 and p2’s truth degrees are given as θ1=0.4 and θ2=0.5. Since 
y=w1θ1+w2θ2=0.24+0.2=0.44<λ1=0.5, this rule cannot be executed. However, if θ1 
increases to 0.6, y=0.36+0.2=0.56>λ1=0.5. Hence, this rule can generate the results. 
If p3 has no other input transitions, its truth degree is: θ3=yμ1=0.56×0.9=0.504. 

In addition, different from the other “non-reasoning” Petri nets, θ1=0.4 and 
θ2=0.5 remain unchanged at p1 and p2 unless new updates arrive. Note that some 
previous work removes them as they are treated as tokens (Li et al. 2000). When p 
has multiple input transitions fired, e.g., t1-k with yj as the weighted truth degrees 
and μj as the certainty factor of tj, j=1, 2, .., k, p’s truth degree is derived as the 
center of gravity of these fired transitions, i.e., 
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With the above background of fuzzy reasoning Petri nets, we can now 
introduce an adaptive Petri net concept as follows. 

Definition 10.3. An adaptive Petri net is a 9-tuple 

 ),,,,,,,( μλθ WOITPAPN =  

where P, T, I, and O defines APN structure, or more specifically  

1. },,,{ 21 npppP ⋅⋅⋅=  is a finite set of propositions or called places. 
2. },,,{ 21 mtttT ⋅⋅⋅=  is a finite set of rules or called transitions. 
3. I: P×T→{0,1}, is an n×m input matrix defining the directed arcs from 

propositions to rules. I( ip , jt ) =1, if there is a directed arc from ip  to jt ; 

and I( ip , jt )=0，if there is no directed arcs from ip  to jt , for i=1,2,...,n, 
and j=1,2,...,m. 

4. O: P×T→{0,1}, is an n×m output matrix defining the directed arcs from 
rules to propositions. O( ip , jt ) =1, if there is a directed arc from jt  to ip ; 

O( ip , jt ) =0, if there is no directed arcs from jt  to ip  for i=1,2,...,n, and 
j=1,2,...,m. 

5. ]1,0[: →Tθ  is a truth degree vector. θ =( T
n ),, 21 θθθ ⋅⋅⋅ , where iθ ∈ [0,1] 

means the truth degree of ip , i = 1, 2, ..., n. The initial truth degree vector 

is denoted by 0θ . It is treated as a marking (no longer integer but any real 
number between 0 and 1). 

6. ]1,0[: →×TPW  is the weight function that associates a weight with an 
input arc from a place to a transition. If a transition t has multiple input 
places, the sum of all the weights from these places to t must equal one. If t 
has a single input place p, then W(p,t)=1. 

7. ]1,0[: →Tλ  is the function that assigns a threshold value to .it   

8. ]1,0[: →Tμ  is the function that assigns a certainty factor value to .it  

Assume that the weights need to be learned given the input and output date of 
place truth degrees. To do so, we need to define the execution rule first. 

Definition 10.4. Given APN, Tt∈∀ , t  is enabled if tp •∈∀ , 0)( >pθ . Firing an 
enabled t produces the new truth degree for its output place(s), denoted by y(t): 
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1. If p has no input transition, its truth degree must be given initially. 
2. If p has only one input transition t, )()()( ttyp μθ = .  
3. If p has multiple fired input transitions, t1-k with yj as the weighted truth 

degrees and μj as the certainty factor of tj, j=1, 2, .., k, p’s truth degree is 
derived as the center of gravity of the fired transitions, i.e.,  
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According to the above definitions, a transition t is enabled if all its input places 
have their truth degrees positive. If the sum of their weighted truth degrees is 
greater than its threshold λ(t), t fires. Thus, through firing transitions, truth degrees 
can be reasoned from a set of known antecedent propositions to a set of consequent 
propositions step by step. We may use a continuous function ),( xty  to 
approximate )(ty  in Equation (10.11). Let 

 )(),( xFxxty ⋅=  

where  

 ),()( tpWpx jj
j

⋅= ∑θ  

)(xF  is a sigmoid function that approximates the threshold of ,t   

 ( )))((1/1)( txbexF λ−−+=  

where b  is a large constant called steepness. If b  is large enough, when ),(tx λ>  

0))(( ≈−− txbe λ  , then ,1)( ≈xF  and when ),(tx λ<  ∞→−− ))(( txbe λ  , then 
.0)( ≈xF  This approximation is essential to equip the net with learning capability 

to be shown later. 

Algorithm 10.1. (Fuzzy Reasoning) 
INPUT: APN with initial truth degrees of a set of antecedent propositions, i.e., 0θ . 
OUTPUT: The truth degrees of consequence propositions 

Initialization: k = 0. 
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Step 1. Let k = k+1. Find and fire all enabled transitions and update truth 
degree of places according to Definition 10.4 to obtain kθ . 
Step 2. If 1−≠ kk θθ , go to Step 1. 

Theorem 10.1. If an APN is acyclic, i.e., it contains no cycles, then Algorithm 
10.1 terminates in a finite number of steps. 

Proof. It is clear that when input places to a transition have the same truth degrees, 
the result from firing it changes no truth degrees. As the net is acyclic, only limited 
number of steps will be needed such that all places will end up with their constant 
truth degrees. 

Example 10.5. Suppose that an expert system has the following weighted fuzzy 
production rules: 

R1: IF p1 THEN p4 with certainty factor μ1 and threshold λ1. 
R2: IF p2 AND  p4 THEN p5 with certainty factor μ2, threshold λ2, and 
weights w1 (input arc from p2 to t2) and w2 (input from p4 to t2). 
R3: IF p3 OR  p5 THEN p6 with certainty factors μ3 for t3 between p3 
and p6, μ4 for t4 between p5 and p6, and thresholds λ3 and λ4. 

The system is converted into Figure 10.13 where R1 and R2 are clear while R3 is 
converted into a subnet with two transitions t3 and t4. 

 
Figure 10.13. APN of a given expert system 
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Suppose that the data are given as follows: 
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We use the following sigmoid functions as 
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to approximate the four thresholds 41−λ  where steepness ib  is selected as b= 200 . 
These functions vs x are drawn in Figure 10.14. For transition t2 , y(t2,x)= xF2(x) 
where 2412 )()( wpwpx θθ += . 
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Figure 10.14. Four sigmoid functions in Example 10.5 

Table 10.8 gives the reasoning results of APN given the above data, and truth 
degrees of places p1-3. Each process involves only two steps. If multiple transition 
fires, they can fire together following Definition 10.4. This is one major difference 
between standard Petri nets and “Petri nets for reasoning”. 

One can see that some truth degrees of places are zero. This means that the 
corresponding thresholds are not passed. For example, in Group 1, since 
θ(p1)=0.219< 1λ =0.5, 1t  cannot fire, leading to θ(p4)=0.  

In Example 10.5, we assume that weights are known. Suppose that weights are 
unknown but we have sufficient data obtained from the expert system. We can then 
introduce the neural network concept and related back-propagation algorithm to 
learn these weights. These weights can be updated when new data are introduced. 
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Table 10.8. APN Reasoning results given the weights, threshold, certainty factor, steepness, 
and truth degrees θ(p1)–θ(p3) 

Group No. Θ(p1) Θ(p2) Θ(p3) Θ(p4) Θ(p5) Θ(p6) 

1 0.2190 0.0470 0.6789 0 0 0.3243 

2 0.6793 0.9347 0.3835 0.5434 0.5850 0.3055 

3 0.5194 0.8310 0.0346 0.4072 0.4517 0.2359 

4 0.0535 0.5297 0.6711 0 0 0.3206 

5 0.0077 0.3834 0.0668 0 0 0 

6 0.4175 0.6868 0.5890 0 0 0.0279 

7 0.9304 0.8462 0.5269 0.7443 0.6647 0.3472 

8 0.0920 0.6539 0.4160 0 0 0 

9 0.7012 0.9103 0.7622 0.5610 0.5867 0.6705 

10 0.2625 0.0475 0.7361 0 0 0.3516 

Example 10.6. (continued from Example 10.5) The learning part of the APN (see 
the part in the dashed box in Figure 10.13) may be formed as a standard single-
layer neural network as shown in Figure 10.15. Assume the ideal weights are 

 ,63.01 =w  and 37.02 =w . 

The sigmoid function for transition t2 is  

 )55.0(2002 1
85.0:)(

−−+
= xe

xF  

 
Figure 10.15. The neural network translation of the learning part in Example 10.6 
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Suppose that inputs θ(p1) and θ(p2) are given random data from 0 to 1, and the 
real output θ(p5) is obtained according to the expert system. Given any initial 
condition for 1w  and ,2w  put the same inputs to the neural network. The error 
between the output of neural network θ′(p5) and that of the expert system θ(p5) can 
be used to modify the weights with the following learning law:  

 
( ) ( ) ( ) ( )
( ) ( )( ) ( )( )kpkpke

kkeykWkW

55:
1

θθ
δ
′−=

Θ+=+
 

where 
)]1(),1([)1( 21 ++=+ kwkwkW  is the weight at iteration k+1; 

)](),([)( 21 kwkwkW = is the weight at iteration k; 

)55.0(2001
85.0

−−+
= xe

xy  

δ is the learning rate whose small value assures that the learning process 
converges. Select 07.0=δ ;  

)],)((),)(([)( 42 kpkpk θθ=Θ  and θ(p2)(k) is a given truth degree of p2, 
θ(p4)(k) is the reasoned truth degree of p4; 
θ′(p5)(k) the reasoned truth degree of p5 (the output of neural network); and  
θ(p5)(k) is the given truth degree of p5 from the expert system, all at 
iteration k. 

After a training process ( 400>k ), the weights converge to real values. Figure 
10.16 shows simulation results. 

In this example there is only one learning layer. A more complicated case with 
two learning layers can be found in (Li et al. 2000). 

The development of theory and applications of Adaptive Petri Net (APN) still 
represents a hot research direction. APN promises to solve the knowledge learning 
problem in expert systems and other application problems. 
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Figure 10.16. Single layer learning results of Example 10.5 
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10.7 Petri Net-based Design Tools 

This section presents a brief overview of many significant tools that have been 
constructed and applied in academia and industry. The Petri net community has 
well maintained an active website, i.e., the Petri Nets World, and e-mail list. The 
website address for about seventy registered Petri net-based design tools is 

http://www.informatik.uni-hamburg.de/TGI/PetriNets/tools/quick.html 

Most of these tools are free of charge for academic research. There are also many 
tools in use, which may be found in a variety of publications. The authors have 
directly or indirectly used the following tools. 

SPNP 

http://www.ee.duke.edu/~kst/ 

SPNP supports the analysis of stochastic Petri nets. It was developed by Ciardo et 
al. (Hirel et al. 2000). The model type used for input is a stochastic reward net 
(SRN). SRNs incorporate several structural extensions to GSPNs such as marking 
dependencies (marking dependent arc cardinalities, guards, etc.) and allow reward 
rates to be associated with each marking. The reward function can be marking 
dependent as well. They are specified using CSPL (C based SRN Language) 
which is an extension of the C programming language with additional constructs 
for describing the SRN models. SRN specifications are automatically converted 
into a Markov reward model which is then solved to compute a variety of transient, 
steady-state, cumulative, and sensitivity measures. For SRNs with absorbing 
markings or deadlocks, mean time to absorption and expected accumulated reward 
until absorption can be computed. This tool has been widely used for performance 
evaluation of various discrete event systems (Zhou and Venkatesh 1998). 

GreatSPN 

http://www.di.unito.it/~greatspn/index.html 

GreatSPN stands for GRaphical Editor and Analyzer for Timed and Stochastic 
Petri Nets. It is one of the earliest tools that can graphically represent Petri nets, 
simulate them, and evaluate Generalized Stochastic Petri nets (GSPN). In GSPN, 
both immediate and exponentially distributed timed transitions are allowed. 

The most recent version is called GreatSPN2.0. It is a software package for the 
modeling, validation, and performance evaluation of distributed systems using 
Generalized Stochastic Petri Nets and their colored extension. It provides a friendly 
framework and implements efficient algorithms for complex applications not just 
toy examples. One of its unique features is that it is composed of many separate 
programs that cooperate in the construction and analysis of PN models by sharing 
files. Using network file system capabilities, different analysis modules can be run 
on different machines in a distributed computing environment. Its modular 
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structure allows easy addition of new analysis modules. All modules are written in 
C programming language to guarantee portability and efficiency on different Unix 
machines. All solution modules use special storage techniques to save memory 
both for intermediate result files and for program data structures. Its applications to 
various DEDS are well documented in a book (Ajmone Marsan et al. 1995). 

INA 

http://www2.informatik.hu-berlin.de/~starke/ina.html 

INA represents Integrated Net Analyzer. INA is a tool package supporting the 
analysis of Petri nets and colored Petri nets. It consists of:  

• A textual editor for nets  
• A by-hand simulation part  
• A reduction part for Petri nets  
• An analysis part to compute  

- Structural information  
- Place and transition invariants  
- Reachability and coverability graphs 

The by-hand simulation part allows starting at a given marking to forward fire 
either single transitions or maximal steps; the user can thus traverse parts of the 
reachability graph.  

The reduction part can be used to reduce the size of a net (and of its 
reachability graph) whilst preserving liveness and boundedness.  

The analysis can be carried out under different transition rules (normal, safe, 
under capacities), with or without priorities or time restrictions (three types), and 
under firing of single transitions or maximal sets of concurrently enabled 
transitions. INA can compute the following structural information:  

• Conflicts (static, dynamic) and their structure (e.g., free choice property)  
• Deadlocks and traps (deadlock-trap-property)  
• State machine decomposition and covering 

Invariant analysis can be done by computing generator sets of all 
place/transition invariants and of all non-negative invariants. Vectors can be tested 
for invariance properties.  

For bounded nets, the reachability graph can be computed and analysed for 
liveness, reversability, realizable transition invariants, and livelocks. The 
symmetries of a given net can be computed and used to reduce the reachability 
graph size. It is also possible to apply stubborn reduction. Furthermore, minimal 
paths can be computed, and the non-reachability of a marking can be decided.  

Some external graphical editors and tools can export nets to INA. This tool has 
been proven robust and very useful. For example it is used for deadlock control 
design in (Li and Zhou 2006) and (Uzam and Zhou 2006). 
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http://www.informatik.uni-hamburg.de/TGI/PetriNets/tools/db/cpntools.html 

It is a widespread tool for editing, simulating and analyzing colored Petri nets. It 
features incremental syntax checking and code generation which take place while a 
net is being constructed. A fast simulator efficiently handles both untimed and 
timed nets. Full and partial state spaces can be generated and analyzed for 
boundedness and liveness properties. It is possible to specify and check system-
specific properties. The tool also provides support for simulation-based 
performance analysis.  

10.8 Problems and Exercises 

10.1. Figure 10.17 models a discrete event system. Initial marking is shown in the 
figure, times delay j time units is associated with place pj and i units with ti. Please 
show all the cycles and find the system cycle time delay. Given two extra tokens, 
which place(s) should receive them to minimize the cycle time? 

 
Figure 10.17. A marked graph for Exercise 10.1 

10.2. Assume initial marking of the stochastic Petri net is shown in Figure 10.18 
and transition ti has its firing rate λi. Please derive the productivity if firing t4 
signifies the completion of a product. Do so for m0=(4 1 0 0 0 0)T when λi =i. 

Another influential tool is CPN Tools at the following site: 
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Figure 10.18. A stochastic Petri net for Exercise 10.2 

10.3. A serial manufacturing system is schematically given in Figure 10.19. It 
consists of three cells. Products are coming one by one to the system via input. 
After processing in cell 3 they are moved onto the output. Draw a color Petri net 
specifying the function of the manufacturing system. 

Figure 10.19. A serial manufacturing line 

10.4. For Example 10.3 create a Petri net modeling the behavior of the given 
system. Consider a serial manufacturing system with ten cells and compare the 
Petri net and the color Petri net models. 

10.5. A circle rail track is shown in Figure 10.20. Two trains are moving on the 
track clockwise. A train can pass in the next section only if next two sections are 
free.  

a. Find a Petri net describing the prescribed moves of the trains.  
b. Analyze the basic properties of the derived Petri net. 
c. Find a color Petri net describing the prescribed train behavior. 

10.6. Suppose that in Example 10.6, w1 and w2 are fixed but the certainty factors μ2 
and μ4 are unknown. Assume that the random input and accurate output data from 
the expert system can be obtained with their ideal values at  

μ2 = 0.8 and μ4 = 0.5.  

Derive the back-propagation algorithm to learn these two parameters, and 
investigate the convergence with different initial values of μ2 and μ4 between 0 and 
1, different steepness, and learning rates. 

Cell 1 Cell 2 Cell 3

input output
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Figure 10.20. Circular rail track with two trains and seven sections

Section 0

1

2

3

4 

5 

6
Train A

Train B



11 

Statecharts 

11.1  Introduction 

So far it could be observed how some shortcomings of finite automata used for 
DEDS modeling were overcome by Petri nets and Grafcet. This is mainly due to 
the latter’s ability to specify the parallel activities of subsystem states and 
concurrency of events. However, a certain imperfection of both persists. 
Difficulties in visualizing large and complex DEDS require to apply a sort of 
hierarchical decomposition. Another tool for coping with this problem is 
statecharts (Havel 1987 and Fogel 1997, 1998). 

Statecharts use the same notions as the tools mentioned above, namely state and 
event, and are based on the basic transition system as well. They represent 
structure and dynamic behavior in a drawn graphical form. Their set-theoretic and 
functional description is possible, too. The next section introduces their concepts 
and Section 11.3 presents their applications to DEDS. 

11.2  Basic Statechart Components 

In a statechart, states are represented by rounded rectangles marked with a symbol, 
usually a letter as illustrated in Figure 11.1. 

The state Q in Figure 11.1a, which can be decomposed into three sub-states A, 
B, and C as shown in Figure 11.1b, can be viewed as a superstate. Transition from 
Figure 11.1a to Figure 11.1b is an example of state refinement as opposed to state 
clustering (corresponding to the transition from Figure 11.1b to Figure 11.1a. 

According to the principle of state encapsulation, the state Q encapsulates states 
A, B, and C. Figure 11.1c depicts a three-level state hierarchy. The semantics of 
the decomposition depicted in Figure 11.1 is exclusive-or (XOR) whereby in 
Figure 11.1b the situation “state Q is active” means that one and only one of states 
A, B, and C is active at some time. If saying “the system is in state Q” we mean 
that it is, e.g., in state B. If the system in Fig, 11.1c is in state Q it can be in state A 
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being in state V. In such a case Q can be neither in state B nor C, nor A nor U at 
the same time.  

Transition from one state into another one is represented by an arrow labeled 
with abbreviation of an event. The event label “e” may be completed with a 
condition in parentheses e(P) indicating that through event “e” the system transits 
from one state to the other if the additional condition P holds on the event 
occurrence (Figure 11.2). An option is that an arrow is labeled only with condition 
(P). 

Figures 11.2a and b are equivalent as for the representation of the state transfer 
RQ → , which is carried out if condition P holds on event e1. Arrows can be 

directed either into a superstate, e.g., the arrow labeled with e2 in Figure 11.2b or 
out of a superstate, e.g., the arrows labeled with e1. 

Thus far, time was not explicitly considered in the described statechart 
components. There are several possibilities to include time conditions in the 
statecharts, for example, similarly to those in Petri nets. The order of state 
transitions is specified like that in untimed Petri nets. 

 

 

A
Q Q Q 
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B

C

B
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V 

a. b. c.  
Figure 11.1. Representation of states for exclusive-or activities with hierarchical 
involvement 

 

Figure 11.2. State transit representation using arrows labeled with events 
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In statecharts a default state activation can be specified with an arrow and a dot 
as shown in Figure 11.3. The state transfer is performed according to the arrows 
pointing at default states. In Figure 11.3a, the default transit to state Q by event “e” 
is accomplished through the transit in A given by the transit to the default state V. 
As a whole, event “e” transfers the system from state R to V. Other needed arrows 
are left out. 
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Figure 11.3. Default state activation 
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Figure 11.4. Use of the history node 

Figure 11.5. Orthogonal states Q1 and Q2 
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Figure 11.6. Use of the orthogonal states 

Another useful component is a history node as shown in Figure 11.4. The 
semantics of the graphical scheme is as follows: if a system is in state R and event 
“e1” occurs, the system goes into one of the states from the level of the superstate 
Q, which is A, B or C depending on the most recently active state before Q was left 
by event e2. If by chance it were A, state R would be transferred in V because of 
the arrow indicating a default state. Notation H* means the transit in the most 
recently active state on the lowest hierarchical level. 

Concurrency and independency are represented by dashed rectangles within a 
superstate (Figure 11.5). It represents an AND relation of the state activities. On 
entering state Q, both states Q1 and Q2 are active. The activity by refinement means 
that both states A and D are active simultaneously. For Q1 it is A and then via “e1” 
B, for Q2 it is D and then via event “e4” C. The same event can effect both 
components of Q if, , e2= e4. The states within a superstate being in the AND 
relation are called orthogonal. Entering from a state into an AND box ensures the 
activation of a state in each component of the box as shown in Figure 11.6. In 
hierarchically embedded levels the AND boxes can be used similarly as the XOR 
boxes. 

There are two kinds of the stimuli considered for state transitions: the event “e” 
alone or “e” accompanied by a condition P denoted by a label e(P). The event 
represents a stimulus acting over an infinitely short time interval or in a discrete 
time point. State transfer by an event is realized if a durable (level kind) condition 
P is met. The generation of events can be connected with transits of states (notation 
e1/s) or with the states themselves. The possibilities are explained in Figure 11.7. 
The generated events are called actions and the changes of values are called 
activities. Thus s is an action, which is generated by the transfer QP →  and is 
firing transit BA→ . Start (X) and end (X) are special events setting and resetting 
X. An example of an activity is setting Y by entering state C, setting Z by the exit 
from C, setting W during the activity of state C.  

The reader can find more information about the statecharts and their formal 
definitions in (Harel 1987) and (Harel et al. 1987). Their applications to the 
modeling of reactive systems together with a statechart-based structured analysis 
method called STATEMATE are in detail presented in (Harel and Politi 1998). A 
thorough treatment of converting Petri nets into statecharts is given in (Eshuis 
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2006). An algorithm of polynomial complexity is proposed to translate a class of 
Petri nets into an equivalent statechart. Meanwhile, the Petri net structure is 
preserved. Some recent applications to industrial automation can be found in (Lee 
et al. 2005). 

11.3  Statechart Application 

A printed circuit board (PCB) assembly cell in Figure 7.10 is used as an illustrating 
example. The Petri net interpreted for control and a statechart specification are 
compared. Figure 11.8 shows the Petri net interpreted for the cell control. The 
alteration of the robots by both the component picking and inserting has been 
chosen. The cell and the Petri net specification are described in Example 7.3, 
Section 7.3. The meaning of additional transition conditions and control commands 
associated with places is given in Table 11.1. If a transition bears a condition, 
CR1_a, it is a shortage for a test if variable CR1_a = = true (logic one).  

The same control as that from the Petri net has been specified using the 
statechart depicted in Figure 11.9. Both representations offer the similar 
complexity graphically. 
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Figure 11.7. Actions and activities in a statechart 
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Table 11.1. Petri net logic conditions and control commands 

Logical conditions attached to transitions 

CR1_a   (CR2_a) Electronic component for R1 (R2) is available 

R1_ep    (R2_ep) End of component picking from feeder by robot R1 (R2) 

AR1_b   (AR2_b) Arm of robot R1 (R2) pulling back done 

R1_pcb  (R2_pcb) Robot R1 (R2) is near to PCB area prepared for inserting 

R1_cins  (R2_pcb) Inserting of a component by R1 (R2) done 

R1_fa     (R2_fa) Robot R1 (R2) is near to feeder area prepared for picking 

Control commands 

R1_P        (R2_P) Command for R1 (R2) to pick an electronic component 

AR1_B     (AR2_B) Command pull back the arm of robot R1 (R2) 

R1_MPC (R2_MPC) Command for R1 (R2) to move to PCB area 

R1_IC      (R2_IC) Command to insert a component  

R1_MFA (R2_MFA) Command to move to feeder area 

11.4 Problems and Exercises 

11.1. For the manufacturing system in Exercise 1.5, elaborate a statechart 
specifying its control according to the required function of the system. 

11.2. Compare the state chart in Exercise 11.1 with the specification using Petri 
nets interpreted for control. 

11.3. Derive the statechart for the Petri net model given in Figure 7.12. 
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Figure 11.8. Petri net interpreted for control of the PCB assembly 
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Figure 11.9. Statechart for a two-robot system for PCB component insertion 
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DEDS Modeling, Control and Programming 

12.1 Modeling Methodology 

Finite automata, Petri nets, Grafcet, statecharts, etc., are tools for DEDS 
specification and analysis. They represent a system as a whole or its chosen parts. 
The function of the control system to be designed requires specific extensions of 
the expression means in order to enable a reactive performance of the control in a 
feedback system structure.  

Generating a DEDS model is a highly creative process. There are many ways 
how to achieve this goal. However, precise and exhausting hints for it do not exist. 
Rather there are several supporting methodologies. One of useful practical ways is 
to first elaborate a model of the complete system as it appears to an observer with 
the control included. Second, a model of the system control is to be elaborated, 
which may serve for the control function analysis and writing control programs. 

Operations in execution represent partial system states, which change through 
events. From the abstract system viewpoint the basic DEDS features are generally 
as follows: 

a. Concurrency of operations 
b. Synchronization of operations 
c. Sharing common resources such as machines, robots, storages, data blocks, 

etc. 
d. Limitation of resources 
e. Cyclic behavior, i.e., the repetition of some procedure schemes 
f. Failure-safe processing without shutdowns, deadlocks, etc. 
g. Achieving maximum efficiency with respect to some criteria, e.g., right 

product mix, maximum throughput, minimum make-span and other, via 
optimal routing of objects in the system and scheduling of operations. 

Considering Petri nets as a main DEDS modeling tool in this book, it is easy to 
verify that the individual features are ensured as follows: 
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(c) (d) 
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(f) 
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(e)  
Figure 12.1. Basic Petri net transformation rules 

Feature d: by the boundedness; 
Feature e: by the reversibility; 
Feature f: by the liveness; 
Feature g: by the Petri nets interpreted for control.  

Then a basic goal is to create a bounded, reversible and live Petri net as a 
DEDS model having all required states or markings reachable. There are two ways 
to achieve it: 

1. To generate a Petri net without any constraints and then to check the 
analyzed features and make necessary corrections. 

2. To use elementary building blocks preserving the required features in 
bottom-up composition or in top-down refinement. 

Frequently, the complexity of a real DEDS leads to a large and complex Petri 
net. Analyzing such nets is practically very difficult and time consuming. 
Therefore, availability of a systematic approach to the Petri net design is highly 
desirable. The substance of such approaches is model reduction and composition 
techniques. Such a transformation, either reduction or composition, helps to 

Features a through c: they are contained in the very substance of Petri nets; 
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simplify or create Petri nets preserving the required properties, and makes an 
analysis of Petri nets easier. 

A basic list of the most frequently used transformation rules is presented 
graphically in Figure 12.1. The rules (Murata 1989; Zhou and Venkatesh 1998) 
include: 

a. Fusion of series places; 
b. Fusion of series transitions; 
c. Fusion of parallel places; 
d. Fusion of parallel transitions; 
e. Elimination of self-loop places; 
f. Elimination of self-loop transitions. 

Often it is advantageous to use a hierarchical decomposition of a Petri net (a 
higher level) into subnets (lower level). A standard way is to develop either a 
transition of a hierarchically higher Petri net into a subnet or place into a subnet 
(Abel 1990). In the former case, the developed transition splits into two transitions 
between which the subnet is located, whereby no arcs are permitted between the 
subnet and the nodes of the higher level Petri net. The latter case is treated 
similarly using place splitting. Decomposition of a transition is illustrated in Figure 
12.2. 

p1 

p21 p2 

t1 

p3 

t2 
t2 t2 

p23 

p22 p24 

t21 

t22  
Figure 12.2. Decomposition of a transition 

Consider a composition method (Ferrarini 1992, 1995 and Ferrarini et al. 1994) 
as a model of such efforts. The basic idea is to represent an elementary control task 
using a strongly connected binary Petri net state machine (SCSM, see Section 7.4) 
with one and only one marked place within the initial marking. A complex control 
function is designed using a composition of a group of  elementary control tasks 
represented by a composition of the corresponding elementary SCSMs. The SCSM 
interactions have to satisfy various relations, e.g., synchronization and blocking. 
Properties like liveness and boundedness are preserved by the composition. 
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Various kinds of interconnections are shown in Figure 12.3. There are:  (a) self-
loop, (b) inhibitor arc, and (c) synchronization. The functions of the 
interconnections are easy to understand from the graphical representation where 
the elementary SCSM are noted as E1, E2, … , and Ek. 

Zhou and DiCesare (1991) and Zhou et al. (1992) proposed one of the excellent 
reduction/composition methodologies. The core idea of their methodology is a top-
down refinement of a relatively simple first-level Petri net, which models basic 
system operations, and a bottom-up completion of the net with places and 
transitions corresponding to the system resources. More discussions can be found 
in (Zhou and DiCesare 1993). Brief introduction to their results is presented below. 

A common DEDS feature is the possibility to distinguish the following system 
components: 

1. Operations performed in the system, e.g., processing parts in a flexible 
manufacturing system (FMS), and processing pieces of data in a distributed 
computer system. 

2. Subsystems representing fixed resources, e.g., machines and robots in FMS, 
and computer processors. 

3. Subsystems representing variable resources, e.g., pallets or fixtures in FMS, 
and external memory devices in the computer systems. 

Petri net models reflect the three groups of components. A set of places 
corresponds to each group. Petri net places for the first group are characterized by 
a zero initial marking places; for the second group by some non-zero binary or 
fixed marking place, and for the third group by some non-zero possibly variable 
numerical marking places. 

The first-level Petri net represents the system operations. Then, using the top-
down approach more details are added by refining the net of operations and their 
relations. Afterwards, the Petri net places for resources are added to the net in a 
bottom-up manner. 

 

Figure 12.3. Three kinds of elementary structure connections by the composition 
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Figure 12.4. A sequence Petri net 
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Figure 12.5. A parallel Petri net 
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Figure 12.6. A choice Petri net 

The first-level Petri net is composed of basic design modules. They are chosen 
to posses the three most important properties reflecting real-world systems, namely 
boundedness, reversibility and liveness. The basic design modules include: 

a. Sequence Petri net (Figure 12.4), 
b. Parallel Petri net (Figure 12.5), 
c. Choice Petri net (Figure 12.6), 
d. Decision-free choice Petri net (Figure 12.7). 

It has been proved in the above-mentioned works of Zhou et al., that any 
composition of basic design modules preserves the three mentioned basic 
properties: boundedness, reversibility and liveness. In the refinement process, 
modules a and b can replace a place, and modules c and d can replace a transition. 

The bottom-up procedure resolves the problem of sharing the system resources. 
Two kinds of resource sharing can be distinguished: a parallel mutual exclusion of 
resources and a serial mutual exclusion of resources. Resource sharing situations in 
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Figure 12.7. A decision-free Petri net 
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Figure 12.8a. Parallel mutual exclusion and b. Serial mutual exclusion, also called 
sequential mutual exclusion 
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DEDS expressed by means of the Petri net elementary structures are depicted in 
Figures 12.8. The initial marking in Figure 12.8 is one possible example. However, 
there are several possibilities depending on the actual requirements. It has been 
proved that structures in Figure 12.8 preserve the basic Petri net properties 
considered above both individually or in combination with the basic design 
modules under certain conditions. 

The described methodology is applicable in the DEDS regardless of the 
system’s substance. Next this methodology will be illustrated on a flexible 
manufacturing system depicted in Figure 12.9 (Niemi et al. 1992).  
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Figure 12.9. Layout of an FMS 

This system comprises a semiconductor camera vision system for the 
recognition and location of parts coming into the system on an input conveyor. A 
central transferring server of the system is a robot. Further, there are two NC 
machining units: a drilling machine with two drills above an xy-table and a three-
axis milling machine with a tool changer. A measuring station is located between 
the milling and drilling machines. There is an intermediate storage where the robot 
can temporarily put the parts, and an output conveyor. The intermediate storage 
can be used as a multiple storage for more types of the products.  The system is 
equipped with control computers on both process and coordination levels.  

A particular technological process to be cyclically realized in the system is as 
follows. There are two different types of raw parts at the input. The first is intended 
for the product of type A, the second for type B. The parts come irregularly, i.e., 
with random time intervals between two parts and with a random number of 
consecutive parts of one type. The parts are recognized and located by the camera 
vision system. Product A is obtained by drilling followed by measuring. Product B 
is obtained by milling. The cell robot provides the necessary transfers of the parts 
or products. No intermediate storage is considered in this particular example. 



224 Modeling and Control of Discrete-event Dynamic Systems 

Example 12.1. Figure 12.10 shows the first step of a Petri net system performance 
modeling. The places of Petri nets correspond to operations. For the sake of brevity 
the meaning of the system places is given in Figure 12.11, which shows the next 
stage-refined model. Transitions correspond to the starts and ends of operations. 
The first stage Petri net model is drawn in full lines (the Petri net is not a strongly 
connected one). The question of reachability, boundedness, liveness and 
reversibility is to be resolved. Undoubtedly a full-line Petri net is bounded, live and 
each of its marking is reachable. However, it is not reversible. The additional parts 
of the net drawn in dashed lines turn the Petri net into a reversible one. 
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Figure 12.10. First stage Petri net model 

The next refined Petri net model is shown in Figure 12.11. The availability of 
machines is given by marked places, e.g., the drilling machine is free if place Dp  
contains a token. If the part of the net modeling the robot function is omitted, a 
marked graph (Section 7.4) is obtained which is evidently bounded, reversible and 
live for the given initial marking. The robot presents a shared resource with 
conflicts (there are more arcs outgoing of place Rp ). The conflicts are of mutual 
exclusion type. Though the resulting net is no more a marked graph, nevertheless it 
is bounded, reversible and live as discussed earlier in this section. 
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Figure 12.11. Petri net model for FMS 

12.2  Resolution of Conflicts  

System conflicts reflected as Petri net conflicts are to be removed by practical 
control solutions (Hrúz et al. 1996; Hrúz 1997). The following three figures show 
the basic Petri net interpreted for control structures corresponding to three basic 
conflict situations in which the resources can be involved. 
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Figure 12.12. Resources and operations (a) without (b) with conflict 

Figure 12.12(a) shows a typical conflict-free situation. Places p11–p1k  specify 
the semi-products s1–sk needed for the job realization. If the places are occupied 
with tokens, the required semi-products are available. Tokens in pa, pb, …,  and pz 
indicate that the second kind of resources described in the preceding section like 
processing machines, robots etc., are available for the job performance. The job or 
operation itself is represented by 3p . In this Petri net the command for the 
operation start is S:=1. Place 2p  specifies a required transfer of semi-products to 
the input of the processing machine (command I:=1), and 4p  (command O:=1) is 
connected with the transfer out of the manufacturing cell. Various events, e.g., 
semi-product presence signals, start or end of the operations etc., can be associated 
with the transitions. Output places p21–p2l indicate that the operation brings about 
several different workpieces as the output. Let us follow a portion of the model 
dynamics. After firing 1t  (if cond1 is met), a token goes to 2p  and the command 
I:=1 is generated forcing the transfer of semi-products to the processing machine, 
start of conveyors etc. When the process variable i gets the value 1, transition 2t  
fires and a token comes to 3p  and ap , respectively. The command S is set to one 
which triggers the operation. Analogously, after the end of operation (process 
variable 1==e ), the semi-products obtained in the operation are transferred to the 
output and the machine is free. The outgoing arcs from the transitions 432 ,, ttt  
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specify that, after the corresponding events, the resources are again available. The 
Petri net in Figure 12.12a belongs to the Petri net class called marked graphs with 
respect to the structure. There are no conflicts in the marked graphs. 

The next typical situation in FMS is modeled by a Petri net interpreted for 
control as depicted in Figure 12.12b. One resource, e.g., a robot (available if place 

Rp  is occupied with a token) is used or shared by two operations, namely a 
workpiece transfer  to  the  first  machine  (place 2p , control command 1:1 =T ) 
and a workpiece transfer to the second one ( 5p , control command T2:=1). The 
individual machine operations are initiated by means of commands S1 and S2. 
There can be more shared resources. For brevity, the elementary structure in Figure 
12.12b is limited to one shared resource only. Obviously, it is a parallel mutual 
exclusion. Finally, Figure 12.13 shows a situation when a job decision or choice 
occurs in the system. Then, p indicates the availability of a semi-product for the 
next processing that can be performed either by operation O1 (place 1OPp ) or by O2 
(place 2OPp  ), etc., up to the operation Oj ( OPjp ). As is clear from Figure 12.13, 
machine M1 is required for the operation O1, machine M2 for O2, etc. 

The composition of the above described elementary building blocks (Figures 
12.12 and 12.13) can generate aggregated and more complex Petri net structures 
containing conflicts. Consider a Petri net interpreted for control (further denoted as 
a PC) is built up of the elementary structures shown in Figures 12.12b and 12.13. 
The conflicts which may occur in the PC are to be eliminated in order to achieve a 
required deterministic behavior via control. 

Assume that a reversible, bounded and live (on level L4) PC has been designed 
using the methodology described in Section 12.1 and it specifies the desired 
control. Conflicts due to the shared resources with or without operation choice can 
be eliminated by means of inhibitors and incidentors. The elimination method 
consists of the following steps. 
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pOP1 
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pN1 

pN2 

pNj 
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Figure 12.13. Conflict situation due to operation choice 
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Step 1 
The given PC is inspected in order to find all places with two or more outgoing 
arcs. Let the set of such places be denoted as OP . Then the set of places with more 
than one incoming arcs is found and denoted IP  . The two sets may not be 
disjunctive (they can intersect), i.e., generally ∅≠∩ IO PP . If the PC contains 
operation choice, it is assumed that according to the elementary structure in Figure 
12.13, the resources for the operations are represented by the corresponding places 
in the net. 

Step 2 
For each place Ok Pp ∈  the set of outgoing arcs is   

 ( ) ( ) ( ){ }
kjkjkjkk tptptpA ,,...,,,,

21
=  (12.1) 

where  

 ( ) ( ) ( ) FtpFtpFtp
kjkjkjk ∈∈∈ ,,...,,,,

21
 (12.2) 

Step 3 
For each place Im Pp ∈  a set of incoming arcs is  

 ( ) ( ) ( ){ }mjmjmjm ptptptB
m

,,...,,,,
21

=  (12.3) 

where 

 ( ) ( ) ( ) FptFptFpt mjmjmj m
∈∈∈ ,,...,,,,

21
 (12.4) 

Step 4 
Denote the elements of the sets kA  and mB  respectively as 

 { } and,...,, 21 kkjkkk aaaA =   { }
mmjmmm bbbB ,...,, 21=  (12.5) 

All combinations of two elements (arcs) from set kA  are taken into account. 
Consider one such combination, say { }vu aa , , where ( ) ( )vkvuku tpatpa ,,, == . 
The arcs vu aa ,  point to the transitions vu tt , , respectively. Further, the pre-places 

up~  and vp~  of ut  and vt  other than kp  are considered. An inhibitor going out of 

up~  is generated pointing to the post-transition of vp~ . Depending on the required 
system behavior this can also be done inversely. If there are more pre-places, it is 
sufficient to generate just one inhibitor for one combination of arcs. 
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This step is repeated for all combinations of elements from set kA ; the 
procedure is repeated for all sets kA  , k = 1,2,...,. If necessary, it is also repeated 
for sets mB , m = 1,2,....,. In case of shared resources it is sufficient to deal with sets 

kA  only. 
The case when neither up~  nor vp~  exists has to be specially treated. It should 

be noted that a formal application of the described method can generate redundant 
inhibitors because several inhibitors can eliminate the same conflict. After adding 
inhibitors, reversibility, boundedness and liveness of the obtained Petri net has to 
be analyzed. 

Example 12.2. In this example a more complicated situation is shown using a 
technology layout of Figure 12.9. For the system in Figure 12.9 Let us consider 
two intermediate storages of parts and the following production task: one type of 
product is to be produced by a freely ordered milling and drilling of a raw part 
coming irregularly at the input. Input, output and storages are considered as 
operations in a broader sense. Possible prescribed sequences of operations are: 

1. Input 1. Input 1. Input 1. Input 
2. Milling 2. Milling 2. Drilling 2. Drilling 
3. Drilling 3. Storage no. 1 3. Milling 3. Storage no. 2 
4. Output no. 1 4. Drilling 4. Output no. 2 4. Milling 
5. Output no. 1 5. Output no. 2 

An ordinary Petri net modeling the given system behavior is drawn in full line 
in Figure 12.14.  Places and transitions are similar to those in Figure 12.12. The 
capacity of storages is 5, and the same are capacities of the corresponding places, 
namely 11 , WSS pp , as well as of places 22 , WSS pp . As in the previous case, sharing 
of resources appears with places ,, MR pp  and Dp . It brings about mutual 
exclusions, treated in the previous section.  

The arcs ( )11, tp A  and ( )21, tpA  represent a conflict situation, namely an 
operation conflict. It occurs if the places DMRA pppp ,,,  all contain a token. 
Analogously an operation conflict can appear with place 1WMp  or 2WDp . The 
places associated with the operation conflict are crosshatched in Figure 12.14. This 
type of conflicts is called a branching operation conflict. On the other hand, RMSDp  
and RDSMp  bring about the so-called merging operation conflict.  

For control design it is necessary to eliminate the indeterminacy produced by 
any type of conflict. PC extends the modeling power of standard Petri nets, 
involving a larger class of flexible manufacturing systems. Control needs to deal 
with the conflicts of all three groups, i.e., 1) branching operation conflicts, 2) 
merging operation conflicts, and 3) resource sharing conflicts that should be 
identified and eliminated using PC. 
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Figure 12.14. FMS Petri net model with conflicting operations 

Let us consider the first group. In Figure 12.14 the involved places are 
crosshatched. Take Ap  and extensions drawn in dashed lines. A token in 1p , the 
empty place 2p  and a token in all places ,Ap DMR ppp ,,  represent a situation 
when (under safe rules respecting capacities) an otherwise conflicting situation is 
removed. Let M(p, r) denote the marking in p at the r-th time point. 

A similar situation occurs if 
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( ) ( ) ( )
( ) ( ) ( ) 0,,1,,1,

,1,,0,,1, 21

===
===

rpMrpMrpM
rpMrpMrpM

DMR

A  

The incidentor ( )211 , tp eliminates the conflict for the marking 

 
( ) ( ) ( )
( ) ( ) ( ) 1,,1,,1,

,0,,0,,1, 21

===
===

rpMrpMrpM
rpMrpMrpM

DMR

A  

whereby the control policy giving priority milling over drilling in a symmetric 
situation has been used. The inhibitor ( )211 ,tpWM  eliminates the conflict in case 
when drilling both as the first operation as well as the second one is possible. The 
branching operations conflicts associated with 1WMp  and 2WDp  are solved 
similarly as with Ap  . 

The merging operation conflict associated with RMSDp  is solved by means of 
the inhibitors ( )331 ,tpWM  and ( )333 ,tp  giving priority to the firing of 14t . The latter 
inhibitor “covers” the whole occupation of the drilling machine. Similarly it is with 
place RDSMp  . 

Each resource sharing conflict has to be solved by analyzing the situation in the 
pre-places of the transitions involved in the conflict. The pre-places are hatched or 
crosshatched. A resource sharing conflict can be solved by an appropriate use of 
inhibitors, e.g., if for the markings at the r-th time point 

 
( ) ( ) ( )
( ) ( ) ( ) ,1,,0,,1,

,1,,1,,1,

23

21

===
===

rpMrpMrpM
rpMrpMrpM

OD

WMRWS  

then the conflict is eliminated by means of the inhibitor  ( )271 , tpWS  whereby a 
priority is given to the transfer to the drilling machine, according to the second 
operation sequence introduced above. Some resource sharing conflicts can be 
solved within the solution of operation conflicts. For example, a resource sharing 
conflict with ( )11,tpR  and ( )21,tpR is solved within the solution of the branching 
operation conflict associated with Ap . The same happens if both Rp  and 1WMp  
are occupied and a branching operation conflict for 1WMp  is solved. 

Inhibitors and incidentors eliminate conflicts and generate the final PC-Petri 
net with complete transition conditions and place control variables. 

Example 12.3. A PC is to be generated (Figure 12.15) for the technological layout 
in Figure 12.9 and the following production: 

two products are to be produced, each from its own input raw part 
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 2nd operation–milling 
product X2: one operation–milling 

After drilling, semi-product X1 can be stored in the intermediate storage if the 
milling machine is occupied; and product X2 can only go directly to the output. 
Each product has its own output. Drilling X1 is preferred to milling X2. Milling X2 
is preferred, if possible, to storing. Other relations are obtainable, at least the 
authors hope, from the “talk” of the Petri net model. 

Figure 12.15. FMS job with operation conflicts due to the use of storage 
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Example 12.4. Figure 12.16 represents a robotic cell with one robot R, two 
processing machines M1 and M2, input (C1) and output (C2) belt conveyors. 
Workpieces gather at the stop S where a photo-sensor P1 detects a workpiece to be 
prepared for the processing in the cell. The machines perform different jobs with 
different operation times. A prepared workpiece is transferred to a free machine. If 
both machines are free, M1 has priority.  

After finishing the job, the robot transfers the processed workpiece on the 
output conveyor C2 (assuming that there is free space for it). The robotic cell 
coordination control is represented by a PC in Figure 12.17. 

M1 

R 

M2 

C1 P1 S 

P2 C2 

 
Figure 12.16. A robotic manufacturing cell 

 
Figure 12.17. PC-Petri net for the control of robotic cell 
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In this example, the robot is a typical shared resource. The corresponding place 
in the PC in Figure 12.17 is Rp . Place RBp  if occupied with a token, specifies a 
control situation when the command is generated to return the robot to the home 
position. Places 1Mp  and 2Mp  stand for the availability of M1 and M2, 
analogously place 2cp  for the conveyor C2. Condition 11 ==f (or shortly 11 =f ) 
signals the presence of a workpiece at the input. The control commands are 
associated with places, e.g., the command C1M1:=1 starts the transfer of the 
workpiece from a fixed position at conveyor C1 into machine M1, and the 
command C1M2 into M2. 

12.3  Control Programs in DEDS  

The framework for the DEDS control problems was treated in Chapter 4. After 
control specification, the next step towards writing a control program is choice of a 
suitable tool.  Control programs belong to the reactive kind of programs. The 
programming language for reactive programs can be procedural or graphical. In 
both cases the control system reactivity can be achieved either by a cyclic sampling 
of the system variables or by system interrupts (Zöbel 1987). The former case 
means that the control program should repeat sufficiently rapidly the following 
control scheme: evaluation of the actual system data and successive production of 
the required actions. The latter requires a possibility to program responses to 
system interrupts. Petri nets interpreted for control, Grafcet, and statecharts support 
the creation of control reactive programs responding to external events. 

The so-called real-time programming languages and instruction lists pertain to 
the group of the procedural programming languages for reactive programs. On the 
other hand popular ladder logic diagrams pertain to the group of the graphical 
programming languages for the reactive programs. The borders between system 
control specification tools and programming languages are fuzzy. In fact, the 
control program written using a programming language is the final specification or 
determination of the system control. 

There are many real-time programming languages, e.g., PEARL, Occam, Forth, 
and Ada. A possible real-time programming way is to use a standard programming 
language co-operating with a real-time operating system that completes the real-
time and reactive control functions. There are many combinations of the control 
specification tools and real-time programming languages. In this section, the 
substance of the control synthesis methods using such combinations is illustrated 
on a few chosen cases. 

The real-time programming language PEARL (Werum and Windauer 1989; 
Zöbel 1987) will be treated as a representative of the procedural programming 
languages for reactive programs. PEARL is a multitasking language with all the 
real-time specific features: 

• Modularity 
• Language elements and constructs for real time 
• Processing of external events 
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• Programming of input/output operations 
• Parallel processes 
• Process synchronization  
• Exceptions  

A program module is delimited with instruction words MODULE <name>; and 
MODEND;. Modules are compiled independently. A module consists of a system 
division and/or problem division introduced by words SYSTEM; and PROBLEM; 
respectively. Data are allowed to be used only when defined. PEARL distinguishes 
local (on the module level) and global (for all modules) data and variables. The 
system division contains description of the system hardware components and their 
mutual connections in the particular configuration. The description has to meet the 
given syntax rules but its actual contents depends on the computer system used and 
the language compiler for the system. 

The problem division contains specification of the input and output data 
stations and interrupt specification referring to the description in the system 
division. Further it contains the declaration of all variables used in the program. 
The specifications are introduced by the keyword SPECIFY or by short SPC. The 
data submitted by a data station can be specified in details with keywords IN, OUT, 
INOUT, ALPHIC, BASIC and others. The following statements provide data from 
the data stations: READ with its counterpart WRITE (for data transfer without 
transformation), GET – PUT (for data transfer with transformation from the 
external alphabetic form into the computer internal binary form), and TAKE – 
SEND (for transfering data with attribute BASIC without transformation). One can 
declare (DECLARE or DCL) all usual types of variables and types necessary for 
the reactive programs with the keywords FLOAT, FIXED, BIT, DURATION, 
CLOCK, CHARACTER, SEMA, STRUCT, etc. 

The subroutines and function are available through the keyword pair 
PROCEDURE – RETURN. They are called using CALL <identifier> 
[list_of_actual_parameters]. The brackets  [ ] denote an option, i.e., a non-
compulsory fraction of the statement.  

PEARL has rich expression facilities like IF – THEN – ELSE – FIN block, 
CASE – ALT – OUT – FIN block, FOR – FROM – BY – TO – REPEAT – END 
block, and many others. PEARL enables one to write highly structured programs 
where transferring data via data stations and data manipulating in the statement 
expressions are possible only if the conform variables are correspondingly 
specified or declared. The reader can find a detailed description e.g., in Werum and 
Windauer (1989), or in Reißenweber (1988). 

The possibility of dealing with interrupts is an important property of the 
reactive programs. The following self-explanatory program example shows how it 
is possible to deal with interrupts in PEARL (keywords are written bold). 

MODULE MOD1; 
SYSTEM; 

ALARM: INT*3; /*INT*3 is the name recognized by the compiler 
in the actual computer systems*/ 

 . 
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 . 
PROBLEM; 

SPECIFY ALARM INTERRUPT 
START: TASK PRIORITY 10; 
 WHEN ALARM ACTIVATE EMERG1; 
 END; 
 . 

MODEND; 

The TASK definition is an important property for the program reactivity. Tasks 
specified and started in PEARL represent autonomous processes competing 
mutually for the computer processor.  The following instructions are available to 
define the time or event condition for activating a task, which after its activation 
competes for getting the processor: 

Task definition 

<name>:     TASK [PRIORITY <priority level>]; 
 . 
 . 
 task statements 
 . 
 . 
 END; 

Task activation or suspension 

[<schedule>] ACTIVATE  <name>; 
 SUSPEND [<name>]; 
[<simple schedule>] CONTINUE [<name>]; 
 <simple schedule>  RESUME; 

 PREVENT [<name>]; /*task schedule is suspended*/ 
 TERMINATE [<name>]; /*task is terminated, schedule  
  remained*/ 

Task control 

 AT <time> 
 AFTER  <duration> 
 WHEN <interrupt> 
 UNTIL <time> 
 DURING <duration> 
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The structure of the above-introduced options is graphically illustrated in 
Figure 12.18. 
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Figure12.18. Activation condition for a task 
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Figure 12.19. A Petri net transition activation paradigm 

Consider a Petri net belonging to a class of the Petri nets interpreted for control. 
A method of transforming PEARL program consists in writing an individual task 
for each transition. A general one-transition structure is shown in Figure 12.19.  

The pre-places of transition t are iai pp ,...,1 , its post-places are obo pp ,...,1 ; L is 
a set of logical conditions for firing t; iai ww ,...,1 , and obo ww ,...,1  are pre-place and 
post-place arc weights, respectively; bwww ,...,, 21  are vector control variables 
having a level character. For example, in Figure 12.19, the control variables are set 
to bvvv ,...,, 21  whenever the associated place with an assigned variable changes 
marking state from non-marked to marked. The structure around t is transformed 
into the PEARL program part in the following way.  

PROBLEM; 
T: TASK PRIO 16; 

IF MPI1>=WI1 AND MPI2>=WI2 AND… AND MPIA>=WIA 
AND X1==U1 AND X2==U2 AND…  AND XC==UC 

THEN MPI1:=MPI1-WI1; MPI2:=MPI2-WI2; …; 
MPIA:=MPIA-WIA;  
MPO1:=MO1+WO1; MPO2:=MPO2+WO2;…, 
MPOB:=MPOB+WOB; 
W1:=V1; W2:=V2; . . ., WB:=VB; 
PREVENT; 
ACT_T:=0; 
IF ACT_TA==0  

THEN ALL DA SEC ACTIVATE TA; 
ACT_T:=0; ACT_TA:=1;  

FIN; 
IF ACT_TB==0 

THEN ALL DB SEC ACTIVATE TB; 
ACT_T:=0; ACT_TB:=1; 

FIN; 
  . 
  . 
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IF ACT_TZ==0 
THEN ALL DZ SEC ACTIVATE TZ; ACT_T:=0; 

ACT_TZ:=1; 
FIN; 

 END; 

Note that the notation of variables complies with the PEARL requirements, and 
therefore, they are written in capitals. Value 1 of the variable ACT_T means that 
the task T corresponding to transition t is active; analogously for transitions 

zba ttt ,...,, . These variables help to protect an active transition from being 
activated again. Some PEARL versions do not support this. A task T is deactivated 
by instruction PREVENT <name>. If name is not specified, the instruction refers 
to the task where it is located; otherwise it is applied to the task name. A task T 
ends with END;. Note that it finishes immediately with TERMINATE;, if this 
instruction is used, all its scheduling is cancelled so that it can no longer start. The 
structure of activation of the next transitions can be modified according to the 
possibilities described above. Time intervals DA, DB, ..., and DZ can be equal, 
which is a simpler case. Their values must correspond to the dynamics of the 
system variables. The above program part can be further improved following the 
introduced programming paradigm.We will show the use of the PEARL language 
program based on the Petri net in Example 12.5. 

Example 12.5. The technological layout is given in Figure 12.20. The workpieces 
arrive separately and irregularly into the manufacturing line. A row of workpieces 
stops at the gate Gt being down. The gate is operated down and up by a pneumatic 
cylinder Cl2. A workpiece is pressed down by cylinder Cl1 located on the plate 
between belt conveyors B1 and B2 when there is a sufficient stock of parts at the 
input. The stock of parts is considered sufficient if all four photo-sensors P1 
through P4 are signaling simultaneously a workpiece presence. Thus, the minimum 
number of parts is four. The variables associated with the photo-sensors P1 through 
P4 are denoted as F1 through F4, respectively. In case of a sufficient stock, the gate 
Gt driven by the cylinder Cl2 lifts up and the pair of workpieces moves on 
conveyor B2. When it reaches the inductive sensor IS, a manipulator Sb shifts the 
pair aside onto conveyor B3, which starts moving. When the pair is passing photo-
sensor P5, Gt goes down and the pairing cycle can start again. A collision can 
occur if the manipulator is not in the basic position back when a pair is at sensor P5. 
In such a case motor M2 stops and the pair has to wait until the manipulator comes 
back. Then B2 is started again. The paired workpieces move to the working space 
of the 3-axial Cartesian robot, which picks it up and puts into one of the two 
processing machines or into the buffer to wait. 

Now the system variable table to be put together (Table 12.1) and a Petri net 
interpreted for the control (Figure 12.21) specify the control of the manufacturing 
line. In the Petri net it is strictly assumed that just one transition fires at a time 
point. The meaning of the places and transitions of the Petri net is given in Table 
12.2. It is a binary Petri net model. 
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Figure 12.20. Manufacturing line for handling workpieces 

Table 12.1. Meaning of the input and output variables for the control unit 

Input variables 
(to the process computer) 

Meaning 

START=1 Start given by an operating personnel 
STOP=1 Stop the input and empty the line 
Fi=1 (0) A workpiece is (is not) at sensor Pi, 

i=1, 2, …, 6 
ISP=1 (0) A workpiece is (is not) at ind. sens. IS 
PF=1 (0) Manipulator Sb is (is not) shifted out 
PB=1 (0) Manipulator Sb is (is not) in the basic 

position 

Output variables 
(commands from the control 
computer) 

Meaning 

MD1=1 (0) The belt conveyor B1 on (off) 
MD2=1 (0) The belt conveyor B2 on (off) 
MD3=1 (0) The belt conveyor B3 on (off) 
V1=1 and V2=0 and V3=0 Cylinder Cl1 pushes the break up and 

the gate Gt  down 
V1=0 and V2=1 Cylinder Cl1 down 
V1=0 and V3=1 Gate Gt up 
MF=1 (0) Manipulator Sb moves forward 
MB=1 (0) Manipulator Sb moves back 

Z X

3-axial robotic system 

F1 F2 F3 F4 F5

F6

M M

M

ISP 
 
IS 

M

Sb 

M
F

E2 
PF 

E1 
PB 

MD1 MD2 

MD3 

B1 B2

B3

Cl1

Cl2 V2 
V3 

Cl1 
 
V1 
V2 

St 

A-A 

P1 P2 P3 P4 P5

P6

A A

B

B

Gt

Cl2 
 
V2 
V3 

B1 B2

B-B Cl1 
 
V1 
V2 



 DEDS Modeling, Control and Programming 241 

 

Figure 12.21. Petri net for the manufacturing line 
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Table 12.2. Definition of Petri net places and transitions 

Place Meaning 

P1 Initial state before the operation starts 
P2 Waiting for the input (workpieces) 
P3 Command state:  break down, gate up 
P4 Wait for sufficient workpiece stock or STOP 
P5 Open the break and close the gate 
P6 Interstate after a pair is at sensor P5  
P7 Manipulator was free and a pair moves toward sensor IS 
P8 Command for the manipulator forward 
P9 Manipulator backward 
P10 Start of conveyor B3 
P11 Conveyor B3 free 
P12 Manipulator free 
P13 Stop conveyor B3 because the manipulator is busy 
P14 Start B3 again 
P15 After STOP signal time delay during which no new 

workpieces are paired and the line is emptied 
P16 All drives off 

Transition  Meaning 

T1 Transition from the initial state when it was waiting for the 
START signal to the state in which the needed drives are 
set on 

T2 If there is a sufficient stock of workpieces and P2 is active 
(marked) passage to the state in which the break is pressed 
down and the gate opens 

etc.  The meaning of the other transitions is evident from the 
place definitions and Figure 12.21. 

A partial control action is associated with the particular place, which is active if 
the place is marked. Some of the transitions introduce additional logical variables 
or functions, which should be true in order to enable the transition firing. It is 
denoted as, e.g., START instead of the full condition START==1 or 

4321 FFFF ∧∧∧  instead of the expression  

( ) ( ) ( ) ( )14131211 ======== FANDFANDFANDF .  

An inhibitor coming from place P12 to T11 removes the conflict between T6 
and T11 if P6 is marked. If P12 is marked, T11 is inhibited and only T6 can fire. 
This corresponds to the situation when manipulator Sb is in its basic position. On 
the contrary, if P12 is not marked, T6 cannot fire (token flow rule) but T11 is not 
inhibited and can fire. Then B2 stops because new pair is at F5 but Sb is not back. 
A subtle problem is solved by inhibitor (P6,T3). If there is a gap between 
workpieces of a pair and P3 is marked (indicating that a new pair is on the way) the 
gap produces a false firing of T3 and the control collapses. A time delay introduced 
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in the place P15 provides time for waiting until the manufacturing line is empty 
and all drives are switched off (place P16). 

A part of the control program written in PEARL illustrates the method 
described in this section. 

MODULE (MAIN); 
SYSTEM; 

 TERM: CON; 
 DIG_IN_0: DIGE(0)*1*0,15; 
 DIG_OUT_0: DIGA(1)*1*0,15; 

PROBLEM; 
 SPC DIG_IN_0 DATION IN BASIC; 
 SPC DIG_OUT_0 DATION OUT BASIC; 
 SPC DID_IO_INIT ENTRY GLOBAL; 
DCL SCREEN DATION INOUT ALPHIC DIM(2,24,80) 

DIRECT GLOBAL CREATED (TERM); 
DCL VARINP BIT(16) INIT (‘0000’B4); 
DCL (PER1, PER2) DUR INIT (0,0); 
DCL (START, STOP) FIXED INIT (0, 0); 
DCL (F1, F2, F3, F4, F5, F6) FIXED INIT (0, 0, 0, 0, 0, 0); 
DCL (ISP, PF, PB) FIXED INIT (0, 0, 0); 
DCL (MD1, MD2, MD3) FIXED INIT (0, 0, 0); 
DCL (V1, V2, V3) FIXED INIT (0, 0, 0); 
DCL (MF, MB) FIXED INIT (0,0); 
DCL (P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13, P14, 
P15, P16) 
FIXED INIT (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 1); 
DCL (ACT_T1, ACT_T2, ACT_T3, ACT_T4, ACT_T5, ACT_T6, 
ACT_T7, ACT_T8, ACT_T9, ACT_T10, ACT_T11, ACT_T12, 
ACT_T13, ACT_T14, ACT_T15) 
FIXED INIT(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0); 
DIN: PROC RETURNS (BIT(16)); 

DCL WD BIT(16); 
TAKE WD FROM DIG_IN_0; 
RETURN (WD); 

END; 
DOUT:PROC (B FIXED, H FIXED); /*INDEX OF THE BIT IN 
THE OUTPUT WORD FOR MD1 IS 1, 

MD2:2,MD3:3,V1:4,V2:5, 
V3:6,MF:7,MB:8*/ 

IF H==0 
THEN SEND 0 TO DIG_OUT_0 BY CONTROL((B-1), 

(0)); 
ELSE SEND 1 TO DIG_OUT BY CONTROL((B-1),(0)); 

FIN; 
END; 

DINALL: TASK PRIO 6; 
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VARINP:=DIN; 
F1:=VARINP.BIT(16); 
F2:=VARINP.BIT(15); 
F3:=VARINP.BIT(14); 
F4:=VARINP.BIT(13); 
F5:=VARINP.BIT(12); 
F6:=VARINP.BIT(11); 
START:=VARINP.BIT(10); 
STOP:= VARINP.BIT(9); 
ISP:= VARINP.BIT(8); 
PF:= VARINP.BIT(7); 
PB:= VARINP.BIT(6); 

END; 
 STRT:  TASK PRIO 8; 

CALL DID_IO_INIT; 
ACTIVATE STARTTASK; 

END; 
STARTTASK: TASK PRIO 8; 

OPEN SCREEN; 
PUT ‘START WITH START-PUSH-

BUTTON’ TO SCREEN BY 
POS(1,2,2), A; 

ALL PER1 ACTIVATE DINALL; 
ALL PER2 ACTIVATE T1; 

END; 
T1: TASK PRIO 7; 

IF P1==1 AND P16==1 AND START==1 
THEN CLOSE SCREEN; 
P1:=0; P16:=0; P2:=1; 
DOUT (4,1); DOUT (5,0); DOUT (6,0); 

DOUT (1,1); DOUT (2,1); DOUT (3,0); DOUT (7,0); DOUT (8,1); 
PREVENT; 
ACT_T1:=0; 

IF ACT_T2==0 
THEN ALL PER2 ACTIVATE T2; 
FIN; 
FIN; 

 END; 
T2: TASK PRIO 7; 

 IF P2==1 AND F1==1 AND F2==1 AND F3==1 AND F4==1 
THEN  P2:=0; P1:=1; P3:=1; 

DOUT(4,0); 
DOUT(5,1); 
DOUT(6,1); 
PREVENT; 
ACT_T2:=0; 
IF ACT_T3==0 
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THEN ACT_T3:=1; ALL PER2 ACTIVATE T3; 
FIN; 
IF ACT_T1==0 
THEN ACT_T1:=1; ALL PER2 ACTIVATE T1; 

FIN; 
FIN; 

END; 
T3: TASK PRIO 7; 

IF P3==1 AND P6==0 AND F5==1 
THEN P3:=0; P4:=1; P6:=1; 

PREVENT; 
ACT_T3:=0; 
IF ACT_T6==0 

THEN ACT_T6:=1; ALL PER2  ACTIVATE 
T6; 

FIN; 
IF ACT_T11==0 

THEN ACT_T11:=1;  
ALL PER2  ACTIVATE T11; 
FIN; 
IF ACT_T14==0 

THEN ACT_T14:=1; 
ALL  PER2 ACTIVATE T14; 
FIN; 
IF ACT_T4==0 

THEN ACT_T4:=1;  
ALL PER2 ACTIVATE T4; 

FIN; 

FIN; 
END; 

 . 
 . 

MODEND; 

Let us make a few remarks about the program. The keywords and syntax signs 
are written in bold and the variables not in bold in order to make the program more 
transparent. DID_IO_INIT is an external procedure containing the driver of the 
input and output modules and their initialization. The task with the label STRT in 
the module MAIN is automatically activated after the program is loaded by the 
system. Other tasks should be activated internally in the program. Instruction 
w.BIT(k) picks out the k-th bit from the bit string word w. 

There are many programming languages that enable to set programs similarly 
as shown above. The instruction lists can be more or less comprehensive but they 
have to enable to interpret the basic real-time or reactive features of a control 
system. 
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2.4 Ladder Logic Diagrams 

The popular programming technique is based on the so-called ladder diagrams. 
Ladder diagrams are a graphical tool for presenting the instruction set. The 
reactivity of the control program is provided by cyclically repeating the ladder 
rungs from the beginning of the program to its end. Each rung is subordinated to 
the scheme 

CONDITIONS ⇒ ΑCTIONS 

Figure 12.22. One rung of a ladder diagram 

The conditions are given by states and actual events in the controlled system. A 
state is a consequence of its preceding events. The actions are programmed 
interventions of the control system to the controlled one. Figure 12.22 shows a 
generalized rung of a ladder diagram. The conditions are expressed using the 
Boolean logic. ,,...,, 21 kaaa  ,,...,, 21 lbbb  ,,...,, 21 mccc  ,,...,, 21 nddd  

,,...,, 21 pyyy  rzzz ,...,, 21 are Boolean variables. The sense of the logical condition 
at the left-hand part of the rung in Figure 12.22 expressed in the logic form is 

( ) ( ) ............... 21212121 ∨∧∧∧∧∧∧∧∨∧∧∧∧∧∧∧= nmlk dddcccbbbaaaC   
   (12.6) 

where the inversion of 1b  is denoted as 1b , etc. A serial arrangement of the 
conditions expresses the logical conjunction of the Boolean variables, the parallel 
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arrangement the logical disjunction. Obviously, the diagram in Figure 12.22 is 
based on the properties of the contact relay networks. If condition C or Equation 
(12.6) is true, then the values “logical true” are assigned to all variables 

pyyy ,...,, 21  and the values “logical false” to all variables rzzz ,...,, 21 . In this way 
an IF …..THEN…..ELSE is incorporated in the ladder diagram. Letter L means 
that if the whole condition is true the rung circuit is latched, i.e., the associated 
action or control variable is set. Letter U stands for unlatched.  

The ladder logic diagram consists of rungs that are translated into the machine 
instructions of a particular PLC and executed (Hrúz et al. 2000; Mudrončík and 
Zolotová 2000). The possibilities and the form of the ladder diagrams depend on 
the properties of the used PLC and its programming facilities, e.g., an action may 
set some variables and start the counters as well. The condition part of the rungs 
can contain the counter states, which can influence the generation of other actions. 

The ladder diagrams have several drawbacks from the software engineering 
point of view. They are less transparent. Their readability is comparatively difficult 
by other programmers than by the program authors. This is very bulging when such 
a program is put into operation and debugged. Any change or adaptation of the 
ladder diagram program to other control computers is usually difficult. An inter-
stage specification link like Petri nets is therefore useful. In what follows we will 
show the transformation of the Petri nets into the ladder diagrams. 

Consider a binary and safe elementary Petri net given in Figure 12.23. L is the 
set of Boolean conditional expressions for firing transition t; sryyy +,...,, 21  are 
control variables representing the control actions. 

The ladder diagram presentation of the required control function ensuring the 
partial dynamic behavior related to t’s firing is in Figure 12.24. In Figure 12.24 the 
block L is broken down by the corresponding serial and/or parallel structure of the 
contacts in a manner treated earlier. The Petri net marking is represented using the 

variables )()2()1(21 ,...,,,,...,, srprprpprpp vvvvvv +++  in the ladder diagram. 
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Figure 12.23. An elementary Petri net structure for transformation into a ladder program 
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Figure 12.24. Ladder diagram for the Petri net of Figure 12.23 

Another possible basic Petri net structure is shown in Figure 12.25. As before a 
binary and safe Petri net interpreted for control is assumed. The partial logical 
conditions kLLL ,...,, 21  are such that only one of them is true. Then the diagram in 
Figure 12.26 corresponds to the Petri net in Figure 12.25. The reader can imagine 
how different Petri net structures can be transformed into ladder diagrams. An 
inverse situation to that of Figures  12.25 and 12.26 is depicted in Figures 12.27 
and 12.28. For each transition of the Petri net being transformed into the ladder 
diagram, a rung is constructed under the assumption that in the Petri net there are 
no conflicts, and it is safe and only one transition can fire at a discrete time point. 
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Figure 12.25. A Petri net elementary structure 

Figure 12.26. A ladder diagram for the Petri net of Figure 12.25 

Figure 12.27. A Petri net elementary structure 
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Figure 12.28. A ladder diagram for the Petri net of Figure 12.27 

A non-binary Petri net can also support the ladder diagram programming. In 
such a case an instruction set of the used PLC has to be available. An elementary 
net in Figure 12.29 illustrates the case. The control variables are omitted in the 
example. The corresponding ladder diagram is in Figure 12.30. 
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p2 

t p3 2 

3 

3 

 
Figure 12.29. An elementary non-binary Petri net structure 

The elementary structures and their transformation into ladder diagrams 
depicted in Figures 12.22–12.30 serve as paradigms for the transformation 
procedure. They can be used and extended to build up complex ladder diagram 
programs based on the Petri nets specifying DEDS control. 

Example 12.6. Figure 12.31 shows an electro-pneumatic motion drive. It consists 
of three pneumatic pistons, A, B and C, operated by electro-pneumatic two-way 
solenoid valves. The basic position of the pistons is the terminal position on the left. 
Pressure air is fed to the left-hand part of each piston after the activation of the 
valve. The activation signal for A is a+=1, while a–=0, etc., for others. On a+=1, a–

=0 piston A moves to the right. If  a+=0 and a–=1 piston A moves back to the basic 
position on the left. The inductive sensors indicate terminal positions of the
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Figure 12.30. Ladder diagram for the Petri net of Figure 12.29 

Figure 12.31. Three-piston electro-pneumatic motion system 
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Figure 12.32. Petri net for the piston motion system 
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Figure 12.33. Ladder diagram program for the piston system: segments A and B 
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Figure 12.33. (continued): segments C and D 
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Figure 12.33. (continued): segments E and F 
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pistons. Consider the pistons having to accomplish a sequence of motions defined 
by the following expression: 

 [A+, B+, (C+, A–), 5 sec, (B–, C–)] (12.7) 

where A+ means the motion of the piston A to the right, A– to the left; analogously 
it is for other pistons. Motions in the square brackets are to be executed 
sequentially while those in the round brackets simultaneously or in parallel. The 
value 5 s in Equation (12.7) means that the motion will continue after the 
expiration of a 5-s time delay. a0, a1, b1, etc., are variables representing the piston 
positions, a-, a+, b–, etc., are valve control variables. The sequence is initiated by 
operation of push-button PB1. A regular stop is given by PB2. After pushing PB2 
the actually running cycle is completed and then the pistons stop in their basic 
positions. A new start is initiated again by PB1. The push-button PB3 causes the 
emergency stop; the piston motions are interrupted and the pistons return to their 
basic position on the left.  Petri net for the system is shown in Figure 12.32 and its 
ladder transformation in Figure 12.33. 

Concurrent processes can be graphically specified by reactive flow diagrams 
(Chapter 6). To know their relation to Petri nets may be useful. The relation will be 
demonstrated on an example of the Petri net in Figure 12.34, which is a typical 
structure reflecting concurrent processes. 

The Petri net in Figure 12.34 is interpreted for control; ..., 21 yy  are control 
variables. Their values are set by token arrival. L1, L2, … are logic expressions 
extending the fireability conditions. Figure 12.35 is a reactive flow diagram 
corresponding to the described Petri net. k1, k2, … are auxiliary internal variables 
determining the system states in the diagram, tΔ  is a time interval for a periodic 
execution of individual flow diagram blocks. 
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Figure 12.34. A Petri net with concurrent events 

12.5 Problems and Exercises 

12.1. Exercise 6.2 deals with a manufacturing cell using two robots. Derive a Petri 
net interpreted for control specifying the required function of the system. On the 
basis of the Petri net model, write a program in the form of the ladder logic 
diagram for the system control. For the comparison of the programming technique, 
write a part of the program in a real-time programming language, e.g., in the 
language PEARL or in some other language you know. 
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Figure 12.35. Reactive flow diagram corresponding to the Petri net in Figure 12.34 

12.2. Consider a four-piston electro-pneumatic move system. Complete necessary 
sensors for the system control purpose. Let the pistons perform repeatedly the 
following cycle of movements: 

  [A+, B+, (C+, D+, A-), 5 sec. interval, (B-, C-, D-)] 
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Consider one push button for the start of the move execution and another for the 
emergency stop of the execution. For the control specification, use Grafcet. With 
the help of Grafcet, write the ladder logic diagram realizing the move control. 

12.3. A robotic cell for the PCB assembly is depicted in Figure 11.8. Write the 
control program in the form of a ladder logic diagram. 
 
12.4. Workpieces are fed by conveyors C1 and C2 in a sorter as shown in Figure 
12.36. Each workpiece is stopped at photosensor P1 and inspected by the vision 
system VS, which determines which box the workpiece is to be thrown out by a 
manipulator. 

a. Construct a Petri net describing the required function of the sorter. 
Hint: use a shift register for storing the box number where the 
inspected workpiece should be placed. The number is shifted in the 
register or deleted on signals from photocells. Analyze the time 
relations, for instance, C1 is started again only after signal from P1 
etc., is received. 

b. Construct a Petri net interpreted for control of the sorter. 
c. Create a Grafcet specifying the sorter control. 
d. Write the control program in the form of the ladder logic diagram. 
e. Write the control program using a real-time programming language. 

 

Figure 12.36. Workpiece sorter with four manipulators 

12.5. A train loaded with containers is to be unloaded as shown in Figure 12.37. Its 
containers are to be moved on to the second empty train. The trains are under two 
automatic portal cranes operating on the same rails. The transferring scheme is 
given from the coordination control level.  

a. Express the collision-free movements of the cranes by means of a 
Petri net. Hint: create for each crane a partial Petri net where the 
marking of one place represents the number of free crane positions to 
the left of the crane and the marking of another place serves similarly 
for the free positions to the right of the crane. For positions between 
the cranes the two places merge in one place. For readers interested 
in more details of this exercise we recommend the book of Abel 
(1990) and references for Chapters 7–9. 

b. Outline how you could utilize the created Petri net for the control of 
the crane operation. 
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CRANE 1 CRANE 2

TRAIN 1 

TRAIN 2 

c. Analyze the properties of the Petri net. How can the number of the 
crane movements for a given reloading scheme be optimized? Note 
that it is possible to consider genetic algorithms for that optimization 

purpose 

Figure 12.37. Train reloading station 
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Supervisory Control 

13.1  Basic Notion 

The basic notion of discrete event dynamic systems (DEDS) was introduced in 
Chapter 1. Finite automata and Petri nets have been studied as powerful models of 
DEDS for their behavior modeling and control. It has been shown that the states 
and transitions are key features of both models. 

Consider an event-driven system being in its initial state. The complete 
behavior of the system is given by all possible event strings beginning in the initial 
state. The event strings are formally described by Equations (1.11) and (1.12). 
Such a system description is the core of a DEDS model proposed by Wonham and 
Ramadge (1987) and Ramadge and Wonham (1989) in the form 

 ( )KLS ,,, *ΣΣ=  (13.1) 

where Σ  is a finite non-empty set of events, *Σ  is the set of all sequences (strings) 
that can be generated from the elements of Σ  and the empty sequence ε~ , *Σ⊆L  
is a formal language comprising all event sequences realizable in the underlying 
real system, and LK ⊂  is a sub-language of L, where K specifies the required 
behavior of the system.  

The assumption for the model at Equation (13.1) has been adopted that only 
one event can occur at a discrete time point. The model at Equation (13.1) 
describes the behavior of a system in terms of the event strings; but considers no 
system states. It represents a different approach as usually the state machine 
models do. 

In DEDS two types of the control can be distinguished, namely process control 
and supervisory control. The considerations developed in Chapters 1 and 4 will be 
used to characterize these two types. Equation (4.10) determines a control action, 
which is a function of states and the states depend on the event string starting in a 
system state and developing from the first event up to the ( )1−v -st event at the 
( )1−v -st discrete time point. At the time point 

1−vaτ  the system reaches the state 
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when function f in Equation (4.10) determines the value of the control 
variable ( )ττ Δ+

−1vaw . In the overall system SYST in Figure 4.1, setting w  is 
considered as a new state. In system S (considering refined structure 
decomposition), ( )ττ Δ+

−1vaw  represents an input activity effecting the behavior of 
system S.  We can see that it is a system point of view.  

In the case when for each k=1,2,…,v-2,  

 ( ) ( )( )
11

,
++

<Δ+Δ+=
kkkkkk aaaaaa ττττττ wpcontrs  (13.2) 

where pcontr is a vector function, we speak about the process control. In the case 
when ( )

kk aa ττ Δ+w  only delimits possible states and the particular next state 
depends on the next event in S, we speak about the supervisory control. The range 
of the possibilities is a matter of system autonomy. The function of the supervisory 
control is to keep the system within some subsets of the state set Q. It means that  

 { } ( )( )
kkk aaainstatesadmissibleofset τττ Δ+=

+
wsupvis

1
. 

From the point of view of the model at Equation (13.1), S is to be ruled so that 
only strings of sub-language K occur in it. 

There are two kinds of requirements to be laid on an event-driven system. The 
first is characterized by defining prohibited states. The second is characterized by 
requirements to preserve some event strings without violating the state prohibition.  

A required system behavior cannot be achieved if a controllable agent does not 
exist in the system. A subset Σ⊆Σ c  of controllable events serves for that. A 
controllable event can be allowed or prohibited by a control system. This is not 
possible with the uncontrollable events of set Σ⊆Σu . Together we have  

 ∅=Σ∩ΣΣ∪Σ=Σ ucuc ,  (13.3) 

The supervisory control keeps the system within limits, enabling only event 
strings of language K to occur. It means that the range of the system autonomy or 
freedom is adjusted by the supervisory control via the controllable events. When 

∅≠Σ u , the interventions into the controlled system have to anticipate possible 
occurrence of uncontrollable events that could violate the behavior limits given by 
the sub-language K. 

13.2 System Controllability 

Assume the system to be specified by Equations (13.1) and (13.3) and the required 
behavior by language LK ⊂ . Another possible way, in this context, to express the 
restriction on the event strings is the prohibition of certain states and preservation 
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of certain event strings as always possible. This will be explained by using 
examples.  

The behavior restriction determined by states and event strings may not always 
be easy to transform into language K or vice versa. An important question 
concerning K is whether the language can be secured by the supervisory control. It 
is known as the question of the DEDS controllability.  

A common feature of real systems is the existence of an initial state. Any 
activity of a real system starts in this state. Suppose that an event string 

kiii eee ...~
21

=σ  has been realized starting from the initial state. Obviously, all 
partial event strings are also realized in the system, namely 

 
121321211

...~,...,~,~,~
1321 −
==== − kiiikiiiiii eeeeeeeee σσσσ  (13.4) 

Such strings are related to the prefix languages. A string u~  is a prefix of a 
string *~ Σ∈v  if wuv ~~~ =  and *~ Σ∈w . It follows that w~  can be the empty string 
denoted ε~ , i.e., ε~~ =w ; thus a word v~  is a prefix to itself. If v~  is an event string 
in a real system, then all its prefixes have to occur in the system. 

 
The prefix language L  of language *Σ∈L  is 

 { }*~,~~~ Σ∈∈= wLwuuL  (13.5) 

From Equation (13.5) we have  

 LL ⊆  (13.6) 

i.e., all strings of L pass over in language L  because w~ can be ε~. 
If language L describes a real system, then L should contain all its prefixes, i.e., 

 LL ⊆  (13.7) 

From Equations (13.6) and (13.7), a language L describing the real system must 
meet the condition 

 LL =  (13.8) 

A language with the property at Equation (13.8) is called a prefix closed language. 

Example 13.1. Consider a language L over the event set { }βα ,=Σ  containing the 
empty string ε~  and strings beginning with α  or β  whereby in each string α  
and β  alternate. The language has the following strings: 
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 { }....,,,,,,,~ βαβαβαβααββαε=L  

Obviously, the prefix language L  of L is the same as L: 

 { }....,,,,,,,~ βαβαβαβααββαε=L  

such that  

 LL =  

The conclusion is that L is a prefix closed language. 

Example 13.2. Let a language L describe the events of a palette buffer with a 
capacity equal to three palettes. The empty buffer represents the initial state. The 
event set is { }ψω,=Σ , where ω  means one palette insertion and ψ one palette 
pick-up from the buffer. The events occur irregularly and asynchronously. The 
number of insertions ins  has to be always greater or at least equal to the number 
of the pick-ups pck  

 pckins ≥  

The set of strings of L is 

 { }...,,,,,,,,,,~ ωωωψωψωωωψωωωψψωωψωψωωωωωωε=L  

Thus it is a prefix closed language. 

Properties of prefix formal languages can be used to check the supervisory 
controllability of systems. A language K is said to be controllable with respect to a 
language L iff 

 KLK u ⊆∩Σ , by assumption ∅≠Σu  (13.9) 

where uK Σ  is the set of all strings w~~ν given by the concatenation of all strings 

Kv ∈~  and all strings consisting of one uncontrollable event, i.e., uw Σ∈~ . 
The controllability property at Equation (13.9) is induced by the fact that for an 

event string 
kiiik eee ...~

21
=σ starting in the initial state, the system goes through all 

prefixes of kσ~ . Formally stated it means that in the system the following event 
strings have been realized: 

 
121221121 1221

~,~,~,~
iiiiiikiiik eeeeeeeee

kk
====

−− −− σσσσ KKK  (13.10) 
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First, Equation (13.9) means that the considered strings are limited to be from 
the realizable language L and therefore there is the set intersection operation L∩  
in Equation (13.9). Second, the strings realizable in a system S and belonging to 
language K as well as all prefixes of these strings (which altogether are strings of 
language K ) with a supplemented uncontrollable event should still be the strings of 
K . The reason for that is that no control can prevent an uncontrollable event to 
occur. Note that there is nothing said about the closure property of K. Generally 
speaking, K can be controllable with respect to L without property KK = . In other 
words, there can be strings of K  not belonging to K (it is not the case in languages 
based on real systems). For those strings the condition at Equation 13.9 has to hold, 
too. Such considerations are rather theoretical and we concentrate in Section 13.3 
later on the case of the prefix-closed languages K. 

For controllability by definition the following proposition holds: K is 
controllable if and only if K  is controllable. It is understandable because KK = .  

Controllable events are used to keep the system within K. However, 
uncontrollable events represent a frequent and serious problem in supervisory 
control. 

A natural question is how to resolve the situation when K is not controllable. 
First consider a more general case without condition KK = .  In such a situation 
we seek a language closest to K, which is controllable and prefix closed just 
following the property of DEDS. Such a language is called the supremal 
controllable sublanguage to K and is defined as 

 ( ) { }LJKJJKC  respect to with lecontrollab isand:sup ⊆∪=  (13.11) 

Here the symbol “∪ ” denotes the set union of all controllable languages J or more 
strictly the set union of all their strings. Then obviously J satisfies 

 JLJ u ⊆∩Σ  (13.12) 

The fixpoint characterization of ( )KCsup  underlies the theoretical reasoning 
that makes for the supervisory control resolution. We explain it below. 

Let Λ  be the set of all languages over the event set uc Σ∪Σ=Σ  and let Ω  be 
an operator 

 :Ω  Λ→Λ   (13.13)  

such that for some given languages, M, Λ∈L   and LK ⊂  

 ( ) { }MLTTTTTKM u ⊆∩Σ=Σ⊆∩=Ω ∗ ,,:supremum  (13.14) 

Over the event set Σ , operator ( )MΩ  transforms a language M to another one with 
respect to the given languages L and K. The obtained language is derived from the 
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supremum of the languages (in the sense of the number of strings of languages T) 
that are prefix-closed and all its strings (including prefixes of T delimited by K ) 
with a supplemented event of uΣ  are realizable (the strings are included in L) and 
contained in M , as well as in K.  

Wonham and Ramadge proved (1987) the following proposition. 

Proposition 13.1. Given languages L, K and operator ( )MΩ  over the event set 

uc Σ∪Σ=Σ by Equation (13.14). Denote ( )KCS sup= . Then  

 ( )SS Ω=  (13.15) 

and for every M such that ( )MM Ω= : 

 SM ⊆  (13.16) 

 
Obviously, the operator Ω  is purposely chosen. It includes an important 

property for the controllability, namely, TT = . In looking for a supremal 
controllable language for a given language K with respect to L , it considers just 
prefix-closed languages. 

According to Proposition 13.1 ( )KCsup  is the fixpoint of operator Ω  and any 
fixpoint of Ω , i.e., ( )MM Ω=  is a sublanguage of S from Equation (13.16). V 
(13.16) valid for ( )MM Ω=  supports the idea of using a limit process to find 

( )KCsup . The authors of the above-mentioned paper have proved that an iteration 
process as follows: 

 KM =0  (13.17) 
 ( )01 MM Ω=  (13.18) 
 ( )12 MM Ω=  (13.19) 
 M  
 ( )1−Ω= jj MM  (13.20) 

converges to S in the sense that 

 LIMjj
MM =

∞→
lim  (13.21) 

exists and  

 LIMMS ⊆  (13.22) 

If languages L and K in Equation (13.14) are regular then, in addition, 
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 LIMLIM MSMS =⇒⊇  (13.23) 

 In what follows we confine ourselves to the regular languages and their 
controllability as an important case with respect to the real systems encountered in 
practice. 

A task of the following example is used to elucidate the above mentioned 
concepts. 

Example 13.3. A production layout is depicted in Figure 13.1. It consists of the 
cells A1 and A2 located on the plant’s first floor, the connecting area A3, and the 
cells B0 up to B4 on the second floor. Two mobile robots are moving in the layout 
performing various transport and production tasks. We are going to study the 
behavior of the robots in the described production system using a formal language 
approach. Our considerations are restricted on robot R1. The case for R2 is similar. 
We need to define the event set: it is the set of controllable and uncontrollable 
transfers between cells including transfers between cells and the platform A3, as 
well. They are listed in Table 13.1 where, for example, A1A3c means a 
controllable event that a robot at room A1 enters A3; and A1A2u means an 
uncontrollable event that a robot at room A1 enters A2. 

 

1 st f lo o r 

2 n d  f lo o r  

A 3  

A 3  

A 3  

B 1  

B 0  

B 2  

B 3

B 4

A 1  

A 2  

C o n tro llab le  ev en ts  

U n co n tro llab le  ev en ts  

L  

K  

M  

 
Figure 13.1. Illustration of the relation between languages L, K, and M 
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Table 13.1. Controllable and uncontrollable events for the layout in Figure 13.1 

Controllable events 

A1A3c, A3A1c, B1B3c, B3B1c, B1B0c, B0B1c, B3B4c, B4B3c, B0B2c, B2B0c, B0B4c, 
B4B0c 

Uncontrollable events 

A1A2u, A2A1u, A2A3u, A3A2u, A3B1u, B1A3u, A3B2u, B2A3u, A1B3u, B3A1u 

 
 
All formal languages considered in this example for the system description are 

given by the strings generated from the position of robot R1 in cell B0. If the robot 
returns to B0, the string is assumed to be finished. The next movements represent 
new strings. Clearly, all considered languages are prefix closed ones.  

The set Λ  of languages over the event set uc Σ∪Σ=Σ  specified in Table 13.1 
is defined according to Equation (13.14). Let language L correspond to all possible 
movements of robot R1 in the layout of Figure 13.1 from the initial position as 
stated before. The movements and transfer strings occur within the dashed line area 
in Figure 13.1. Let a language LK ⊂  be given corresponding to the solid line area 
encompassing the movements of this language and a language M corresponding to 
the dashed and dotted line area. One can see that language K is not controllable 
because an uncontrollable event cannot be prevented for example after the string 
B0B1c, B1B3c, B3A1u, and A1A2u, which belongs obviously to K but the string 
B0B1c, B1B3c, B3A1u, A1A2u, A2A3u not. Hence one has to look for the supremal 
controllable sublanguage ( )KCS sup= . 

Consider, for example, a language M for the application of operator Ω  as 
given in Equation (13.14). The language T from Equation (13.14) consists of 
strings from M, which do not contain events B0B1c and B3B1c because the 
uncontrollable event B1A3u leads a string not belonging to M. Equation (13.14) 
determines an operator on a set of languages respecting two given languages K and 
L where LK ⊂ . 

Conjunction with K in Equation (13.14) means deleting all strings from T 
containing event A2A3u. After the deletion, we get the language ( )MΩ . T obtained 
as described obviously, which is supremal.  

The iteration process in Equations (13.17) to (13.20) can be illustrated as 
follows. Iteration starts with K. The first step yields language T ′ . It is a language T 
without strings containing A1A2u because after that event A2A3u could occur 
giving strings not present in K. On the other hand, in T ′  strings with B3A1u can 
exist according to the first application of Ω . The second iteration step, i.e., the 
second application of Ω  requires to delete strings with B3A1u from T ′  because 
A1A2u coming after B3A1u causes an exit from T ′  ( ( )KT Ω=′ ) and this deletion 
gives ( )TT ′Ω=′′ . T ′′  is then the supremal controllable sublanguage for K 
according to the assumptions of this example. 
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13.3  Supervisory Control Solution Based on Finite Automata 

Regular languages play a decisive role in practical applications of the supervisory 
control. As treated in Chapter 5 every regular language corresponds to a finite 
automaton, called the generator in this context. In other words, every finite 
automaton ( )FqQA ,,,, 0 δΣ=  generates a regular language L and a regular 
marked language mL  (see Definition 5.2).  

Proposition 13.2. A language generator generates languages L  for which LL = . 

Proof. The proof follows directly from the definitions of the language generator 
and the prefix closure property. 

A language mL  may not be the prefix-closed language.  
As mentioned in Section 5.1, a simple labeled directed mathematical graph 

corresponds one-to-one to a language generator ( )FqQA ,,,, 0 δΣ= . 
For a finite automaton A, the accessible set acQ  is 

 ( ){ }*
0

~  somefor ~,qˆand: Σ∈=∈= ηηδ qQqqQac  (13.24) 

and the co-accessible set is 

 ( ){ }*~  somefor ~q,ˆand: Σ∈∈∈= ηηδ FQqqcoQ  (13.25) 

A finite automaton A is said to be accessible if QQac = , and co-accessible if 
QQco = . It is said to be the trim iff  

 QQQ coac ==  (13.26) 

A marked language has the following property for a trim. 

Proposition 13.3. Let a generator of a formal language L and a marked formal 
language mL  be a trim. Then 

 mLL =  (13.27) 

Proof. First, LLm ⊆  and each string of mL  belongs to L according to the 

generation rules for L and mL , that is LLm ⊆ . But second also mLL ⊆  because 

each string of L belongs to mL  as each string of L can be prolonged to reach a state 

of F (the trim property). LLm ⊆  and mLL ⊆  results in Equation (13.27). 
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The trim property means that some required system states (set F) can be 
reached from each state. It is useful to use the trim property under the supervisory 
control solution when it is required to preserve the system state reachability. This is 
contained in the following proposition. 

Now consider a question: what does it mean when a generator of a formal 
language is accessible but not co-accessible? It means that there are states, or at 
least one state, from which it is not possible to reach the set F. We say that such a 
generator or finite automaton is blocking. Obviously, it is not a trim. It yields that 
such strings, from which F cannot be reached, are not contained in mL  and, 

therefore, Equation (13.27) is not valid, i.e., mLL ≠ . As far as all strings of mL  
belongs to L, it yields LLm ⊂ .  The last expression is a necessary and sufficient 
condition a finite automaton to be blocking. The states from which the set F cannot 
be reached are: 

a. States, from which no transition to another state exists, the so-called 
deadlocks 

b. States, from which transitions to another states exist (but no path to F), 
forming the so-called livelocks 

Figure 13.2 illustrates the blocking property. The generator (finite automaton) 
depicted in Figure 13.2 is accessible and not co-accessible. The states Fqq ∈43 ,  
are not reachable from 5q  and 5q , which are forming a livelock, and 7q  is a 
deadlock. 

By the supervisory control solution it is often a task to find ( )KCsup  and its 
corresponding generator to be not blocking. It is meant to find such a supremal 
sublanguage for K, which is a trim. 

Prior to formulating the proposition, consider A that is not a trim. Then the trim 
component ( )ATr  of the automaton ( )FqQA ,,,, 0 δΣ=  is a finite automaton given 
by 

 ( ) ( )trtrtr QFqQATr ∩Σ= ,,,, 0 δ  (13.28) 

where ∅≠trQ , δδ =∩= trcoactr QQQ , for set trQΣ × ; and trδ is a partial 
function with respect to set  .QΣ ×  

 



 Supervisory Control 271 

             Figure 13.2. An accessible and not co-accessible finite automaton 

Proposition 13.4. Let ( )FqQA ,,,, 0 δΣ=  and ( )jjjjj HpPB ,,,, 0 ξΣ=  be trim 
finite automata. The automaton A generates the formal language L and the marked 
formal language mL  that is denoted as A  indicating the relation with automaton 

A . Let automaton jB  generate the marked language ABJ jj ⊂= ; further let 

the mathematical graph corresponding to jB  be a proper subdigraph of the 
mathematical graph corresponding to A such that jp0  corresponds to 0q . It means 
that the subdigraph includes the initial state, which corresponds to 0q . The event 
sets in both automata are the same and consist of the controllable and 
uncontrollable events: ∅=Σ∩ΣΣ∪Σ=Σ ucuc , . Then there exists the unique 
function 

 QPh jj →:  (13.29)  

satisfying the following equality: 

    ( )[ ] ( )ρδρξ ~,ˆ~,ˆ
00 qph jjj =  (13.30) 

for each string 

    jB∈ρ~  (13.31) 

0q
 

1q
 

3q
 

4q
 

2q
 

5q
 

6q
 

7q
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where 
jB  is the prefix language of language jB . 

Proof. Equations (13.29) and (13.30) follows directly from the fact that the graph 
of jB  is a proper mathematical subdigraph of the graph of automaton A. The state 

node set of the graph of jB  is a proper subset of the set of the state nodes of the 
graph of A. The unique mapping according to Equation (13.29) exists for this 
subset. The end node of any path in the graph of jB  is mapped into the node of A, 
i.e., Equation (13.30); and there is always a path in A ending in that node. As a 
matter of fact A covers jB .  

Recall from Chapter 5 that the automaton A generates the formal language L 
and the marked formal language ALm =  representing all realizable event strings 
ending in the states of set F. We can imagine such event strings as those 
corresponding to all feasible finished jobs in the real system considered. Obviously, 

jB  has a sense if jH  is not empty. 

Proposition 13.5. Let ( )FqQA ,,,, 0 δΣ=  and ( )jjjjj HpPB ,,,, 0 ξΣ=  be trim 
automata as assumed in Proposition 13.4. The operator Ω  for given languages 

mL and mLJ ⊂0 ( mL  and 0J  stands for L and K, respectively, in Equation (13.14)) 
is determined by the transformation of automaton jB  to 1+jB described in details 
below. Ω  is such that 1+jB  is a trim automaton. The transformation gives the 
searched supremum of controllable language T. The supremum is generated by the 
trim automaton resulting from the transformation. Define the transformation such 
that it goes through an intermediate automaton jB′ , i.e., jB  is transformed to jB′  
and then jB′  to 1+jB . The automata generate the following languages 

,'', jjjj BJBJ ==  11 ++ = jj BJ . Thus, ( )jj JJ Ω=+1  where 

( ) { }jmuj JLTTTTTJJ ⊆∩Σ=Σ⊆∩=Ω ,,:sup *
0 . An iteration process for i=0, 

1, 2, … has been anticipated as shown below. For all subsequent iterations of the 
iteration process the following setting 00 BJK ==  is taken as language K in 
Equation (13.14). The automata transformation realizing Ω  is a reduction, which 
is carried out in two steps: 

1. The states of automaton jB  are mapped by a partial injection mapping 
(one-to-one mapping) to the states of automaton jB′ . Such states are 
mapped, which fulfil the conditions described below. The partial mapping 
is a subset of the one-to-one correspondences jj pp ,0,0 ′↔ , 

jj pp ,1,1 ′↔ , …., etc., where ,,..., ,1,0 jjj Ppp ∈  jjj Ppp ′∈′′ ,..., ,1,0 . A string 
η~  satisfies 
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 ( ) jjkjj PpJJ ′∈′Ω=∈ + ,1   and  ~η                              (13.32) 

if and only if jJ∈η~  and for each prefix π~  of η~  holds 

          ( ) ( )( ) ( )jkujkjjjjk pphpp ,,,0,
~,ˆ ′Σ⊆Σ∩′′Σ⇒′′=′ πξ  (13.33)          

where ( )jkp ,′Σ  denotes a subset of Σ  for which the partial function ′
jξ   is 

defined in state jkp ,′ . Similarly it is for ( )( )jkj ph ,′′Σ  and function δ . 
Proposition 13.4 holds for function jh′ . The states not satisfying Equation 

(13.33) are cancelled from set jP′  and function ′
jξ  is adjusted 

correspondingly to the state cancellation.  In the graphical representation 
the arcs connected to the cancelled state nodes are removed, as well. If 

jp ,0′  is not cancelled and ∅≠′jH then the automaton 

    ⎟
⎠
⎞⎜

⎝
⎛ ′′′′Σ=′ jjjjj HpPB ,,,, ,0 ξ  (13.34)  

is obtained; and otherwise it is not defined.  
2. If jB′  is defined, then the trim component of jB′  is constructed as follows: 

 
( ) ( )

⎟
⎠
⎞

⎜
⎝
⎛ ⎟

⎠
⎞⎜

⎝
⎛ ′′′′Σ

=′=Σ= +++++

jjjj

jjjjjj

HpPTr

BTrHpPB

,,,,

,,,,

,0

111,011

ξ

ξ
   (13.35) 

where the partial injection mapping of the states from set jP′  is given as 
before. The mapping yields a subset of correspondences 1,0,0 +↔′ jj pp , 

1,1,1 +↔′ jj pp , ….  where jjj Ppp ′∈′′ ,..., ,1,0 , 11,11,0 ,..., +++ ∈ jjj Ppp . Here, 
some of the correspondences do not exist because of the reduction of the 
states of jB′  in order for 1+jB  to be a trim automaton. 1+jB  is defined if the 
correspondence for the initial states 1,0,0 +↔′ jj pp  is preserved on the way 
to obtain the trim; otherwise 1+jB  is not defined. 1+jB  generates language 

( )jj JJ Ω=+1  and the graph of 1+jB  is a proper mathematical subgraph of 

jB . 

Proof. This proposition concerns the controllability. The operator ( )jJΩ  provides 
supremum of the prefix closed languages, which fulfils the condition 
( ) jmu JLT ⊆∩Σ . Parameters of the operator are languages mL  and mLJ ⊆0  (in 
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comparison with Equation (13.14)). The concatenation of any uncontrollable event 
to the strings of T does not break the membership of the strings in jJ . The 
conjunction mL∩  in the condition ensures the restriction of strings only to the 
strings of language A . The supremal language T is obtained by meeting the 
condition at Equation (13.33). It cancels those states in which uncontrollable 
events may occur and realize prohibited strings. It is the first step towards creating 
operator Ω  and possible canceling of some states; the next step in completing 
operator Ω  is to create the trim automaton. The creation of the trim automaton is 
substantiated because the set of strings is limited to the strings of 0J . Namely, this 
limitation can spoil the trim property. Strings, which do not end in the states of jH ′ , 
are to be removed. Possibly some additional states are to be cancelled next along 
with their related arcs, as well. The iterative application of Ω  gives the supremal 
controllable sublanguage. It is based on Proposition 13.1 and the fact that all 
languages generated by finite automata are regular and Equation (13.23) holds. 

By Proposition 13.4 we have established a way for determining operator Ω  
and are prepared to formulate an algorithm for finding the supremal sublanguage 
given a language. The algorithm is given below: 

Algorithm 13.1. 
1. Let ( )FqQA ,,,, 0 δΣ=  be a trim automaton generating the language mL . 
2. The variable j is set to 0=j . 
3. Let ( )HpPB ,,,, 00 ξΣ=  be a trim automaton generating the language of 

the required behavior KJ =0 . 
4. For automaton jB , automaton 1+jB  is constructed satisfying the onditions 

at Equations (13.33) and (13.35). 1+jB  generates language 1+jJ . 

5. If 1+jB  cannot be constructed, go to Step 9. 

6. If jj BB =+1  go to Step 8. 
7. Increase j by one, i.e., 1: += jj  and go to Step 4. 
8. End. jB  generates the supremal sublanguage for the required language K. 
9. End. 1+jB  cannot be constructed. 

If the algorithm ends with step 8, a solution has been found. In each state the 
resulting automaton jB  determines which controllable events are allowed and 
which are prohibited. A control automaton can be constructed for that purpose. It is 
illustrated in the following example. 
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Example 13.4. For the purpose of surveillance, a sea region is divided into sections 
according to the shape of the seabed as it is schematically shown in Figure 13.3. 
Two submarines A and B cruise and guard the sea region. A has its own separate 
repair port – section No. 5, its home harbor is section No. 2, while B has home and 
repair harbor in section No. 4. Due to the seabed form and the sea underwater 
streams, as well as different size of the submarines, possible and controllable 
transits of the submarines between sections are those shown in Figure 13.3.  

Meeting of the submarines in any section of the guarded sea region is 
prohibited for safety reasons. At the beginning of the inspection, A is in section No. 
5 and B in section No. 4. As for event strings it is required that in any situation 
each submarine can start from its home harbor and return there. Such a requirement 
is meant in the sense that a submarine has possibly to wait until the other 
submarine undertakes some admissible transits. Thus the start or return is not 
immediately feasible but in no case does a deadlock occur when no transit is 
possible because of the violation of the “no-meeting” condition. A stronger 
condition could be put on the guard system, i.e., the transits of a submarine to start 
or return are always and immediately realizable without waiting for the other 
submarine. 

In this example the supervisory control of the submarine guard system can be 
solved using finite automaton modeling. The task of the supervisory control is to 
prevent the violation of the requirements described above. 

5  

2  

0  

1  

3  
4  

a 1 a 0

a 2

a 6

a 5 a 4

a 3

b 2

b 3

b 1

con tro llab le  even t fo r subm arine  A  
uncon tro llab le  even t fo r subm arine  A  
con tro llab le  even t fo r subm arine  B   

Figure 13.3. Space guarded by the submarines 
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The finite automaton specifying all possible and feasible transits in the studied 
system is shown in Figure 13.4. Considering the automaton as a language generator 
we can see that it generates mL  when the final state set is { }24=F  and { }540 =q . 
A state notation ij  means that submarine A is in the i-th and B in the j-th section, 
respectively. In other words an automaton state is a combination of submarine 
positions. Such an automaton is called the shuffle automaton and is designed by 
combining two sub-automata. The choice of state 24  for F represents the 
requirement that transit event strings always exist enabling each submarine to 
return to its home harbor. Automaton A in Figure 13.4 is accessible and co-
accessible. 
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Figure 13.4. The finite automaton representing all possible states and transits in the 
submarine system 
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Figure 13.5. The finite automaton after removing the prohibited states 
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Figure 13.6. The trim automaton 

Now let finite automaton 0B  specifying the required behavior be constructed. 
It is done by a reduction of automaton A. Obviously the forbidden states are 00  
and 33 . They are removed from A as shown in Figure 13.5. The automaton is 
accessible but not co-accessible. The state 03  must be removed in order to keep 
the co-accessibility of the automaton (Figure 13.6). The automaton in Figure 13.6 
is a trim and it is a finite automaton denoted 0B  in Algorithm 13.1. Recall that by 
Proposition 13.5 both automata A and jB  should be trims in order to be able to 
form the operator Ω  by the finite automata reduction. 

Now, the operator Ω  is given first by the changeover from automaton 0B  to 

0B′  and by changeover from automaton 0B′  to 1B  in the sense of Proposition 13.5.  
By comparing with Equation (13.29), the function 0h  is obviously 

 ( ) ( ) ( ) ( ) ,3434,0404,2424,5454 00000000 ==== hhhh  
 ( ) ( ) ( ) ( ) ,1313,2323,5353,1414 00000000 ==== hhhh  
 ( ) ( ) ( ) ( ) .1010,3030,2020,5050 00000000 ==== hhhh  

 Function 0h′  is 

 2424,5454 0000 =⎟
⎠
⎞⎜

⎝
⎛ ′′=⎟

⎠
⎞⎜

⎝
⎛ ′′ hh  etc. 

 as Figure 13.7 specifies. 
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Figure 13.7. Reduction according to the condition (13.35) 

The condition at Equation (13.33) is checked based on Table 13.2. For the 
empty set { }13 ,ba⊆∅  holds and analogously for other rows of Table 13.2. The 

condition is not fulfilled in one row of the table, namely for state ′
013 . There 

{ }265 b,aa ⊆/ and state ′
013 should be cancelled (Figure 13.7) in order to approach 

the finite automaton, which results from the application of the operator Ω . 

Table 13.2. The transition table for checking the condition at Equation (13.33) 

 040’ 100’ 130’ 140’ 200’ 230’ 240’ 300’ 340’ 500’ 530’ 540’
( )( )
( )'

'
0

j

uj

p

ph

Σ⊆

Σ∩Σ
 

040’         a3    Ø a3, b1 

100’    b3 a6   a5     a5 a5, a6, b3 

130’  b2    a6       a5 a6, b2 

140’   b1    a6  a5    a5 a5, a6, b1 

200’       b3   a0   Ø a0, b3 

230’     b2      a0  Ø a0, b2 

240’ a2     b1      a0 Ø a0, a2, b1 

300’  a4       b3    a4 a4, b3 

340’    a4         a4 a4 

500’     a1       b3 Ø a1, b3 

530’      a1    b2   Ø a1, b2 

540’       a1    b1  Ø a1, b1 
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The next step is to preserve the trim property. The states 300′ and 100′ are not 
accessible and are to be cancelled. According to Figure 13.8, 1h  is defined 
( ) ( ) ,2424,5454 1111 == hh  etc.  
The result of the last step is depicted in Figure 13.8 and Tables 13.3–13.5. 
Then, the above steps are repeated. A table corresponding to Table 13.2 is 

Table 13.3. As there is no more reduction of the automaton, the algorithm stops. 
The automaton depicted in Figure 13.8 generates the supremal controllable 
sublanguage of language 0B .   
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Figure 13.8. Finite automaton B1 generating language J1 

Table 13.3. The transition table for the next step of Algorithm 13.1. 

 041’ 141’ 201’ 231’ 241’ 341’ 501’ 531’ 541’ ( )( ) ( )''
0 juj pph Σ⊆Σ∩Σ  

041’      a3     a3, b1 

141’     a6 a5    a5 a5, a6, b1 

201’     b3  a0    a0, b3 

231’   b2     a0   a0, b2 

241’ a2   b1     a0  a0, a2, b1 

341’  a4        a4 a4 

501’   a1      b3  a1, b3 

531’    a1   b2    a1, b2 

541’     a1   b1   a1, b1 
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The supervisory control is performed through the controllable events. In each 
possible system state the allowed or prohibited events are set up. For example let 
the system be in state 104 . The study of state 04  in Figures 13.8 and 13.4 yields 
that event 1b  is to be prohibited and 3a  is to be allowed. 

Table 13.4. States of the control automaton 

 041 141 201 231 241 341 501 531 541 

041      a3    

141     a6 a5    

201     b3  a0   

231   b2     a0  

241 a2   b1     a0 

341  a4        

501   a1      b3 

531    a1   b2   

541     a1   b1  

Table 13.5. Outputs of the control automaton 

 wa0 wa1 wa2 wa3 wa6 wb1 wb2 wb3

041    1  0   

141     1 0   

201 1  0     1 

231   0    1  

241   1   1   

341      0   

501  1      1 

531  1     1  

541  1    1   

A deterministic finite automaton with outputs can be constructed by setting up 
the controllable events. Such an automaton would have the same topology as 1B  
with outputs for the event control. It can be minimized by finding the state classes 
equivalent from the output point of view. Denote the automaton outputs aiw  and 

biw . If 1,1 == biai ww , events ia  and ib are allowed, while in the inverse case 
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they are prohibited.  The free outputs or the so-called “don’t care” are purposely 
completed with suitable values.  

The equivalent classes are  

 { } { }111111111 53,50,34,23,20,14,042,54,241 == CC  

(Table 13.6). 
A suitable completion of the output function is given in Table 13.5. The 

minimum control automaton is depicted in Figure 13.9. The outputs 
326310 ,,,,, bbaaaa wwwwww are permanently set to logical one.  

Table 13.6. Completion of the “don’t care” 

 041 141 201 231 241 341 501 531 541 wa0 wa1 wa2 wa3 wa6 wb1 wb2 wb3 

041     a3 1 1 0 1 1 0 1 1 

141    a6 a5 1 1 0 1 1 0 1 1 

201    b3 a0 1 1 0 1 1 0 1 1 

231  b2   a0 1 1 0 1 1 0 1 1 

241 a2  b1  a0 1 1 1 1 1 1 1 1 

341  a4    1 1 0 1 1 0 1 1 

501  a1   b3 1 1 0 1 1 0 1 1 

531   a1  b2 1 1 0 1 1 0 1 1 

541    a1 b1 1 1 1 1 1 1 1 1 

041-141-201-231-
341-501-531 241 -541 

a1,  a6,  b3 

a2,  b1 

wa2=1 
wb1=1 

wa2=0 
wb1=0 

wa0=1 
wa1=1 
wa3=1 
wa6=1 
wb2=1 
wb3=1 

wa0=1 
wa1=1 
wa3=1 
wa6=1 
wb2=1 
wb3=1 

 
Figure 13.9. The supervisory control finite automaton with outputs 



282 Modeling and Control of Discrete-event Dynamic Systems 

13.4  Supervisory Control Solution with P-invariants 

A method based on Petri nets and place invariants (Moody and Antsaklis 1998; 
Yamalidou et al. 1996) appeared to be able to cope with the state space 
dimensionality. The dimensionality problem can appear in the method which uses 
the finite automaton described in the previous section or the reachability graph of 
the Petri net to be discussed later. The P-invariant method does not require the 
state space construction, is computationally very effective and can be used for 
large and complex systems. On the other hand the method neither resolves the 
problem of uncontrollable transitions nor the problem of the required accessibility 
of the home places directly. A partial elimination of these drawbacks is possible by 
transforming the problem into the proper system constraints. There is also the 
possibility to transform the constraints given in other forms into the form required 
by the method. 

The method using the place invariants, P-invariants for short, of a Petri net 
enables design of the feedback supervisory controller. The idea is to enhance the 
given Petri net describing the system so that the enhanced Petri net contains the 
required P-invariants. The P-invariants are derived from the linear constraints 
imposed on the Petri net markings, which represent the supervisory requirements 
and restrictions imposed on the system under supervisory control. It was shown in 
Section 8.10 that a place invariant determines the set of places for which the 
weighted sum of tokens remains constant for all markings in the reachability set 

( )0mPNR  of a Petri net PN. 
Consider a Petri net PN with n places and m transitions representing the 

controlled system. Let ΔN  be the Δ -incidence matrix of this net. Control 
requirements for PN are realized by a Petri net supplement representing a Petri net 
controller. The Δ -incidence matrix of the supplemented control part of the Petri 
net is denoted by cΔN .  

A control requirement imposed on the system is formulated in the form of 
inequality 

  ( ) β≤∑
=

n

i
iri pMl

1

, (13.36) 

where ( )ir pM  is the marking of the place ip  (given as an integer) and 
( )0mPNr RM ∈  is any reachable marking in Petri net PN, il  and β  are the 

coefficients given as the natural numbers. 
The constraint at Equation (13.36) can be transformed into equality by 

introducing a nonnegative integer slack variable rcμ : 

 ( ) βμ =+∑
=

rc

n

i
iri pMl

1

 (13.37) 
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where rcμ  represents a marking of the supplementary control place cp , which 

holds the extra tokens to meet the equality. Values of rcμ  are chosen to preserve 
the equality for all reachable markings for the extended Petri net. The described 
procedure can be applied to more constraints given in the form of Equation (13.36) 
leading to more supplemented places. Then the structure of the supplemented 
control part of the Petri net is to be determined. As a matter of fact it is necessary 
to determine the arcs connecting the supplemented places with the transitions of 
the Petri net PN and the initial marking of the control places. This is based on the 
determination of the place invariants. A constraint in the form of equality 
introduces a place invariant into the Petri net, i.e., the weighted sum of tokens in all 
places of PN and in the supplementary place cp  are constant and equal β . The 
number of supplementary places of the controller part of the Petri net is equal to 
the number of constraints to be enforced. Every place of the controller part adds 
one row to the incidence matrix sΔN  of the whole controlled system.  Thus, sΔN  
is composed of two matrices, namely ΔN  of the system to be controlled and cΔN  
of the controller net.  

The arcs connecting the controller places to the original Petri net of the system 
can be computed by Equation (8.29) defining place-invariants  

 TTT 0Ni0iN =⇒= ΔΔ sPPs , ( )43421
timesm−

= 0,...,0,0T0  (13.38) 

where the unknowns are the elements of the new rows of the matrix sΔN , i.e., the 
elements of matrix cΔN  and vector Pi  is the desired P-invariant  according to 
Equations (8.41) and (13.37) and it is obviously given by  

 ( )1...1
T

nP ll=i  (13.39) 

The variable rcμ  has a coefficient one. 
All constraints in the form of Equation (13.36) can be aggregated in a matrix 

where the number of constraints is nc: 

 bmL ≤r  (13.40) 

The matrix equality is  

 bmmL =+ c
rr , (13.41) 

where L  is an nnc ×  matrix of non-negative integers containing the constraint 
coefficients, b is an 1×cn  vector of non-negative integers, rm  is a vector variable 
representing  reachable markings of the original Petri net with n components (for 
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places of the original Petri net), c
rm  is an 1×cn  vector variable of non-negative 

integers that represents markings of the supplementary controller places, and cn  is 
the number of constraints. For all constraints we have 

 
( ) ( ) ( )

( )0NNL
N
N

IL0NIL

=+⇒

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
==

ΔΔ

Δ

Δ
Δ

c

c
s

.
 (13.42) 

where L is a matrix whose rows are the transposed P-invariant vectors, I is an 
cc nn ×  identity matrix and ( )0  is an mnc ×  zero matrix. The matrix cΔN  contains 

arcs that connect the controller net places with the transitions of the original Petri 
net PN and is given by 

 ΔΔ −= LNN c  (13.43) 

The initial marking of the supplementary controller part of the extended Petri 
net is calculated from the place invariant conditions that are initially met: 

 bmmL =+ 00 c  (13.44) 

where 0m  is the initial marking of the Petri net PN and 0cm  is the searched initial 
marking of the supplementary places, i.e., 

 00 mLbm −=c  (13.45) 

The described control is maximally permissive from the point of view of 
possible transition firings in the controlled Petri net. Consider Δ - incidence matrix 

ΔN  and assume its rank nr < . Then the Petri net PN has ( )rnk −=  P-invariants 
because the homogenous equation at Equation (8.29) has k basic linearly 
independent non-zero solutions (each solution is a vector). The invariants represent 
bindings or restrictions contained in the original PN. The Δ - incidence matrix of 
the extended Petri net is  

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

Δ

Δ

Δ

Δ
Δ NL

N
N
N

N
c

S  (13.46) 

The rows of the lower matrix part are linear combinations of the rows of ΔN . 
The rank of kS =ΔN , i.e., it is equal to the rank of ΔN . Thus there are no new 
bindings due to the control extension of the Petri net PN. 
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Figure 13.10. A manufacturing layout with the transport system 

Example 13.5. A technological layout is schematically illustrated in Figure 13.10. 
Its transportation part works as follows. Four palettes are in room P and four 
automatic guided vehicles in room A at the beginning. The palettes are cleaned in 
P after some number of uses. The accumulators of the vehicles are loaded when 
necessary in room A. The palettes are transported to room C1 by belt conveyor S1, 
which has capacity of four palettes. The capacity of S2 is four palettes, too. The 
vehicles go one by one to room C1 where a palette is mounted on a vehicle. Only 
one vehicle can be in one-way corridor D1 at a time. The same holds true for D5. 
Each vehicle with a palette on it can move between the manufacturing cells as the 
arrows indicate. The manufactured parts are transported with the help of vehicles 
with the palettes. After some transportation a palette is taken from the vehicle and 
transported back in P via the belt conveyor S2 while the vehicle goes to room A for 
the accumulator reloading.  

Only one vehicle with a palette can pass through bidirectional corridors D2 up 
to D4. The number of the vehicles can be maximally two in rooms C1 and C2 
together including the corridor between the rooms. Moreover in the corridor D2 
can be only one vehicle. Analogously maximally three vehicles can be in rooms C2 
and C3 together with corridor D3 and one vehicle in corridor D3. Maximally one 
vehicle can be in corridor D4.  

The Petri net describing the transportation part of the system is represented by 
solid lines in Figure 13.11. 

The inequalities expressing the condition of the system behavior given above 
are 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) 1
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The slack variables for the inequalities are ( ) ( ) ( )721 ,...,, crcrcr pMpMpM , 
respectively. 
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Figure 13.11. Petri net of the system transportation part 
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The controller Petri net structure is given by theΔ -incidence matrix cΔN . It 
specifies a supplementary structure, which binds the system behavior. It is drawn 
with dashed lines in the Petri net in Figure 13.11. The Petri net is a base for the 
system supervisory control. Suppose that the passages of vehicles and palettes are 
controllable. The Petri net transitions correspond to the passages. The transition 
firings are guarded by places 71 ,..., cc pp . If a transition in the Petri net is not 
fireable the corresponding passage is not allowed. Using the Petri net of Figure 
13.11, a control program for the control of the passages can be written. 

TheΔ -incidence matrix cΔN  is 
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A correct required behavior depends on the formulation of the inequalities at 
Equation (13.40). If for example we put the restrictions as follows 

 ( ) ( ) ( ) ( ) 3,2 9663 ≤+≤+ pMpMpMpM  

While the rest are given as before, the P-invariant method gives a structure that 
includes dead-locks. Seemingly the inequalities specify the same behavior but the 
control structure is not good. We postpone the supervisory control for the 
erroneous inequalities to the reader. 

The presented method does not directly solve the case of uncontrollable events. 
It can be resolved by a suitable set of inequalities at Equation (13.40). The problem 
of proper inequalities will be treated in the following example. 

Example 13.6. Consider Example 13.5 with the same behavior requirements. It is 
required that in every situation each submarine can immediately start from its 
home position or to return there. As before, transits a4 and a5 are uncontrollable, 
and the other transitions are controllable (in comparison with Figure 13.2). The 
system Petri net is represented via solid arcs in Figure 13.12. Obviously, to prevent 
the submarines’ meeting requires the following inequalities:  

 ( ) ( ) ( ) ( ) 1,1 3300 ≤+≤+ BrArBrAr pMpMpMpM   (13.47) 

where the place 0Ap corresponds to the presence of the submarine A in section 0, 
and similarly for other places. The prohibition of uncontrollable event 5a  when 
submarine B is accidentally in section 3 requires that sections 1 and 3 together 
contain just one submarine. Moreover, in the situation when submarine A is in 
section 0 and B in section 3 the system is in a deadlock because B cannot return 
immediately to its home section 4 unless it meets A. The last problem can be coped 
with by requirement that if A is in section 1, there cannot be B in section 3, and if 
A is in 0, B cannot be in section 3, and finally if B is in 3, A cannot be in 1 or 0. 
Expressing it by an inequality we have 

 ( ) ( ) ( ) 1031 ≤++ ArBrAr pMpMpM  (13.48) 

Now Equations (13.47) and (13.48) completely cover requirements of the 
admitted states or events and the deadlock prevention. The solution with the P-
invariants is 
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where the columns of  L and the rows of ΔN correspond to the places pA5, pA2, pA0, 
pA3, pA1, pB4, pB3, and pB0, , respectively, and the columns of ΔN  correspond to the 
transitions ta0–ta2 and tb1–tb3 respectively. The supplementary control places are pc1, 
pc2, and pc3 corresponding respectively to the rows of matrix L. The control part of 
the Petri net is depicted with dashed lines in Figure 13.12. 

Figure 13.12. Petri net for the submarine system 
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Impact of the requirement inequalities on the solution is visible from the next 
reasoning. The inequalities at Equations (13.47) and (13.48) can be equivalently 
substituted by two inequalities as follows 
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The Petri net for the described case is shown in Figure 13.13. 

Example 13.7. Figure 13.14 shows landing and starting fields of an airport. Q1 and 
Q2 are the air parking sections. On commands from the control tower airplanes can 
transfer from Q1 or Q2 to parking airspace S consisting of sections S1 through S4. 
In S can be only one airplane. Transfers between sections S1 through S4 are 
uncontrollable events. Transfers between sections A1, K, and A2 of the landing 
field I are controllable events. So are those for the landing field II and the starting 
field. In sections A1, K, and A2 together can be only one airplane. The same holds 
for the landing field II. Each of sections R1, K, and R2 can host at most one 
airplane. In T1 and T2 together is allowed one airplane. The airport traffic is 
subdued to the control requirements given below. Of course, the goal of the 
supervisory control is to avoid the airplane collisions.  

The Petri net for the P-invariant method of the supervisory control solution is in 
Figure 13.15. The respective matrices are given in a tabular form as shown in 
Tables 13.7–13.9. Control places are connected to the system Petri net model with 
dashed lines. 
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Figure 13.13. Modified Petri net for the submarine system 
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Figure 13.14. Organization of the airport traffic 



292 Modeling and Control of Discrete-event Dynamic Systems 

pB

t9 

t1 

t11

pC3

t3 

t2 

t10

 

pQ2 

pC1 

pC2 

t4 
pS1 

pS2 

pS3 

pS4 

t5 

t6 

t7 

t8 

t12

pC4

pC7 pR2

pT1

pT2

t16

pC5

pC6

pR1

p2
K

p1
K

pQ1 

pA1 pA2
t13

t14

t15 

pC11 pC9 

t20 

pC10 

t17

t18

t19

pC8 

 

 
Figure 13.15. Petri net for the supervisory control of the airport traffic 
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 Control requirements: Corresponding control place: 
 11 ≤Qp  1Cp  
 1Cp  2Cp  
 14321 ≤+++ SSSS pppp  3Cp  
 1≤Bp  4Cp  

 12
1

1 ≤++ AKA ppp  5Cp  
 11 ≤Rp  6Cp  
 121 ≤++ TTB ppp  7Cp  
 121 ≤+ TT pp  8Cp  

 12 ≤Kp  9Cp  
 12 ≤Rp  10Cp  

 121 ≤+ KK pp  11Cp  
 Place markings are for simplicity denoted equally as corresponding places. 

Table 13.7. Matrix ΔN  

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 

pQ1 1 0 –1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

pQ2 0 1 0 –1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

pS1 0 0 1 1 –1 0 0 1 –1 0 –1 0 0 0 0 0 0 0 0 0 

pS2 0 0 0 0 1 –1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

pS3 0 0 0 0 0 1 –1 0 0 0 0 0 0 0 0 0 0 0 0 0 

pS4 0 0 0 0 0 0 1 –1 0 0 0 0 0 0 0 0 0 0 0 0 

pB 0 0 0 0 0 0 0 0 0 0 1 –1 0 0 0 0 0 0 0 0 

pA1 0 0 0 0 0 0 0 0 1 –1 0 0 0 0 0 0 0 0 0 0 

p1
K 0 0 0 0 0 0 0 0 0 1 0 0 –1 0 0 0 0 0 0 0 

pA2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 –1 

pR1 0 0 0 0 0 0 0 0 0 0 0 0 0 –1 1 0 0 0 0 0 

p2
K 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 –1 0 0 0 0 

pR2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 –1 0 0 0 

pT1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 –1 0 0 

pT2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 –1 0 
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Table 13.8. Matrix L 

 pQ1 pQ2 pS1 pS2 pS3 pS4 pB pA1 p1
K pA2 pR1 p2

K pR2 pT1 pT2 

pC1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

pC2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

pC3 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 

pC4 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 

pC5 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 

pC6 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 

pC7 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 

pC8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 

pC9 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 

pC10 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

pC11 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 

Table 13.9. Matrix ΔΔ −= NLN C  

 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 

pC1 –1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

pC2 0 –1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

pC3 0 0 –1 –1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 

pC4 0 0 0 0 0 0 0 0 0 0 –1 1 0 0 0 0 0 0 0 0 

pC5  0 0 0 0 0 0 0 0 –1 0 0 0 0 0 0 0 0 0 0 1 

pC6 0 0 0 0 0 0 0 0 0 0 0 0 0 1 –1 0 0 0 0 0 

pC7 0 0 0 0 0 0 0 0 0 0 –1 1 0 0 0 0 –1 0 1 0 

pC8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 –1 0 1 0 

pC9 0 0 0 0 0 0 0 0 0 0 0 0 0 –1 0 1 0 0 0 0 

pC10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 –1 1 0 0 0 

pC11 0 0 0 0 0 0 0 0 0 –1 0 0 1 –1 0 1 0 0 0 0 
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The initial marking of control places is 
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The system of conditions can be simplified. The conditions 121 ≤++ TTB ppp , 
1≤Bp  and 121 ≤+ TT pp  can be equivalently substituted by condition 

121 ≤++ TTB ppp . Similarly 12 ≤Kp  and 122 ≤+ KK pp  by 122 ≤+ KK pp . Eight 
conditions give the same result as the original eleven ones. 

The discussed method is widely used. Its recent application is to synthesize the 
deadlock control policies in (Uzam and Zhou 2006). 

13.5  Supervisory Control Solution with Reachability Graph 

The Petri net reachability graphs offer a good tool for the study and design of the 
supervisory control. In what follows their use in supervisory control will be 
described. The Petri nets interpreted for DEDS control will be used.  

Let a Petri net interpreted for the control PCN be given. Petri nets interpreted 
for the control were treated in Section 7.5. For the given PCN a function 

LOGT →:ψ  is defined where LOG is a set of the logical expressions whose 
value can be true or false, and T is the set of the transitions of PCN. In this section 
we assume the logic expressions are Boolean propositions in the form 1==iw  
where iw  is a Boolean variable. One such a proposition is associated with each 
transition so that 1==iw  is associated with transition it , Tti ∈ . If 1=iw  then 
the value of the proposition 1==iw  is true. Transition it  in turn is associated with 
event ie . The functionς  is empty (see Section 7.5). Transition it  is fireable if the 
actual marking fulfils the firing conditions valid for PNC, which includes a 
condition that the logical proposition associated with it  is true.  

The first step of the method for the solution of the supervisory control of a 
DEDS is design of PNC specifying the complete and possible system behavior. In 
terms of the model Equation (13.1) the behavior is specified by the language L. 
The strings or words of events of language L are given by the set of all possible 
transition firing sequences from the initial marking of the given Petri net PNC. All 
Boolean variables iw  have value 1=iw  for the specification of language L by 
PNC. The event string 

piii eee ...~
21

=σ  clearly corresponds to transition string 

piii ttt ...~
21

=κ in the time points given by  
piii ττττ ...~

21
= .  



296 Modeling and Control of Discrete-event Dynamic Systems 

For language K the values iw  determine whether the corresponding transitions 
of the Petri net are fireable in a particular situation represented by an actual 
marking. The words of K are given by the restriction through the supervisory 
control. A function ( ) W

PNCRF 2: 0 →m  can be defined where { }mwwwW ,...,, 21=  
is the set of the variables associated with the Petri  net  transitions  that  have  value 
1 for  the  actual marking while the other have value 0. As a matter of fact the 
variables of set W control the fireability of the transitions depending on the 
marking.  

The Petri net reachability graph (see Section 8.2) is useful for the supervisory 
control solution. Each arc of the reachability graph is labeled with a transition. The 
transition is fireable and a change of marking arises if the associated variable iw  is 
true, i.e., 1=iw . It is assumed in the method that the Petri net, which models the 
given system, is bounded so that the reachability graph can be composed. 

The second step of the method is assure by means of a sublanguage K  the 
system behavior, which is represented by the model at Equation (13.1).  Using  the  
Petri  net  PNC  as  the  system model the behavior is specified by means of 
inadmissible system states and/or a set of the graph nodes that can be reachable by 
oriented paths from any reachable and admissible graph node in the reachability 
graph. As explained above, inadmissible states can be represented by inadmissible 
markings of the system modeling Petri net. It follows naturally that no oriented 
path of the required connection can contain an inadmissible marking. The nodes to 
be always accessible are called the home states or home markings. A general case 
is a requirement that at least one element of the set of the home markings should be 
reachable from any reachable marking. These can be distinguished by mulitple sets 
of the home markings denoted as H1, H2, …, Hz. The sense of the accessibility 
results from the system function and the supervisory requirements. It was discussed 
in the connection with the P-invariant methods studied in the previous section. 
More will be understandable from the example discussed below. 

The third step of the method can be modified according to the behavior 
requirements. The first version is suitable for the case when only inadmissible 
states are defined and no achievability of home nodes is required. The second more 
complete version satisfies both requirements. The third step varies depending on 
the computational problem with respect to the state space dimension. The problem 
can be formulated in terms of Petri nets as a problem of the cardinality of its 
reachability set. If it is computationally acceptable the reachability graph for the 
given Petri net is constructed. The procedure using the reachability graph will be 
described below. The procedure covers both system requirements: avoidance of the 
inadmissible states and/or preserving of the paths to the specified home states.  

The third step can be modified for the case when the reachability graph is too 
large and its computation is practically impossible. The predecessors of the 
inadmissible markings are computed and if they are connected to the inadmissible 
markings with uncontrollable arcs, the predecessors are put into the set of 
inadmissible markings, too. Possible transition activations are searched for in the 
actual state (marking). Those transitions are further analyzed which do not lead 
into an inadmissible marking. The required paths to the home markings should be 
checked from the admissible next markings in order to exclude the deadlocks. If 
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via a reasonable computation one finds that the path to the home marking exists, 
the next marking is finally allowed. In the opposite case the next marking is 
denoted as inadmissible. The supervisor should decide if in that case the system 
can undergo the risk of the deadlock in some of the successor states. The 
supervisor decision can be based on heuristic approaches. 

In the rest of this section we will study the case when it is possible to construct 
the reachability graph for a given bounded Petri net starting from the given initial 
marking, and the construction is computationally acceptable. As explained above, 
each arc of the graph is labeled with the transition whose activation causes the 
transfer from one marking to the next. The arc is also associated with the control 
variable that can enable or disable the transition and accordingly can enable or 
disable the corresponding event. The uncontrollable transitions are specified and 
they are associated with control variables having a constant value of 1 that means 
they are permanently enabled..  

The method can be divided into the following three parts. 

Part 1 
We denote the set of inadmissible markings as IA. The set IA initially consists of 
the a priori given forbidden markings and of the dead markings if there are any. A 
dead marking is characterized by the property that no arc is going out of it. Then 
we add to IA all those markings from which an arc labeled with uncontrollable 
transitions goes to an inadmissible marking from IA.  

Part 2 
The set of not allowed arcs denoted as NA is further formed. To the set belong 
those arcs that are labeled with the controllable transitions and go in an 
inadmissible node belonging to the set IA. The so-called NA-dead-markings are 
searched for and put in the set IA. The NA-dead-marking is the marking from 
which only not allowed (belonging to the set NA) arcs go out. 

Part 3 
Each element of the reachability set is analyzed and its outgoing allowed arcs are 
checked. If there is an oriented path leading into an element of the given set or sets 
of the home markings, the arc remains allowed; otherwise it is not allowed and is 
placed into the set NA. After that the conditions on inadmissibility of the nodes are 
repeated continuing from Part 1 because it is possible that the new not allowed arcs 
cause some nodes to become inadmissible. The procedure is repeated until no new 
and not allowed arcs and no new inadmissible markings spring up. 

 
An algorithm resolving the supervisory control is described concisely as 

follows. 

Step 1. Construct the reachability graph for the supervisory control 
assuming an bounded Petri net interpreted for the control is given. Label 
each arc with the corresponding activated transition. 
Step 2. Create empty sets IA and NA, respectively.  
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Step 3. Put in set IA the inadmissible markings according to the system 
requirements. 
Step 4. Add into set IA dead markings (those with no arcs going out at all). 
Step 5. Add into IA the markings from which an arc labeled with an 
uncontrollable transition goes in an inadmissible marking. 
Step 6. Put into set NA the allowed arcs labeled with a controllable 
transition and going in an inadmissible marking. 
Step 7. Add NA-dead-markings into IA. The NA-dead-marking is the 
marking from which no outgoing arcs are allowed, i.e., the arcs belonging 
to NA. 
Step 8. If in Steps 4 through 6 a new not-allowed arc arises and/or in Step 7 
a new inadmissible marking arises continue with Step 4; and otherwise 
with Step 9. 
Step 9. Check if from any admissible marking (not an element of IA), there 
exist, an oriented path leading to at least one element of the home markings 
H1, the same into H2, …, up to Hz. Put the admissible marking not 
fulfilling the condition into IA. 
Step 10. If in Step 9 a marking was added to IA continue with Step 4; and 
otherwise end. 

Example 13.8. A manufacturing cell with mobile robots for the handling of the 
manufactured parts is depicted in Figure 13.16. Two robots R1 and R2 transfer 
parts of two kinds A and B within the cell. Robot R1 picks up a part A from the 
input conveyor C1 and transports it into rooms S2–S4 to machines M1–M5. The 
doorway to S5 is not passable for R1. Analogously it is for the movements of robot 
R2 as Figure 13.16 shows. Manufacturing runs according to an actual 
technological scheme including the processing at machines and movements of the 
robots with semi-products. 

Whether the movements are managed by an operator or control unit, the task of 
the supervisory control is to prevent the forbidden situations which are the 
meetings of the robots in the same room. On the other hand the return of R1 to S1 
and R2 to S5 in each position of the robots should be possible under the 
assumption that robots can realize movements, which loosen the movements of the 
other robot. For example, one robot moves back to a room and the second can 
continue in its route.  

The control agent used in the system determines the back tracking maneuvers. 
It is important that the system leads to no deadlock. The initial position of the 
robots is indicated in Figure 13.16.  

The Petri net serving for the supervisory control design is in Figure 13.17. The 
reachability graph is in Figure 13.18. 
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Figure 13.16. A manufacturing cell with mobile robots 

  t1 

 t2 

uncontrollable 
transition 

t3 t4 

t5 t6 t11 t12 

t8 

t7 

t9 t10

p1 
p2

p3

p7

p6

p5

p4 p8  
pi: R1 at room Si, i=1, 2, 3 and 4; 
p5: R2 at room S5; p6: R2 at room S3; p7: R2 at room S2; and p8: R2 at room S4. 
Transitions represent the movement of a robot from one room to another. 
Hollow-bar transitions are uncontrollable while solid-bar ones are controllable. 

Figure 13.17. Petri net for the manufacturing system (two separate Petri nets are in fact two 
automata) 
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Collisions of the robots are represented by nodes: (0 0 1 0 0 1 0 0), (0 0 0 1 0 0 
0 1), and (0 1 0 0 0 0 1 0). The predecessors connected with them by 
uncontrollable transitions are: (0 0 1 0 0 0 1 0) and (0 1 0 0 0 1 0 0). A reduced 
reachability graph is shown in Figure 13.19.  There is no NA-dead-marking, and 
crosses denote the arcs from the NA set. 

The algorithm is finished because set IA and NA are stablized. The reachability 
graph renders the values of the transition control variables iw  in each marking 
(state) of the system. The movements of the robot for any schedule are subdued to 
the reduced reachability graph. 

Figure 13.18. Reachability graph in the supervisory control design 
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Figure 13.19. The reduced reachability graph 

13.6 Problems and Exercises 

13.1. Propose supervisory control for the robotized manufacturing system depicted 
in Figure 7.18 (Exercise 7.2) using P-invariant method. For the robot movements 
assume the same requirements as in Exercise 7.2. 

Give a basic idea of how the supervisory control could be realized from the 
technical and programming point of view. 
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13.2. Two robots R1 and R2 are moving in the space divided into rooms (Figure 
13.20). Initially R1 is in the room 2 and R2 in the room 4. Doors between rooms 
denoted A are passable in the directions of arrows for R1, denoted B for R2. All 
doors except for the movements A13 and A31 are controllable. Robots execute 
transfers of objects within the given space. One such task is defined by a start and a 
final room. Tasks are given by a supervisory control level while a particular path is 
elaborated by a local control system. Supervisory control level determines which 
doors can be used in every actual situation. 

Figure 13.20. Movement space for two robots 

Describe the movements of robots with a Petri net. The required supervisory 
control propose using the P-invariant method and compare it with the reachability 
graph method. 

13.3. A popular story of eating philosophers is illustrated in Figure 13.21. A meal 
is prepared. 

Figure 13.21. Three philosopher problem 
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Each philosopher has one fork right and one left. When a philosopher wants to eat 
he takes forks one by one and afterwards drops them on the table. Philosophers are 
stubborn - if they want to eat they do not give warning. A philosopher needs both 
forks left and right to eat; otherwise he waits for free ones. Solve the supervisory 
control problem saying what forks cannot be picked up in order to prevent dead-
lock when all philosophers want to eat. 

Represent the behavior of philosophers using the Petri net and solve the 
supervisory control problem with the reachability graph of the Petri net. 

13.4. Consider the transportation system in Figure 7.20 of Exercise 7.5. It is 
reasonable for transportation control to divide the vehicle tracks into sections. A 
crossing is always a separate section. Let only the entry to the first section of each 
track be a controllable event. Solve the supervisory control for such an 
arrangement of the system.  

13.5. A transportation system using three automatic guided vehicles (AGV) in a 
manufacturing plant is depicted in Figure 13.22.  The vehicle tracks are divided 
into sections. Only one AGV can be present in a section – to go through or to stop 
there. No AGV can stop in any crossing. Each section is separated by two control 
points using sensors.   

A way to solve the AGV control is the supervisory control approach. As far as 
the supervisory control is preventing the AGVs from collisions and deadlocks, the 
personnel doesn’t have to take care about contemporary state of the system during 
the programming of new transportation requests. Use a Petri subnet for each AGV 
as it is shown in Figure 13.23. 

Figure 13.22. An AGV transportation system operating in a manufacturing plant 
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Figure 13.23. Petri net for the transportation system 

Places p2, p16, p30 in the respective subnets correspond to the presence of an 
AGV in the same section, namely the section S2. 

Formulate the solution of the supervisory control preventing collisions and 
deadlocks using the reachability graph of the Petri net consisting of the three 
subnets according to Figure 13.23. The nodes of the graph can be calculated 
comparatively easily by enumerating combinations of the AGV positions by a 
computer program. The forbidden nodes serve to avoid AGV collisions by 
performing the planned routes of the vehicles. What do you propose for planning at 
least near to optimal routing of the vehicles from given the initial section to the 
required goal. 



14 

Job Scheduling 

14.1  Problem Formulation 

Job scheduling or operation scheduling is a typical problem frequently appearing 
within DEDS. The core of the problem consists in how to achieve an optimal 
distribution of jobs or operations among the processing units or servers available in 
the system under various criteria. In other words, the problem is the optimal 
allocation of the system resources (Frankovič and Budinská 1998). 

Typical environments in which a scheduling problem occurs are flexible 
manufacturing systems, distributed computer systems, database systems, and other. 
For example, flexible manufacturing systems (FMS) usually consist of product 
processing or machining units, measuring and testing equipments, transportation 
facilities, manipulators and robots, intermediate storages, input and output devices. 
Various methods have been developed for scheduling problems (Engell 1989; Li et 
al., 1995; Zhou and Venkatesh, 1998). 

It has been discussed earlier in this book that process control means control of 
the basic processes at the level responsible for direct control. It is the control level 
or layer closest to the system processes. A hierarchically higher level is the co-
ordination level of the basic processes. Here, the co-ordination is considered as a 
selection of servers performing basic processing, if there are more options. For 
example, in flexible manufacturing systems it is a selection of production units if 
there are more options to realize a prescribed technological recipe. One of co-
ordination aims is to accomplish the required jobs in the minimum time span. For 
this aim it is necessary to know the duration times of the scheduled operations. 
Other scheduling optimization criteria can be, e.g., the maximum utilization of the 
resources and minimum tardiness of the required operations. A problem related to 
the job scheduling is routing of semi-products to servers according to a chosen 
scheduling. 

The first step in the solution of a job scheduling problem is a system 
specification using a suitable tool. The specification has to bring about such an 
abstraction that enables to present and solve the problem. An efficient specification 
is based on Petri nets (Lee and F. DiCesare, 1994, 1995; Xiong and Zhou 1998; 
Zhou and Venkatesh, 1998) and max-plus algebra (Moßig and Rehkopf, 1996). 
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The first approach to be dealt with in this chapter is oriented on Petri net 
specification (Section 14.2). Obviously, from the nature of the scheduling 
problems, some extension with respect to time relations is necessary. Some 
researchers associate time with Petri net transitions. In Section 14.2 another 
approach is presented by utilizing a certain kind of place timing. Another approach 
is the max-plus algebra (Section 14.3). 

For our purposes, consider a system specified as  

 ( )TopSSYST ,,,Ω=             (14.1) 

where 
S:   a set of servers { }SSSSS ,...,, 21= , 

:Ω  a set of all different operations realizable in system SYST by servers, 
op: Ω→ 2S  is a mapping of the set S into the set of the operation subsets, 

+→Ω× NStu :  is a function mapping a particular operation performed at 
a particular server into a positive integer representing the number of time 
units consumed by the operation. 

Let the i-th individual subset of the co-domain of the function op be denoted as 

 { } Ω∈=Ω ΩΩ ii

iiiiii
i κκκκκκ ,...,,,,...,, 2121  (14.2) 

where iΩ denotes the set of operations available at the server iS , Si ,...,2,1= . 
The operations are from the set Ω ; then the function op can be expressed as 

 ( ) iiSop Ω=              (14.3) 

From Equations (14.2) and (14.3) it is possible to write  

 ( ) ik
i

k
i

i kSiStu Ω=== ,...,2,1,,...,2,1,, τκ         (14.4) 

The system flexibility is due to the fact that an operation can alternatively be 
performed on different system resources (servers). Thus 

 ∅≠Ω∩Ω
21 ii  for some 21 ii ≠             (14.5) 

In such a case times of the same operation performed on different servers may not 
be the same. 

Various processing procedures can be realized in the system SYST. In FMS 
terminology it means various technological work-plans. Let the p-th processing 
procedure be defined by a sequence of operations 

 prppp oooO ...~
21=  (14.6) 
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where Ω∈prpp ooo ,...,, 21  are operations taken from the set Ω  defined in Equation 
(14.1). Each procedure is determined by its own sequence, e.g., the p-th procedure 
by pO~ . There are several alternatives how to use the servers in a case when more 
servers can perform the same operation pjo  . It is the case when the required 
operation is included in several subsets iΩ . It is assumed  that each operation 
depends only on one preceding operation, and a next operation can start after the 
preceding operation has been accomplished..  

A system SYST can be additionally completed with the input servers 
{ }IXXXX ,...,, 21=  and the output servers { }OYYYY ,...,, 21= . Availability of an 

object to be processed can be specified by means of an input server. Analogously, 
output servers are used for outputs. A particular scheduling task can be defined as 
follows. A part available at an input server passes through a prescribed processing 
procedure realized on a chosen set of servers realizing a sequence of operations. 
Finally, the part appears at an output server ready for a next use. 

The scheduling problem formulation as presented above will be illustrated on 
an example. Figure 14.1 shows a manufacturing system with three servers, two 
inputs and two outputs. Let a technological work-plan be realized on the described 
manufacturing system. The work-plan is specified in Table 14.1. There are two 
kinds of products to be produced. The notation 21 / SS  means an optional 
realization of the first technological step for the job 1J  either on the server 1S  or 
on the server 2S . Figure 14.1 depicts possible transportation routes of parts. 

Through X1, X2 parts are fed in a random sequence. When the manufacturing is 
finished, the manufactured parts are placed at the output servers Y1, Y2. For each 
job and each step of a particular work-plan operations are assigned so that the set 
of servers is { }321 ,, SSSS =  and the set of operations is { }4321 ,,, ωωωω=Ω . The 
same operation can be prescribed in different jobs.  Keeping in mind the notation at 
Equation (14.2) we have 

 

 

X1 

X2 Y2 

Y1 

S1 

S2 

S3 

 
Figure 14.1. Technological layout of the manufacturing cell 
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Order of elements in equal sets of Equation (14.7) determines the element 
correspondence. Processing procedures are given by the following sequences: 

 
( )( )
( )( )1

3
3

2
3

1
2

3
2

1
4322212

1
3

2
1

1
2

1
1

2112111

ororor~
oror~

κκκκκωω

κκκκωω

===

===

ooO

ooO
 (14.8) 

Table 14.1. A particular work-plan to be realised in the manufacturing cell 

Job J1 Job J2 
Step 

Operation Available at 
Step

Operation Available at 

1 1ω  S1/ S2 1 3ω  S1/ S3 

2 2ω  S2/ S3 2 4ω  S1/ S2/ S3 

 

X1 

X2 Y2 

Y1 

S1 

S2 

S3 

1

1 2
2 3

3
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2

2
1

3

3

2

2

 
Figure 14.2. Optional routes of workpieces in the processing according to the work-plan in 
Table 14.1 

Table 14.2. Operation times in the manufacturing cell  

Operation 
1ω  1ω 2ω 2ω 3ω 3ω 4ω 4ω 4ω  

Server S1 S2 S2 S3 S1 S3 S1 S2 S3 

Duration 3 4 3 2 4 2 3 4 4 
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Figure 14.2 shows optional transfer of workpieces according to the work-plan 
given in Table 14.1. The operation times are given in Table 14.2. 

14.2  Job Scheduling and Petri Nets 

Job scheduling can be solved using Petri nets. There are many ways to use Petri 
nets for this purpose. Two approaches based on the scheduling analysis presented 
in the previous section will be presented. Timed Petri nets are always necessary.  

 
Figure 14.3. Petri net representation of the scheduling solution 

In the first approach, the binary timed safe Petri nets are considered, in which 
the scheduled operations are associated with timed places (Lee and DiCesare 1995). 
The timed places are mapped to times equal to the respective operation durations. 
A token is blocked after arriving in the timed place during the corresponding 
operation time. By convention, the operation time is expressed by the number of 
time units. After expiration of the time the token is free for transition firing under 
standard firing rules. Figure 14.3 shows a Petri net for the manufacturing cell 
depicted in Figure 14.1 and for the work-plan given in Table 14.1. The work-plan 
is cyclically repeated. It is assumed that there is sufficient stock of parts at the 
input. The cycle is finished when both parts to be processed are at the output. Only 
then does a new manufacturing cycle start. An alternative for a production 
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optimization is to minimize the time (work-span) from start to end of one cycle. 
The optimal solution of scheduling chosen from possible routings can be achieved 
by means of the reachability graph. A time account has to be accomplished for the 
timed places in the reachability graph. A change in the Petri net marking is 
possible when the blocking time for some place has expired and some transition is 
fireable. 

The places 21, XX pp  stand for the input servers. Presence of a token in one of 
them indicates that a part is available for processing. An analogous notation is used 
for output. A timed place is denoted by 1,1,1 SJp ; it corresponds to an operation 
running in the job J1 on the server S1 in the step 1 and similarly for the rest of the 
operations. The place 1,Ip  is an intermediate place used to avoid potential 
deadlocks.  

If the reachability graph is too large, a suitable heuristic decision technique can 
be used to seek the optimum path, as in artificial intelligence methods. In such a 
case, only a part of the reachability graph nodes is considered. The sequence of 
nodes and the continuation towards the final node are selected according to some 
heuristic rule. For example, the next node to proceed in the graph is the one 
enabling unblocking at the earliest opportunity a timed place of the considered 
node. Such similar heuristic rules provide very good results in practice. 

Next, another way of using a Petri net is presented. Let a technological layout 
shown in Figure 14.1 be used for the work-plan given in Table 14.3. X1 is the input 
for the job J1 , Y1 is the output, X2 is the input for the job J2 , Y2 is the output. 

Table 14.3. Example of a work-plan to be realised in the manufacturing cell in Figure 14.1 

Job J1 Job J2 Step 

Operation Available at 

Step

Operation Available at 

1 
1ω  S1/ S2 1 

3ω  S1 

2 
2ω  S3 2 

4ω  S3 

Table 14.4. Operation times in the manufacturing cell for the second example 

Operation 
1ω  1ω

 
2ω  3ω  4ω  

Server S1 S2 S3 S1 S3 

Duration 4 3 3 1 2 

For this case operation times are given in Table 14.4.  There are two kinds of 
parts to be processed simultaneously available at the input. A part of the first 
(second) kind is processed into the first (second) kind of product.  

As in the previous example, the optimum manufacturing is considered in terms 
of the optimum of one production cycle. The servers perform the following 
different operations in the respective steps: 
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 (14.9) 

and processing is executed by the following sequences: 

 
( )

2
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1

4322212
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2112111
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or~

κκωω

κκκωω

===

===

ooO

ooO
             (14.10) 

A special class of Petri nets supporting operation scheduling analysis and 
solution is defined in the following where the timed Petri net for the scheduling 
problem is given by the 6-tuple 

 ( )INHcMWFTPTPNS ,,,ˆ,,, 0=  (14.11) 

where 0,,, MFTP  are defined as usual. The function +→ NPc :  associates 
capacities with  places, TPINH ×⊆ is a set of inhibitors disabling transition 
firings if the source node of an inhibitor has at least one token. Timing consists in 
that the marking is a function of places and of the discrete time NPM →Θ×: , 

{ }...., 21 ϑϑ=Θ , ....0 21 <<< ϑϑ are discrete time points. Ŵ is a specially defined 
function 

 ( ){ }ipcFW →:ˆ    for ip and Tt j ∈∀  for which ( ) Fpt ij ∈, , 
 { }1→F   for ( ) Ftp ji ∈∀ ,  

Firing of a transition jt  in the TPNS Petri net is enabled iff  

 ctm0
k

≤+= jϑ , ( )0mm
k TPNSR∈ϑ  (14.12) 

where the actual marking M in the discrete time point kϑ is aggregated into the 
vector 

k
mϑ ; jt  is a vector associated with the transition jt ; ( )0mTPNSR  is a 

reachability set. If the transition jt  is firable (enabled), a new marking is obtained 
according to the vector equation 

 jkk
tmm +=

+ ϑϑ 1
 (14.13) 

Consider a system SYST according to Equation (14.1), which can be 
represented by the TPNS Petri net. The Petri net construction is as follows.  
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X2 X1

o22S3 o12S3

Y2 Y1  
Figure 14.4. The Petri net representing the required processing 

Elements of the operation sequences pO~  are associated with the TPNS places. 

For each Sirvo ipv ,...,2,1;,...,2,1, ==Ω∈  , a place denoted as ipv So  is put 
into the net. The place is given a capacity equal to 1+ikτ , where ikτ  is given by 
Equation (14.4). The arcs connecting the place ipvSo  with all places ( ) ivp So 1+  via 
post-transitions are added to the net. According to the TPNS definition weights of 
the arcs are 1 and ( )1+ikτ , respectively. Input and output servers are associated 
with corresponding places. The TPNS Petri net construction is depicted in Figure 
14.4. 

Inhibitors are used to prevent a transition firing when a token is in the 
respective place. Not to prevent the firing would be considered as a misuse of the 
already occupied server. 

The first step of the scheduling problem solution procedure is creation of the 
system model SYST defined by Equation (14.1). Operation times ikτ  are expressed 
in terms of multiples of the basic sampling time period τΔ , whereby τΔ  is 
chosen as large as possible with respect to a sufficiently accurate representation of 
the system dynamics. 

The model SYST at Equation (14.1) is transformed into the TPNS Petri net. The 
initial marking represents input availability of the objects to be processed. It is non-
zero for the places associated with the input servers. Initial marking of places 

ipvSo  is set to zero as well. Fireable transitions in the created TPNS Petri net are 
fired in discrete time points, which are multiples of the basic time period τΔ , i.e., 

...,...,,2,,0 τττ ΔΔΔ k . Prior to firing the transitions, the marking of each place 
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ipvSo  is decreased by one if ( ) 1>ipvSoM , otherwise it remains unchanged. After 
the marking is decreased, the fireable transitions are fired and a new marking is 
obtained. 

The obtained TPNS may contain conflicts reflecting existence of various 
possibilities of how to perform the required operation sequences. Consider the 
minimum time span criterion applied to the operation sequences. Hence the goal is 
to find out preferences among the possible ways of performing the operation 
sequence with respect to the specified cost function. 

The optimization problem can be solved using the reachability graph of the 
TPNS. The nodes of the graph correspond to the reachable markings 

kϑ
m . Possible 

paths in the reachability graph corresponding to the individual required operation 
sequences can be analyzed in order to select the best solution with respect to the 
chosen criterion. 

The described approach will be illustrated on an FMS layout with a required 
work-plan defined in Table 14.3. As mentioned earlier, processing of the next pair 
of input parts can start when both products are ready at the output. The goal is to 
find the processing procedure requiring minimum overall time for processing one 
pair of the parts. The reachability graph of the TPNS Petri net is in Figure 14.5. 
There are three possible paths specifying the operation scheduling. The first, which 
starts with the activation of transition 1t , is the most time consuming. The other 
two are better with respect to the minimum work-span criterion. The path starting 
with 6t  is the best. 

In this section an approach to the scheduling problem solution using a special 
class of Petri nets is presented. It constitutes a framework to cope with the problem. 
The drawback of the solution is a tremendous increase of the nodes number in the 
reachability graph to be analyzed. One possibility to avoid this difficulty is to apply 
heuristic searches as mentioned in the description of the first approach in this 
section. The case of the dynamic processing of inputs during processing of the 
previous ones can be solved following the presented framework, too. 

14.3  Job Scheduling Based on the Max-plus Algebra 

The job scheduling problem in Sections 14.1 and 14.2 was studied under the 
restriction that each operation depends on one preceding and finished operation. 
But frequently there can be the dependence on more operations. Such dependence 
can be presented in a graphical form. Figure 14.6 shows an example. Circles 
represent operations and arc weights given as real numbers represent the necessary 
durations of the preceding operations, after which the next operation can start. For 
example, the second operation can start when time equal to 3 from the start of the 
first operation elapsed and time equal to 2 from the start of the third operation 
elapsed. Note that the example is adopted from Moßig and Rehkop (1996). 
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Figure 14.5. A reachability graph considering duration of operations 
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Figure 14.6. Graphical representation of operation dependence 

Note that there are no cycles in the graph in Figure 14.6. Such a situation will 
be supposed in the sequel until another assumption is made.   

The Petri net approach can be less effective if there is the operation dependence 
described above. The so-called max-plus algebra may be more productive. The 
max-plus algebra is used as a tool for modeling the time development operations 
and the scheduling problem can be solved on the simulation basis trying different 
operation setup. 

The max-plus algebra [ ]⊗⊕,,maxR is defined by: 

a. The fundamental set maxR  

 { }+∞−∞∪= ,max RR  (14.14) 

where R  is the set of real numbers; +∞−∞, are additional elements, for 
which 

 +∞<<−∞ x ,     Rx∈∀   (14.15) 

b. The binary operation ⊕ , defined as the maximum of two real numbers – 
elements of  maxR , whereby the inequality at Equation (14.15) provides the 
result of the operation ⊕  for elements +∞∞− , .  
The operation⊕  is commutative, associative, with the neutral element –∞ , 
and is idempotent ( aaaRa =⊕−∞=−∞⊕∈∀ ,max ). 

c. The binary operation ⊗ , defined as  

 Rbababa ∈∀+=⊗ ,,  (14.16) 

where + is the usual operation over the field of the real numbers [ ].,,+R . 
For the additional elements +∞−∞,  holds: 
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d. The operation ⊗  is commutative, associative, and distributive over ⊕ , i.e., 

 
( ) ( ) ( )

( ) ( ) ( )bcacbac
cbcacbaRcba

⊗⊕⊗=⊕⊗
⊗⊕⊗=⊗⊕∈∀ ,,,, max . 

The following does not hold: 
( ) ( ) ( )cbcacba ⊕⊗⊕=⊕⊗  
for example, if  

 
( ) ( )[ ] ( ) ( )

[ ] [ ] 12666,3max6,2max
636266,32max632,6,3,2

=+=+
=⊕⊗⊕≠=+=⊕⊗=== cba

 

The neutral element in the operation ⊗ is 0, as it is in the field of real 
numbers. The following holds +∞=+∞+−∞=+−∞ 0,0 . 

From the viewpoint of algebraic structure theory the max-plus algebra 
[ ]⊗⊕,,maxR  as defined above is a special commutative field (sometimes simply 
called the field). It is because [ ]⊗⊕,,maxR  is a ring where [ ]⊗,maxR  is a monoid 
and { }[ ]⊗+∞∞−− ,,maxR  is a commutative group. In other words, [ ]⊗,R  is a 
commutative group. 

The max-plus algebra can be extended to the fundamental set of matrices M. 
Let the matrix entries be elements of maxR . The operation ⊕  then 

 ( ) ijijij ba ⊕=⊕BA  (14.18) 

where ija  is the entry in the i-th row and the j-th column of the matrix A, 

( ) ( ) rmrm RR ×× ∈∈ maxmax , BA . 
The operation ⊗  is given by 

 ( ) ( ) ( ) ( ) ( ) nrrm
kjikkkjik

r

kij RRbaba ××

=
∈∈⊗=⊗=⊗ ⊕ maxmax1

,,max BABA      

  (14.19) 
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The max-plus algebra [ ]⊗⊕,,M  has the same properties as [ ]⊗⊕,,maxR  except 
for the neutral element in ⊕  being the  matrix 

 ( ) −∞== ijij nn ,N  (14.20) 

The neutral element in ⊗ is the matrix 

 ( )
⎩
⎨
⎧

≠∞
=

==
ji

ii ijij for-
jifor0

,I  (14.21) 

The dependence of an operation on the others can be expressed by the equation 

 ( )jijji xax += max  (14.22) 

where jx  is the start time of the j-th operation preceding the i-th operation, ija is 
the time necessary to run the j-th operation before the i-th operation starts. Because 
the i-th operation depends on several operations, the start of ix  is given by 
Equation (14.22) as the maximum time of the preceding operation starts and the 
operation durations. 

The diagrams in Figure 14.7 illustrate the meaning of Equation (14.22). The 3rd 
operation can start only when the times 31a  and 32a  of the 1st and 2nd operations 
respectively have elapsed. The starting point of the 3rd operation is then 

 ( ) 3
'
2

'
13 ,max xxxx ==  (14.23) 

Using the max-plus algebra 

 ( ) ( ) ( )
kk jijjijjiji xaxaxax ⊗⊕⊕⊗⊕⊗= ....

2211
 (14.24) 

Moreover, it is possible to extend Equation (14.22) by an additional time 
condition, namely that the i-th operation cannot start before a given time point iu . 
It can be either ii xu >  where ix  is calculated by Equation (14.22) and then the i-th 
operation starts in iu , or ii xu <  and then the i-th operation starts in .ix  Extension 
of Equation (14.22) is as follows: 

 ( )ijijji uxax ,max +=  (14.25) 

In terms of the max-plus algebra  

 ( ) ( ) ( ) ijijjijjiji uxaxaxax
kk
⊕⊗⊕⊕⊗⊕⊗= ....

2211
 (14.26) 
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Using the matrix the dependence of n operations can be expressed as follows: 
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  (14.27) 

or shortly 

 ( ) ( )uBxAx ⊗⊕⊗= −1rr  (14.28) 

where r denotes the r-th step of the iterative operation dependence. Recall that the 
dependence is without feedback loops, i.e., without cycles in the graph 
representation. One starts with the step for 2=r  and 11=−r  and continues with 

1: += rr . If there is no dependence between the j-th and i-th operation, the entry 
ija  in the matrix A is equal −∞ . According to Equation (14.27) dependent 

operations are associated with the rows of the matrix (index i). Entries of matrix B 
are 0 or −∞ . In the former case an additional time condition is put into force, in 
the latter there is no additional condition on the start. If there is no forced starting 
condition iu  is set to zero as illustrated in the accompanying example. Equation 
(14.28) represents the state equation of the system with operation dependence.  

In the example the state equation without additional starting conditions (Figure 
14.6) is considered:  
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             (14.29) 

The neutral element −∞  for the operation ⊕  is used when there is no 
dependence between two operations. The starting time point for the first operation 
is set to 01

1 =x ; e.g.,  

( ) ( ) ( ) ( ) ( ) ( )3
1

1
1

4
1

3
1

2
1

1
1

2 2323 xxxxxxx rrrrrrr −−−−−− ⊗⊕⊗=∞⊗−⊕⊗⊕∞⊗−⊕⊗=  
 is a dependence, which can be verified by the graph in Figure 14.6. 

The development of the state equation is possible considering n operations in 
the system 
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  (14.30) 

Entries of the matrix nA  are the maximum weight sums of the paths of the 
length n between the column and row operation pairs of the graph nodes. As there 
are no cycles in the graph  
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so that 

 ( ) uBIAAx ⊗⊗⊕⊕⊕= −− ....21 nnn  (14.32) 

In our example  
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 ( ) uBIAAAx ⊗⊗⊕⊕⊕= 234  (14.33) 
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where the first operation starts in time 0 and setting the entries of u to zero means 
that there is no forced starting condition applied. According to Equation (14.34)  
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Time developments of operations are depicted in Figure 14.8. 
Let the first and the second operation has the forced starting points 1u  and 2u , 

61 =u , 112 =u . Then Equation (14.30) becomes 
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and the result is 
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Figure 14.8. The development of operations 

Figure 14.9 shows the operation diagrams in case of additional starting conditions. 
Additional starting conditions can be utilized in the solution when the graph of 

the operation dependences illustrated in Figure 14.6 contains cycles. The values of 
the vector u are changing during the steps of the iterative process analogous to 
Equation (14.30) and depend on the operation starting points according to the 
function  xRu 1−= rr  where R is a transfer matrix. The reader can learn more in 
(Dorn and Moßig 1997), and from the references listed therein. Optimal scheduling 
solution can be found by simulation approaches based on models obtained with the 
described method and by changing the system structure. 

 

x1 x3  t 

1st operation 

2nd operation 

3rd operation 

4th operation 

x2 x4 
 

Figure 14.9. Development of operations under additional starting conditions 

14.4 Problems and Exercises 

14.1. An actual technological process in a manufacturing system with two 
processing machines is given in the following table. 
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Technologic steps Jobs 

 J1 J2 

1 M1/M2 M2 

2 M2 M1/M2 

The same input semi-products are manufactured in both jobs. Find an optimal 
process assuming that both jobs always start simultaneously. The start is possible 
whenever both products are at the output. Optimum is decided on the operation 
time basis according to the following table. 

Operation Duration 

O111 2 

O112 1 

O122 3 

O212 2 

O221 1 

O222 2 

Create a Petri net necessary for use of the heuristic scheduling method  where 
the schedule is searched for using the function ( ) ( ) ( )mmm hgf += . m is a 
marking vector, g the shortest time to reach m , and h is the minimum time to be 
left of the remaining times to the end of the running operations in the state 
corresponding to m . On about 10 nodes of the reachability graph show the use of 
the method. 

14.2. Apply the max-plus algebra on the planning of the design activities 
characterized by the following figure. 

Figure 14.9. A graph of the design activities and their dependences 

Durations in the graph is in time units, e.g., months. Find when the whole design 
process could be on earliest finished using the max-plus algebra approach. 

A1 A2

A3 A4

2

1 3 1

2
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14.3. Duration of the processes in the distributed computer network and their 
dependences are depicted in Figure 14.10. Write the state equation of the process 
starts in term of the max-plus algebra. Calculate times when earliest can start 
separate processes. 

 

Figure 14.10. Dependences of the processes in the distributed computer network 
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relation     5 
repetitive     64 
requirements     262 
resource sharing     221 
resource-oriented modeling method     

100 
RETURN     235 
reversibility     127, 155, 218 
reversible     137, 155, 218 

definition     127 
reward function     203 
robotic cell     41, 232 
robotic manufacturing cell     70, 138 

example     233 
robotized manufacturing system     60 
root     29, 109 
route optimization problem     188 
routes     308 
rule 

example     37 
rung     247, 248 

safe     170 
safe Petri net     95 
sampling frequency     66 
scheduling analysis     309 
SCSM     see strongly connected binary 

Petri net state machine 
self-loop     220 
self-loop places     219 
self-loop transitions     219 
SEMA     235 
SEND     235 
separator     56 
sequence     33, 261 
sequence Petri net     221 
Sequential Function Chart     161 
serial mutual exclusion     221 
series places     219 
series transitions     219 
shared resource     185 
shuffle automaton     64, 276 
sigmoid function     198 
simple labeled directed mathematical 

graph     24, 109 
simple non-labeled digraph     25 
simple non-labeled directed 

mathematical graph     23 
simple path     27 
sink     164 
siphon     156 
source     164 
SPC     235 
specification     42, 217 
SPECIFY     235 
SPNP     203 
SRN     see stochastic reward net 
standard Petri net     177 
standard single-layer neural network     

201 
state     4, 11, 49, 209 

encapsulation     209 
equation     319 
hierarchy     209 
space     282 
transfer     210 
variable     41, 44 
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statechart     10, 209 
state-event     60 
STATEMATE     212 
step     162 
stochastic     92 
stochastic reward net     203 
stochastic timed Petri net     180 
strict     163 
strict minimal siphon     163 
strictly conservative     131 
string     33, 50, 261 
strong component     28 
strongly connected     27, 178 
strongly connected binary Petri net 

state machine     219 
STRUCT     235 
structural property     161 
structural purity condition     85 
structurally bounded     161 
structurally live     156 
structure     84 
subdigraph     26 
subgraph     25 
sub-language     261 
submarine system     297 
subnet     185 
subprogram block     63 
subsystem     43 
superstate     209 
supervisory control     261 
supplementary control place     283 
supplementary controller     284 
supplementary place     283 
support     136 
supremal controllable sublanguage     

265, 274, 279 
supremal sublanguage     270, 274 
supremum     192, 266 
symbol     34 
synchronization     93, 162, 217, 219, 

220 
synchronized Petri net     96 
syntax rule     235 
syntax sign     245 

system     1, 2, 42 
behavior     42 
deadlock     115 
state     44 
throughput     184 

SYSTEM     235 

TAKE     235 
tardiness     305 
TASK     236 
temporal logic     10 
terminal element     34 
TERMINATE     238 
time delay     180 
time diagram     45, 166 
timed     92 
timed binary marked graph     178 
timed marked graph     178 

example     180 
timed Petri net     309 
timed place     310 
timed transition     181 
time-dependent     42 
time-driven systems     3 
T-invariant     134 
token     72, 77, 178 

example     82 
top-down     218 
top-down approach     220 
top-down refinement     220 
TPNS     312 
transfer matrix     321 
transformation program     63 
transit     212 
transition     11, 12, 49, 65, 76, 162, 

248 
basic model     11 
basic system     209 
firing     70 

sequence     107 
time function     178 

function     52, 60 
rate matrix     183 

transport system     285 
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trap     156, 204 
tree     29 
triangular form     193 
trim     270 

automaton      
example     277 

definition     269 
finite automata     271 

type 0 grammar     37 
type 1 grammar     37 

unbounded Petri net     116 
example     116 

unboundedness     152 
uncertainty     60 
uncontrollable event     262, 288 
union     38, 65 

universe of discourse     191 
unreachable     118 
utilization     305 

vertices     23 

weight function     77 
Weighted Fuzzy Production Rule     

195 
word     33 

generation     35 
work-plans     306 
work-span     8 
WRITE     235 
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