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Preface 

INTENDED AUDIENCE 

LEVEL 

This book originally grew out of our lecture notes for an "Applied Multivariate 
Analysis" course offered jointly by the Statistics Department and the School of 
Business at the University of Wisconsin-Madison. Applied Multivariate Statisti­
calAnalysis, Sixth Edition, is concerned with statistical methods for describing and 
analyzing multivariate data. Data analysis, while interesting with one variable, 
becomes truly fascinating and challenging when several variables are involved. 
Researchers in the biological, physical, and social sciences frequently collect mea­
surements on several variables. Modem computer packages readily provide the· 
numerical results to rather complex statistical analyses. We have tried to provide 
readers with the supporting knowledge necessary for making proper interpreta­
tions, selecting appropriate techniques, and understanding their strengths and 
weaknesses. We hope our discussions wiII meet the needs of experimental scien­
tists, in a wide variety of subject matter areas, as a readable introduction to the 
statistical analysis of multivariate observations. 

Our aim is to present the concepts and methods of muItivariate analysis at a level 
that is readily understandable by readers who have taken two or more statistics 
courses. We emphasize the applications of multivariate methods and, conse­
quently, have attempted to make the mathematics as palatable as possible. We 
avoid the use of calculus. On the other hand, the concepts of a matrix and of ma­
trix manipulations are important. We do not assume the reader is familiar with 
matrix algebra. Rather, we introduce matrices as they appear naturally in our 
discussions, and we then show how they simplify the presentation of muItivari­
ate models and techniques. 

The introductory account of matrix algebra, in Chapter 2, highlights the 
more important matrix algebra results as they apply to multivariate analysis. The 
Chapter 2 supplement provides a summary of matrix algebra results for those 
with little or no previous exposure to the subject. This supplementary material 
helps make the book self-contained and is used to complete proofs. The proofs 
may be ignored on the first reading. In this way we hope to make the book ac­
cessible to a wide audience. 

In our attempt to make the study of muItivariate analysis appealing to a 
large audience of both practitioners and theoreticians, we have had to sacrifice 

xv 
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onsistency of level. Some sections are harder than others. In particular, we 
~~ve summarized a volumi?ous amount .of materi~l?n regres~ion ~n Chapter 7. 
The resulting presentation IS rather SUCCInct and difficult the fIrst ~Ime throu~h. 
We hope instructors will be a?le to compensat.e for the une~enness In l~vel by JU­
diciously choosing those s~ctIons, and subsectIOns, appropnate for theIr students 
and by toning them tlown If necessary. 

ORGANIZATION AND APPROACH 

The methodological "tools" of multlvariate analysis are contained in Chapters 5 
through 12. These chapters represent the heart of the book, but they cannot be 
assimilated without much of the material in the introd~ctory Chapters 1 thr?~gh 
4. Even those readers with a good kno~ledge of matrix algebra or those willing 
t accept the mathematical results on faIth should, at the very least, peruse Chap­
o 3 "Sample Geometry," and Chapter 4, "Multivariate Normal Distribution." 

ter , Our approach in the methodological ~hapters is to ~eep the discussion.di-
t and uncluttered. Typically, we start with a formulatIOn of the population 

re~dels delineate the corresponding sample results, and liberally illustrate every­
:'ing ~ith examples. The exa~ples are of two types: those that are simple and 

hose calculations can be easily done by hand, and those that rely on real-world 
~ata and computer software. These will provide an opportunity to (1) duplicate 
our analyses, (2) carry out the analyses dictated by exercises, or (3) analyze the 
data using methods other than the ones we have used or suggest~d. . 

The division of the methodological chapters (5 through 12) Into three umts 
llo~s instructors some flexibility in tailoring a course to their needs. Possible 

a uences for a one-semester (two quarter) course are indicated schematically. 
seq . . . fr h t Each instructor will undoubtedly omit certam sectIons om some c ap ers 
to cover a broader collection of topics than is indicated by these two choices. 

Getting Started 

Chapters 1-4 

For most students, we would suggest a quick pass through the first four 
hapters (concentrating primarily on the material in Chapter 1; Sections 2.1, 2.2, 

~.3, 2.5, 2.6, and 3.6; and the "assessing normality" material in Chapter ~) fol­
lowed by a selection of methodological topics. For example, one mIght dISCUSS 
the comparison of mean vectors, principal components, factor analysis, discrimi­
nant analysis and clustering. The di~cussions could feature the many "worke? 
out" examples included in these sections of the text. Instructors may rely on dI-

Preface xvii 

agrams and verbal descriptions to teach the corresponding theoretical develop­
ments. If the students have uniformly strong mathematical backgrounds, much of 
the book can successfully be covered in one term. 

We have found individual data-analysis projects useful for integrating ma­
terial from several of the methods chapters. Here, our rather complete treatments 
of multivariate analysis of variance (MANOVA), regression analysis, factor analy­
sis, canonical correlation, discriminant analysis, and so forth are helpful, even 
though they may not be specifically covered in lectures. 

CHANGES TO THE SIXTH EDITION 

New material. Users of the previous editions will notice several major changes 
in the sixth edition. 

• Twelve new data sets including national track records for men and women, 
psychological profile scores, car body assembly measurements, cell phone 
tower breakdowns, pulp and paper properties measurements, Mali family 
farm data, stock price rates of return, and Concho water snake data. 

• Thirty seven new exercises and twenty revised exercises with many of these 
exercises based on the new data sets. 

• Four new data based examples and fifteen revised examples. 

• Six new or expanded sections: 

1. Section 6.6 Testing for Equality of Covariance Matrices 

2. Section 11.7 Logistic Regression and Classification 

3. Section 12.5 Clustering Based on Statistical Models 

4. Expanded Section 6.3 to include "An Approximation to the, Distrib­
ution of T2 for Normal Populations When Sample Sizes are not Large" 

5. Expanded Sections 7.6 and 7.7 to include Akaike's Information Cri­
terion 

6. Consolidated previous Sections 11.3 and 11.5 on two group discrimi­
nant analysis into single Section 11.3 

Web Site. To make the methods of multivariate analysis more prominent 
in the text, we have removed the long proofs of Results 7.2,7.4,7.10 and 10.1 
and placed them on a web site accessible through www.prenhall.comlstatistics. 
Click on "Multivariate Statistics" and then click on our book. In addition, all 
full data sets saved as ASCII files that are used in the book are available on 
the web site. 

Instructors' Solutions Manual. An Instructors Solutions Manual is available 
on the author's website accessible through www.prenhall.comlstatistics.For infor­
mation on additional for-sale supplements that may be used with the book or 
additional titles of interest, please visit the Prentice Hall web site at www.pren­
hall. corn. 
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Chapter 

ASPECTS OF MULTIVARIATE 
ANALYSIS 

1.1 Introduction 

Scientific inquiry is an iterative learning process. Objectives pertaining to the expla­
nation of a social or physical phenomenon must be specified and then tested by 
gathering and analyzing data. In turn, an analysis of the data gathered by experi­
mentation or observation will usually suggest a modified explanation of the phe­
nomenon. Throughout this iterative learning process, variables are often added or 
deleted from the study. Thus, the complexities of most phenomena require an inves­
tigator to collect observations on many different variables. This book is concerned 
with statistical methods designed to elicit information from these kinds of data sets. 
Because the data include simultaneous measurements on many variables, this body 

. of methodology is called multivariate analysis. 
The need to understand the relationships between many variables makes multi­

variate analysis an inherently difficult subject. Often, the human mind is over­
whelmed by the sheer bulk of the data. Additionally, more mathematics is required 
to derive multivariate statistical techniques for making inferences than in a univari­
ate setting. We have chosen to provide explanations based upon algebraic concepts 
and to avoid the derivations of statistical results that require the calculus of many 
variables. Our objective is to introduce 
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generation of appropriate data in certain disciplines. (This is true, for example, in 
business, economics, ecology, geology, and sociology.) You should consult [6] and 
[7] for detailed accounts of design principles that, fortunately, also apply to multi­
variate situations. 

It will become increasingly clear that many multivariate methods are based 
upon an underlying proBability model known as the multivariate normal distribution. 
Other methods are ad hoc in nature and are justified by logical or commonsense 
arguments. Regardless of their origin, multivariate techniques must, invariably, 
be implemented on a computer. Recent advances in computer technology have 
been accompanied by the development of rather sophisticated statistical software 
packages, making the implementation step easier. 

Multivariate analysis is a "mixed bag." It is difficult to establish a classification 
scheme for multivariate techniques that is both widely accepted and indicates the 
appropriateness of the techniques. One classification distinguishes techniques de­
signed to study interdependent relationships from those designed to study depen­
dent relationships. Another classifies techniques according to the number of 
populations and the number of sets of 
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• The U.S. Internal Revenue Service uses data collected from tax returns to sort 
taxpayers into two groups: those that will be audited and those that will not. 
(See [31].) 

Investigation of the dependence among variables 

• Data on several variables were used to identify factors that were responsible for 
client success in hiring external consultants. (See [12].) 

• Measurements of variables related to innovation, on the one hand, and vari­
ables related to the business environment and business organization, on the 
other hand, were used to discover why some firms are product innovators and 
some firms are not. (See [3].) 

• Measurements of pulp fiber characteristics and subsequent measurements of . 
characteristics of the paper made from them are used to examine the relations 
between pulp fiber properties and the resulting paper properties. The goal is to 
determine those fibers that lead to higher quality paper. (See [17].) 

• The associations between measures of risk-taking propensity and measures of 
socioeconomic characteristics for top-level business executives were used to 
assess the relation between risk-taking behavior and performance. (See [18].) 

. Prediction 

• The associations between test scores, and several high school performance vari­
ables, and several college performance variables were used to develop predic­
tors of success in college. (See [10).) 

• Data on several variables related to the size distribution of sediments were used to 
develop rules for predicting different depositional environments. (See [7] and [20].) 

• Measurements on several accounting and financial variables were used to de­
velop a method for identifying potentially insolvent property-liability insurers82.094 0 Td
o51305 

on 

t e s 0 . 0 1 3 2  T c  9  0  0  9  2 4 5
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Example 1.1 (A data array) A selection of four receipts from a university bookstore 
was obtained in order to investigate the nature of book sales. Each receipt provided, 
among other things, the number of books sold and the total amount of each sale. Let 
the first variable be total dollar sales and the second variable be number of books 
sold. Then we can re&ard the corresponding numbers on the receipts as four mea­
surements on two variables. Suppose the data, in tabular form, are 

Variable 1 (dollar sales): 42 52 48 58 
Variable 2 (number of books): 4 5 4 3 

Using the notation just introduced, we have 

Xll = 42 X2l = 52 X3l = 48 X4l = 58 
X12 = 4 X22 = 5 X32 = 4 X42 = 3 

and the data array X is 

l42 4l X = 52 5 
48 4 
58 3 

with four rows and two columns. • 
Considering data in the form of arrays facilitates the exposition of the subject 

matter and allows numerical calculations to be performed in an orderly and efficient 
manner. The efficiency is twofold, as gains are attained in both (1) describing nu­
merical calculations as operations on arrays and (2) the implementation of the cal­
culations on computers, which now use many languages and statistical packages to 
perform array operations. We consider the manipulation of arrays of numbers in 
Chapter 2. At this point, we are concerned only with their value as devices for dis­
playing data. 

Descriptive Statistics 

A large data set is bulky, and its very mass poses a serious obstacle to any attempt to 
visually extract pertinent information. Much of the information contained in the 
data can be assessed by calculating certain summary numbers, known as descriptive 
statistics. For example, the arithmetic average, or sample mean, is a descriptive sta­
tistic that provides a it7d73781 i6.00980560 0 8..05 (extract )0 07, 0 Td
(1.51
-0.8 Tat )Tj
0.027s3.0es ti6 Tc 8.8 0u1823 8.0t(For )Tj
0.0j
0.0336 T-h5875 0 0 8rfo.0334 Tc 858.8 e any a n  T m 
 ( d e s c r i p 7 5 5 6 5 . 7 5  T m 
 ( t h e  ) T > T c  9 . 0 4 7 4 l 4 7 d e s c r i p t i v e 5 ) T j c  8 0
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or the average product of the deviations from their respective means. If large values for 
one variable are observed in conjunction with large values for the other variable, and 
the small values also occur together, sl2 will be positive. If large values from one vari­
able occur with small values for the other variable, Sl2 will be negative. If there is no 
particular association between the values for the two variables, Sl2 will be approxi­
mately zero. 

The sample covariance 

1 n _ 
Sik = -:L (Xji - Xi)(Xjk - Xk) 

Sl20461 T>Tj
/T1_,a8m1t- Tm
(ia2u811.2 0 37.1_2ly )Tj
0.0026 9.3 H.483
(Sl2075 Tm
(cro3 0 0 912 1 Tf
sin950.39 Tm
(= )Tj
117 Tsin950.39 Tm
(= d0.0192  c06 Tc0 471.75 Tm
(covariance )Tj
/T17 159.43 450.39 Tmu263an.391 0 Td
(am21T1_3 60192  0mv037 0 0 13. Tm
((Xji ),mv037 0 0324.37 492892Tj
0.0297 T0Tm
(variaC )Tj
0.011 Tc 1.391 0 T)Tj
/T1_2 1 T
(-)Tj
/T1_ 91_, 471.7iah 1 Tf
0.05itween )Tj
0.022eTc 2.412 0 Td4c 7.7 0 , 471.7iah 1 Tf
0.05itween ) )Tj
0.011 Tc 1.3u263an.391 0 Td9e91e2e
0 Td
(t1 Tc 1.3u2n9.31 T541 0 itive. )Tj
/T1_1 Tc 8.3357 0 84ej
/T1_2 Tc 1.82<9.31 T541 0Td9e91e2e
0e9a 01.82<9.31 T541 0TipTf
0 T2.71 Tm
(other )Tj
0.042
0.0461 Tc 7.7 0 0 3an.391 0 Tdpr5 am3 6036212e,5 - 9 T j 
 j 
 0 . 0 1 2 . 8 6 3 1 a r i ­
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Also shown in Figure 1.1 are separate plots of the observed values of variable 1 
and the observed values of variable 2, respectively. These plots are called (marginal) 
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Table 1.1 1977 Salary and Final Record for the National League East 

Team 

Philadelphia Phillies 
Pittsburgh Pirates 
St. Louis Cardinals 
Chicago Cubs 
Montreal Expos 
New York Mets 

o 

• 
•• • 

Xl = player payroll 

3,497,900 
2,485,475 
1,782,875 
1,725,450 
1,645,575 
1,469,800 

• • 

Player payroll in millions of dollars 

X2= won-lost 
percentage 

.623 

.593 

.512 

.500 

.463 

.395 

Figure 1.4 Salaries 
and won-lost 
percentage from 
Table 1.1. 

To construct the scatter plot in Figure 1.4, we have regarded the six paired ob­
servations in Table 1.1 as the coordinates of six points in two-dimensional space. The 
figure allows us to examine visually the grouping of teams with respect to the vari­
ables total payroll and won-lost percentage. -

Example I.S (Multiple scatter plots for paper strength measurements) Paper is man­
ufactured in continuous sheets several feet wide. Because of the orientation of fibers 
within the paper, it has a different strength when measured in the direction pro­
duced by the machine than when measured across, or at right angles to, the machine 
direction. Table 1.2 shows the measured values of 

Xl = density (grams/cubic centimeter) 

X2 = strength (pounds) in the machine direction 

X3 = strength (pounds) in the cross direction 

A novel graphic presentation of these data appears in Figure 1.5, page' 16. The 
scatter plots are arranged as the off-diagonal elements of a covariance array and 
box plots as the diagonal elements. The latter are on a different scale with this 

The Organization of Data 15 

Table 1.2 Paper-Quality Measurements 

Strength 

Specimen Density Machine direction Cross direction 

1 .801 121.41 70.42 
2 127.70 72.47 
3 .841 129.20 78.20 
4 .816 131.80 74.89 
5 .840 135.10 71.21 
6 .842 131.50 78.39 
7 .820 126.70 69.02 
8 .802 115.10 73.10 
9 .828 130.80 79.28 

10 .819 124.60 76.48 
11 .826 118.31 70.25 
12 .802 114.20 .802 i n  2 
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Figure 1.1 3D scatter 
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. sional scatter plot can often reveal group structure. 
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for group structure in three dimensions) to Exam­
to see if male and female lizards occupy different parts the 

ple 1.6, It IS m. I space containing the size data. The gender, by row, for the lizard 
hree_dimenslona 

in Table 1.3 are 
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Data Displays and Pictorial Representations 19 

Figure 1.8 repeats the scatter plot for the original variables but with males 
marked by solid circles and females by open circles. Clearly, males are typically larg­
er than females. 
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Linking Multiple Two-Dimensional Scatter Plots 

One of the more 
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180 

fo l60 3 
140 

T 
1 

180 

.:; 
!160 

140 

Figure 1.15 gives a growth curve array for length. One bear seemed to get shorter 
from 2 to 3 years old, but the researcher knows that the steel tape measurement of 
length can be thrown off by the bear's posture when sedated. 

Bear 1 Bear 2 Bear 3 Bear 4 

/ 
180 180 180 

r / / -5 -5 -5 
160 160 

..3 ..3 j 

140 140 140 

2 3 4 5 2 3 4 5 2 3 4 5 2 3 4 5 

Year Year Year Year 

Bear 5 Bear 6 Bear? 

180 J 180 

/ -5 / 160 ., j ...l 

140 140 

2 3 4 5 2 3 4 5 2 3 4 5 

Year Year Year 

figure 1.15 Individual growth curves for length for female grizzly bears. • 
We now turo to two popular pictorial representations of multivariate data in 

two dimensions: stars and Cherooff faces. 

Stars 
Suppose each data unit consists of .nonnegativ: observations on p. 2.variables. In 
two dimensions, we can construct crrcles of a 3 
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As originally designed, Chernoff faces can handle up to 18 variables. The assign­
ment of variables to facial features is done by the experimenter, and different choic­
es produce different results. Some iteration is usually necessary before satisfactory 
representations are achieved. 

Chernoff faces appear to be most useful for verifying (1) an initial grouping sug­
gested by subject-matter knowledge and intuition or (2) final groupings produced 
by clustering algorithmS. 

Example 1.12 (Utility data as Cher!,!off faces) From the data in Table 12.4, the 22 
public utility companies were represented as Chernoff faces. We have the following 
correspondences: 

Variable Facial characteristic 

Xl: FIxed-charge coverage - Half-height of face 

X z: Rate of return on capital - Face width 

X3: Cost per kW capacity in place - Position of center of mouth 

X4 : Annual load factor - Slant of eyes 

X5: Peak kWh demand growth from 1974 (height) - Eccentricity width of eyes 

X6: Sales (kWh use per year) - Half-length of eye 

X7: Percent nuclear - Curvature 
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Cherooff faces have also been used to display differences in 
vations in two dimensions. For example, the coordInate ffilght 

resent latitude and longitude (geographical locatiOn), and the faces mIght 
multivariate measurements on several U.S. cities. Additional examples of thiS 

1.5 

kind are 
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Comparing (1-13) with (1-9), we see that the difference between the two expres­
sions is due to the weights kl = l/s11 and k2 = l/s22 attached to xi and in (1-l3). 
Note that if the sample variances are the same, kl = k 2 , then xI and will receive 
the same weight. In cases where the weights are the same, it is convenient to ignore the 
common divisor and use the usual Euc1idean distance formula. In other words, if 
the variability in the-xl direction is the same as the variability in the X2 direction, 
and the Xl values vary independently of the X2 values, Euc1idean distance is 
appropriate. 

Using (1-13), we see that all points which have coordinates (Xl> X2) and are a 
constant squared distance c2 from the origin must satisfy 

(1-14) . 

Equation (1-14) is the equation of an ellipse centered at the origin whose major and 
minor axes coincide with the coordinate axes. That is, the statistical distance in 
(1-13) has an ellipse as the locus of all n91 Td
(axesTc 2nr85t01t5l7 Tc 2.32 0 Td
(T 0 0 8.5141 4,06.60.0301 Tc 3.956 0 Td3.95n
0.090 0 8.82o128.8 365 0 0 8.8 287.88 387.0238 318440.3  0 9 113520ueTf
0.0d8x4 Tc  365  Tc s. )Tj
0.0137 d
(mu 376.71 Tm
nate )Tj
-0.0194 Tc t)0 0 8.8 280.3  0 
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34 C Q r a hyperellipsoid All points P that are a constant squared distance from le on d' t es. We d at Q whose major and minor axes are parallel to the coor ma e ax centere . 
note followmg: 
1. The distance of P to the origin 0 is obtained by setting Yl 
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/ 

/ 

/ 

X2 

" " " " 

/ 

Figure 1.24 Ellipse of points 
a constant distance from the 
point Q. 

"fd o - (0 0 0) denote the origin, and let Q = (YI, Y2, ... , Yp) be a speC! le 
fix;d the distances from P to 0 and from Pto Q have the general 

________________ ________ ______ __ 

d(O,P) = 
allx1 + + ... + + 2a12xlx2 + 2a13Xlx3 + ... + 2ap_l,pxp_IXp 

(1-22) 

d(P,Q) 

and 
[aJ1(xI - yd + a22(x2 - Y2)2 + .. , + app(xp Yp)2 + 2an(xI YI)(X2 __ Y2) 

+ 2a13(XI - YI)(X3 - Y:l) + ... + 2ap-l,p(xp 7 4 3 9 . 4 0 6 2 1 . 9 3 5 2 8 3 . 3 5  T m 
 0 9 T j 
 0 . 0 3 
 ( Y p T j 
 / T 1 _ 4 4 p - l 6 . 0 7  T 7 2 . 0 7  T m 
 5 E 5 T d 
 ( . . .  ) T j 
 0 2 2 7  T 7 2 . 0 ) 9 . 4 n 3 1  T m 
 ( p ) 1 n m 
 ( p ) 1 n m 
 ( . , [ 8 t 2 m 
 ( a 2 2 ( x 2 3 . 3 2 . 0 1 
 0 2 2 7  T 7 2 . 0 0 3 2 0 0 3 6 i o 3  1  ) T j 4 7 9 4 
 - 0 . 0 3 5  T c  7 . 3 7 2 3  0  0  T m 
 ( p ) 1 5 0 ) T j n ] 1 1  T c  0 . b . g J b . g J b . g J b . g J b . g J b . g J b l I 1 . T j 
 / T 1 _ 2  1  T f 
 0 . 9 c  8 . 7  0  0  8 . 8 8 T f 
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.1.2. A morning newspaper lists the following used-car prices for a foreign compact with age 
XI measured in years and selling price X2 measured in thousands of dollars: 

1 2 3 3 4 5 6 8 9 11 

18.95 19.00 17.95 15.54 14.00 12.95 8.94 7.49 6.00 3.99 

(a) Construct a scatter plot of the data and marginal dot diagrams. 

(b) Infer the sign of the sampkcovariance sl2 from the scatter plot. 

( c) Compute the sample means X I and X2 and the sample variartces SI I and S22' Com­
pute the sample covariance SI2 and the sample correlation coefficient '12' Interpret 

these quantities. 
(d) Display the sample mean array 
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Table 1.9 National Track Records for Women 

lOOm 200 m 400 m 800 m 1500 m 3000 m 
Country (s) (s) (s) (min) (min) (min) 

Argentina 11.57 22.94 52.50 2.05 4.25 9.19 
Australia 11.12 -22.23 48.63 1.98 4.02 8.63 
Austria 11.15 22.70 50.62 1.94 4.05 8.78 
Belgium 11.14 22.48 51.45 1.97 4.08 8.82 
Bermuda 11.46 23.05 53.30 2.07 4.29 9.81 
Brazil 11.17 22.60 50.62 1.97 4.17 9.04 
Canada 10.98 22.62 49.91- 1.97 4.00 8.54 

Chile 11.65 23.84 53.68 2.00 4.22 9.26 
China 10.79 22.01 49.81 1.93 3.84 8.10 
Columbia 11.31 22.92 49.64 2.04 4.34 9.37 
Cook Islands 12.52 25.91 61.65 2.28 4.82 11.10 
Costa Rica 11.72 23.92 52.57 2.10 4.52 9.84 
Czech Republic 11.09 21.97 47.99 1.89 4.03 8.87 
Denmark 11.42 23.36 52.92 2.02 4.12 8.71 
Dominican Republic 11.63 23.91 53.02 2.09 4.54 9.89 
Finland 11.13 22.39 50.14 2.01 4.10 8.69 
France 10.73 21.99 48.25 1.94 4.03 8.64 
Germany 10.81 21.71 47.60 1.92 3.96 8.51 
Great Britain 11.10 22.10 49.43 1.94 3.97 8.37 
Greece 10.83 22.67 50.56 2.00 4.09 8.96 
Guatemala 11.92 24.50 55.64 2.15 4.48 9.71 
Hungary 11.41 23.06 51.50 1.99 4.02 8.55 
India 11.56 23.86 55.08 2.10 4.36 9.50 
Indonesia 11.38 22.82 51.05 2.00 4.10 9.11 
Ireland 11.43 23.02 51.07 2.01 3.98 8.36 
Israel 11.45 23.15 52.06 2.07 4.24 9.33 

Italy 11.14 22.60 51.31 1.96 3.98 8.59 
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2 _________________ 

,/' : 
;__ ' I 

I I 
I I 
I I 
I I 

I : 

I I , 

l' __________________ ,,!,' 

Figure 2.1 The vector x' = [1,3,2]. 

A vector x can be represented geometrically as a directed line in n dimensions 
with component XI along the first axis, X2 along the second axis, .,. , and Xn along the 
nth axis. This is illustrated in Figure 2.1 for n = 3. 

A vector can be expanded or contracted by mUltiplying it by a constant c. In 
particular, we define the vector c x as 

[

CXI]' CX2 
cx = . 

CXn 

That is, cx is the vector obtained by multiplying each element of x by c. [See 
Figure 2.2(a).] 

2 

2 

(a) (b) 

Figure 2.2 Scalar multiplication and vector addition. 

Some Basics of Matrix and Vector Algebra 51 

1\vo vectors may be added. Addition of x and y is defined as 

[
XI] [YI] [XI + YI] X2 Y2 X2 + Y2 

x+y= : + : = : . . . 

Xn Yn xn + Yn Mat-0.0296 Tc 6s.37.02 02(= )-32 0 Td
(and )T.020 Tc 10.2 06 281.+ .  
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2 

x 

Figure 2.4 The angle 8 between 
x' = [xI,x21andy' = [YI,YZ)· 

A second geometrical is angle. Consider. two vectors in a plane and the 
le 8 between them, as in Figure 2.4. From the figure, 8 can be represented. as 

ang difference between the angles 81 and 82 formed by the two vectors and the fITSt 
the . b d f· .. 

rdinate axis. Since, y e ImtJon, coo 

YI 
COS(02) = L 

y 

sin(02) = 
y 

and 
cos(o) = cos(Oz - °1) = cos (82) cos (01) + sin (02) sin 536 0 Y552y36 0 Y552y36 078 0 0 8.8 247Iien 
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Example 2.2 (Identifying linearly independent vectors) Consider the set of vectors 

Setting 

implies that 
Cl': C2 + C3 = 0 

2Cl - 2C3 = 0 

Cl - C2 + C3 = 0 

with the unique solution Cl = C2 = C3 = O. As we cannot find three constants Cl, C2, 

and C3, not all zero, such that Cl Xl + C2 X2 + C3 x3 = 0, the vectors Xl, x2, and X3 are 

linearly independent. • 

The projection (or shadow) of a vector x on a vector y is 

(x'y) (x'y) 1 
Projectionofxony = -,-y = -L -L Y 

Y Y y y 

(2-8) 

where the vector has unit length. The length of the projection is 

.. I x'y I I x'y I Length of projectIOn = --z:- = Lx L L = Lxi cos (B) I 
y x y 

(2-9) 

where B is the angle between x and y. (See Figure 2.5.) 

• y 

1--4 cos (9)--l Figure 2.5 
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Example 2.1 (A 
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Ordinarily, we normalize x so that it has length unity; that is, 1 = x'x. It is 
convenient to denote normalized eigenvectors bye, and we do so in what follows. 
Sparing you the details of the derivation (see [1 D, we state the following basic result: 

Let A be a k X k square symmetric matrix. Then A has k pairs of eigenvalues 
and eigenvectors-namely, 

(2-15) 

The eigenvectors can be chosen to satisfy 1 = e; el = ... = e"ek and be mutually 
perpendicular. The eigenvectors· are unique unless two or more eigenvalues 
are equal. 

Example 2.9 (Verifying eigenvalues and eigenvectors) Let 

-[1 -5J A - -. 
-5 1 

Then, since 

Al = 6 is an eigenvalue, and 

is its corresponding normalized eigenvector. You may wish to show that a second 
eigenvalue--eigenvector pair is ..1.2 = -4, ez = [1/v'2,I/\I2]. • 

A method for calculating the A's and e's is described in Supplement 2A. It is in­
structive to do a few sample calculations to understand the technique. We usually rely 
on a computer when the dimension of the square matrix is greater than two or three. 

2.3 Positive Definite Matrices 
The study of the variation and interrelationships in multivariate data is often based 
upon distances and the assumption that the data are multivariate normally distributed. 
Squared distances (see Chapter 1) and the multivariate normal density can be 
expressed in terms of matrix products called quadratic forms (see Chapter 4). 
Consequently, it should not be surprising that quadratic forms play a central role in 

Positive Definite Matrices 61 

multivariate analysis. In this section, we consider quadratic forms that are always 
nonnegative and the associated positive definite matrices. 

Results involving quadratic forms and symmetric matrices are, in many cases, 
a direct consequence of an expansion for symmetric matrices known as the 
spectral decomposition. The spectral decomposition of s . n .  p e c s  0  8 3  T m 0 2 c ( n o t  ) 9 . 5 4  4 9 i t i o n  d e c o m p o s i t i o n 0 i t k n  a r e ,  q u a d r a t i c h  m a t r 0 4 3 p  T c 8 .  8 . j 
 9 7 3 8  0  0  i n  0 5  1  T d 5 9 9 8 s g 0  8 6 .  8 . j 
 9 7 3 8  6 l y . 9 4 6 0  8 . 8  5 2 9 0 6  0  0 e 7 f 1 5 1 2 j 
 e 1 0  0  8 . 8  6 9 9 n  0 5  n  0 s 3 e d T j 
 0 . 0 2 p s 9 5 . 7 5 m 
 ( T 8 T 1 . 8  0  0  8 . 8  - r  ) T j 
 e 9 
 0 9 1 . 6 7  T m 
 ( T h e  ) T 8  0  0  8 . 8  - r  c a s e s ,  
 e 9 
 0 . 0 2 3 f w 3 2 9  . 6 5  6 5 y 3 2 9  . 6 5  6 5 5 5 R T j 
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The spectral decomposition of A is then 

A = Alelel + Azezez + A3e3e3 
or 

[
13 -4 2

J 
[ 1 -4 13 -2 = 9 _1_ Vi 
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as you may readily verify. 
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we can regard these elements as the coordinates of a point in p-dimensional space, 
and the "distance" of the point [XI> X2,···, xpJ' to the origin can, and in this case 
should, be interpreted in terms of standard deviation units. In this way, we can 
account for the inherent uncertainty (variability) in the observations. Points with the 
same associated "uncertainty" are regarded as being at the same distance from 
the origin. 

If we use the distance formula introduced in Chapter 1 [see Equation (1-22»), 
the distance from the origin satisfies the general formula 

(distance)2 = allxI + + ... + 
+ 2(a12xlx2 + a13xlx3 + ... + ap-1.pxp-lXp) 

provided that (distance)2 > 0 for all [Xl, X2,···, Xp) [0,0, ... ,0). Setting a·· = ti·· 
. ..' I) Jl' 
I J, I = 1,2, ... ,p, ] = 1,2, ... ,p, we have 

alP] [Xl] a2p X2 . . . . . . . . . 
... app Xp 

or 
0< (distancef = x'Ax forx 0 (2-19) 

From (2-19), we see that the p X P symmetric matrix A is positive definite. In 
sum, distance is determined from a positive definite quadratic form x' Ax. Con­
versely, a positive definite quadratic form can be interpreted as a squared distance. 

the of the from the point x' = [Xl, X2, ... , X p) 
to the ongm be gIven by x A x, where A IS a p X P symmetric positive definite 
matrix. Then the square of the distance from x to an arbitrary fixed point 
po I = [p.1> P.2, ... , p.p) is given by the general expression (x - po)' A( x - po). s q u a r e  - -P  

a r b i t 5 . 1 5 6  0  T d 
 ( a s  ) T j 
 0  T c . 0 . 0 4 2 . 1 4 3 2  0  0  9 . 2  3 5 9 . 2 1  _ 2 2 9 8 7  7  . . .  arbit5.156
98re o f  d i s t a n 7 7 4 1  0  0  8 . 6 
 ( g i v e n  ) . 6 e  
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Thus, 

(2-21) 

since (PA-Ip')PAP' = PAP'(PA-Ip') = PP' = I. 

Next, let A 1/2 denote the diagonal matrix with VX; as the ith diagonal element. 
k . 

The matrix L VX; eje; = P A l/2p; is called the square root of A and is denoted by 
j=1 

AI/2. 

The square-root matrix, of a positive definite matrix A, 

k 
AI/2 = 2: VX; eje; = P A l/2p' 

i=1 

has the following properties: 

1. (N/2)' = AI/2 (that is, AI/2 is symmetric). 

2. AI/2 AI/2 = A. 

(2-22) 

3. (AI/2) -I = ± . eiej = P A -1/2p', where A -1j2 is a diagonal matrix with 
j=1 vA j 

1/ VX; as the ith diagorial element. 

4. AI/2A-I/2 = A-I/2AI/2 = I, and A-I/2A-I/2 = A-I, where A-I/2 = (AI/2rl. 

2.5 Random Vectors and Matrices 
A random vector is a vector whose elements are random variables. Similarly, a 
random matrix is a matrix whose elements are random variables. The expected I, ted M2
(e5)Tj5 04.22 .2i89  ev e c t o r  / 2  / 2  

0  0  1 1 . 5  1 j 
 0 . p 9  4 8  1 8 . 5 2 2 8 6 4 . 0 r i a 1 . 5  1 j n e  I SimilTc 4.A0r4T2 
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2.6 Mean Vectors and Covariance Matrices 
SupposeX' = [Xl, x2, .. ·, Xp] isap x 1 random vector.TheneachelementofXisa 
random variable with its 
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or 

[

1T11 

l: = COV(X) = 

ITpl 

(2-31) 

Example 2.13 (Computing the covariance matrix) Find the covariance matrix for 
the two random variables XI and X 2 introduced ill Example 2.12 when their joint 
probability function pdxJ, X2) "is represented by the entries in the body of the 
following table: 

>z XI 0 1 Pl(xd 

-1 



72 Chapter 2 Matrix Algebra and Random Vectors 

Let the population correlation matrix be the p X P symmetric matrix 

0"11 0"12 

0"12 0"22 

p= vU;Yu; 

O"lp 0"2p 

Yu;YU;; 

(2-34) 

and let the p X P standard deviation matrix be 

jJ (2-35) 

Then it is easily verified (see Exercise 2.23) that 

(2-36) 

and 

(2-37) 

Th t · "can be obtained from Vl/2 and p, whereas p can be obtained from l:. a IS,..... . . ' II 
Moreover, the expression of these relationships in terms of matrIX operatIOns a ows 
the calculations to be conveniently implemented on a computer. 

Example 2.14 (Computing the correlation matrix from the covariance matrix) 

Suppose 

= 
-3 25 0"13 

Obtain Vl/2 and p. 

Mean Vectors and Covariance Matrices. 73 

Here 

[
vu:;-; 

Vl/2 = 

o 

o 
0] [2 0-0 

Vo); 0 S0.035 Tc 1( v . 0 2
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From the definitions of the transpose and matrix multiplication, 

== [Xq+l'- JLq+l> Xq+2 - JLq+2,"" Xp - JLp) 

Xq - JLq 

[

(XI - JLd(Xq+1 - JLq+d (XI = JLI)(Xq+2 = JLq·d ::: (X:I = JLI)(Xp = JLP)] (X2 - JL2)(Xq+1 - JLq+l) (X2 JL2)(Xq+2 ILq+2) (X2 IL2) (Xp JLp) ==: :': 
(Xq - JLq)(Xq+1 - JLq+l) (Xq - JLq)(Xq+2 - ILq+2) (Xq - JLq)(Xp - JLp) 

Upon taking the expectation of the matrix (X(I) - JL(I»)(X(2) - ,.,.(2»', we get 

[

UI,q+1 lTI,q+2 ... lTIP] 
E(X(l) - JL(I»)(X(Z) - JL(Z»' = UZt 1 lTZtZ :.. = 1:IZ (2-39) 

U q,q+l IT q,q+2 IT q P 

which gives al1 the covariances,lTi;, i = 1,2, ... , 6.271387T Tm67 0 cv(P )]T4(-)Tj
/3I237Tm
(..5.6475 j
0.0404 Tc 2.5888.22)e68
0.0404 = 
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be the variance-covariance matrix Equation (2-41) becomes 

Var(aXl + bX2) = Var(c'X) = c'l:c 

since 

c'l:c = [a b] [all al2] [a] = a2all + 2abul2 + b2un 
al2 a22 b 

(2-42) 

The preceding results can be extended to a linear combination of p random variables: 

The linear combination c'X·= CIXI + '" + has 

mean = E( c'X) = c' P­

variance = Var(c'X) = c'l:c 

where p- == E(X) and l: == Cov (X). 

(2-43) 

In general, consider the q mear 1· combinations of the p random variables 
Xj, ... ,Xp: 

or 

ZI = C!1X1 + C12X2 + . a  
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Maximization Lemma. Let B be positive definite and d be a given vector. (pxp) (pXI) 
Then, for an arbitrary nonzero vector x , (pXl) 

( 'd)2 max 2.....- = d' B-1d (2-50) 
x>,o x'Bx 

with the maximum attained when x = cB-
1 

d for any constant c * O. (pXI) (pxp)(pxl) 

proof. By the extended Cauchy-Schwarz inequality, 
m

a

x

i

m

u

m

 



Supplement 

VECTORS AND MATRICES: 
BASIC CONCEPTS 

Vectors 
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Definition 2A.II. When the angle between two vectors x, y is 8 = 9(}" or 270°, we 
say that x and y are perpendicular. Since cos (8) = 0 only if 8 = 90° or 270°, the 
condition becomes 

x and Y are perpendicular if x' Y = 0 

We write x .1 y. 

The basis vectors 

are mutually perpendicular. Also, each has length unity. The same construction 
holds for any wr.035 (an1 393.74 x )Tj
/T16 T9 24= unity.98pendicular. 500eI302232m
(When )T50 Td(un Tc 8.9 0 7 Tc 8.9 0 n55rlso, )Tj
-0.02781rlso, un307 so,T1_2 1 Tf
0 Tc 8.4 0 0 0c 8.9 0 0 8.9 167-0.8_2 1condition0.7.p Tm
(x )Tj
/T1_0 3d0sz0 0 8.9 128.31 468.31 46.98p1(holds )87 T34.02only 
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In our work, the matrix elements will be real numbers or functions taking on values 
in the real numbers. 

Definition 2A.14. The 
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Definition 2A.20. If an arbitrary matrix 
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lines in the following diagram. This procedure is not valid for matrices of higher 
dimension, but in general, 
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Then 

\1 A 3 AI = (1 - A)(3 - A) = 0 

implies that there are two roots, Al = 1 and A2 3. The eigenvalues of A are 3 
and 1. Let 

Then the equation 

, [13 
A = 

-4 2] 13 -2 
-2 10 

-4 2 13 - A 
-4 13 - A -2 = _A3 + 36.\2 - 405A + 1458 = 0 lA - All = 

2 -2 10 - A 

has three roots: Al = 9, A2 = 9, and A3 = 18; that is, 9, 9, and 18 are the eigenvalues 
ofA. 

Definition 2A.31. Let A be a square matrix of dimension k X k and let A be an eigen­
value of A. If x is a nonzero vector ( x * 0) such that (kXI) (kXI) (kXl) 

Ax = Ax 

then x is said to be 6061is 26488
2020255 8.4987 r..397ar84 8.49241 212i 06 1459.94 0  (

k

X
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Result 2A.14. The Spectral Decomposition. Let A be a k x k symmetric matrix. 
Then A can be expressed in terms of its k eigenvalue-eigenvector pairs (Ai, e;) as 

For example, let 

Then 

k 

A = 2: Aieiej 
;=1 

A = [2.2 .4J .4 2.8 

lA - All = A2 - 5A + 6.16 - .16 = (A - 3)(A - 2) 

• 

so A has eigenvalues Al = 3 and A2 = 2. The corresponding eigenvectors are 
et = [1/VS, 2/VS] and ez = [2/VS, -l/VS], respectively. Consequently, 

A= [
2.2 = 3
-0.035 Tc 8.9R77 8..502108.93 7e2i90.0391 Tc s,9 104.55 385.11 Tm
([1/VS, )B 0 8.6 226a11 Tm1e-0  Tc 181..ce2i90.03.05 Tc 9a s,e77 Tm
(911 Tm8.9 126x+.j
/T12i9e545 Tc Tc 2.048 0 Td
8.6 0 0 8.6o3.h94514j
-R5545 Tc 255.66 3.5.66 3.5.9 .9 83138-t616j
-0.022e9;.c533 126956305 Tc 8.eig09255 41 Td9rl55 163..6 d945.8 )TjecteAfpA.93 7e2i90.0391 Tc B 0811 Tm
(3
-042 Tc 11.5 0.035 Tc 4.6d 0 0 17 240.92 4c s,9 104.55 385.11 Tm
52 492 Tc 81e2i90.03.05 Tc 81 0 0 882A.9 395.67 Tm
(= c 8 17 2ons9.6d 0 0 17 240.92 p1m4.eig093cqe9.6d 0 0 17 11 Tm
([1/VS, )Tj
9.9461.11 Tm
([1/VS, )B 2ons9.6d 0Tc 8.923 8.9 100339.51 Tm
([)Tj
-0.0223 7e9 1e7.11 Tm
([1/VS, )B )Tj
8.96J )T. 2ons9.6d8 Tm
(A2 )Tj
/T1_1 1  0 0 8.2 t3 7e9 167c60 0 8.1.5 0 09 104.55 385hu

4VS, 3 
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2.7. Let A be as given in Exercise 2.6. 

(a) Determine the eigenvalues and eigenvectors of A. 
(b) Write the spectral decomposition of A. 
(c) Find A-I. 

(d) Find the eigenvaiues and eigenvectors of A-I. 

2.8. Given the matrix 

A = G �-�~�J� 
find the eigenvalues Al and A2 and the 
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2.32. You are given the random vector X' = [XI, X 2 , ... , Xs] with mean vector 
IJ.'x = [2,4, -1,3,0] and variance-covariance matrix 

4 -1 I I 0 2: -2: 

-1 3 -1 0 

Ix = 1. 1 2 6 1 -1 
I -1 1 4 0 -2 
0 0 -1 0 2 

Partition X as 

Let 

A =D �-�~�J� and B = G �~� �-�~�J� 
and consider the linear combinations AX(I) and BX(2). Find 

(a) E(X(l) 

(b) E(AX(I) 
(c) Cov(X(1) 
(d) COV(AX(l) 
(e) E(X(2) 

(f) E(BX(2) 

(g) COy (X(2) 
(h) Cov (BX(2) 
(i) COy (X(l), X(2) 
(j) COy (AX(I), BX(2) 

2.33. Repeat Exercise 2.32, but with X partitioned as 

and with A and Brtitioned .02 Tm
(wi(A )Tj
0i(A )Tj
0i(A )Tj
.0351 Tc 76462.2449 0 B9.02 Tm
(with6.02 68Tj
.03056 0  131.64vTc 8.175 0 0731 8.6 98A8.0255 n9-t4
(X(2) )Tj
/T1_0 1 Tf
-0.000tio2275 0 4i5 Tm
(268.5 Tm
(COV(5((e�.8v.035 Tc 8.0822 0 0 8.1 1561e3 0 0 8.6 102.06 206462.2449 0tio3 0 Td
(pa.0m020
-0.0181 T)Tj
-0.0l4ob6 96.817m
(Repeat )561e3 0 0c2yeX779xercise )Tj
-0.]1Tj
-0.0l4ob54.59xercise )Tj
a04 7.=1) )Tj
-04)Tj Tc 1.9266Xtc 836Td
4417216Td
442yeX779xercise )Tj6 112.14X4417216Td.04(2) )Tj
0.0tio22
(i9.02 Tm
(with.9 Tm
29
8.1 0 0 8.1 1.6Td.04(2) )Tj
0462.2449 0t,0.0b7216Td
42b(0 0 8.1 1.6Td.04(2) )Tj
0468.3atio22
(56 0  131.68.0351 604(2) )0j
0 Tc 1.97i	
6c 8.0822 0 02156 Tc97.97 315.5 )0j
0 Tc 1.378.1 1.6Td.04774) )T-	
4058275 11 T 0 0 86Td.0472)0j
0 Tc 11j
0 Tc 1.46 1310.240.15 .0Tc 2 � T c ' . j  
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2.42. Repeat Exercise 2.41, but with 
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SAMPLE GEOMETRY 

AND RANDOM SAMPLING 

3.1 Introduction 
With the vector concepts introduced in the previous chapter, we can now delve deeper 
into the geometrical interpretations of the descriptive statistics K, Sn, and R; we do so in 
Section 3.2. Many of our explanations use the representation of the columns of X as p 
vectors in n dimensions. In Section 3.3 we introduce the assumption that the observa­
tions constitute a random sample. Simply stated, random sampling implies that (1) mea­
surements taken on different items (or trials) are unrelated to one another and (2) the 
joint distribution of all p variables remains the same the 
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Each row of X represents a multivariate observation. Since the entire set of 
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], 

5 
1 6 

Figure 3.2 A plot of the data 
matrix X as p = 2 vectors in 
n = 3-space. 

Hereyi = [4, -1,3] andyz = [1,3,5]. These vectors are shown in Figure 3.2. _ 

Many of the algebraic expressions we shall encounter in multivariate 
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4 
5 

3 

Figure 3.5 The deviation vectors 
d1 andd2· 

These vectors, translated to the origin, are shown in Figure 3.5. Now, 

or SII = ¥. Also, 

or S22 = �~�.� Finally, 

or S12 = �-�~�.� Consequently, 

and 

= [1 -.189J 
R -.189 1 

Random Samples and the Expected Values of the Sample Mean and Covariance Matrix 1,19 

The concepts of length, angle, and projection have provided us with a geometrical 
interpretation of the sample. We summarize as follows: 

Geometrical Interpretation of the Sample 

1. The projection of a column Yi of the data matrix X onto the equal angular 
vector 1 is the vector XiI. The vector XiI has length Vii 1 Xi I. Therefore, the 
ith sample mean, Xi, is related to the length of the projection of Yi on 1. 

2. The information comprising Sn is obtained from the deviation vectors di = 
Yi - XiI = [Xli - Xi,X2i - x;"",Xni - Xi)" The square of the length ofdi 

is nSii, and the (inner) product between di and dk is nSik.1 

3. The sample correlation rik is the cosine of the angle between di and dk • 

3.3 Random Samples and the Expected Values of 
the Sample Mean and Covariance Matrix 

In order to study the sampling variability of statistics is Tc 1.682 408.87 Tm0l1f 

T c  1 . 6 8 2  4 0 8 . 8 7  y 5 6  T  0  . 9  m 
 ( o f  ) T j 
 0 . s  0  1 5 e 3  0  D f  t a 4 4 - T c  5 . 8 7 1 C 0 m T m 
 ( i s  ) T j 
 0 . 8 7  T c 0 p 8 0 . 0 5  T c  1 3 4 3 > v 0 0  8 6 2 7 (  T o e 4 e  T c  1 4 . 7  0  0 7 - 0 .  0   ) T j 
 T j 8 2  0  0  9 . 2 
 / T 1 7  T c 0 p 8 0 6 0 9 c a 5 0 8 . s i 1 5 5 9 . 2 
 / T 1 1 _ 5 9  3 i 9 3 5  1  . 
 ( t 0 5 2 6 0 9 c a 5 0 8 . s i 1 5 5 9 . 2 
 / T 6 p _ 5 9  3 i 9  8 . 2 5 . 5 0 4 9  0  0 5 6 T f 
 8 
 0 . s 0  1 5 e 0 0 3 > l i 4 0 b 3 7 i 2  t w 0 1 6 8 2  0  0  9 . 2 b 
 0 . s 4 0 9 . 2 3 0 3 > l i 4 0 b 3 7 i 2  t w 0 1 6 8 2  0  X ) T j 5 7 8 8 f 3 . 9  l 4 T f
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2. The independence of measurements from trial to trial may not hold when the 
variables are likely to drift over time, as with sets of p stock prices or p eco­
nomic indicators. Violations of the tentative assumption of independence can 
have a serious impact on the quality of statistical inferences. 

The following eJglmples illustrate these remarks. 

Example 3.5 (Selecting a random sample) As a preliminary step in designing a 
permit system for utilizing a wilderness canoe area without overcrowding, a natural­
resource manager took a survey of users. The total wilQerness area was divided c 3.4l2.7 Tm
(are
0.0171 8.5 200.7  0 0 8.5. )Tjre7 3.688 0 f47 Tm
03.03 Tmo5.5s0.03Tc 8.6247 0 2m
(in )Tj
0.0342 Tre
0.h.5 0 0 8.5 302.9 5217688 0 f47 Tm
03.089lr59 521.9
0.0299 TilirTc 8.6247 0 2m(are
0.0171 8..was )Tj
0.040.0381 Tc 1.207 054m(are
0.0171.08i21 Tc rs. )Tj
0.0308
0 y Tc minary63.35 Tm
(in )Tj
0.0

remarkse4m(5ided )Tj
0.0333 T5s0.03Tc 8.c.01922,0 7.9001 1p8-74Tj
0588i1 895 T Tc 8.5d1p l20.03Tc 8.624Tc 8.5d2(a )9.912 0 Tdd
(preliminary )Tj
0.0462 Tcie9r3Tc 8.c.0kTj
0 Tc 6Tc minar92c -32.Cn8ac 5.321 0 Ti652 .868 0e7
0.0020 f47 Tm7 Tm
(of )T1.479 0 Td6r58.7429 0el4Tc 8.5152 .868o40.0381 Tc 1.2a,972
0.0091 Tc 2.929l3ord
(random )T31 Tm
(can )Tj
0 .868 0e1h 
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so 

For j "# e, each entry in E(Xj - IL )(Xe - IL)' is zero because the entry is the 
covariance between a component of Xi and a component of Xe, and these are 
independent. [See Exercise 3.17 and (2-29).] 

Therefore, 

Since:I = E(Xj - 1L)(Xj - IL)' is the common population covariance matrix.for 
each Xi' we have 

1 ( n ) 1 CoveX) = n2 �I�~� E(Xi - IL)(Xi - IL)' = n2 (:I + :I + .,. + :I) , 
n terms 

= ..!..(n:I) = (.!.):I 
n2 n 

To obtain the expected value of Sn' we first note that (Xii - XJ (Xik - Xk ) is 
the (i, k)th element of (Xi - X) (Xj - X)'. The matrix representing sums of 
squares and cross products can then be written as 

n 

= 2: XiX; - nXx' 
j=1 

n n 

, since 2: (Xi - X) = 0 and nX' = 2: X;. Therefore, its expected value is 
i=1 i=1 

For any 
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Example 3.7 (Calculating a generalized variance) Employees (Xl) and profits per 
employee (X2) for the 16 largest publishing firms in the United States are shown in 
Figure 1.3. The sample covariance matrix, obtained from the data in the April 30, 
1990, Forbes magazine article, is 

S = [252.04 -68.43J 
-68.43 123.67 

Evaluate the generalized variance. 
In this case, we compute 

/S/ = (252.04)(123.67) - (-68.43)(-68.43) = 26,487 • 
The generalized sample variance provides one way of 

1 . 3 .  T h e  3 0 ,  

U n t . 4 3 0 ,  
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Generalized variance also has interpretations in the p-space scatter plot representa_ 
tion of the data. The most intuitive interpretation concerns the spread of the scatter 
about the sample mean point x' = [XI, X2,"" xpJ. Consider the measure of distance_ 
given in the comment below (2-19), with x playing the role of the fixed point p. and S-I 
playing the role of A. With these choices, the coordinates x/ = [Xl> X2"'" xp) of the 
points a constant distance c from x satisfy 

(x - x)'S-I(X - i) = Cl 

[When p = 1, (x - x)/S-I(x. - x) = (XI - XI,2jSll is the squared distance from XI 
to XI in standard deviation units.] 

Equation (3-16) defines a hyperellipsoid (an ellipse if p = 2) centered at X. It 
can be shown using integral calculus that the volume of this hyperellipsoid is related 
to 1 S I. In particular, 

Volume of {x: (x - x)'S-I(x - i) oS c2} = kplSII/2cP 

or 

(Volume of ellipsoid)2 = (constant) (generalized sample variance) 

where the constant kp is rather formidable.4 A large volume corresponds to a large 
generalized variance. 

Although the generalized variance has some intuitively pleasing geometrical 
interpretations, it suffers from a basic weakness as a descriptive (5e 0 8.7 8ted t83 v00 22Av00 v00 122 Tm
(0a.2 0 0 8.2 321 Tc8.7 258.ra.h377.787sj
056 .87 Tm
(conaTc 8.8 258.ra1ra.h377.787sj
056 .87 9.9g4123 04Sd )Tj
0.05p0538ou1 0  )dt 8 1 0fo88 

8  1  8 2 . d  I  3 5 4 7 0 6 p o 8 8 9 g c e j 
 c J T 7 ( I  i o 4 4 7 0 6 p o 8 8 g c e j 
 c J T 7 ( I  i o e e 9 5 . 1 T j 
 0 . 0 5  T c ) 8 ( D 0 g c e p 0 5 3 8 0 a 3 q  1  8 l 4 1 3 8 T j 
 0 = e 
 8 9 1 a 3 1 . 6 w 1  3 0 5 
 5 9 e 4 4 7 0 6 p ) i 3 4 0 2 n 2 j 
 7 6 0 1 1 8 p 0 0 e E . t . 5 T j 
 c 0 4 3 p 3 n 7 . m e  1 8 6  T l 2 9 2 j 0 1 0 9 3 2 7 - 0 . 4 4 4 8 0 o u 0 v . 6 8 0 1 9 g 4 7 j 0 0 4 j 
 - 0 6 0 a 7 4 0 0 1 7 0  T d 
 ( 0 2 a . 2  4 g 4 7 j 8 1 f 1 n c e j a 7 4 5 u j 
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 0  0  ' 0 1 1 e 1  0 6 4 n 6 o T 0 . 0 0 1 7 0  ( j 
 0 7 0  ( j 
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 c J T j 
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In p = 2 dimensions, the choice CZ = 5.99 will produce an ellipse that contains 
approximately 95% of the observations. The vectors 3v'5.99 el and V5.99 ez are 
drawn in Figure 3.8( a). Notice how the directions are the natural axes for the ellipse, 
and observe that the lengths of these scaled eigenvectors are comparable to the size 
of the pattern in each direction. 

Next,for 

�s�=�[�~� �~�J�.� the eigenvalues satisfy 0= (A - 3)z 

and we arbitrarily choose the eigerivectors so that Al = 3, ei = [I, 0] and A2 = 3, 
ei ,: [0, 1]. The vectors v'3 v'5]9 el and v'3 v'5:99 ez are drawn in Figure 3.8(b). 

"2 
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• • • 

• • • , • • • • • • , • • • • • •• 
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• 
• • • 
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• • 
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(c) 

Figure 3.8 Axes of the mean-centered 95% ellipses for the scatter plots in 
Figure 3.7. 
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Finally, for 

[ 5 -4J S = -4 5' the eigenval1les 







134 Chapter 3 Sample Geometry and Random Sampling 

Result 3.4. Let the p X 1 vectors Xl> X2,' •. , Xn , where xj is the jth row of the data 
matrix X, be realizations of the independent random vectors X I, X2, ... , X n • Then 

1. If the linear combination a/Xj has positive variance for each constant vector a * 0, 

then, provided that p < n, S has full rank with probability 1 and 1 SI> o. 
2: If, with probability 1, a/Xj is a constant (for example, c) for all j, then 1 S 1 = O. 

Proof. (Part 2). If a/Xj = al05 Tc
/T18 p rank 
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The quantities I S I and I R I are connected by the relationship 

(3-21) 

so 

(3-22) 

[The proof of (3-21) is left to the reader as Exercise 3.12.] 
Interpreting (3-22) in terms of volumes, we see from (3-15) and (3-20) that the 

squared volume (n - 1)pISI is proportional to th<; squared volume (n - I)PIRI. 
The constant of proportionality is the product of the variances, which, in turn, is 
proportional to the product of the squares of the lengths (n - l)sii of the di . 

Equation (3-21) shows, algebraically, how a change in the· measurement scale of Xl> 
for example, will alter the relationship between the generalized variances. Since I R I 
is based on standardized measurements, it is unaffected by the change in scale. 
However, the relative value of I S I will be changed whenever the multiplicative 
factor SI I changes. 

Example 3.11 (Illustrating the relation between I S I and I R I) Let us illustrate the 
relationship in (3-21) for the generalized variances I S I and I R I when p = 3. 
Suppose 

[
4 3 1] 

S = 3 9 2 
(3X3) 1 2 1 

Then Sl1 = 4, S22 = 9, and S33 = 1. Moreover, 

R = It �~� !] 
! �~� 1 
2 3 

Using Definition 2A.24, we obtain 

ISI = �4�1�~� �~�1�(�-�l�f� + �3�1�~� �~�1�(�-�1�)�3� + �1�1�~� �~�1�(�_�1�)�4� 
= 4(9 - 4) - 3(3 - 2) + 1(6 - 9) = 14 

IRI=lli �~�1�(�_�1�)�2�+�!�l�i� �~�1�(�-�1�)�3�+�!�l�i� il(-1)4 

= (1 �-�~�)� - G)(! �-�~�)� + GW - !)= ts 
It then follows that 

14 = ISI = !)= = il(-235 Tc 9.2852 .3 0 0 9 Tm
.2002B.37 68.78 4+88 2(and )Tj
/T1_3 1 T 9.3 0237 68.78 4+Tc 9.3 0 0 9.3 167.85 192.87 7001 309 6.1 238
9(GTd
.Tc 4300290033002B002100Tm
(It 5 Tc 9.2/82.3 282.51 88/C0_0 1(+ )Tj
0.0015 Tc 1.2.09,689 50.07 Tm6.028566.1 d097001 309017649,6f05 112.71 Tm051.765j
0c 252.76 5m )198925 Tc 8..489 0 0 8.8 261.03 Tm
(1. )Tj
 221.9 .-c.0 0 8.8 2619 0n )(4(9 )Tj
0 t 689 8Tj
0 t 6.83 88.22 Tm
aB00210
(1. )Tj
 22116.3a7298 0 0 9.88.22 Tm
aB0 9.8142�(-235 0 1 .3h Tc 9.2/82.3 2 0 31.9
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We have it that Xi = (Xli' 1 + X2i'l + ... + Xni '1)ln 
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Postmultiplying and premultiplying both sides of (3-29) by nl/2 and noting that 
n-l/2nI/2 = n l/2n-l/2 = I gives 

S = nl/2 Rnl/2 (3-30) 

That is, R can be optained from the information in S, whereas S can be obtained from 
nl/2 and R. Equations (3-29) and (3-30) are sample analogs of (2-36) and (2-37). 

3.6 Sample Values of linear Combinations of Variables 
We have introduced linear combinations of p variables in Section 2.6. In many multi­
variate procedures, we are led naturally to consider a linear combination of the foim 

c'X = CIXI + t3206.46 397G7- 0 0 6.6 2194g4 9418.035 T22r(procedures, )Tj
-0.03857 0 Td1 g2nations + 2 . 6 .  ( 2 i c  8 . 6 8 2 i n 0 . 0 3 1 3 0 3 5 5  T 2 3 . 9 7  4 9 0 . 2 3  T  0  . 8 3 8 T m 
 ( 8 6 6 f a  0  1 4 2 3 . 9 8  T m 
 ( I n  ) T j 
 7  ) T j 
 0 . 8 5 2 0  0 . 0 5  T c  9 . 1  8 . 6 8 2 i n 0 . 0 3 1 3 0 3 5 5  T 2 3 1 7 j 
 / T 1 _ 2  1  T l 4  0  0  m . 6 ) 4 7 b e  
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I 0 Wh the generalized variance is zero, it is the columns of the mean corrected data 
3.. en d'l h f h matrix Xc = X - lx' that are linearly depen ent, not necessan y t ose 0 t e data 

matrix itself. Given the data 

(a) Obtain the �m�e�a�~� �c�o�r�r�e�~�t�e�d� �d�~�t�a� matrix, and verify that. the columns are linearly 
dependent. Specify an a = [ai, a2, a3] vector that estabhshes the dependence .. 

(b) Obtain the sample covariance matrix S, and verify that the generalized variance is 
zero. 

(c) Show that the columns of the data matrix are linearly independent in this case. 

11 U the sample covariance obtained in Example 3.7 to verify (3-29) and (3-30), which 
3. . se _ D-1/2SD-1/2 and D l/2RD 1/2 = S. state that R -

3.12. ShowthatlSI = (SIIS22"·Spp)IRI· 
1/2 1/2...., k' d . . 1 S 1 

H · t" From Equation (3-30), S = D RD . la mg etermmants gIves = 
m. �~�I� IDl/211 R 11 D I /2 1· (See Result 2A.l1.) Now examine 1 D . 

3.13. Given a data matrix X and the resulting sample correlation matrix R, 
I'der the standardized observations (Xjk -
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J1 - 20- J1-0- J1 J1 +0- J1 + 20-

�F�i�~�r�e� 4.1 A normal density 
with mean /L and variance (T2 
and selected areas under the 
curve. 

A plot of this function yields the familiar bell-shaped curve shown in Figure 4.1. Also shown in the figure are �a�p�p�~�o�x�i�m�a�t�e� areas under the curve within ± 1 standard 
deviations and ±2 standard deviations of the mean. These areas represent probabil-
ities, and thus, for the normal random variable X, 

P(/L - (T S X S /L + (T) == .68 

P(/L - 2cr S X S /L + 2cr) == .95 

It is convenient to denote the normal density function with mean /L and vari­
ance (Tz by N(/L, (TZ). Therefore, N(lO, 4) refers to the function in (4-1) with /L = 10 
and (T = 2. This notation will be extended to the multivariate case later. 

The term 

(4-2) 

in the exponent of the univariate normal density function measures the square of 
the distance from x to /L in standard devi(will )Tj
-0.010.14.2084 Tm
(e )Tj
j
0.0154 Tc 3.313 0 Td
(function )Tj
0.0093j
-0.019 Tc Tc 8.58591.3905 288.0644 Tm
(in )n 4-2) 
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That is, !(X1, X2) = !(X1)!(X2) and Xl and X2 are independent. [See (2-28).] This 
result is true in general. (See Result 4.5.) 

Two bivariate distributions with CT11 = CT22 are shown in FIgure 4.2. In FIgure 
4.2(a), Xl and X 2 are independent (P12 = 0). In Figure 4.2(b), P12 = .75. Notice how 
the presence of correlation causes the probability to concentrate along a line. • 

(a) 

(b) 

Figure 4.2 '!Wo bivariate normal distributions. (a) CT1! = CT22 and P12 = O. 
(b)CTll = CT22andp12 = .75. 

The Multivariate Normal Density and Its Properties 153 

From the expression in (4-4) for the density of a p-dimensional normal variable, it 
should be clear that the paths of x values yielding a constant height for the 

y i e l d i n g  i n  8 1  8 . 9  1 1 T c  6 . 0 9 2  e  4 . 6 1 3 c a 9  0  0  1 b e  

yielding yielding (b) densit Td
l80�.7l4al Nor1141 e
/2:65 0 131sional Nor1141j
0.038s07 Tc 2.260.06 Tm
(Nor2.../29.1816 01R1004 Tc 4.881 0 Tdviglb.703 0 8 4s0 Td
(theTj
0uO79b1Tm
(.703 0 8.1sional )Tj
.06 Tm
1i71R82
/2:5
0 TcTj
-ni0j
0.05
(nor0j
0 46.2 34j
.06 Tm
1i7108o0012 507.c 1.557 0 Td
(dens8.1sijn.4i974614glb1jF1 Tc 10.4 0 1
8l9 50 0 0 84aa410.303 Tc 36.4i974614g_l9 d)Tj
0 Td
(be )Tj
-0.00118 4.881 0 Td:.1 Tc 9.1816 0 0 8.9 607.12 Tc 1.757 16182157. )Tj
 )Tj
0.0114 Tc 1816 0 058.9 607.12 Tc 1.79b1Tm
(.7 0 826 0 058.9 607.0.05 Tc 9.12onal Tc 0sthsj
0.7 0 8258.9 607.0.05 Tc 9.1e 4.613ca9 3.524 c 0s(a6pg )Tj
0 io Tb.703 0754g_l9 d)Tj
04450r.0 Td
(yielding4a416.0lding4a416.0lding4a416.2l'd
(y3..4 144 7 8258.9 607h8419g4a416.638so8.9 614.22 51nal )T7 614a4 55 1.79b1Tm7)6t8.9. 9lc .iionxT11Tj
.06t.48.328c 10.4 0 1
.9 0 0 8.9 onal )Tj
.1x . Tm
S281 8.}58 0 T1ding4a41j
-0.0001149d11n40584glb1jF1 Tc 10. Tm
(= )theTj
0t) 
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Example 4.2 (Contours of the bivariate normal d.ensi.ty) We shall �~�b�t�~�i�n� �~�e� axes of 
constant probability density contours for a blvan?te normal �d�l�s�t�~�l�b�u�t�l�O�n� when 
O"u = 0"22' From (4-7), these axes are given by the elgenvalues and elgenvectors of 

:£. Here 1:£ - All = 0 becomes 

-\0"11 - A 0= 
0"12 

(112 I = «(111 - A)2 - (1?2 
(111 - A ' 

= (A - 0"11 - (1n) (A - 0"11 + O"n) 

Consequently, the eigenvalues �a�~�e� Al = (111 + (112 and A2 = 0"11 - 0"12' The eigen­
vector el is determined from 

or 

[::: �:�:�~�J� [:J = «(111 + (112) [::J 
(1lle1 + (112e2 = (0"11 + (112)e1 

(112e1 + (111e2 = «(111 + (112)e2 

These equations imply that e1 = e2, and after normalization, the first eigenvalue­

eigenvector pair is 

Similarly, A2 = 0"11 - (112 yields the eigen:ector ei. = [1("!2, -1/\12). . 
When the covariance (112 (or correlatIOn pn) IS pOSItive, 
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By Result 4.3, the distribution ofAX is multivariate normal with mean 

0J [::] = [ILl - IL2J 
-1 IL2-IL3 

IL3 

and covariance matrix 

Alternatively, the mean vector AIL and covariance matrix A:tA' may be veri­
fied by direct calculation of the means and covariances of the two random variables 
YI = XI - X 2 and Yi = X 2 - X3 · • 

We have mentioned that all subsets of a multivariate normal random vector X 
are themselves normally distributed. We state this property formally as Result 4.4. 

Result 4.4. All subsets of X are normally distributed. If we respectively partition X 4.4. 
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(c) If Xl and X2 are independent and are distributed as Nq1(P-I, Ill) and . 

N
q2

(P-2, I
22

), respectively, then [I!] has the multivariate normal distribution. 

Proof. (See Exercise 4.14 for partial proofs based upon factoring the density 

function when I12 = 0.) • 

Example 4.6. (The equivalence of zero covariance and independence for normal 
variables) Let X be N3(p-, I) with 

(3xl) 

[
4 1 0] 

I = 
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where 

A = 
(pxp) 

and X - /L is distributed as Np(O, I). Therefore, by Result 4.3, Z = A(X - /L) is 
distributed as Np(O, AIA'), where 

A I A' = 
(pxp)(pXp)(pXp) 

_l_e ] = I vr;,p 

By Result 4.5, Zl, Z2, ... , Zp are independent standard normal variables, and we 
conclude that (X - /L )'I-l(X - /L) has a x;,-distribution. 

For Part b, we note that P[ (X - /L ),I-l(X - /L) :5 c2] is the probability as­
signed to the ellipsoid (X - /L)'I-l(X - /L):5 c2 by the density Np(/L,I). But 
from Part a, P[(X - /L),I-l(X - /L) :5 �x�~�(�a�)�]� = 1 - a, and Part b holds. • 

Remark: (Interpretation of statistical distance) Result 4.7 provides an interpreta­
tion 
/L),I-l(X 
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The choice 

where I is the p X P identity matrix, gives 

AX Jf.::] �~� [;:J 
and AX is normal N2p(AIL, Al:,A') by Result 4.3. Straightforward block multipli­
cation shows that Al:.A' has the first block diagonal term 

The off-diagonal term is 

[CIl:, c2l:, ... , cnIJ [bl I, b2I, ... , bnIJ' = (± Cjbj ) l: 
J=l 

n 

This term is the cQvariance matrix for VI, V2• Consequently, when 2:. cjbj = 
j=l 

b' c = 0, so that (± Cjbj)l: = 0 ,VI and V2 are independent by Result 4.5(b) .• 
j=l (pxp) 

. For sums of the type in (4-10), the property of zero correlation is equivalent to 
requiring the coefficient vectors band c to be perpendicular. 

Example 4.8 (Linear combinations of random vectors) Let XI. X 2, X 3, and X 4 be 
independent and identically distributed 3 X 1 random vectors with 

0, 2 : .  X  , Xbe 2
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4.3 
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Substituting the observed values Xl, X2, ... , Xit into the joint density yields the likeli­
hood function. We shall denote this function by L(iL, l:), to stress the fact that it is a 
function of the (unknown) population parameters iL and l:. Thus, when the vectors 
Xj contain the specific numbers actually observed, we have 

L( l:) = - 1 e-tr[r{t (Xj-x)(xj-x)'+n(x-IL)(X-ILY)]/2 (4-16) 
iL, (27r tp/21l: In/2 J 

It will be convenient in later sections of this book to express the exponent in the like­
lihood function (4-16) in different ways. In particular, we shall make use of the identity 

�t�r�[�l�:�-�I�(�~� (Xj - x)(Xj - x)' + n(x - iL)(X - p.)')] 

= tr �[�l�:�-�I�C�~� (Xj - x)(Xj - X)') ] + n tr[l:-l(x - iL) (x - iL )'] 

= tr [ l:-I( �~� (Xj - x)(Xj - X)') ] + n(x - iL )'l:-I(X - p.) (4-17) 

Maximum Likelihood Estimation of E0t17 0 0 8.68) 
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1 Ovariance matrix is called the Wish an . 'b' f the samp e c d The sampling dlstn utiOn 0.. f' d s the sum of independent pro ucts of . d' r It IS de me a 
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Letting Yj = (Xii - J.Li)(Xik - J.Lk), with E(Yj) = (Fib we see that the first term in 
Sik converges to (Fik and the second term converges to zero, by applying the law of 
large numbers. 

The practical interpretation of statements (4-26) and (4-27) is that, with high 
probability, X will be close to I'- �a�n�~� S will be close to I whene.ver the �s�a�m�p�l�~� �s�i�~�e� is 
large. The statemellt concerning X is made even more precIse by a multtvanate 
version of the central limit theorem. 

Result 4.13 (The central limit theorem). Let X I, X2, ... , Xn be independent 
observations from any population with mean I'- and finite covariance I. Then 

Vii eX - 1'-) has an approximate NP(O,I) distribution 

for large sample sizes. Here 
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Q_Q plots are not particularly informative unless the sample size is.moderate to 
large-for instance, n ;::: 20. There can be quite a bit of variability in the straightness 
of the Q_Q plot for small samples, even when the observations are known to come 
from a normal population. 

Example 4.10 (A Q_Q plot for radiation data) The quality-control department of a 
manufacturer of microwave ovens is required by the federal governmeI:1t to monitor 
the amount of radiation emitted when the doors of the ovens are closed. Observa­
tions of the radiation emitted through closed doors of n = 42 randomly selected 
ovens were made. The data are listed in Table 4.1. 

Table 4.1 Radiation Data (Door Closed) 

Oven Oven Oven 

no. Radiation no. Radiation no. Radiation 

1 .15 
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Example 4.11 (A correlation coefficient test for normality) Let us calculate the cor­
relation coefficient rQ from the Q-Q plot of Example 4.9 (see Figure 4.5) and test 

for normality. 
Using the information from Example 4.9, we have x = .770 and 

10 10 10 
�~� (X(j) - x)%) = 8.584, 2: (x(j) - x)2 = 8.472, and 2: qIj) = 8.795 
j=l j=l j=l 

Since always, q = 0, 

A test of normality at the 10% level of significance is provided by referring rQ = .994 
to the entry in Table 4.2 corresponding to n = 10 and a = .10. This entry is .9351. Since 
'Q > .9351, we do not reject the hypothesis of normality. • 

Instead of rQ' some software packages evaluate the original statistic proposed 
by Shapiro and Wilk [12]. Its correlation form corresponds to replacing %) by a 
function of the expected value of standard normal-order statistics and their covari­
ances. We prefer rQ because it corresponds directly to the points in the normal­
scores plOt. For large sample 
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A somewhat more formal method for judging the joint normality of a data set is 
based on the squared generalized distances 

j = 1,2, ... , n 

where XI, Xz, .. ' , l:n are the sample observationl'. The procedure we are about to de­
scribe is not limited to the bivariate case; it can be used for all p �~� 2. 

When the parent population is multivariate normal and both nand n - pare li-
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OutIiers are best detected visually whenever this is possible. When the number 
of observations n is large, dot plots are not feasible. When the number of character­
istics p is large, the large number of scatter plots p(p - 1)/2 may prevent viewing 
them all. Even so, we suggest first visually inspecting the data whenever possible. 

What should we look for? For a single random variable, the problem is one di­
mensional, and"we look for observations that are far from the others. For instance, 
the dot diagram 

• • 
•• •••• • .... . ....... ..... . .. @ 

I .. x 

reveals a single large observation which is circled. 
In the bivariate case, the situation is more complicated. Figure 4.10 shows a 

situation with two unusual observations. 
The data point circled in the upper right corner of the figure is detached 

from the pattern, and its second coordinate is large relative to the rest of the X2 

• 
• 
• 
• 
• •• • • 
• ••• •• ••• •• • • 
@ 

• • • 
• 

• • 

• 
•• • • ... 

• • 

• • 
• 

• 

• • 

• ••• • •••••••••••• 
I 

• 
• • • • 
• .. 

@ 

•••• : • • @ 
I 

Figure 4.10 Two outliers; one univariate and one bivariate. 
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The standardized values are based on the sample mean and variance, calculated 
from al1112 observations. There are two extreme standardized values. Both are too large 
with standardized values over 4.5. During their investigation, the researchers recorded 
measurements by hand in a logbook and then performed calculations that produced the 
values given in the table. When they checked their records regarding the values pin-
pointed by this analysis, errors were discovered. The value X5 = 2791 was corrected to 
1241, andx4 = 2746 was corrected to 1670. Incorrect readings on an individual variable 
are quickly detected by locating a (standardia -00 Tc 9398 -1.229 Td
(08..23 Tc 0.31 Tc 1.o48.4433 4701.0023 )Tj
0.7 2kx.019 Tc 3.582 0 Td
(by )Tj
-0.02.n 92 )Tj
0..0145 Tc 8h5.0 Td
(When420 Td
(e
(ad
(by )Tj8a-0.1465 0.14c 9i1 Tc 0.3.23 Tc -0.035 Tc tTj8a-0.0 Tc 9.50004 Tc0 Td
(When420 Td
(e07 3s Tc -0.0.c 3.582 0 8sn0.239 -,026 Tcc 3582 0  Td8.8(When420 Td
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(08..23 Tc 0.covered.i289 Tm
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The solid dots in these figures correspond to specimens 9 and 16. Although the dot for 
specimen 16 stands out in all the plots, the dot for specimen 9 is "hidden" in the scat­
ter plot of X3 versus X4 and nearly hidden in that of Xl versus �~�3�.� However, �s�~�e�c�i�m�e�n� 9 
is clearly identified as a multivariate outlier when all four vanables are considered. 

Scientists specializing in the properties of wood conjectured that specimen 9 
was unusually �c�H�~�a�r� and therefore very stiff and strong. It would also appear that 
specimen 16 is a bit unusual, since both of its dynamic measurements are above av­
erage and the two static measurements are low. Unf?rtunately, it was not possible to 
investigate this specimen further because the matenal was no longer available. • 

If outliers are identified, they should be examIned for content, as was done in 
the case of the data on lumber stiffness in Example 4.15. Depending upon the 
nature of the outliers and the objectives of the investigation, outIiers may be delet­
ed or appropriately "weighted" in a subsequent analysis. 

Even though many statistical techniques assume normal populations, those 
based on the sample mean vectors usually will not be disturbed 
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is the arithmetic average of the transformed observations. The first term in (4-35) is, 
apart from a constant, the logarithm of a normal likelihood function, after maximiz­
ing it with respect to the population mean and variance parameters. 

The calculation of e( A) for many values of A is an easy task for a computer. It is 
helpful to have a graph of eCA) versus A, as. well as a tabular displflY of the pairs 
(A, e(A)), in order to study the �b�e�~�a�v�i�o�r� near the �m�a�x�i�m�~�z�i�n�g� value A. For instance, 
if either A = 0 (logarithm) or A = 2 (square root) is near A, one of these may be pre­
ferred because of its simplicity. 

Rather than program the calculation of (4-35), some statisticians recommend 
the equivalent procedure of fixing A, creating the new variable 

j = 1, ... , n (4-37) 

and then calculating the sample variance. The minimum of the variance occurs at the 
same A that maximizes (4-35). 

Comment. It is now understood that the transformation obtained by maximiz­
ing e(A) usually improves the approximation to normality. However, there is no 
guarantee that even the best choice of A will produce a transformed set of values 
that adequately conform to a normal distribution. The outcomes produced by a 
transformation selected according to (4-35) should always be carefully examined for 
possible violations of the tentative assumption of normality. This warning applies 
with equal force to transformations selected by any other technique. 

Example 4.16 (Determining a power transformation for univariate data) We gave 
readings 
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Table 4.S Radiation Data (Door Open) 

Oven Oven Oven 
no. Radiation no. Radiation no. Radiation 

1 .30 16 .20 31 .10 
2 .09 17 .04 32 .10 
3 .30 18 .10 33 .10 
4 .10 19 .01 34 .30 
5 .10 20 :60 35 .12 
6 .12 21 .12 36 .25 
7 .09 22 .10 37 .20 
8 .10 23 .05 38 .40 
9 .09 24 .05 39 .33 
10 .10 25 .15 40 .32 
11 .07 26 .30 41 .12 
12 .05 27 .15 42 .12 
13 .01 28 .09 
14 .45 29 .09 
15 .12 30 .28 

Source: Data courtesy of 1. D. Cryer. 

transformed by taking the fourth root, as in Example 4.16.) It is clear from the figure 
that the transformed data are more nearly normal, although the normal approxima­
tion is not as good as it was for the door-closed data. 

Let us denote the door-closed data by XII ,X2b"" x42,1 and the door-open data 
by X12, X22," . , X42,2' Choosing a power transformation for each set by maximizing 
the expression in (4-35) is equivalent to maximizing fk(A) in (4-38) with k = 1,2. 
Thus, using �t�h�~� outcomes from Example 4.16 and the foregoing results, we have 
Al = .30 and A2 = .30. These powers were determined for the margin3 289.8.un
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Figure 4.1 5 Contour plot of C( AI' A2) for the radiation data. 

If the data includes some large negative values and have a single �.�l�~�n�g� tail, a 
more general transformation (see Yeo and Johnson [14]) should be apphe . 

x2:0,A,*0 

x 2: O,A = 0 

x < O,A '* 2 
x < O,A = 2 

{

{(x + I)A - 1}/A 
A In(x+l) 

x( ) = -{(-x + 1)2-A - 1}/(2 - A) 

-In(-x + 1) 

Exercises 

4.1· Consider a bivariate normal distributlOn WI ILl = ,IL2 - ,11 , . 'th 1 - 3 (1" = 2 (1"22 = 1 and 
P12 = -.8. . 
(a) Write out the bivariate normal density. 

. ( )'I-I(x-p.)asaqua-(b) Write out the squared statistical distance expresslOn x - p. 
dratic function of XI and X2' 

4.2. I · 'th 0 11. - 2 (1"11 = 2 (1"22 = 1, and Consider a bivariate normal popu abon WI ILl = ,.-2 - , , 

PI2 = .5. . 
(a) Write out the bivariate normal density. 
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4.1. 

4.8. 

Refer to Exercise 4.6 and specify each of the following. 
(a) The conditional distribution of Xl, �g�~�v�e�n� that X 3 
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t t of normality based on the correlation coefficient rQ. [See (4-31).] 
(b) Carry �o�~�t� a.f.es I I at a = 10 Do the results ofthese tests corroborate the re-

Set the slgm Icance eve ., 
suits in Part a? 

f th world's 10 largest companies in Exercise 1.4. Construct a chi-
4 25 Refer 
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4.40. Consider the data on national parks in Exercise 1.27. 
(a) Comment on any possible outliers in a scatter plot of the original variables. 

(b) Determine the power transformation Al the makes the Xl values approximately • 
normal. Construct a Q-Q plot of the transformed observations. 

(c) Determine -the power transformation A2 the makes the X2 values approximately 
normal. Construct a Q-Q plot of the transformed observations. . 

(d) DetermiQe the power transformation for approximate bivariate normality 
(4-40). 

4.41. Consider the data on snow removal in Exercise 3.20 .. 
(a) Comment on any possible outliers in a scatter plot of the original variables. 

(b) Determine the power transformation Al the makes the Xl values approximately 
normal. Construct a Q-Q plot of the transformed observations. 

(c) Determine the power transformation A2 the makes the X2 values approximately 
normal. Construct a Q-Q plot of the transformed observations. 

(d) Determine the power transformation for approximate bivariate normality 
(4-40). 
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INFERENCES ABOUT A MEAN VECfOR 

5.1 Introduction 
This chapter is the first of the methodological sections of the book. We shall now use 
the concepts and results set forth in Chapters 1 through 4 to develop techniques for 
analyzing data. A large part of any analysis is concerned with inference-that is, 
reaching valid conclusions concerning a population on the basis of information from a 
sample. . 

At this point, we shall concentrate on inferences about a populatIOn mean 
vector and its component parts. Although we introduce statistical inference through 
initial discussions of tests of hypotheses, our ultimate aim is to present a full statisti­
cal analysis of the component means based on simultaneous confidence statements. 

One of the central messages of multivariate analysis is that p correlated 
variables must be analyzed jointly. This principle is exemplified by the methods 
presented in this chapter. 

5.2 The Plausibility of /-La as a Value for a Normal 
Population Mean 

Let us start by recalling the univariate theory for determining whether a specific value 
/lQ is a plausible value for the population mean M. From the point of view of hypothe­
sis testing, this problem can be formulated as a test of the competing hypotheses 

Ho: M = Mo and HI: M *- Mo 

Here Ho is the null hypothesis and HI is the (two-sided) alternative hypothesis. If 
Xl, X 2, ... , Xn denote a random sample from a normal population, the appropriate 
test statistic is 

(X - Jko) 1 n 1 n 2 
t where X = - �~� XI' and s2 = -- 2: (Xj -X) 

= s/Yn ' n �~� n - 1 j=l 

210 
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where 

1 n 
X =-"'X· 

1 n _ - / 1L20 llLIOJ 
S = -- 2: (Xj - X)(Xj - X) , and Xj 
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5.4 Confidence Regions and Simultaneous Comparisons 
of Component Means 

To obtain our primary method for making inferences from a sample, we need to ex­
tend the concept of a univariate confidence interval to a multivariate confidence re­
gion. Let 8 be a vector of unknown population parameters and e be �t�h�~� set ?f �~� 

possible values of 8. A confidence region is a region of likely 8 values. This regIOn IS 

determined by the data, and for the moment, we  
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and 

�s�~� = a'Sa 

where x and S are the sample mean vector and covariance matrix of the xls, 
respectively. . . 

Simultaneous confidence intervals can be developed from a conslderatlOn of con­
fidence intervals for a' p. for various choices of a. The argument proceeds as follows. 

For a fixed and �u�~� unknown, a 100(1 - 0')% confidence interval for /-Lz = a'p. 
is based on student's t-ratio 

Z-/-Lz Yn(a'i-a'p.) 
t = sz/Yn = Va'Sa (5-20) 

and leads to the st.!itement 

�~� - �~� Z - tn_I (0'/2) Vn s; /-Lz 5 Z + tn-1(0'/2) Vn 

or 

Va'Sa _ Va'Sa 
a'x - (n-1(0'/2) Yn 5 a'p. 5 a'x + tn-1(0'/2) Vii (5-21) 

where tn_;(0'/2) is the upper 100(0'/2)th percentile of a (-distribution with n - 1 dJ. 
Inequality (5-21) can be interpreted as a statement about the components of the64 1 1.048 0 Td
('i-a'p.) )Tj
/T1_3 1 j
0.05 Tcd
(the64 1 1.048 09 27            05 Tc6687 Tm
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ak = -1. In this case a'Sa = Sjj - 2Sik + Sa, and we have the statement 

Sii - 2Sik + Skk 
n :5 ILi - ILk 

�~� <_._- +)p(n-1)F (»)Sii- 2Sik+ Skk 
-X, Xk (n-p) p.n-pa n (5-25) 

The simultaneous T2 confidence intervals are ideal for "data snooping." The 
confidence coefficient 1 - a remains unchanged for any choice of a, so linear com­
binations of the components ILi that merit inspection based upon an examination of 
the data can be estimated. 

In addition, according to the results in Supplement 5A, we can include the state-
ments about (ILi, ILd belonging to the sample mean-centered ellipses . 

n[xi - ILi, Xk - ILk] [Sii Sik]-I[!i - ILi]:5 pen - 1) Fp.n_p(a) (5-26) 
Sik Sa Xk - ILk n - p 

and still maintain the confidence coefficient (1 - ex) for the whole set of statements. 
The simultaneous T2 confidence intervals for the individual components of a 

mean vector are just the shadows, or projections, of the confidence ellipsoid on the 
component axes. This connection between the shadows of the ellipsoid and the si­
multaneous confidence intervals given by (5-24) is illustrated in the next example. 

Example 5.4 (Simultaneous confidence intervals as shadows of the confidence ellipsoid) 
In Example 5.3, we obtained the 95% confidence ellipse for the means of the fou364.92 282.14 1 292.47 Ti 
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or 
23.65 s: IL3 s: 26.61 

Xl X2 X3 Xl X2 
With the possible exception of the verbal scores, the marginal Q-Q plots and two-(Social (Social 
dimensional scatter plots do not reveal any serious departures from normality for science and science and 

-(Verbal) (Science) Individual history) (Verbal) the college qualification test data. (See Exercise 5.18.) Moreover, the sample 
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The Bonferroni Method of Multiple Comparisons 
.' . small number of individual confidence statements. Often, attentIOn IS �r�e�s�t�~�l�c�t�e�d� t?bla d better than the simultaneous intervals of h 't fons it IS pOSSI e to 0 . b" In t ese SI ua I T d component means ILi or linear corn matIons Result 5.3. If th: number m of �s�p�e�~�l�l�e� 11 simultaneous confidence intervals can be '+aJ.L2+···+ a J.Llssma, T2 ' 3 ,... = alJ.LI 2 ( P ecise) than the simultaneous -mtervals. developed that are shorter �~�~�r�~� pr mparisons is called the Bonferroni method, -_ 

The �a�l�t�e�~�n�?�t�i�v�e� method for �~�u� �~�~�b�:�~�i�~�i�t�Y� inequality carrying that name. 
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the T2-intervals. On the other hand, the 95% confidence region for IL gives the 
plausible values for the pairs (ILl, 1L2) when the correlation between the measured 
variables is taken into account. • 

The Bonferroni intervals for linear combinations a' IL and the tlH'''lUgOtlS 

T2-intervals (recall Result 5.3) have the same general form: 

_ �~�a�'�s�a� a'X ± (critical value) -n-

Consequently, in every instance where Cli = Cl/ rn,. 

Length of Bonferroni interval = tn -I ( Cl/2m ) 

Length of T2-interval �~�p�(�n� - 1) 
-'---"- Fp' n-p( Cl) n - p , 

which does not depend on the random quantities X and S.As we have pointed out, for 
a small number m of specified parametric functions a' IL, the Bonferroni intervals will 
always be shorter. How much shorter is indicated in Table 5.4 for selected nand p. 

Table S.4 (Length of Bonferroni Interval)/(Length of T2-Interval) 
for 1 - Cl = .95 and Cli = .05/m 

m=p 

n 2 4 10 

15 .88 .69 .29 
25 .90 .75 .48 
50 .91 .78 .58 

100 .91 .80 .62 
00 .91 .81 .66 

We see from Table 5.4 that the Bonferroni  8.9m4866368lroni 4l 9 278.39 
(.91 )Tj
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Proof. The first part follows from Result 5A.1, with c2 = �x�~�(�a�)�.� The probability 
level is a consequence of (5-31). The statements for the f.Li are obtained by the spe­
cial choices a' = [0., ... ,0., ai, 0., ... ,0], where ai = 1, i = 1,2, ... , p. The ellipsoids 
for pairs of means follow from Result 5A.2 with c2 = �X�~�(� a). The overall confidence. 
level of approximately 1 - a for all statements is, once again, a result of the large 
sample distribtltion theory summarized in (5-31). • 

The question of what is a large sample size is not easy to answer. In one or two 
dimensions, sample sizes in the range 3D to 50. can usually be considered large. As 
the number characteristics bec9mes large, certainly larger sample sizes are required 
for the asymptotic distributions to provide good approximations to the true distrib­
utions of various test statistics. Lacking definitive studies, we simply state that f'I - P 
must be large and realize that the true case is more complicated. An application 
with p = 2 and sample size 50. is much different than an application with p = 52 and 
sample size 100 although both have n - p = 48. 

It is good statistical practice to subject these large sample inference procedures 
to the same checks required of the normal-theory methods. Although small to 
moderate departures 



238 Chapter 5 Inferences about a Mean Vector 

Table 5.6 gives the individual, Bonferroni, and chi-square-based (or shadow of 
the confidence ellipsoid) intervals for the musical aptitude data in Example 5.7. 

Table 5.6 The Large Sample 95% Individual, Bonferroni, and T2-Intervals for 
the Musical Ap..titude Data 

The one-at-a-time confidence intervals use z(.025) = 1.96. 
The simultaneous Bonferroni intervals use z( .025/7) = 2.69. 
The simultaneous T2, or shadows of the ellipsoid, use .0(.05) = 14.07. 

One-at-a-time 
Lower Upper 

Bonferroni Intervals Shadow of Ellipsoid 
Variable Lower Upper Lower Upper 

Xl = melody 
X2 = harmony 
X3 = tempo 
X4 = meter 
Xs = phrasing 
X6 = balance 
X7 = style 

26.95 29.25 
25.43 27.77 
34.64 36.16 
33.18 35.22 
22.85 24.35 
21.21 22.79 
21.89 23.51 

26.52 
24.99 
34.35 
32.79 
22.57 
20.92 
21.59 

29.68 
28.21 
36.45 
35.61 
24.63 
23.08 
23.81 

25.90 
24.36 
33.94 
32.24 
22.16 
20.50 
21.16 

30.30 
28.84 
36.86 
36.16 
25.04 
23.50 
24.24 

Although the sample size may be large, some statisticians prefer to retain the 
F- and t-based percentiles rather than use the chi-square or standard normal-based 
percentiles. The latter constants are the infinite sample size limits of the· former 
constants. The F and t percentiles produce larger intervals and, hence, are more con­
servative. Table 5.7 gives the individual, Bonferroni, and F-based, or shadow of the 
confidence ellipsoid, intervals for the musical aptitude data. Comparing Table 5.7 
with Table 5.6, we see that all of the intervals in Table 5.7 are larger. However, with 
the relatively large sample size n = 96, the differences are typically in the third, or 
tenths, digit. 

Table 5.7 The 95% Individual, Bonferroni, and T2-IntervaIs for the 
Musical Aptitude Data 

The one-at-a-time confidence intervals use t95(.025) = 1.99. 
The simultaneous Bonferroni intervals use t95(.025/7) = 2.75. 
The simultaneous T2, or shadows of the ellipsoid, use F7,89(.05) = 2.11. 

One-at-a-time Bonferroni Intervals Shadow of Ellipsoid 
Variable Lower Upper Lower 
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f 0 (me Hours 
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Example 5.9 (An ellipse format chart for overtime hours) Let us refer to Example 
5.8 and create a quality ellipse for the pair of overtime characteristics (legal appear­
ances, extraordinary event) hours. 
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h 

Example 5.10 (A T2-chart for overtime �h�o�u�r�~�)� Using the police department data· . 
Example 5.8, we construct a T2-plot based on the two variables Xl = legal . 
ances hours and X

2 
= extraordinary event hours. T

2
-charts with more than 

variables are considered in Exercise 5.26. We take a = .01 to be consistent 
the ellipse format chart in Example 5.9. . The T2-chart in Figure 5.8 reveals that the pair (legal appearances, �"�'�Y�l�r�r�<�.�.�,�,�~�"�'�:� 
nary event) hours for period 11 is out of control. Further investigation, as in 
pie 5.9, confirms that this is due to the large value of extraordinary event �O�V�"�r�h�~�'�"� 
during that period. 

12 

• 
10 ---------------------------------------------------------------------------------

6 

4 

• 
• 

2 

• • • • • 0 

0 2 4 6 8 10 12 14 16 
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The normal assumption is reasonable for most variables, but we take the natur_ 
al logarithm of gas flow. In addition, there is no appreciable serial correlation for. 
successive observations on each variable. 

A T2-chart for the four welding variables is given in Figure 5.9. The dotted line 
is the 95% limit and the solid line is the 99% limit. Using the 99% limit, no points 
are out of contf6l, but case 31 is outside the 95% limit. 

What do the quality control ellipses (ellipse format charts) show for two vari­
ables? Most of the variables are in control. However, the 99% quality ellipse for gas 
flow and voltage, shown in Figure 5.10, reveals that case 31 is out of �~�n�t�r�o�l� and 
this is due to an unusually large volume of gas flow. The univariate X chart for· 
In(gas flow), in Figure 5.11, shows that this point is outside the three sigma limits. . 
It appears that gas flow was reset at the target for case 32. All the other univariate 
X -charts have all points within their three sigma control limits. 

14 �~� __________________________ �~�9�9�~�~�~�o�~�L�~�i�r�r�n�~�'�~�t� 

12 

10 

8 

6 

4 

2 

• 
95% Limit ------------------------------

• • • • • • • • • • • • •• 
• • •• • • • • • • • • • • • • • • • • • • • •• 

0l,-----r---r-----,----,-J Figure S.9 The �T�2�~�c�h�a�r�t� for the 
welding data with 95% and • 

�.1 5 
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which combines a multivariate normal, Np(O, I), random vector and an independent 
Wishart, Wp,II-I (I), random matrix in the form 

(
mUltiVariate normal)' (Wishart random matrix)-I (multivariate normal) 

random vector dJ, random vector 

has the scaled r distribution claimed according to (5-8) and the discussion on 
page 213. 

The constant for the ellipsoid follows from (5-6), 

Note that the prediction region in Result 5,6 for a future observed value x is an 
ellipsoid, It is centered at the initial sample mean X, and its axes are determined by 
the eigenvectors of S, Since 

[ 
- , _] - (n2 

- l)p ] 
P (X - X) S (X - X) :5 n(n _ p) Fp
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where 

_ �1�~�­
X = - 4J Xj 

n j=1 

As will be .described in Section 6.4, the sample covariances from the n 
samples can be combined to give a single estimate (called Spooled in Chapter 6) of the. 
common covariance :to This pooled estimate is . 

Here (nm - n)S is independent of each Xj and, �t�h�e�n�~�f�o�r�~�,� of their mean X. 
Further, (nm - n)S is distributed as a Wishart random matrIX with nm - n degrees. 
of freedom. Notice that we are estimating I internally from the. data collected in 
any given period. These estimators are combined to give a single estimator with a 
large number of degrees of freedom. Consequently, 

is distributed as 
(nm - n)p 

( + 1) 
Fp,nm-n-p+1 

nm-n-p 

Ellipse Format Chart. In an analogous fashion to our. discussion on �i�n�d�i�v�i�d�u�~� 
multivariate observations, the ellipse format chart for paIrs of subsample means IS 

_ _ = (n - 1)(m - 1)2 
(X - x)'S-l(x - x) �~� ) F2.nm-n-l('OS) 

m(nm - n - 1 
(S-36) 

although the right-hand side is usually �a�p�p�r�o�x�i�~�a�t�e�d� as �X�~�(�·�O�S�)�/�m� .. 
Subsamples corresponding to points outside of the �c�~�n�t�r�o�l� elhpse. �s�~�o�u�l�d� .be 

carefully checked for changes in the behavior of the �q�u�~�h�.�t�y� �c�h�a�~�a�c�t�e�r�~�s�t�1�c�s� bemg 
measured. The interested reader is referred to [10] for additIonal diSCUSSion. 

T2-Chart. To construct a T2-chart with subsample data and p characteristics, we 

plot the quantity 
- =, 1- = TJ = m(Xj - X) S- (Xj - X) 

for j = 1, 2, ... , n, where the 

(n - 1)(m - 1)p 
VCL = ) Fp,nm-n-p+1('OS) 

(nm - n - p + 1 

The VCL is 1 d71F 6b7 57.74 Tm
 Tm
(q9.6 L )Tj
-0.035 T8c 8.1 1 Tf
-0.0=6[ The s20>Tj
3.4X,1-, n n ( 5 8 . 8 8  1 0 6 . 4 6 . M m 
 1 e 2 4 c  8  0 3 a  4 . 4 4 3 2 8  T c  8 . 0 = T j 
 - 0 . 0 3 5  T 4 1 C  7 7 6 ( - ) 7 . 4 f . 2 9 6 . 7 9  1 .  0  9 . 2  1 6 3 . 2 8 F n 2 8 1  T c  1 . 5 6 7  0  T d 3  T m 
 ( 2 ) =  ) T j 
 / T 1 _ 1  1  T f 
 - 0 . 0 3 1 4  T c  8 . 9  0  5 4 . 3 6  7 7 . 4 2  T 4 0  0  8 . 8  2 8 0 . 9 4 T 1 _ 1  1  T f 
 - T m 
 - 3 5  T c  8 . 6 2 n p c  8  5 4 . 3 6  7 7 1 - .  1  T f  T f 
 - T m j 
 / T 1 6 3  T m 
 ( T ) f 
 1 0 . 8  0  0  1 0 . 8  2 5 4 . 3 5 2 6 e i 7 0 0 . 6 1 3 6 6 
 ( T ) f 
 1 0 . 8  4 2  T 8 9  1 4 0 . 4 1 8 . 9  1 4 8  1 0 6 . 4 6 6  1 - 1, 
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experimental context. If the pattern of missing values is closely tied to the value of 
the response, such as people with extremely high incomes who refuse to respond in a 
survey on salaries, subsequent inferences may be seriously biased. To date, no statisti_ 
cal techniques have been developed for these cases. However, we are able to treat sit­
uations where data are missing at random-that is, cases in which the chance 
mechanism responsible for the missing values is not influenced by the value of the 
variables. 

A general approach for computing maximum likelihood estimates from incom­
plete data is given by Dempster, Laird, and Rubin [5]. Their technique, called the 
EM algorithm, consists of an iterative calculation involving two steps. We call them 
the prediction and estimation steps: 

1. Prediction step. Given some estimate (j of the unknown parameters, predict 
the contribution of any missing observation to the (complete-data) sufficient 
statistics. 

2. Estimation step. Use the predicted sufficient statistics to compute a revised 
estimate of the parameters. 

The calculation cycles from one step to the other, until the revised estimates do 
not differ appreciably from the estimate obtained in the previous iteration. 

When the observations Xl, X 2, ... , Xn are a random sample from a p-variate 
normal population, the prediction-estimation algorithm is based on the complete­
data sufficient statistics [see (4-21)] 

and 
n 

n 

Tl = 2: Xj = nX 
i=l 

T2 = 2: XiX; = (n - 1)S + nXX' 
j=1 

In this case, the algorithm proceeds as follows: We assume that the population mean 
and variance-IL and �~�,� respectively-are unknown and must be estimated. 

Prediction step. For each vector Xj with missing values, let xjI) denote proceeds  s47 Tm
(l847 9(each )Tj
8.8452n6h3p8aj5 Tc 3.934'8.3941 0 0 8. )Tj
9.0083 rr56.ch 
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The first component of Xl is missing, so we partition ii and �~� as 

and predict 

�~� �~� �~� �~�-�1� [X!2 - IL2J - 6 + [1 
xlI = ILl + I12I22 �~� - 4' 

X13 - f.L3 
[1 �~�J�-�l� [0 -1J 

1] i i 3 - 4 = 5.73 

[1 3J-l [lJ �~� �~� �~� 2 1 [1 1"2 -54

2 
-14 + (5.73)2 = 32.99 

XII = U11 - �~�1�2�I�2�~�I�2�1� + Xli = 2 - 4' 1 �~� 

�~�[�X�1�2�'� �~�)� =Xll[XI2, X13) =5.73[0, 3) = [0, 17.18) 

For the two missing components of X4, we partition ii and �~� as 

�~� �[�~�1�1� �~�1�2� \ �~�1�3�J� = �[�~�!�.�d� .. �~�.�I�.�~�]� I = 0"12 0"22: 0"23 �~�:� �~� 
�·�~�·�·�·�·�·�·�·�·�~�·�·�·�·�1�·�·�~�·�·�·�·� I21 i In 
0"13 0"23 i 0"33 ' 

�~� �[�~�l�J� [1i(1)] 
IL = f.L2 = ;':;(2)' 

.;.:;'" f.L 
f.L3 

and predict 

[8 = �E�(�[�~�:�J� \ X43 = 5;ii,I) = �[�~�J� + �I�!�2�~�2�H�x�4�3� -1L3) 

= �[�~�J� + [nm-1
(5 - 4) = �[�~�:�:�J� 

for the contribution to T1. Also, from (5-39), 

and 
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are the contributions to T2• Thus, the predicted complete-data sufficient statistics 
are 

[

Xll + X21 + X31 + �~�4�1�]� [5.73 + 7 + 5 + 6.4] [24.13] 
== X12 + X22 + X32 + X42 = 0 + 2 + 1 + 1.3 = 4.30 

X13 + X23 + x33 + X43 3 X43 + + +s95001 3f
0.05 Tc 6.6481 0 0 660286p24f
0.6 0 0428.1.15.9s95001 3f
328074 54u4764(+ ) Tc 9 0T53E0034003a6.764(+ )Tj
/33S m1f
0 T98nm
(X22 )a
/T8d-1 490l9-6 Tc 6.648120 1 Tf(
/T1_1 1 Tf
-0.035 T35 )T30 
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Once final estimates jL and i are obtained and relatively few missing compo_ 
nents occur in X, it seems reasonable to treat 

allpsuchthatn(jL - p)'i-I(it - p):5 �x�~�(�a�)� (5-41) 

as an approximate 100(1 - a)% confidence ellipsoid. The simultaneous confidence·. 
statements would then follow as in Section 5.5, but with x replaced by jL and S re­
placed by I. 

Caution. The prediction-estimation algorithm we discussed is developed on the. 
basis that component observations are missing at random. If missing values are re­
lated to the response levels, then handling the missing values t h 9  T a . 2 4  4 1 4 . 8 4 p l a c e d 
 0 . 0 2 6 3  T c  0 . 9 5 8  0  8 . 6  3 8 0 . 2 2  4 3 5 . 2 7 T d 
 0 e 3 . 2  T d 
 ( b 5 7  T m 
 ( T h e  ) 0 . 5 6 6 3 r  8 . 6  3 2 8 . 3 9  T j . 2 T . 3 3  4 5 1 1 _ 2  1  ,  ) T j 
 6 l  3 8 0 5 7  c 4 ( i n  ) T j 
 0 . 5 1 1 _ 2  1  ,  

v a l u 5 t  
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Supplement 

SIMULTANEOUS CONFIDENCE 
INTERVALS AND ELLIPSES AS SHADOWS 
OF THE p-DIMENSIONAL ELLIPSOIDS 

We begin this supplementary section by establishing the general result concerning 
the projection (shadow) of an ellipsoid onto a line. 

Result SA. I. Let the constant c > 0 and positive definite p x p matrix A deter­
mine the ellipsoid {z: z' A-Iz ::s c2

}. For a given vector u *' 0, and z belonging to the 
ellipsoid, the 

(
Projection (shadow) Of) = c Vu'Au u {z'A- 1z::sc2}onu u'u 

",hich extends from 0 along u with length cVu' Au/u'u. When u is a unit vector, the 
shadow extends cVu'Au units, so Iz'ul:;; cVu'Au. The shadow also extends 
cVu' Au units in the -u direction. 

Proof. By Definition 2A.12, the projection of any z on u is given by (z'u) u/u'u. Its 
squared length is (z'u//u'u. We want to maximize this shadow over all z with 
z' A-Iz ::s c2• The extended Cauchy-Schwarz inequality in (2-49) states that 
(b'd)2::s (b'Bd) (d'B-1d), with equality when b = kB-1d. Setting b = z, d = u, 
and B = 
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Projection on a plane is simplest when the two vectors UI and Uz determining 
the plane are first converted to perpendicular vectors of unit length. (See 
Result 2A.3.) 

Result SA.3. Given the ellipsoid {z: z' A-Iz :s; C
Z

} and two perpendicular unit 
vectors UI and Uz, the projection (or shadow) of {z'A-1z::;;; CZ} on the u1oU2 plane results in the two-dimensional ellipse {(U'z)' (V' AVrl (V'z) ::;;; c

2
}, where 

V = [UI ! U2]' 

Proof. By Result 2A.3, the projection of a vector z on the Ul, U2 plane is 

The projection of the ellipsoid {z: z' A-Iz :s; c2
} consists of all VV'z with z' A-Iz :s; c2. Consider the two coordinates 

B

y

 

3

6

 

3

.

6

4

2

 

1

.

5

0

7

 

0

1

5

7

 

0

.

8

 



262 Chapter 5 Inferences about a Mean Vector 

5.8. 

5.9. 

k that rZ is equal to the largest squared univariate t-value From (5-23), we nOewlinear combination a'xj with a = s-tcx - ILo), Using the constructed from th 3 d th H, in Exercise 5.5 evaluate a for the transformed· It . Example 5. an eo' . h" I Z resu s ID .' d ¥ 'fy that the tZ-value'computed with t IS a IS equa to T microwave-radiatIOn ata. en , 
in Exercise 5.5. 

�~� I' t < the Alaska Fish and Game department, studies grizzly H Roberts a natura IS lor. 61 b arry. e ' oal of maintaining a healthY population. �~�e�a�s�u�r�e�m�e�n�t�s� on n = ears �b�e�a�r�~� wldthhth fgllOwing summary statistics (see also ExerCise 8.23): prOVide t eO· 

Neck Girth Head Variable Weight 
(kg) 

Body 
length 
(cm) 

(cm) (cm) length 
Head 
width 
(cm) (cm) 

Sample 
95.52 164.38 55.69 93.39 17.98 31.13 mean x 

Covariance matrix 

3266.46 1343.97 731.54 1175.50 162.68 238.37 

1343.97 721.91 324.25 537.35 80.17 117.73 

731.54 324.25 179.28 281.17 39.15 56.80 
S= 1175.50 537.35 281.17 474.98 63.73 94.85 

162.68 80.17 39.15 63.73 9.95 13.88 

238.37 117.73 56.80 94.85 13.88 21.26 

I 95°;( simultaneous confidence intervals for the six popula-(a) Obtain the large samp e ° 
tion mean body measurements. .  5a0t00.0Tj
-0.0319 Tc 0.218 -1.143 Td
((g(-0.00 Td
(thu49m
(238.37 )Tj
8.14io.00443.3622 300.4478 59 288.4
0 Tc m
(8'0111 Tc 8.3987 -0d49351811 Tm
m_j
841m8Tc 3.24 064.7(164.38320als )Tj
0.036 Tcx7 196.0725 299.041.1466 8.3985 Tc 8.1223 -0.16 8.39.37 )Tj35 -0.173.71,3Tc 0.1715l298 344.7664 Tm
(1343.97 )Tj
-0.0 )]j
-0.0195.8888 m45 T45 0.14619 288.425 Tm
(m-0.9m3e4 Tc 3.62.in )Tj6899 Tm
(58223 4.30.0157 Tc 8.3980 Tdows 843 Tc 1.25 Tm
(m-941)]TJ
-0.0029 Tc -9.078 -0.971 Td
(t345..13 )(. )T8888 m45 T45 0.14619 288.425 T15260.146 1.574 5bmean 465 0.14
(the )Tj-19.146s. )Tj25 )Tj
-8.0089 Tc[689519n37 )Ts0Tc 888 
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Exercises 5.15, 5.16, and 5.17 refer to the following information: 

Frequently, some or all of the population characteristics of interest are in the form of 
attributes. Each individual in the population may then be described in terms of the 
attributes it possesses. For convenience, attributes are usually numerically coded with re­
spect to their presence or absence. If we 
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Which bank is your primary savings bank? 

Bank of I I I I Another I No Response: Shorewood Bank B Bank C Bank D Bank Savings 

A sample of n 
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(c) Is the bivariate normal distribution a viable population model? Explain with refer- . ence to Q_Q plots and a scatter diagram. 
. 5.20: A wildlife ecologist measured XI = taillength (in millim:ters) and X2 = wing. length (in millimeters) for a sample of n = 45 female hook-billed kites. These data are displayed in Table 5.12. �U�s�i�~�g� the data in the table, 

Xl X2 Xl X2 Xl x2 

(Tail (Wing . (Tail (Wing (Tail (Wing 

length) length) length) length) length) length) 

191 284 186 266 173 271 

197 285 197 285 194 280 

208 288 201 295 198 300 

180 273 190 282 180 272 

180 275 209 305 190 292 

188 280 187 285 191 286 

210 283 207 297 196 285 

196 288 178 268 207 286 

191 271 202 271 209 303 

179 257 205 285 179 261 

208 289 190 280 186 262 

202 285 189 277 174 245 

200 272 211 310 181 250 

192 282 216 305 189 262 

199 280 189 274 188 258 

Source: Data courtesy of S. Temple. 

(a) Find and sketch the 95% 9Tc -31.10.272982j
-0.035 T7.3956 183.61 Tc 1.67.2848 0.2966 8.49475 2966 8.4948 327.74587.4948 220.317156 183.66277966  Tc -77 Tetch 272 2281.2941 Tm
(189 8e4 Tcl274 )Tj

t h e  2

7

2
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5.25. Refer to Exercise 5.24. Using the data on the holdover and COA overtime hours, con- TABLE 5.14 Car Body Assembly Data struct a quality ellipse and a r2-chart .. Does the process represented by the bivariate observations appear to be in control? (That is, is it stable?) Comment. Do you 
Index Xl X2 

I 
something from the multivariate control charts that was not apparent in the' 

X3 X4 X5 X6 

\ 
X -charts? 

1 -0.12 0.36 0040 
2 -0.60 -0.35 

0.25 1.37 -0.13 

5.26. Construct a r 2-chart using the data on Xl = legal 
appearances overtime 3 -0.13 0.05 

0.04 -0.28 -0.25 -0.15 
0.84 0.61 

\ 

X2 = extraordinary event overtime hours, and X3 = holdover overtime 
4 -0046 -0.37 0.30 

1.45 0.25 

Table 5.8. Compare this chart with the chart in Figure (on )ime ei3rti.1536 8.7987 488993616 8.7987 455.ti.p
(C5001Tc j
-0.035 Tc 7.9201 9.39c j
-0.0)Tj5987 -0.1465 0.14Tj
9.3435 Tc 7.9201 9.37 -0.1535 0.15 1 68si3rti.157_1 1 Tf
0.0335 Tc 8.3987 -0.10.1i216 T97 Tm
6670n3.9201 9.37 -0.1535 0.15 1 68si3rti.157_1 1 Tf
0192.5173 Tm
2I11799 4.0489 j
0 Tc 155.74. 55279 4.0489 j Tc536173 Tm
(0.30 )Tj
-3.1516 0.1466 8.6h5Tf
-0.017 Tc 9.291589 2 Tm
(eve -0Tj
9.2417 -0.160.1)h5Tf
-0.017 T9516 493.6763 Tm
(0.25 )Tj
-0.05eve -0Te -05 Tc 9.02U3 5..0034 Tc 8.7987614a
(0.2571535 Tf
0.0335 Tc 86 487.6534 470.11893616 l 9.609.7058 494.4 Tm
(0040 )Tj
/T1_1 148184m
(4 )T30335 Tc 86 487.6533d7 487.6836 487.8872 T Tc 9.01815 10.39-3.1516 0349 462.73986 4873y28.32134.0j36 487.8872 T Tc75 Tc 989t373374.4 Tm
(1703 Tm
( 462.73986 4873487. 8.\ 6 Tmh28.798711.9983 0.0636 8.7997.987 119.639D 469 9.64 Tm
(X3 )Tj
/T1_5 1 Tf
0 Tc 6.9989 -0.1221 0.12223 0.e7 -636 8.89 -0.1268i8n45 )Tj
0.0057 Tc 6.497Tc 8.39882 6.9'535grt )Tj
-0.0.444169.8.7987 658.3s1639 0.164.541 Tc 5.2 Tc 1.764 7 T315 Tm
(5.8. )Tj
0.05 Tc 8.5258 -0.1487 0.1466 8.3987 133.8198 456.3741 T.0057 T 1.764 7 T315 T80I Tf
0 Tc 10.3984 -0.1814 0.1815 10.3o67-0.1487 0.146a T.00111221 0.13Tf
1814 0.1815 10.3.9201 9.37 -0.153587.9201 9.2ingoj
/T1_3 1 Tf
5.290r 484.085 T0.1817 119.5m0ul6 -0.1u0.3.920133d7 08206 Tm
(= )Tj
/3d
(chart )470.115 Tcn989 26738 8.7987 -027 0 Td
987 290.2749 46149.373 5l7 019.6319 456.621y283470.115 Tc101 9.2ingoj
/95 T0.181484.3613.798j
0.007 9.37 -0.1535 00
(4 )Try a1m
(appe(5.8. )Tj
0.05 T1/T1_4 1 3187 -01m
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after the treatment. In other situations, two or more treatments can be aOInm:istelrl'j 
to the same or similar experimental units, and responses can be compared to 
the effects of the treatments. 

One rational approach to comparing two treatments, or the presence and 
sence of a single treatment, is to assign both treatments to the same or identical 
(individuals, stores, plots of land, and so forth). The paired responses may then 
analyzed by computing their differences, thereby eliminating much of the 
of extraneous unit-to-unit variation. 

In the single response (univariate) case, let X jI denote the response 
treatment 
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A lOD( 1 - a)% confidence region for B consists of all B such that 

_ ,-t- (n-1)p 
(d - B) Sd (d - B) �~� ( ) Fp,lI_p(a) n n - p . 

(6-9) 

Also, 100( 1 - �~�a�)�%� simultaneous confidence intervals for the individual mean 

differences [Ji are given by 
en - 1)p g 
(n _ p) Fp,n-p(a) \j-; (6-10) 

where d
i 
is the ith element of ii.and �S�~�i� is the ith �d�i�a�g�o�n�~�l� �e�~�e�m�e�n�t� of Sd' , 

For n - p large, [en - l)p/(n - p)JFp,lI_p(a) = Xp(a) and normalIty 

need not be assumed. .' 
The Bonferroni 100(1 - a)% simultaneous confidence mtervals for the 

individual mean differences are 

ai : di ± �t�n�-�I�(�2�~�)� �~� (6-10a) 

where t
n
_t(a/2p) is the upper 100(a/2p)th percentile of a t-distribution with 

n - 1 dJ. 

E I 6 I (Checking for a mean difference with paired observations) Municipal 
xamp e . . h' d' h . 

t t treatment plants are required by law to momtor t elr lSC arges mto 
was ewa er . b'l' fd t f 
rivers and streams on a regular basis. Concern about the rella 1 Ity 0 a a rom one 
of these self-monitoring programs led to a study in �w�h�i�~�h� samples of effluent were 
divided and sent to two laboratories for testing. One-half of each sample ,:"as sent to 
the Wisconsin State Laboratory of Hygiene, and one-half was sent to a prIvate �c�o�~�­
merciallaboratory routinely used in the monitoring �p�r�~�g�r�a�m�.� �M�e�a�s�u�r�e�m�e�n�~�s� 

ba872007E002i 0 .0013 Tc 3j19.22 259329E002il
/T1_0 1 T5no02911225 58.75319 248.54 Tm
<09200r2008.9uTc 6y 
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Our analysis assumed a normal distribution for the Dj. In fact, the situation 
further complicated by the presence of one or, possibly, two outliers. (See 
6.3.) These data can be transformed to data more nearly normal, but with 
small sample, it is difficult to remove the effects of the outlier(s). (See Exercise 

The numerical results of this example illustrate an unusual circumstance 
can occur when.making inferences. 

The experimenter in Example 6.1 actually divided a sample by first shaking it 
then pouring it rapidly back and forth into two bottles for chemical analysis. This 
prudent because a simple division of the sample into two pieces obtained by 
the top half into one bottle and the remainder into another bottle might result in 
suspended solids in the lower half due to setting. The two laboratories would then 
be working with the same, or even like, experimental units, and the conclusions 
not pertain to laboratory competence, measuring techniques, and so forth. 

Whenever an investigator can control the aSSignment of treatments to experi­
mental units, an appropriate pairing of units and a randomized assignment of 
ments can' enhance the statistical analysis. Differences, if any, between supposedly 
identical units must be identified and most-alike units paired. Further, a random as­
signment of treatment 1 to one unit and treatment 2 to the other unit will help elim­
inate the systematic effects of uncontrolled sources of variation. Randomization can 
be implemented by flipping a coin to determine whether the first unit in a pair re­
ceives treatment 1 (heads) or treatment 2 (tails). The remaining treatment is then 
assigned to the other unit. A separate independent randomization is conducted for any, a o5155.99 Tmc0.851 0 a50036j
-0te an
(for 25 033I09j
05a� Td
(ris4.582r913d
(a )Tj
0.03lfor0n ) 8.7 326.68 0 T Tc 0lemen(ris4.582r913d
(=13. )Tj
0.037cTj
0.03lfn )c 2((tails).n )To1 )Tj
0.0unit0Tj
0.0222e1 r a n j 
 0 . 0 5  T c  8 . 9 7 8 4 7 0 2 n j 
 - 5 _ q  
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For comparative purposes, we consider contrasts of the components 

IL = E(Xj ). These could be 

�j�J�m�~�c�,�p� �r�-�~�J� [' -1 0 

ILl -:- IL3 = �~� 0 -1 
. . 

�~�.� . 
ILl - ILq 1 0 0 

or 

l �:�~� �~� :: ] = �l�~� �~� -: �~� ... . �~� �~� �l�l�~�~�J� = C21L 

ILq - ILq-l 0 0 0 -1 1J ILq 

Both Cl and C
2 

are called contrast matrices, because their q - 1 rows are linearly' 
independent and 

indep1_1 1 Tf
 14
0 Tc 8.9.9 145.73 (consider )T0 T6.XfTd
(rows )Tj
0.0oand 4.9 147.d32coLq-l 
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2.0 

-1.0 Figure 6.1 95% confidence ellipse 
forlLl - IL2' 

units along the eigenvector ei, or 1.15 units in the el direction and .65 units in the ez 
direction. The 95% confidence ellipse is shown in Figure 6.1. Clearly, ILl - ILz == 0 
is not in the ellipse, and we conclude that the two methods of manufacturing soap 
produce different results. It appears as if the two processes produce bars of soap 
with about the same mildness (Xz), but lhose from the second process have more 
lather (Xd. • 

Simultaneous Confidence Intervals 

It is possible to derive simultaneous confidence intervals for the components of the 
vector ILl - ILz· These confidence intervals are developed from a consideration of 
all possible linear combinations of the differences in the mean vectors. It is assumed 
that the parent multivariate populations are normal with a common covariance 1:. 

Result 6.3. Let cZ == [(111 + I1Z - 2)p/(nl + I1Z - P - 1)]Fp.l1l+n2-p-I(a). With 
probability 1 - a. 

will cover a'(ILI - ILz) for all a. In particular ILli - ILZi will be covered by 

�( �~� + �~�)� Sii,pooled 
111 112 

for i == 1,2, ... , p 

Proof. Consider univariate linear combinations of the observations 

XII,XIZ,,,,,X1nl and X21,X22"",XZn2 

given by a'Xlj == alXljl + aZX lj2 + ., . + apXljp and a'XZj == alXZjl '+ azXZjz 
+ ... + apX2jp ' These linear combinations �h�a�v�e�~�a�m�p�l�e� �m�e�~�s� and covariances 
a'X1, a'Sla and a'Xz, a'S2a, respectively, where Xl> SI, and X 2 , Sz are the mean 
and covariance statistics for the two original samples, (See Result 3.5.) When both 
parent populations have the same covariance matrix, sf.a == a'Sla and �s�~�,�a� a r e  
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(The off-peak consumption is higher than the on-peak consumption because there 
are more off-peak 
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Result 6.4. Let the sample sizes be such that 11) - P and 112 - P are large. Then, 
approximate 100(1 - a)% confidence ellipsoid for 1'1 - 1'2 is given by all 1'1 -

satisfying 

[x\ - Xz - (PI - I'z)]' �[�~�S�)� + �~�S�z�J�-�)� [x) - xz - (I') - I'z)] $ �~�(�a�)� 
111 112 

where �~� (a) is the upper (l00a }th percentile of a chi-square distribution with p d.f. 
Also, 100(1 - a)% simultaneous confidence intervals for all linear combinations 
a'(I') - I'z) are provided by 

a'(I') - 1'2) belongs to a'(x) - Xz) :;I: V �~�(�a�)� la' (l..81 + l..sz)a \j; I1r 112 

Proof. From (6-22) and (3-9), 

£(Xl - Xz) = 1'1 - I'z 

and 

By the central limit theorem, X) - Xz is nearly Np[l') - ILz, �I�1�~�I�l� �~� 11Z-
II z]· If Il 

and I2 were known, the square of the statistical distance from Xl - X 2 to 1') - I'z 
would be 

This 
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A statistic similar to T2 that is less sensitive to outlying observations for 
and moderately sized samples has been developed byTiku and Singh [24]. �l�O�v�v�e�v�'�~�r�E� 

if the sample size is moderate to large, Hotelling's T2 is remarkably unaffected 
slight departures from normality and/or the presence of a few outliers. 

An Approximation to the Distribution of r2 for Normal 
Populations When Sample Sizes Are Not Large 

" 
One can test Ho: ILl - IL2 = .a when the population covariance matrices are un­
equal even if the two sample sizes are not large, provided the two populations are 
multivariate normal. This situation is often called the multivariate Behrens-Fisher 
problem. The result requires that both sample sizes nl and n2 are greater than p, the 
number of variables. The approach depends on an approximation to the distribution 
of the statistic 

which is identical to the large sample statistic in Result 6.4. However, instead of 
using the chi-square approximation to obtain the critical value for testing Ho the 
recommended approximation for smaller samples (see [15] and [19]) is given by 

2 _ vp F 
T - + 1 P.v-p+1 v-p 
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lies in the hyperplane of linear combinations of the g vectors 1I1, U2,"" ug • Since 
1 = Ul + U2 + ." + ug , the mean vector also lies in this hyperplane, and it is 
always perpendicular to the treatment vector. (See Exercise 6.10.) Thus, the mean 
vector has the freedom to lie anywhere along the one-dimensional equiangular line 
and the treatment vector has the freedom to lie anywhere in the other g - 1 �d�i�~�>� 
mensions. The residual vector,e = y - (Xl) - [(Xl - X)Ul + .. , + (xg - x)ug ] is 
perpendicular to both the mean vector and the treatment effect vector and has the 
freedom to lie anywhere in the subspace of dimension n - (g - 1) ,- 1 = n -
that is perpendicular to their hyperplane. 

To summarize, we attribute 1 d.f. to SSmean,g -.1 d.f. to SSt" and n - g '" 
(nl + n2 + ... + ng) - g dJ. to SS,es' The total number of 
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can be written as 
(XCj - x)(XCj - x)' = [(x!,j - xc) + (Xt - x)] [(XCj - ic) + (xc - x)J' 

= (XCj - ic)(xCj - i c)' + (Xt; - xc) (xc - x)' 
+ (Xt - X)(Xtj - xc)' + (Xe - X)(Xc - i)' 

The sum over j of the middle two expressions is the zero matrix, 
�~� (xc; - it) = O. Hence, summing the cross product over e and j yields �~�I� 

. 

�~� �~� (x. - x) (xc' - i)' sum 

-.3248 42415037. 2.72
(x) )Tj
65141 -01 -343e90Tc  8.r -
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Bartlett (see [4]) has shown that if Ho is true and Ln( = n is large, 

-(n-1-(P+g»)lnA*=-(n-1-(P+g»)ln( IWI) 
2 2 IB+ WI (6-43) 

has approximately a chi-square distribution with peg - 1) dJ. Consequently, for 
Lne = n large, we reject Ho at significance level a if 

( 
(p + g») ( Iwl ) 

- n - 1 - 2 In IB + wl > x7,(g-l)(a) (6-44) 

where x;,(g-l)(a) is the upper (l00a)th percentile s i g n i f i c a n c e 6 2 5 ! e f  T c  8 . 5  0  0  8 . 5  2 3 7 7 9  T c  8 . 5  0  0 9  2 3 I  8 . 5  3 1 3 7 7 9  T c  8 . 5  0  0 9  2 3 I 0  8 . 5  2 3 7 7 9  . 0 7  T m 
 ( a t  ) T . 6  2 9 0 . 7  4 0 . 0 5  3 2 ( n 6 0  8 . 5 n w 4 ( <  8 . 6 2 5 6 I  8 . 5  3 1 2  . 0 7  T m 
 ( a t  8 . 5  0  0  8 2 . 0 8 . 5  2 ( l 0 0 a ) t h  ) T j 
 2 6 X I 0  8 . 5  2 3 7 7 9  4 6 . 1 f 
 - 0 . 0 3 5  T c  0  T c  9 . 6 5 8  5 0 9 . 1 2 3 8 . 2 3  4 6 2 6 X I 8  5 0 9 . 1 2 3 8 . 2 3  4 6 2 6 0 9 . 1 2 3 8 . 2 3  4 6 2 u T f 
 0 . 0 4 5 3 4 7 ! o 5 4 6 . 8  T c c  8 . 5  0  
 0 . 0 4 0 1  T 8 2 . 0 8 . 2 3 J 3 x 0  0  8 r 1 � - l . 9 4  4 9 3 r c  8 . 5  0 . 0 9 0  0 6 (  i 6 . 1 f 
 - 0 . 0 3 5  T c  2 e 1 8 1 T j 
 / T - 4 8 . 5  1 5 6 . 3 1  4 3 8 . 6  T c  T c  
 ( i s  ) T 1 2 6 . 5 5  4 H 
 ( )  ) T ) T j 2  1  T f 
 . 1 2 3 8 . 2 3  4 6 2 0 . 0 ! 4 9 5 
 0 . )  6 . 5 5  4 H 
 ( ) 0  8 . 5 _ 2  1  T f 
 - 0 . 0 4 7  ) T j 
 0 0 . 0 3 5  T c  2 e 1 8 1 T j 
 6 1 4 3 8 . 6  T c  T c a 0 - 0 . 0 4 6 B 1  . 0 7  T  0 5 7 6 2 
 ( +  4  8 2 [ 2 x n , x n , T � T j - o 3 7 8 1 T ( +  4  8 2 [ 2 x 
 - 0 . 0 3 5  T c  8 m 8 2 p  ) T j 
 / T 1 8 8 . a 6 0 0 n 0 . )  T  h a 4 . 8 4 t 0 4 6 B 1  . 0 7  T c  2 e 1 8 a 3  
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Since p = 2 and g = 3, Table 6.3 indicates that an exact test (assuming normal_ 
ity and equal group covariance matrices) of Ho: 1'1 = 1'2 = 1'3 = 0 (no treatment 
effects) versus HI: at least one Te * 0 is available. To carry out the test, we compare 
the test statistic 

(
1 - v'A*) (Lne - g -'- 1) = (1 - \f.0385) (8 - 3 - 1) = 8 19 v'A* (g - 1) V.0385 3 - 1 .. 

with a percentage point of an F-distribution having Vi = 4Tj
0.018j
0 T1.056 0 Td
(percentage )
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• _ == 3 for 95% simultaneous confidence �s�t�a�t�~�m�e�n�t�s� we require �~�~�:�~�~�5�~�(�~�~�:�~�~�2�~� == 2:87. (See Appendix, Table 1.) The 95% SImultaneous confi-
dence statement is 

belongs to. J( 1 1) W33 
T13 - T33 ± t513(.00208) nl + n3 n - g 

== -.043 ± 2.87(.00614) 
== - .043 ± .018, or ( - .061, - .025) 

maintenance and labor cost for government-owned We �~�o�n�c�l�u�d�e� �t�h�~�t� �h�~�e�h�a�v�e�~�a�g�e�0�2�5� to .061 hour per patient day than for privately nursmg homes IS Ig er y. . th t 
d . h mes With the same 95% confIdence, we can say a owne nursmg 0 . 

_ �~� belongs to the interval (-.058, -.026) 'T13 • 23 

and _ Tc 32d
(1b.918055and )Tj
 165.4 432.1837 Tm
(hou837 0 Td8 Tm-0.1531 0.1519 8.59 (1b.9c 816)a.5047 T2055 17.1517 07 T3T13nd )Tj
 0055 Tc3s84 .82 .813nd 
s

a

m

e

 

'T13 
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Using the information in Example 6.10, we have nl = 271, n2 == 138, 
n3 = 107 and 1 SI 1 = 2.783 X 10-8,1 s21 = 89.539 X 10-8,1 s31 = 14.579 X 10-8, and 
1 Spooled 1 = 17.398 X 10-8. Taking the natural logarithms of the determinants == determinan46.5001 106.-1001 106.-1001 106.-39.5 528.81
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expected responses as a function of the factor levels with and without interaction, 
respectively. The absense of interaction means 'Yek = 0 for all e .and k. 

In a manner analogous to (6-55), each observation can be decomposed as 

where x is the overall average, Xf· is the average for the eth level of factor 1, x'k is 
the average for the kth level of factor 2, and Xlk is the average for the eth level 
factor 1 and the kth level of factor 2. Squaring and summing the deviations 
(XCkr - x) gives 

or 

g b n g b 

2: 2: 2: (Xtkr - x)2 = 2: bn(xf· - X)2 + 2: gn(x'k - X)2 
(=1 k=1 ,=1 f=1 k=1 

g b 

+ 2: 2: n(Xfk - Xc- - X'k + X)2 
f=1 k=1 

SSco, = SSfacl + SSfac2 + SSint + SSres 

The 



i[ .. 
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The 
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Similarly, the 100(1 - a) percent simultaneous confidence intervals for f3ki - f3qi 

are 

( a) fE::2 
f3ki - f3qi belongsto (i·ki - i·qi) ± tv pb(b - 1) �~�-�;�-�g�;�;�.� (6-71) 

where jJ and Eiiare as just defined and i·ki - i·qiis the ith component ofx·k - x.q • 

Comment. We have considered the multivariate two-way model with replica­
tions. That is, the model allows for n replications of the responses at each combina­
tion of factor levels. This enables us to examine the "interaction" of the factors. If 
only one observation vector �i�~� available at each combination of factor levels, the 
two-way model does not allow for the possibility oca general interaction term 'Yek· 
The corresponding MANOVA table includes only factor 1, factor 2, and residual 
sources of variation as components of the total variation. (See Exercise 6.13.) 

Example 6.13 (A two-way multivariate analysis of variance of plastic film data) The 
optimum conditions for extruding plastic film have been examined using a tech­
nique called Evolutionary Operation. (See [9].) In the course of the study that was 
done, three responses-Xl = tear resistance, Xz = gloss, and X3 = opacity-were 
measured at two levels of the factors, rate of extrusion and amount of an additive. 
The measurements were repeated n = 5 times at each combination of the factor 
levels. The data are displayed in Table 6.4. 

Table 6.4 Plastic Film Data 

Xl = tear resistance, X2 = gloss, and X3 = opacity 
Factor 2: Amount of additive 

Low (1.0%) High (1.5%) 

�~� �~� �~� �~� X2 X3 

[6.5 9.5 4.4] [6.9 9.1 5.7] 
[6.2 9.9 





�~�:� 
�~�<�-�-

�~�:� l'·J···· .. 
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For (g - 1)(b - 1) = 1, 

(1 -A*) (gb(n -1) - p + 1)/2 
F = A* (I (g - l)(b - 1) - pi + 1)/2 

has an exact F-distribution with VI = I(g - l)(b - 1) - pi + 1 
gb(n -1) - p + 1d.f.(See[1].)Forourexample. 

= (1 - .7771) (2(2)(4) - 3 + 1)/2 = 1 
F .7771 (11(1) -.31 + 1)/2 34 

VI = (11(1) - 31 + 1) = 3 

V2 = (2(2)(4) - 3 + 1) = 14 

andy4 34 = -

= 
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Using (6-74), we obtain 

T2 = ( .367 )2 = .501 
�V�(�~� + �~�)�4�.�0�2�7� 

With er = .05, F1,;8(.05) = 4.0, and T2 = .501 < F1,58(.05) = 4.0, we cannot reject 
the hypothesis that the profiles are coincident. That is, the responses of men and 
women to the four questions posed appear to be the same. 

We could now test for level profiles; however, it does not make sense to carry 
out this test for our example, since Que'stions 1 and i were measured on a scale of 
1-8, while Questions 3 and 4 were measured on a scale of 1-5. The incompatibility of 
these scales makes the test for level profiles meaningless and illustrates the need for 
similar measurements in order to carry out a complete profIle analysis. _ 

When the sample sizes are small, a profile analysis will depend on the normality 
assumption. This assumption can be checked, using methods discussed in Chapter 4, 
with the original observations Xej or the contrast observations C Tc8.82 00.4 0 0 8.4o3Tc 8.520d5160.0056 TclTc 8.4 00 1 Tf
0.04 

th4 hen 835i3t
0..9d
(th4 hen 0 Td
(th4 hi31 050 5.9001 2T(th4 hen734 )Tj
9.0e Tc 0.795 0 Tc 4 0 0 8.4 211.05 Tc 8the )Tj
0.04hen734 )Tj
9.64.4083 Tm
(1-84en734 )Tj
9.87 0 0 12.s8normal734 oTc 1.pf
0.05 Tc i1jormalit1m035266.22 365.9 Tm
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64.4083 Tma8ns )Tj
/T1_3 1 Tf
00.0404s9 0W(h 0 8.4 3Tion. )T8c 8.8457 0sl9.8596 Tc -346esC8.4 hen 835i08d2.75 -2.48is49.8596 Tc -346esC8.596 T23 Tm
(met8'7a8d2.75 34t4.01 0 Td.09.pf
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Examination of the estimates and the standard errors reveals that the (2 terms 
are needed. Loss of calcium is predicted after 3 years for both groups. Further, there 
o s not seem to be any substantial difference between the two �g�~�o�u�p�s�.� . de. th 1I hypothesis that the quadratic growth model IS Wilks' lambda 
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6.4. Refer to Example 6.l. 

(a) Redo the analysis in Example 6.1 after transforming the pairs of observations to 
In(BOD) and In (SS). 

(b) Construct the 95% Bonferroni simultaneous intervals for the components of the 
mean vector B of transformed variables. 

(c) Discuss any possible violation of the assumption of a bivariate normal distribution 
for the difference vectors of transformed observations. 

6.S. A researcher torTj
/T1_2 2.043 Tc 1.2p16023
(transformed.6m.ni2iltors )Tj
5 0 8.4 7ctors 
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The following exercises may require the use of a computer. 

6.16. Four measures of the response stiffness on .each of 30 boards are listed in Table 4.3 (see ' 
Example 4.14). The measures, on a given board, are repeated in �~�h�e� sense �~�h�a�t� they were 
made one after another. Assuming that the measures of stiffness anse from four 
treatments test for the equality of treatments in a repeated measures design context. Set 
a = .05. Construct a 95% (simultaneous) confidence interval for a �c�o�~�t�r�a�s�t� in the 
mean levels representing a comparison of the dynamic measurements WIth the static 
measurements. 

6.1,7. The data in Table 6.8 were collected to test two psychological models of numerical 
, cognition. Does the processfng oLnumbers �d�~�p�e�n�d� on the �w�~�y� the numbers �a�r�~� pre­

sented (words, Arabic digits)? Thirty-two subjects were requued to make a senes of 

Table 6.8 Number Parity Data (Median Times in Milliseconds) 

WordDiff WordSame ArabicDiff ArabicSame 

(Xl) (X2) (X3) (X4) 

869.0 860.5 691.0 601.0 

995.0 875.0 678.0 659.0 

1056.0 930.5 833.0 826.0 

1126.0 954.0 888.0 728.0 

1044.0 909.0 865.0 839.0 

925.0 856.5 1059.5 797.0 

1172.5 896.5 926.0 766.0 

1408.5 1311.0 854.0 986.0 

1028.0 887.0 915.0 735.0 

1011.0 863.0 761.0 657.0 

726.0 674.0 663.0 583.0 

982.0 894.0 831.0 640.0 

1225.0 1179.0 1037.0 905.5 

731.0 662.0 662.5 624.0 

975.5 872.5 814.0 735.0 

1130.5 811.0 843.0 657.0 

945.0 909.0 867.5 754.0 

747.0 752.5 777.0 687.5 

656.5 ' 659.5 572.0 539.0 

919.0 833.0 752.0 611.0 

751.0 744.0 683.0 553.0 

774.0 735.0 671.0 612.0 

941.0 931.0 901.5 700.0 

751.0 785.0 789.0 735.0 

767.0 737.5 
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Table 6.9 Carapace Measurements (in Millimeters) for 
Painted Thrtles 

Female Male 

Length Width Height Length Width Height 
(Xl) - (X2) (X3) (Xl) (X2) (X3) 

98 81 38 93 74 37 
103 84 38 94 78 35 
103 86 42 96 80 35 
105 86 42 101 84 39 
109 88 44 102 85 38 
123 92 50 103 81 37 
123 95 46 104 83 39 
133 99 51 106 83 39 
133 102 51 107 82 38 
133 102 51 112 89 40 
134 100 48 113 88 40 
136 102 49 114 86 40 
138 98 51 116 90 43 
138 99 51 117 90 41 
141 105 53 117 91 41 
147 108 57 119 93 41 
149 107 55 120 89 40 
153 107 56 120 93 44 
155 115 63 121 95 42 
155 117 60 125 93 45 
158 115 62 127 96 45 
159 118 63 128 95 45 
162 124 61 131 95 46 
177 132 67 135 106 47 

6.20. The tail lengths in millimeters (xll and wing lengths in rniIlimeters (X2) for 45 

6 0  
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Table 6.1 1 Male Hook-Billed Kite Data 

Xl Xl Xl X2 Xl x2 

(Tail (Wing (Tail (Wing (Tail (Wing 

(Wing 
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Table 6.13 Egyptian Skull Data 

MaxBreath BasHeight BasLength NasHeight Tlffie 
(xd (X2) (X3) (X4) Period 

131 138 89 49 1 
125 131 92 48 1 
131 132 99 50 1 
119 132 96 44 1 
136 143 100 54 1 
138 137 89 56 1 
139 130 108 48 1 
125 136 93 48 1 
131 134 102 51 1 
134 134 99 51 1 

124 138 101 48 2 
133 134 97 48 2 
138 134 98 45 2 
148 129 104 51 2 
126 124 95 45 2 
135 136 98 52 2 
132 145 100 54 2 
133 130 102 48 2 
131 134 96 50 2 
133 125 94 46 2 : : 
132 130 91 52 3 
133 131 100 50 3 
138 137 94 51 3 
130 127 99 45 3 
136 133 91 49 3 
134 123 95 52 3 
136 137 101 54 3 
133 131 96 49 3 
138 133 100 55 3 
138 133 91 46 3 

Source: Data courtesy of 1. Jackson. 

6.26. A project was �d�e�s�.�i�g�n�e�~� to investigate how consumers in Green Bay, Wisconsin, would 
�r�e�a�~�t� to an electncal tIme-of-use pricing scheme. The cost of electricity during peak 
penods for some customers �w�~�s� �s�~�t� �a�~� eight times the cost of electricity during 
�o�f�f�-�~�e�a�k� peak s 0 9  8 . 8  0 7 t  
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Table 6.16 Mineral Content in Bones (After 1 Year) 

Xl X2 X3 X4 Xs X6 X7 Subject Dominant Dominant Dominant 
number radius Radius humerus Humerus ulna Ulna 

�c�~�r�r�d�)� (Thl'd) (FO_) ( Longtb of ) ( Length of 
(Wing) (Wing) palp palp palp antennal antennal 1 1.027 1.051 2.268 2.246 .869 .964 length width 2 .857 .817 1.718 1.710 .602 .689 length width length segment 12 segment 13 

3 .875 .880 1.953 1.756 .765 .738 
85 41 31 13 25 9 8 4 .873 .698 1.668 1.443 .761 .698 
87 38 32 14 22 13 13 5 .811 .813 1.643 1.661 .551 .619 
94 44 36 15 27· 8 9 6 .640 .734 1.396 1.378 .753 .515 
92 43 32 17 28 9 9 7 .947 .865 1.851 1.686 .708 .787 

35 14 26 10 10 8 .886 .806 1.742 1.815 .687 .715 96 43 
9 .991 .923 1.931 1.776 .844 .656 91 44 36 12 24 9 9 

90 42 36 16 26 9 9 10 .977 .925 1.933 2.106 .869 .789 
92 43 36 17 26 9 9 11 .825 .826 1.609 1.651 .654 .726 
91 41 36 14 23 9 9 12 .851 .765 2.352 1.980 .692 .526 
87 38 35 11 24 9 10 13 .770 .730 1.4700 8.8 109 395.19w7(.76.67 Tm
(2Tj
6.355 0..33Td
(.69Td
(9 )61)Tj730 )Tj
-0.0065(.730 )l)616 .77b-0.035 Tc 8.3259 02
(9 )613 5  

[ 1 8  0  0  8 . 8 . 8  1 0 9  3 9 5 . 1 9 w 7 ( 6 3 3 9 6 3 . ) T j 
 - 0 . 0 3 5 s d 
 ( . 7 2 6  ) T j 
 - 0 . 0 3 5  T c  8 . 1 6 9 4  0  0  8 . 8  1 0 9 . 0 1  3 8 5 . 5 9  T m 
 ( 9 1  ) T j 
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 8 . 5 5 1 8 7  7  T c  4 . 0 9 7  7 4 - d 
 ( . 7 2 0 6 3 9  0 4  5 . T d L 4 1 7 T j 
 8 . 5 5 6 t 2  2 8 3 7  T c  4 . 0 9 T j 
 - 0 6 2 g 3 1 ) T 0 1 ) T 0 1 ) 3  T m 
 ( 8 0  9 . 8  0 . 1 2 1 0  d 
 ( . 6 a 3 8 6 . 0 6 4 6 n 1 9 3 1  - 0 1 6 a 8 5 . 5 9  T m 5 3 0 0 2 8 . 7 7 b 8 . 0 2 7  T d 
 ( 9 3 3  T .  9 1  3 6 5 5 9 c  5 . 1 8  9 5 . 0 3 5  T c 1 3  T m 
 ( 8 9 3 3  T .  9 1  1 ) T j 7 3 0 0 2 T 9 1  ) 3 6 7 3 0  ) l ) 6 x c  4 . 4 6 t 2  0  9 . 8   T .  9 1  1 ) T j 7 3 ( 8 0  9 . 8  0 . 1 2 1 0  d 
 7 7 9 2  8 . 3 2 5 9  0  0  l 
 0 0 0 s 6 3 1  - 0 1 6 T 0 3 5 ( 5 T j 
 - 0 . h T 4  ) T j 
 5 0 . 0 9 7  0  1 9 w 7 ( . o 5 4 T 1 8 6 3 1  - 0 l ) 6 x c  4 . 1 1  T m 
 j 
 - 0 . 0 3 2 9 3 m 
 ( 3 0  ) l ) 0 3 0 4  T 4  
3 6  3 6  9 1  9 1  5 W 1 h 3 1 - 0 9 2  8 . 3 2 5 9  0  0   T .  9 6 3 5 T 4  
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Table 6.17 Peanut Data 

Factor 1 Factor 2 Xl X2 X3 
Location 



-

356 Chapter 6 Comparisons of Several Multivariate Means 

(b) Do you think the usual MAN OVA assumptions are satisfied for the these data? cuss with reference to a residual analysis, and the possibility of correlated 
tions over time. 

(c) Foresters are particularly interested in the interaction of species and time. teraction show up for one variable but not for the other? Check by running· 
variate two-factor ANOVA for each of the two responses. . 

(d) Can you think of another method of analyzing these data (or a different tal design) that would allow for a potential time trend in the spectral 
numbers? 

6.34. Refer to Example 6.15. 
(a) Plot the profiles, the components of Xl versus time and those of X2 versuS 

the same graph. Comment on the comparison. 
(b) Test that linear growth is adequate. Take a = .01. 

6.35. Refer to Example 6.15 but treat all 31 subjects as a single group. The maximum 
hood estimate of the (q + 1) X 1 P is 

P = (B'S-lBrIB'S-lx 

where S is the sample covariance matrix. The estimated covariances of the maximum likelihood estimators are 

CoV(P) =' (n - l)(n - 2) (B'S-IBr
J 

(n - 1 - P + q) (n - p + q)n 

Fit a quadratic growth curve to this single group and comment on the fit. 
6.36. Refer to Example 6.4. Given the summary information on electrical usage in this pie, use Box's M-test to test the hypothesis Ho: IJ = �~�2� =' I. Here Il is the 



I" 
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Tho times were observed. The time to assess the pr?blem and plan an �a�t�t�a�~�k� 
the time to implement the solution were each measured In hours. The data are given 

Table 6.20. . If· rta t 
Perform a MANOVA including appropriate confidence mterva s or Impo n 

Problem Problem Engineer Problem Problem Total 
Severity Complexity Experience Assessment Implementation Resolution 
Level Level Level Tune Time Time 

Low Simple Novice 3.0 6.3 9.3 
Low Simple Novice 2.3 5.3 7.6 
Low Simple Guru 1.7 2.1 3.8 
Low Simple Guru 1.2 1.6 2.8 
Low Complex Novice 6.7 12.6 19.3 
Low Complex Novice 7.1 12.8 19.9 
Low Complex Guru 5.6 8.8 14.4 
Low Complex Guru 4.5 9.2 13.7 
High Simple Novice 4.5 9.5 14.0 
High Simple Novice 4.7 10.7 15.4 
High Simple Guru 3.1 6.3 9.4 
High Simple Guru 3.0 5.6 7T 8.8688 0 011918.2 126.7  Tc 8057 0 0c 7.518 -0.0s3sB80 0 8.2 191.09 33et 7.
8.5J.51J.51J.51Jie 



Chapter 

MULTIVARIATE LINEAR 
REGRESSION MODELS 

7.1 Introduction 
Regression analysis is the statistical methodology for predicting values of one or 
more response (dependent) variables from a collection of predictor (independent) 
variable values. It can also be used for assessing the effects of the predictor variables· 
on the responses. Unfortunately, the name regression, culled from the title of the 
first paper on the sUbject by F. Galton [15], in no way reflects either the importance ..... 
or breadth of application of this methodology. . 

In this chapter, we first discuss the multiple regression model for the predic-· 
tion of a single response. This model is then generalized to handle the prediction 
of several dependent variables. Our treatment must be somewhat terse, as a vast 
literature exists on the subject. (If you are interested in pursuing regression 
analysis, see the following books, in ascending order of difficulty: Abraham and 
Ledolter [1], Bowerman and O'Connell [6], Neter, Wasserman, Kutner, and 
Nachtsheim [20], Draper and Smith [13], Cook and Weisberg [11], Seber �[�~�3�]�,� 
and Goldberger [16].) Our abbreviated treatment highlights the regressIOn 
assumptions and their consequences, alternative formulations of the regression 
model, and the general applicability of regression techniques to seemingly dif­
ferent situations. 

1.2 The Classical linear Regression Model 
Let Zl, Zz, ... , z, be r predictor 
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of c' p has the smallest possible variance among all linear estimators of the form 

a'Y = all! + �a�2�~� + .. , + anYn 

that are unbiased for c' p. 

Proof. For any fixed c, let a'Y be any unbiased estimator of c' p. 
E(a'Y) = c' p, whatever the value of p. Also, by assumption,. E( 
E(a'Zp + a'E) = a'Zp. Equating the two �e�x�p�~�c�t�e�d� valu: �e�x�p�r�e�s�s�l�~�n�s� , 
a'Zp = c' p or·(c' - a'Z)p = ° for all p, indudmg the chOIce P = (c - a 
This implies that c' = a'Z for any unbiased estimator. -I 

Now, C' P = c'(Z'Zf'Z'Y = a*'Y with a* = Z(Z'Z) c. Moreover, 
Result 7.2 E(P) = P, so c' P = a*'Y is an unbiased estimator of c' p. Thus, for 

a satisfying the unbiased 
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and assessed value. We note that a 95% confidence interval for 132 [see (7-14)] is 

given by 

�~�2� ± tl7( .025) VVai �(�~�2�)� = .045 ± 2.110(.285) 

or 
(-.556, .647) 

Since the confidence interval includes /3z = 0, the variable Z2 might be dropped 
from the regression model and the analysis repeated 



376 Chapter 7 Multivariate Linear Regression Models 

Under the full model, Cp is distributed as Nr_q(CP, a2C (Z'ZrlC'). We 
Ho: C P = 0 at level a if 0 does not lie in the 1 DO( 1 - a) % confidence ellipsoid 
Cp. Equivalently, we reject Ho: Cp = 0 if 

(CP)' (C(Z'ZrIC') -1(CP) 
, s2 = 
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The F-ratio may be compared with an appropriate percentage point of an 

F-distribution with 2 and 12 d.f. This 
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The prediction interval for Yo is wider than the confidence interval for estimating 
the value of the regression function E(Yo I zo) = zop· The additional uncertainty in 
forecasting Yo, which is represented by the extra term S2 in the expression 
s2(1 + zo(Z'Zrlzo), comes from the presence ofthe unknown error term eo· 

Example 7.6 (Interval estimates for a mean response and a future response) Companies 
considering the purchase of a computer must first assess their future needs in 
to determine the proper equipment. A computer scientist collected data from seven 
similar company sites so that a forecast equation of computer-hardware requirements 
for inventory management could be developed. The data are given in Table 7.3 for 

ZI = customer orders (in thousands) 
Z2 = add-delete item count (in thousands) 
Y = CPU (central processing unit) time (in hours) 

Construct a 95% confidence interval for the mean CPU time, E(Yolzo) '= 

130 + fJrzol + f32Z02 at Zo '= [1,130,7.5]. Also, find a 95% prediction interval for a 
new facility's CPU requirement corresponding to the same zo° 

A computer program provides the estimated regression function 

y = 8.42 + 1.08z1 + .42Z2 

[

8.17969 
(Z'ztl = -.06411 .00052 

.08831 -.00107 

and s = 1.204. Consequently, 

zoP = 8.42 + 1.08(130) + .42(7.5) = 151.97 
,-----:--

and s Yzo(Z'Zrlzo = 1.204( .58928) = .71. We have t4( .025) = 2.776, so the 95% 
confidence interval for the mean CPU time at Zo is 

zoP ± t4(.025)sYzo(Z'Zrlzo = 151.97 ± 2.776(.71) 

or (150.00,153.94). 

Table 7.3 Computer Data 

Zl Z2 Y 
(Orders) (Add-delete items) i t e m s )  
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Residuals should be plotted in various ways to detect possible anomalies. For 
general diagnostic purposes, the following are useful graphs: 

1. Plot the residuals Bj against the predicted values Yj = Po + 13) Zjl + ... + P,Zj'" 

Departures from the assumptions of the model are typically indicated by two' 
types of pheno1J.1ena: 
(a) A dependence of the residuals on the predicted value. This is illustrated in 

Figure 
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If several observations of the response are available for the same values of the 
predictor variables, then a formal test for lack of fit can be carried out. (See [13] for 
a discussion of the pure-error lack-of-fit test.) . 

Leverage and I!lfluence 
Although a residual analysis is useful in assessing the fit of a model, departures from 
the regression model are often hidden by the fitting process. For example, there may 
be "outliers" in either the response or explanatory variables that can have a consid­
erable effect on the analysis yet are not easily detected from an examination of 
residual plots. In fact, these outIiers may determine the fit. 

The leverage hjj the (j, j) diagonal element of H = Z(Z' Zrl Z, can be interpret" 
ed in two related ways. First, the leverage is associated with the jth data point mea­
sures, in the space of the explanatory variables, how far the jth observation is from the 
other n - 1 observations. For simple linear regression with one explanatory variable z, 

1 (Zj-Z)2 
�h�·�=�-�+�-�"�-�-�:�'�~�~�-

JI n n 2: (z; - z)2 
;=1 

The average leverage is (r + l)/n. (See Exercise 7.8.) 
Second, the leverage hjj' is a measure of pull that a single case exerts on the fit. 

The vector of predicted values is 

y = ZjJ = Z(Z'Z)-IZy = Hy 

where the jth row expresses the fitted value Yj in terms of the observations as 

Yj = hjjYj + 2:hjkYk 
k*j 

Provided that all other Y values are held fixed 

( change in Y;) = hjj ( change in Yj) 

If the leverage is large relative to the other hjk> thej
/T1_1 1 Tf
0 Tc 5.80Tj
s.0391 Tc 3Tc 7.059 .893.68 297nYj�a6 8.4 101.4 idJ5895
(are )Ti6
(Yj)Tj01 0 Td
(in )Tj
/143 Tm
9.67 6.8 0 0 8.8 0107 0051 Tc 0 8.4 362.46.67 6ixed other val5999 0 0 8.4 222.548.ai864 8.4 2 1 Tf
0 TOl Tmd1 0r8c 1.835 0 9mc 7.8cn56 209.67 5d1 0 1.563 0 Td
(f4101.4 idJ5891Tj
09.9
(= )Tj
4 8.:.52 297.7n 2043r98 T16 Tdb6c0038 91 0051 T
/T1_0 1 Tf
-0.0038 T0.0038  1.79 0 Td
ck4veragm
(ed(otTf
0.007 Tc 8.1 1 Tf
0 hitagm
(5t 3.2c68Td
(a_2 1 T8Tf
0 hitagm
(5t  247d1257.47.b7 0 8.4 T8Tf
0 hitagm
3k38 0 T247d1257.47t0 0 55d192 209.67 Tm Tm
(= )Tj03d.47t0 0c 8.8236 3290.012 300 0 8.8 93.3a2jYjia0.2 0 0 1,4
(other 
(row )Tj
0.013
(= )Tj03d 0 5.8001 2e58j )Tj
/T1_1 1 Tf
0 Tc 10.2038 Tc 20 0 8.4 25180 hd
ck4veragm
(ed(o
0 u1i 209.67 dd57 297.5 4ed(o
0 u18j 4 2283
(relative )8257.82 263 230rnlm
(o
0 u18j03d.3t046.67 6ixed 67 6.8 0 0 8e26 O51 8.1 239.07 Tm
s;m
(= )j8]4.22 225.2Jian..68 297.742hange )6c0038 91 04d,)j8]4.2281e05.800m
(5t  247d .893.68 208 )T.72 225.26 Tm
(=,m
(5 Tc 8.409.67 d)j8]4.2281e05.80e 3.2c68Td
209.67 Tm
 1 Tf
-0.031m
(5 Tc 8.409.605 Tc 8.608everagi79 8 0 0 55 Td548.ai864 8.43582Tm
(2
(in 9055d192 209.61 290.26 Tm
(Yj�.4358Tj
/T1_2 1 0.0135adIf )Tj
0.008 3.6.67 6ixed 67: u18j03d.3t 8.4d1 0.70 0 8.s0 Td
(relatm
(hjk> )Tj
n4c 6.0963 Tc 8103d.3t 8.4d1 0.70 0 67 6.8 0 0 8.474tnlm
(o
0 u18j03d.3t04u18j03dme0 0 55 Td9d2l0 5.8001 34o dd51Tj
09.9
(71 Tm
(jth8.4 257.4 2098.9
02.38 268 297n)2b209.84n2i8j03dme0 0 55 Td9de2 55d192 28.1d548.aic4 0773 )Tj4d1 0.70 0 6e )Tj
0.0047 Tc Tm
(h)Tj
08Tj
/T1_68r098.9
02.742hange )0 0 8.s50 0 8.4 8]4.22 22H.2hange )0 0 1.8367 6.8 s0 10.2 2383.4358Tj
/.0047 Tc a3.9f8Tj
/T1_68r0988Tj
/T1_0 1 68 297n)2b209.84n2i8c 0 8.4tnge )0 08.4 2d
(in 7)Tj46.67 6se9de2 5 )Tj
/ 55d1257.47.0065 Tc 3.i6 8.8001 34o dd5 Tc Tm
(h)Tj
08Tj
/T59m
(hjk>.67 dd57 297.5 4ed(o
0 8Tj
08Tj
/T7s82 263 0 1.5635nj
0.0048 019vr67e6ange )0 0 j
0.0048 0: u18j03d.Tj
/T4.4 T8Tf
062818(o
0  0.0135adIf 70 0 8.s0 (h)Tj
08Tj
067n)2b209.84n2i8jj37 (h
0.0047 Tc 3Ms5
/ 55d1257.4e17t11t2b209.84n2i
0.00108 0 4 257.4 209otm
5adIf 70 030rnlm
(o
070 0 8.s0 9225.2Jiamc 1j
08Tj
/T1_68 0 0d 1 68 297n)232n026 Tm
(= )Tj
/025.2Jia5eT1_6o38Tf
0 hsjk> )Tj
/T[l81 Tf
-0.03 u18j03d )0  9mc 7.811t2b209.8 )Tj)0 0 j
02943r8c 1.835 0r8525.26 T09.84n2i
0.001tT0.0038  1.79 0 Td T09.r4s26 T098 91 ajk>.67 d(h)Tj
0jk>(= )Tj
4 8t144.55Td
/.004,1.674.0(h)Tj
0jk>(= 1 0.70 0 6elm
(o
070 0  0 j
0.0048 0: urdi8j03d )0  9mc 7.811t2bl1
0.001tT1_m
(Y;) )Tj
/T1_0 9mc 7.811t2blo
070 0  0 j
Tc 3.99.56 209ldge )Tj
c 7.814ixejmc 7.811t2blau100aj
/ 209.67 Tmc 7.81 ajk>.67 d(h)Tj
0jkxsi302ladIf )Tj
0.008s4s26 T4lTj
nlm
(o
8 01h(( )Tj
/Telm2f9.4 0 0 8.3blau100aj
n2d
(in )257.4 209otm
5adIf 7068ldge16c 8.8236 ]4.2281e05. )T81d1 8.1 239.075
5adIf 70w971e1Tj
098t08l0 9mc 7.81se )Ti68.608everagi7 )Tj
2hangemc 1j
40l6d548.aic4 077700773 )Tj4d1 250m
5ah35c 7.8j
2hn8p1 01h(0Tj
)Tj
/T1_1 1811)r01e05.80e 3.2c667 Tmc s999 0 0 8.4 2.696
02.38 268 841_2 1 080aj
/ 20tAei9225.2Jiamc 3dme[.7734 0 3 0 55 Td9d3blau100aj 239.0757y41eTd
/.0040.035 Tc 7.8068 0 0 80 55 Td9dt8.1d548.ai40.035 Tc 7. )TI= i 9 n a 9  o 
 0  u 1 8 j 0 3 d . 3 t 0 n a 9  = p a 2 8 1 8 ( o 
 0   0 a ] t i v e  )  2 0 9 . 6 7 ( h ) T n ; 9 8 b h a n g e m c 6 o 5 p 7 t 3 
 0 . 0 0 4 8  0 8 0   0 i 6  8 . 8 0 e 1  7 . 8 1 1 t 2 b 2 0 7  0 d 9 3  T 0 . 0 0 4 8  0 8 2 4 T j 
 0 . 0 5  T c 7 8  0 8 8 l 0  8 . 6 0 2 f 9 . 4  0  0 c  7 . 8 0 0 7 m 2 7 3 4  0  3 7 . 4 e 1 7 t 1 1 t e 3 6 m h o t h 7  n 4  2  1  T 9 a 9  =  j t o e 9 . 6 7  T m 
 ( o t h e r 6 7  5 d 1  0  e a m 
 ( e d ( o 
 0  i 0 0 3 8   1 . 7 9  2 x s i 3 0 2 l o d m 0 6 
 ( o t h e r 6 7  5 d 1  0  e a m 7  n 4  2  1  6 o 5 p 7 t 3 
 0 . 0 0 4 8  . 7 7 3 4  0  3 ' 9 . 3 T j 
 3 5  T 4 ) T j 
 / T 1 _ 7 . 7 7 3 4  0 4 5 8 u 1 8 j  4 8 . 6  9 i 2 0 7 7 3  ) T j 3 4  0  3 ' n : b r v s 3 3 o [  0 4 5 8 u 1 8 j  4 8 . 6 8 e 0 1 9 v r 6 7 , [ . 7 7 3 4  0 9 g e l m h  0 8 f 2 8 4 
 5 a d I f 1 2  3 0 0  0  8 . 8  9 3 . 3 5 4 8 . a 2 J 5 8 j 0 3 d m e o 2 8 4 
 5 a d I f 1 i . 4 7 . b 7  0  8 . 4  5 d 
 ( r e l a t m 
 ( h j k >  ) T j 
 4  0  0 c  7 . 8 0 0 ; 5 1 0 1 . 4 5 0  8 . 4  5 d 
 ( r e 8  0  0  5 5  0  8 8  3 ' 9 . 3 T j 
 3 5  T 4 ) T j 
 ; 5 1 g o 5  T c  T m 
 0  0  5 5 6  3 ' 9 . 3  u 1 8 j 0 3 d 
 ; 5 1 g o 5  T c  T m 
 0  0 
 0  0  5 5 6  3 Y T m 
 ( j t h 8 . 4 1 0 1 6 0 7  ) T j 
 / 0 2 5 . 2 J  ) T o ) T j 
 / 0 2 5  2 5 0 m 
 5 a h 3 5 c a g i 7  ) T j 
 2 h a n g e 9 l T j 
 n l m 
 1 s 2 9 5 5 6  3 Y T m 
 ( 9 m c  7 . 8 1 1 t 2 1 i ( b a n . . 6 8  2 9 7 . 7 4 8 
 ( o t h e r  ) T j 
 0 8 T j 
 / T 1 _ 6 8 1 0 1 . 0 e 1  7 . 8 1 1 t 2 b 2 0 7  0 d 9 3  i d n . . 6 8  2 9 p 5 h  2 0 9 o t m 
 5 a d I f  7 0  0 3 0 r n p 4 d t 8 . 1 d 5 4 8 . a i 8 6 d . 6 8  2 9 p 5 h  r 7 7 7 l 3 o 
 3 5  T 4 ) T j 
 ; 5 1 g o 5  3 4 6 8  2 9 p 5 e 2  5  ) T j 
 / T j 
 / 8 u 1 8 j  4 8 . 6 8 e 0 1 9 v r 6 0 a 6 8  0  0 d  1  6 8 7 2  2 2 5 . 2 6  3 4 5 4 o 
 / 8 u 1 8 j  4 8 . 6 8 4 T 8 8 0  t h e r  o . 7 e 6 a s  3  T 0 3 s ( e d 7 2 . 6 8  2 9 7 . 7 4 2 h a n 7 t u o 8 l  0 5 . x 1 7 9 3 0 h 7 0 4 8  . 7 7 3 4  0  3 ' 9 . 3 9 7 7 . 2 h a n g e  ) 0 3 : b r 0 3 
 h j k > . 6 7 h



386 Chapter 7 Multivariate Linear Regression Models 

The procedure can be described by listing the basic steps (algorithm) involved in the 
computations: 

Step 1. All possible simple linear regressions are considered. The predictor variable 
that explains the largest significant proportion of the variation in Y (the 
that has the largest correlation with the response) is the first variable to enter the re­
gression function. 
Step 2. The next variable to enter is the one (out of those not yet included) 
makes the largest significant contribution to the regression sum of squares. The 
nificance of the contribution is determined by an F-test. (See Result 7.6.) The 
of the F-statistic that must be exceeded before the contribution of a variable is 
deemed significant is often called the F to enter. 

Step 3. Once an additional variable has been included in the equation, the indivi<f­
ual contributions to the regression sum of squares of the other variables already in 
the equation are checked for significance using F-test9
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The residual sum of squares and cross products can also be written as 

E'E = Y'Y - y'y = Y'Y - jJ'Z'ZjJ 

Example 1.8 -{Fitting a multivariate straight-line regression model)t-line 
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Dividing each entry E(i)E(k) of E' E by n - r - 1, we obtain the unbiased estimator 
of I. Finally, 

CoV(P(i),E(k» = E[(Z'ZrIZ'EUJE{k)(I - Z(Z'ZrIZ ')] 

= (Z'ZrIZ'E(E(i)E(k»)(I - Z(Z'Zr1z'y 

= (Z'ZrIZ'O"ikI(I - Z(Z'ZrIZ ') 

= O"ik«Z'ZrIZ' - (Z'ZrIZ') = 0 

so each element of P is uncorrelated with each �e�l�e�~�e�n�t� of e . 
The mean vectors and covariance matrices determined in Result 7.9 enable us 

to obtain the sampling properties of the least squares predictors. 
We first consider the problem of estimating the mean vector when the predictor 

variables have the values Zo = [l,zOI, ... ,ZOr]. The mean of the ith response 
variable is zofJ(i)' and this is estimated by ZOP(I)' the ith component of the fitted 
regression relationship. Collectively, 

zoP = [ZOP(l) 1 ZOP(2) 1 ... 1 ZoP(m)] 

is an unbiased estiffiator zoP since E(zoP(i» = zoE(/J(i» = zofJ(i) for each compo­
nent. From the covariance matrix for P (i) and P (k) , the estimation errors zofJ (i) - zOP(i) 

have covariances 

E[zo(fJ(i) - P(i»)(fJ(k) - p(k»'zol = zo(E(fJ(i) - P(i))(fJ(k) - P(k»')ZO 

= O"ikZO(Z'Zr1zo (7-35) 

The related problem is that of forecasting a new observation vector Vo = 
[Y(ll, Yoz,.··, Yoml at Zoo According to the regression model, YOi = zofJ(i) + eOi ,,:here 
the "new" error EO = [eOI, eoz, ... , eom ] is independent of the errors E and satIsfies 
E( eo;) = 0 and E( eOieok) = O"ik. The forecast error for the ith component of Vo is 

1'Oi - zo/J(i) = YOi - zofJ(i) + z'ofJU) - ZOP(i) 
= eOi - zo(/J(i) - fJ(i) 

so E(1'Oi - ZOP(i» = E(eo;) - zoE(PU) - fJ(i) = E(1'Oi 



396 Chapter 7 Multivariate Linear Regression Models 

Under Ho: /3(2) = 0, Y = Zt/J(1) + e and the likelihood ratio test of Ho is 
on the quantities involved in the 

extra sum of squares and cross products 

f =: (Y - ZJJ(1»)'(Y - ZJJ(I» - (Y - Zp), (Y - Zp) 

= n(II - I) 

where P(1) = (ZlZlrIZ1Y and II = n-I(Y - ZIP(I»)' (Y - ZIP(I»' 
From Result 7 .10, the likelihood ratio, A, can be expressed in terms of generallizec 

variances: 

Equivalently, Wilks'lambda statistic 

can be used. 

A2/n = �I�~�I� 
lId 

Result 7.11. Let the multivariate multiple regression model of (7-23) hold with. 
of full rank r + 1 and (r + 1) + m:5 n. Let the errors e be normally 
Under Ho: /3(2) = 0, nI is distributed as Wp,norol(I) independently of n(II -
which, in turn, is distributed as Wp,r-q(I). The likelihood ratio test of Ho is . 
to rejecting Ho for large values of 

(
III) 
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C = [0 ill and fo = 0, this null hypothesis becomes H[): c/3 = /3(2) == 0, 
(r-q)x(r-q) 

the case considered earlier. It can be shown that the extra sum of squares and cross 
products generated by the hypothesis Ho is 

,n(II - I) = (CP - fo),(C(Z'ZrICT1(CjJ - fo) . . 

Under the null hypothesis, the statistic n(II - I) is distributed as Wr-q(I) inde­
pendently of I. This distribution theory can be employed to develop a test of 
Ho: c/3 = fo similar to the test discussed in Result 7.11. (See, for example, [18].) 

Other Multivariate Test Statistics 

Tests other than the likelihood ratio test have been proposed for testing Ho: /3(2) == 0 
in the multivariate multiple regression model. 

Popular computer-package programs routinely calculate four multivariate test 
statistics. To connect with their output, we introduce some alternative notation. Let. 
E be the p X P error, or residual, sum of squares and cross products matrix 

E = nI 

that results from fitting the full model. The p X P hypothesis, or extra, sum of 
squares and cross-products matrix . 

H = n(II - I) 

The statistics can be defined in terms of E and H directly, or in terms of 
the nonzero eigenvalues 7JI �~� 1]2 �~� .. , �~� 1]s of HE-I , where s = min (p, r - q). 

Equivalently, they are the roots of I (II - I) - 7JI I = O. The definitions are 

• s 1 IEI 
WIIks'lambda = n -1 -. = lE HI 

1=1 + 1], + 

PilIai's trace = ± �~� = 

lots �
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where Pc;), aii, and Fm,n-r-m(a) are the same quantities appearing in (7-41). 
paring (7-41) and (7-43), we see that the prediction intervals for the actual values 
the response variables are wider than the corresponding intervals for the �P�Y�I�"�'�~�'�~�.�.�l� 

values. The extra width reflects the presence of the random error eo;· 

Example 7.10 (Constructing a confidence ellipse and a prediction ellipse for 
responses) A second response variable was measured for the cOlmp,utt!r-I'eQluirlemerit 
problem discussed in Example 7.6. Measurements on the response Yz, 
input/output capacity, corresponding to the ZI and Z2 values in that example were 

yz = [301.8,396.1,328.2,307.4,362.4,369.5,229.1] 

Obtain the 95% confidence ellipse for 13' Zo and the 95% prediction ellipse 'for 
Yb = [YOl , Yoz] for a site with the configuration Zo = [1,130,7.5]. 

Computer calculations provide the fitted equation 

h = 14.14 + 2.25z1 + 5.67zz 

with s = 1.812. Thus, P(2) = [14.14,2.25, 5.67J. From Example 7.6, 
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For a given predictor of the form of (7-45), the error in the prediction of Y is 

prediction error = Y - bo - blZI - ... - brZr = Y - ho - b'Z 

Because this error is random, it is customary to select bo and b to minimize the 

mean square error = E(Y - bo - b'Z)2 

Now the mean square error depends on the joint distribution of Y and Z only 
through the parameters p. and I. It is possible to express the "optimal" linear pre­
dictor in terms of these latter quantities. 

Result 1.12. The linear predictor /30 + /3' Z with �~�e�f�f�i�c�i�e�n�t�s� 

/3 = �I�z�~�u�z�y�,� /30 = /Ly - P'p.z 

has minimum mean square among all linear predictors of the response Y. Its mean 
square error is 

E(Y - /30 - p'Z)2 = E(Y - /Ly - �u�Z�r�I�z�~�(�Z� - p.Z»2 = Uyy - �u�z�y�I�z�~�u�z�y� 

Also, f30 + P'Z = /Ly + �u�z�y�I�z�~�(�Z� - p.z) is the linear predictor having maxi­

mum correlation with Y; that is, 

Corr(Y,/3o + /3'Z) = �~�~�C�o�r�r�(�y�,�b�o� + b'Z) 

/3'Izz/3 = �u�z�y�l�;�z�~�u�z�y� 
/Tyy Uyy 

Proof. Writing bo + b'Z = bo + b'Z + (/LY - b' p.z) - (p.y - b' p.z), we get 

E(Y - bo - b'Z)2 = E[Y - /Ly - (b'Z - b'p.z) + (p.y - bo - b'p.z)f 

= E(Y - /Ld + E(b' (Z - p.z) i + (p.y - bo - b' p.d 

- 2E[b'(Z - p.z)(Y - p.y») 

= o b' 

-o0 0 103.99 /T1320 Tf
8.15l1 0e297.'4 0 .19.4 0 5.0 Tc 2.152 0 R5o /T94.m
( 282.15 Tm
(o0 0 103.99 /T132c.1 Z )6l3(p.z) )Tj
/T1_0 1)Tj TmL
0 Tc 1.853 0 0 9.1 200.67806h84-E(Y 
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Assuming that Y, Zl> and Z2 are jointly normal, obtain the estimated regression 
function and the estimated mean square error. 

Result 7.13 gives the maximum likelihood estimates 

P = S-l = [ .003128 -.006422J [41B.763J = [1.079J 
�z�z�~�Z�Y� _ .006422 .086404 35.983 .420 

Po = y - plZ = 150.44 - [1.079, .420J �[�1�3�~�:�~�:�7� ] = 150.44 - 142.019 

= 8.421 

and the estimated regression function . . 
fio + fi'Z = 8.42 - 1.0Bz1 + .42Z2 

The maximum likelihood estimate of the mean square error arising from the 
prediction of Y with this regression function is 

(
n - 1) ( I S-l ) -n- Syy - Szy ZZSZy 

= (%) (467.913 - [418.763, 35.983J [ �_�:�:�!�~�~� -.006422J [418.763J) 
.086404 35.983 

= .894 • 
Prediction of Several Variables 

The extension of the previous results to the prediction of several responses Yh 
Y2, ... , Ym is almost immediate. We present this extension for normal populations. 

Suppose 

l Y l (mXI) 

�-�-�-�.�~�-�.�-�- is distributed as Nm+r(p-,'l:,) 

(rXI) 

with 

By Result 4.6, the conditional expectation of [Yl> Y2, •• . , YmJ', given the fixed values 
Zl> Z2, ... , Zr of the predictor variables, is 

E(Y I Zl> Zz,···, zrJ = p-y + �'�l�:�,�y�z�I�z�~�(�z� - P-z) (7-53) 

'This conditional expected value, considered as a function of Zl, Zz, ... , z" is called 
the multivariate regression of the vector Y on Z. It is composed of m univariate ... Y Yof 
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Example 1.13 (M aximum likelihood estimates of the regression functions-two 
responses) We return to the computer data given in Examples 7.6 and 7.10. For 
Y1 = CPU time, Y2 = disk 110 capacity, ZI = orders, and Z2 = add-delete items, 
we have 

and 

r 
467.913 1148.556/ 418.763 35.9831 

S = �'�-�~�~�Y�-�L�~�x�~�J� = �~�8�.�5�5�6� 3072.4911 �~�0�0�8�.�9�7�~�_�~�~�0�.�~�?�~� 
lSzy 1 Szz 418.763 1008.9761 377.200 28.034 

35.983 140.5581 28.034 13.657 

Assuming normality, we find that the estimated regression function is 

Po + /Jz = y + �S�y�z�S�z�~�(�z� - z) 

[
150.44J [418.763 35.983J 

= 327.79 + 1008.976 140.558 

X [ .003128 - .006422J [ZI - 130.24J 
-.006422 .086404 Z2 - 3.547 

[
150.44J [1.079(ZI - 13014) + .420(Z2 - 3.547)J 

= 327.79 + 2.254 (ZI - 13014) + 5.665 (Z2 - 3.547) 

Thus, the minimum mean square error predictor of l'! is. 

150.44 + 1.079( Zl - 130.24) + .420( Z2 - 3.547) = 8.42 + 1.08z1 + .42Z2 

Similarly, the best predictor of Y2 is 

14.14 + 2.25z1 + 5.67z2 

The maximum likelihood estimate of the expected squared errors and cross­
products matrix :Iyy·z is 'given by 

(n : 1) (Syy - �S�y�z�S�Z�~�S�Z�y�)� 

(
6) ([ 467.913 1148.536} 

= '7. 1148.536 3072.491 

_ [418.763 35.983J [ .003128 
1008.976 140.558 -.006422 

-.006422J [418.763 l008.976J) 
.086404 35.983 140.558 

(
6) [1.043 1.042J [.894 .893J 

= 7- 1.042 2.572 = .893 2.205 

The Concept of Linear Regression 409 

The first estimated regression function, 8.42 + 
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with Sy;y.·z the (i,k)th element ofSyy - SYZSZ'zSzy.Assuming that Y and Z have 
a joint multivariate normal distribution, we find that the sample partial correlation 
coefficient in (7-57) is the maximum likelihood estimator of the partial correlation 
coefficient in (7-56). 

Example 7.14 (Calculating a partial correlation) From the computer data 
Example 7.13, 

-1 _ [1.043 1.042J 
Syy - SyzSzzSZy - 1.042 2.572 

Therefore, 

Calculating the ordinary correlation coefficient, we obtain rYl Y
2 

= .96. Compar­
ing the two correlation coefficients, we see that the association between Y1 and Y2 
has been sharply reduced after eliminating the effects of the variables Z on both 
responses. • 

7.9 Comparing the Two Formulations of the Regression Model 
In Sections 7.2 and 7.7, we presented the multiple regression models for one 
and several response variables, respectively. In these treatments, the predictor 
variables had fixed values Zj at the jth trial. Alternatively, we can start-as 
in Section 7.8-with a set of variables that have a joint normal distribution. 
The process of conditioning on one subset of variables in order to predict values 
of the other set leads to a conditional expectation that is a multiple regression 
model. The two approaches to multiple regression are related. To show this 
relationship explicitly, we introduce two minor variants of the regression model 
formulation. 

Mean Corrected C o r r e c t e d  
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C t The multivariate multiple regression model yields the same mean ommen. . f h 
corrected design matrix for each response. The least squares estImates 0 t e coeffi· 
cient vectors for the ith response are given by 

A [ Y{i) ] P ------ i = 1,2, ... ,m 
(i) = �(�Z�~�2�Z�C�2�r�l�Z�~�2� Y{iJ ' 

Sometimes, for even further numerical stability, "standardized" input variables 

( _ -)/ I �~� ( .' _ -Z.)2 = (z.· - z·)/'V(n - J)sz.z· are used. In this case, the 
Zji Zi -V £.i ZI' , . I" I I 

slope �c�o�e�f�f�i�c�i�e�~�~�~� f3i in the 

case, 
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When modeling relationships using time ordered data, regression models with 
noise structures that allow for the time dependence are often useful. Modern soft­
ware packages, like SAS, allow the analyst to easily fit these expanded models. 

PANEL 7.3 SAS ANALYSIS FOR EXAMPLE 7.16 USING PROC ARIMA 

data a; 
infile 'T7 -4.d at'; 
time =_n...; 
input obsend dhd dhdlag wind xweekend; 

proc arima data = a; 
identify var = obsend crosscor = ( 
dhd dhdlag wind xweekend ); 

estimate p = (1 7) method = ml input = ( 
dhd dhdlag wind xweekend ) plot; 

estimate p = (1 7) noconstant method = ml input = ( 
dhd dhdlag wind xweekend ) plot; 

ARIMA Procedure 

Maximum Likelihood Estimation 

Approx. 

Parameter EstimatEl! Std Error 

MU 2.12957 13.12340 

AR1,l . 0.4700/,1 0.11779 

AR1,2 0.23986 0.11528 

NUMl 5.80976 0.24047 

NUM2 1.42632 0.24932 

NUM3 1.20740 0.44681 

NUM4 -10.10890 6.03445 

Constant Estimate 0.61770069 

I Variance Estimate 228.89402.8\ 

Std Error Estimate 15.1292441 

AIC 528.490321 

SBC 543.492264 
Number of Residuals = 63 

Autocorrelation Check of Residuals 

To Chi 
Lag Square OF Probe 

6 6.04 4 0:1:961 0.079 

12 10.27 10 0;4#" 0.144 

18 15.92 16 �~�~�1�t�1�~�,� 0.013 

24 23.44 22 0.018 

PROGRAM COMMANDS 

OUTPUT 

T Ratio Lag Variable Shift 
0.16 0 OBSENO 0 
3.99 OBSENO 0 
2.08 7 OBSEND 0 

24.16 0 DHO 0 

5.72 0 OHDLAG 0 
2.70 0 WIND 0 

-1.68 0 XWEEKEND 0 

Autocorrelations 

0.012 0.022 0.192 -0.127 0.161 

-0.067 -0.111 -0.056 -0.056 -0.108 

0.106 -0.137 -0.170 -0.079 0.018 

0.004 0.250 -0.080 -0.069 -0.051 

Multiple Regression Models with Time Dependent Errors 417 

Autocorrelation Plot of Residuals 

Lag Covariance Correlation -1 9 8 7 6 543 2 o 1 234 5 6 7 891 
0 228.894 1.00000 I 1*******************1 
1 18.194945 0.07949 I 1** I 
2 2.763255 0.01207 I I I 
3 5.038727 0.02201 I I I 
4 44.059835 0.19249 I -0 6.K56-0.127 I  
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Supplement 

THE DISTRIBUTION OF THE LIKELIHOOD 
RATIO FOR THE MULTIVARIATE 
MULTIPLE REGRESSION MODEL 

The development in this supplement establishes Result 7.1l. 

We know that nI == Y'(I - Z(Z'ZfIZ')Y and under Ho, nil == 
Y'[I - Zl(ZiZlr1zUY with Y == zd3(1) + e. Set P == [I - Z(Z'Zf1Z'). 
Since 0 = [I - Z(Z'ZfIZ')Z = [I - Z(Z'ZrIZ'j[ZI i Zz) = [PZI i PZ2) the 

columns of Z are perpendicular to P. Thus, we can write 

nI = (z/3 + e),P(Z/3 + e) = e'pe 

nil = (ZI/3(i) + e)'PI(Zd3(J) + e) = E'PIE 

where PI = 1 - ZI(ZiZlfIZj. We then use the Gram-Schmidt process (see Re­
sult 2A.3) to construct the orthonormal vectors (gl' gz,···, gq+l) == G from the 
columns of ZI' Then we continue, obtaining the orthonormal set·from [G, Z2l, and 
finally complete the set to n dimensions by constructing an arbitrary orthonormal 
set of n - r - 1 vectors orthogonal to the previous vectors. Consequently, we have 

gl,gZ, ... ,gq+l> gq+Z,gq+3,···,gr+I' gr+Z,gr+3,···,gn 
�~�'� r �J�~� 

from columns from columns of Zz arbitrary set of 
of ZI but perpendicular orthonormal 

to columns of Z I vectors orthogonal 
to columns of Z 

Let (A, e) be an eigenvalue-eigenvector pair of Zl(ZiZd-1Zl' Then, since 

[Zl(ZlZd-lZ1J[Zl(ZlZd-lZll == ZI(Z;Zd-IZl, it follows that 

Ae = Zl(Zi Z lf 1Z;e = (ZI(ZlZlrIZl/e == A(ZI(ZlZd-IZDe == A
2
e 

418 

The Distribution of the Likelihood Ratio for the Multivariate Multiple Regression Model 419 

and the eigenvalues of Zl(ZlZd-1Z; are 0 or 
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Exercises 

7.1. Given the data 
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(c) Verify, for the simple linear regression model with one independent variable z, that 
the leverage, hji' is given by 

7.9. Consider the following data on one predictor variable ZI and two responses Y1 and Y2: 

"1-2 -1 0 ·1 2 
YI 5 3 4 2 1 
Y2 -3 -1 -1 2 3 

Determine the least squares estimates of the parameters in the bivariate straight-line re­

gression model 

ljl = {301 + {3llZjl + Bjl 

lj2 = {302 + {312Zjl + Bj2' j = 1,2,3,4,5 

Also calculate the matrices of fitted values Y and residuals i with Y = [YI 
Verify the sum of squares and cross-products decomposition 

Y'y = Y'Y + + Y 2  r 1 . 5 9  5 0 1 6 9  T c  8 . 4  0  . t 3 . 8 8 2 s 7 4  3 7 3 . 4 2 / T 1 _ 1 8 6  0  4 6 . 4 7  3 5 9 
 0  T m 6 ( Y  ) T j 
 / T 1 _ 3  1 9 s s i o n  979Tc 6.5492 0 0 8.4 r860 .109.452T 5.60599i
(+ )T1j986 T90 TY'y 
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7.18. Calculate 
(a) a C

p 
plot corresponding to the possible regressions involving the Forbes data 

Exercise 1.4. 
(b) the AIC for each possible regression. 

7.19. Satellite applications motivated the development of a silver-zinc battery. �T�a�b�~�e� �~�.�5� 
contains failure data collected to characterize the performance of the battery dunng Its 

Zt 

Charge 
rate 

(amps) 

.375 
1.000 
1.000 
1.000 
1.625 
1.625 
1.625 
.375 

1.000 
1.000 
1.000 
1.625 
.375 

1.000 
1.000 
1.000 
1.625 
1.625 
.375 
.375 

life cycle. Use these data.' , 
(a) Find the estimated linear regression of In (Y) on an appropriate ("best") subset of 

predictor variables. ' 
(b) Plot the residuals from the fitted model chosen in Part a to check the 

assumption. 

Data 

Z3 Z4 Zs Y 
Depth of End of 

Discharge discharge charge 

rate (% ofrated Temperature voltage Cycles to 

(amps) ampere-hours) (QC) (volts) failure 

3.13 60.0 40 2.00 -101 

76.8 30 1.99 141 
3.13 2.00 96 60.0 20 3.13 

1.98 125 60.0 20 3.13 
2.01 43 43.2 10 3.13 
2.00 16 60.0 20 3.13 
2.02 188 60.0 20 3.13 
2.01 10 

5.00 76.8 10 
43.2 10 1.99 3 

5.00 
2.01 386 43.2 30 5.00 
2.00 45 100.0 20 5.00 
1.99 2 

5.00 76.8 10 
10 2.01 76 

1.25 76.8 
10 1.99 78 

1.25 43.2 
76.8 30 2.00 160 

1.25 
0 2.00 3 

1.25 60.0 
30 1.99 216 

1.25 43.2 
20 2.00 73 

1.25 60.0 
30 1.99 314 

3.13 76.8 
20 2.00 170 

3.13 60.0 

S SIt d f S Sidik H Leibecki and J Bozek Failure of Si/ver-Zinc Cells with Competing ource' e ec e rom, ,. 
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.. .' 'bed b some physicians as an antidepressant. However, there 
7.25. �A�m�l�t�n�p�t�y�h�~�e� IS �p�r�d�e�s�~�r�d�l� ff Yts that seem to be related to ttie use of the drug: irregular 

are also conjecture SI e e ec hit d' I bl d ssures, and irregular waves on tee ec rocar wgram, 
heartbeat, �a�b�n�o�~�m�a� D �~�o� �P�~�e�r�e�d� on 17 patients who were admitted to the hospital 
among other �t�~�m�g�~�.� a a ga .' Table 7.6. The two response variables 
after an amitrIptyhne overdose are given ID 

are 
Y

I 
= Total TCAD plasma �l�e�~�e�l� (TOT) 

yz = Amount of amitriptyline present in TCAD plasma level (AMI) 

The five predictor variables are 

ZI = Gender: liffemale,Oifmale (GEN) 

Z2 = Amount of antidepressants taken at time of overdose (AMT) 

Z3 = PR wave measurement (PR) 

Z4 = Diastolic blood pressure (DIAP) 

Z5 = QRS wave measurement (QRS) 

Table 7.6 Amitriptyline Data 

Zl Z2 
Yl Y2 AMT TOT AMI GEN 

3149 1 7500 3389 
1975 1101 653 1 

0 3600 1131 810 
596 448 1 675 

1 750 896 844 
2500 1767 1450 1 
350 807 493 1 

1500 1111 941 0 
547 1 375 645 

1050 628 392 1 
3000 1360 1283 1 
450 652 458 1 

1750 860 722 1 
2000 500 384 0 

0 4500 781 501 
1070 405 0 1500 

3000 1754 1520 1 

Source: See [24]. 

Z3 Z4 

PR DIAP 

220 0 
200 0 
205 60 
160 60 
185 70 
180 60 
154 80 
200 70 
137 60 
167 60 
180 60 
160 64 
135 90 
160 60 
180 0 
170 90 
180 0 

(a) Perform a regression analysis using only the �f�i�~�s�t� response Y1 • 

(i) Suggest and fit 
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Result 8.1. Let :t be the covariance matrix associated with the random vector 
X' = [XI, X 2, ... , Xp]. Let :t have the eigenvaIue-eigenvector pairs (AI, el), . 

( \ e) (A e) where Al �~� A2 �~� ... �~� Ap �~� O. Then the ith principal 
1l2' 2,"·' P' P 

ponent is given by 
Y; =..eiX = enXI + ej2X2 + ... + ejpXp, i = 1,2, ... ,p 

With these choices, 
Var(Y;) = ei:tej = Aj 

Cov (Y;, Yk) �~� ei:tek = 0 

i = 1,2, ... ,p 

If some Aj are equal, the choices of the corresponding coefficient vectors, ej, and. 

hence Y;, are not unique. 
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statisticians (see, for example, Rencher [16]) recommend that only the coefficients 
eib and not the correlations, be used to interpret the components. Although the co­
efficients and the correlations can lead to different rankings as measures of the im­
portance of the variables to a given component, it is our experience that these 
rankings are often not appreciably different. In practice, variables with relatively 
large coefficients (in absolute value) tend to have relatively large correlations, so 
the two measures of importance, the first multivariate and the second univariate, 
frequently give similar results. We recommend that both the coefficients and the 
correlations be examined to help interpret the principal components. 

The following hypothetical example illustrates f o l o n s  p r i n c - 1 2  8 . 9  1 3 5 . 6 7 e n d  t h e  

l a r g e 4 8 . 9  9 5 . 8 8  1 u 1 v a d 
 ( h y p o t h e e f f i c i e n t s  ) T j 
 - 0 . 0 0 6 2 0 . 0 3 1  T c 5 c h e  t h e  m4 95.88 474.15 
-0.po14 njj
-
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where et x, eZ x, ... , �e�~� x are recognized as the principal components of x. Setting 
YI = el x, Y2 = ezx, ... , Yp = �e�~�x�,� we have 

1 2 1 2 1 2 
Cz = -;- Yl + -;- Y2 + ... + A' Y p 

"I "2 P 

and this equation defines an ellipsoid (since Aj, 
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The sample principal components are defined as those linear ,",VJ,uumanr 
which have maximum sample variance. As with the population quantities, 
strict the coefficient vectors ai to satisfy aiai = 1. Specifically, 

First sample linear combination aixj that maximizes 
principal component = the sample variance of a;xj subject 

to a1al = 1 

Second sample linear combination a2Xj that maximizes the sample 
principal component = variance of a2Xj subject to a2a2 = 1 and zero 

cOvariance for the pairs (a;xj, a2Xj) 

At the ith step, we have 

ith sample linear combination aixj that maximizes the sample 
principal component = variance of aixj subject to aiai = 1 and 
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The natural logarithms of the dimensions of 24 male turtles have sample mean 
vector i' 



!I 
It 
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the first principal component may be viewed as the In (volume) of a box with ad-
justed dimensions. For instance, the adjusted height is (height).5Z3, which ... 
in some sense, for the rounded shape of the carapace. • 

Interpretation of the Sample Principal Components 

The sample principal components have several interpretations. First, suppose the 
underlying distribution of X is nearly Ni 1', I). Then the sample principal components, 
Yj = e;(x - x) are realizations of population principal components Y; = e;(X - I' 
which have an Np(O, A) distribution. The diagonal matrix A has entries AI, Az,· " , Ap 
and (A j , e;) are the eigenvalue-eigenvector pairs of I. . . 

Also, from the sample values(sampn5(sample ,4Tc 8.9 0 11_1 1 Tf
0.00-9475.7 404.06 Tm
(s.99 Tm
[(. d
-0.035e )Tj
00, )Tj
/T1_136 Tm
(se5s425 Tc 8.7 0 0 8706a.64Tm
(The548an )Tj
/T1_4 8.925 0 5 Tc 8.7492p0(. )]n2i 0 9.7 372.47 424.I 5 Tc 8.7492p0(. )]s33e )Tj
0.04 Tc 4.985 0 Td
(of4.8 4 3.3229140.2 404.060 Td
7vvector fe30269 Tc 0[(. )]s33e )Tj
0.0
(values(sam6a8.925 0 0 8.sm
(samp0475.7 401)Tj
0.70f
0.05 Tc 5140.2 40or 97 23 0 8.7 2�[(. )]s33e )Tj
-0.0127 ).9 0 8.7 2i3It5 0  134.26ampTc 11.9442 0 088 Tc 4.497 193.74 424.735.03 Tm
( 146.615In5(sample ,Tfs )Tj04.065136s421a06 Tm
(Also, )3.3272.653 0.373 TdiTj
8.7429 Tc 8.7 0 0 8.7 361.25 4e60.8 4 3.32290 0 8.7 161.4 423xa 36t(. )]s33e )e60.03..227372.653 0.37384.26ampTc 11.98.7 0 0 8.7404.0648h9000, )Tj
/T1_184.26ampn469 0 5Al)Tj
0.04 un968j
0.0406 Tc2 424.71 Tm
8 4 3.32eh2.01297 72.74 424.735.808t,Tj
l9'alX1.98.7 .0 Td
(sample )Tj.985 0 TdlThe 85 0 0 8.sm
(samgTj
8.7429 T404.0vnpal )Td
(24.73dsample )retuector-ofmries 
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The n X p data matrix of standardized observations 

[
ZI] [ZlI Z12 ... ZIP] 

�~� = �Z�:�~� = �Z�~�l� �Z�~�2� '.' . Z? 

zn 
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and 

�[�L�~� 
.632 .511 .115 

m] .632 1.000 .574 .322 .213 

R = .511 .574 1.000 .183 .146 

.115 .322 .183 1.000 .683 

.155 .213 .146 .683 LOoo 

We note that R is the covariance matrix of the standardized observations 

Xl - XI Xz - Xz Xs - Xs 
Zl = �~� ,Zz = VS; , ... ,Zs = �~�.� 

The eigenvalues and corresponding normalized eigenvectors of R, determined by a 
computer, are 

AI = 2.437, ej = [ .469, .532, .465, .387, .361) 

Az = 1.407, e2 = [-.368, -.236, -.315, .585, .606) 

A3 = .501, e) = [- .604, - .136, .772, .093, -.109) 

A4 = .400, e4 = [ .363, - .629, .289, -.381, .493) 

As = .255, e5 = [ .384, - .496, .071, .595, -.498) 

Using the standardized variables, we obtain the first two sample principal 
components: 

.h = elz = .469z1 + .532z2 + .465z3 + .387z4 + .361zs 

Yz = ezz = - .368z1 - .236z2 - .315z3 + .585z4 + .606zs 

These components, which account for 

Cl ; A2) 100% = C.437 ; 1.407) 100% = 77% 

of the total (standardized) sample variance, have interesting interpretations. The 
first component is a roughly equally weighted sum, or "index," of the five stocks. 
This component might be called a general stock-market component, or, simply, a 
market component. 

The second component represents a contrast between the banking stocks 
(JP Morgan, Citibank, Wells Fargo) and the oil stocks (Royal Dutch Shell, Exxon­
Mobil). It might be called an industry component. Thus, we see that most of the 
variation in these stock returns is due to market activity and uncorrelated industry 
activity. This activi5
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8.4 Graphing the Principal Components 
Plots of the principal components can reveal suspect observations, as well as provide 
checks on the assumption of normality. Since the principal components are 
combinations of the original variables, it is not unreasonable to expect them to 
nearly normal. it is often necessary to verify that the first few principal components 
are approximately normally distributed when they are to be used as the input 
for additional analyses. 

The last principal components can help pinpoint suspect observations. Each 
observation can be expressed as a linear combination 

Xj = (xjedel + (xje2)e2 + .,. + (xjep)ep 

= Yjle, + Yj2e2 + ... + Yipep 

of the complete set of eigenvectors el , ez, ... , ep of 4 t   0  T 0  0 5  7  1 8 7 . 9 5  t 9 9  1 3 4 . 9 5  8 . 9  2 6 5 . 7 3  3 7 1 u d d  3 0 7 . 2 4  4 7 6 . 9 T d 
 ( c a n  ) T j 
 7 8 5 r s  first Xj 

c a n  +  j 
 / T 1 _ 2  1  T f 
 ' n  

ea25.75/T1_b..36.88 371.75/T1_b..36 0 131.9 T832.(e)Tj
6.Xj +  j 1 5 9 5 p  b 8 
 l 0  T 9 . b 8 2 
 t 1 f . 3  2 6 . 1 5 2 4 1 _ m . l d 
 ( c a n  n  ) / j m - d  3 b 9 2 T d t 6 7  p  1 4 s t , 3 7 + 1 0 
 6 . 2  0  0  7  7 5 0 3 k 5 . e 9 ' 1 f d w 3 5 . 7 1  2 v 7  3 9 4 ( s 3 3  1 " T j 
 8 9 c r  7 9  2 4 9 s 3 o v 6 h T 8 . 9 4  a 9 5 8 8 4 0 3 5  1 3 6 d u 6 E T J 4 9 s 3 o v 6 h T 8 . 9 4  9 , 3 7 s t , 9 4 . 4 c . 7 7 4 4 3 b 9 9 3 b 9 . e  
 7 4 0 1 7 5 . 1 5 2 4  T 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 8 . 4 8 0 e t 8 j =  3 6 0 1 
 d 3 1 1 0  0 a u 7 3 o v 6 h T . F l d e 5 . 1 5 s a T 7 . d i 0 0  ) n , j 9 5
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Lawley's procedure requires the quantities 

1 p 
rk = -- 2: 'ik k = 1,2, ... ,p; 

P - 1 i=I 
i.,k 

A (p �~� 1f[1 - (1 - r)2] 
y = �~� 2 

P - (p - 2)(1 - r) 

2 
r= ( l)2:2:rik p P - i<k 

It is evident that rk is the average of the off-diagonal elements in the kth column (or 
row) of Rand r is the overall average of the off-diag<;mal elements. 

The large sample approximate 'a-level test is to reject Ho in favor of HI if 

T = (n - :)2 [2:2: (rik - 7')2 - r ± (rk - r)2] > XtP+I)(p-2)/2(a) 
(1 - r) i<k k=l 

where XtP+I)(p-2)/2(a) is the upper (100a)th percentile of a chi-square distribution 
with (p + 1)(p - 2)/2 d.f. 

Example 8.9 (Testing for equicorrelation structure) From Example 8.6, the sample 
correlation matrix constructed from the n = 150 post-birth weights of female 
mice is 

['0 
.7501 .6329 

@

63l _ .7501 1.0 .6925 .7386 
R - .6329 .6925 1.0 .6625 

.6363 .7386 .6625 1.0 

We shall use this correlation matrix to illustrate the large sample test in (8-35). 
Here p = 4, and we set 

H,p �~� p, �~� �r�~� 
HJ:p '* Po 

Using (8-34) and (8-35), we obtain 

7 : :l 
p 1 p 

p p 1 

1 rI = '3 (.7501 + .6329 + .6363) = .6731, r2 = .7271, 

r3 = .6626, r4 = .6791 

r = _2_ (.7501 + .6329 + .6363 + .6925 + .7386 + .6625) = .6855 
4(3) 

2:2: (rik - r)2 = (.7501 - .6855)2 
i<k 

+ (.6329 - .6855f + ... + (.6625 - .6855)2 

= .01277 

8.6 

and 

Monitoring Quality with Principal Components 459 
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By (8-20), the sample variance of the first principal component YI is given by the 
largest eigenvalue AI, and the sample variance of the second principal component 
is the second-largest eigenvalue '\2' The two sample components are uncorrelated, • 
so the quality ellipse for n large (see Section 5.6) reduces to the collection of pairs of.· 
possible values CYI, .rz) such that 

'2 '2 
YI + Y2 < 2( ) , ,- X2 a 
Al A2 

Example 8.10 (An ellipse format chart based on the first two principal components) 
Refer to the police department overtime data given in Table 5.8. Table 8.1 contains 
the five normalized eigenvectors and eigenvalues of the sample covariance matrix S. 

The first two sample components explain 82 % of the total variance. 
The sample values for all five components are displayed in Table 8.2. 

Table 8.1 Eigenvectors and Eigenvalues of Sample Covariance Matrix for 
Police Department Data 

Variable e) e2 e3 e4 

Appearances overtime (x) .046 -.048 .629 -.643 
Extraordinary event (xz) .039 .985 -.077 -.151 

Holdover hours (X3) -.658 .107 .582 .250 
COA hours (X4) .734 .069 .503 .397 

Meeting hours (xs) -.155 .107 .081 .586 

Aj 2,770,226 1,429,206 '628,129 221,138 

Table 8.2 Values of the Principal Components for 
the Police Department Data 

Period Yjl Yj2 Yj3 Yj4 YjS 

1 2044.9 588.2 425.8 -189.1 -209.8 
2 -2143.7 -686.2 883.6 -565.9 -441.5 
3 -177.8 -464.6 707.5 736.3 38.2 
4 -2186.2 450.5 -184.0 443.7 -325.3 
5 -878.6 -545.7 115.7 296.4 437.5 
6 563.2 -1045.4 281.2 620.5 142.7 
7 403.1 66.8 340.6 -135.5 521.2 
8 -1988.9 -801.8 -1437.3 -148.8 61.6 
9 132.8 563.7 -32542.2 o
1 T0 8.8 353.312o0ij
-0.008-1318.532542.290 8.8 358f0715tof 52 T706 Tc 5 5.774 8 2
0.0513o
(Aj )TTj
23Tc 4.69 0.ij
-0
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or 
x - p- = Yjel + Y2e2 + Y3e3 + ... + Ypep 

where Yi = (X - p-) I ei is the population ith principal �c�~�m�~�o�n�e�n�t� centered to have 
mean O. The approximation to X - p- by the first two pnnclpal components has the 
form Y1el + Y2e2' This leaves an unexplained component of 

X - p- - Y1ej - Y2e2 

Let E = [el, e2, ... , epJ be the orthogonal matrix whose columns are the eigenvec­
tors �o�f�~�.� The orthogonal transformation of the unexplained part, 

E'(X - �~� -Y,', - �y�~�,�)�"� m -[!]- [1] �~� m �~� UJ 
so the last p - 2 principal components are obtained as 2an orthogonal �t�r�a�n�s�f�o�~�m�a�t�~�o�n� 
of the approximation errors. Rather than base the.T . chart on the approxImatIOn 
errors, we can, equivalently, base it on these last prmclpal components. Recall that 

Var (Y;) = Ai for i = 1,2, ... , P 

and Cov(Yi, Y
k

) = 0 for i "* k. Consequently, the statistic �Y�(�2�)�~�Y�~�2�)�.�Y�(�2�)�Y�(�2�)�'� based 
on the last p - 2 population principal components, 78(co221r )Tj
0.0e61_3 1 Tf2(principal280(the )_1 1 Tf
0.
/T1_1 59.2.fxl280(the )_1 1 TfTj
0.05 j
0.003 Tc0Tc 3.26r Tc 3.202 0 Td
(tha-87w862.2Tm
(based )T.202 0 Td

( 8..5 303.512Tm
(based 7.72 283.59 cc5. )Tj
0.0361v..5 303.512Tm0 1 Tf
7 0 01 T2i12Tm
(ba99007E0p3j
-0.035 Tc 8.5741 d00 0 8 205.74 28321_113 Tc 5.605 6i29 T 28u 8.620> 159.75 34272.79 Tm
(onk)Tj
0.i1r )Tj
0.Tj
/2m
( 7.8255 0 j
/nents, )Tj
0
-0p1f
0.00s12 283.52- 8.7 0.035 Tc 8.5 0 59 Tm
(basedc1226.45 303.51 Tm
j7.5 575 Tc0 056902456 cc5. )Tj
0.0pal )-(co22178..5 30575 3s. )Tj
0.7e7 0 0 8.7 971T1_1 1 r)Tj
/T3r75.75 283.552 272.79 Tm
 Tf("* 1e04 )Tj
0.0pal )Tj
0.0pal stic 
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Example 8.12 (Control ellipse for future principal components) In Example 8.10, 
determined that case 11 was out of control. We drop this point and recalculate 
eigenvalues and eigenvectors based on the covariance of the remaining 15 
tions. The results are shown in Table 8.3. 

Appearances overtime (Xl) 
Extraordinary event (X2) 

Holdover hours (X3) 
COA hours (X4) 

Meeting hours (xs) 

The principal components have changed. The component 



Supplement 

THE GEOMETRY OF THE SAMPLE 

PRINCIPAL COMPONENT 
ApPROXIMATION 

In this supplement, we shall present interpretations for approximations to the data 
based on the first r sample principal components. The interpretations of both the 
p-dimensional scatter plot and the n-dimensional representation rely on the algebraic 
result that follows. We consider approximations of the form A = [ab a2, ... , an]' 
to the mean corrected data matrix (nXp) 

[Xl - X, X2 - X, ... , Xn - X]' 

The error of approximation is quantified as the sum of the np squared errors 

(SA-I) 

Result SA. I Let A be any matrix with rank(A) �~� r < min (p, n). Let Er = 
(nXp) 

[eb e2, ... , er], where ei is the ith eigenvector of S. The error of approximation sum 
of squares in (8A-l) is minimized by the choice 

so the jth column of its transpose A' is 

8j = hlel + Yj2e2 + ... + }ljr er 

466 

The Geometry of the Sample Principal Component Approximation 467 

where 

[Yjl, Yj2,···, YjrJ' = [el(Xj - x), e2(Xj - x), ... , �e�~�(�x�j� - x) l' 
are the �v�a�l�u�~�s� of the first r sample principal components for the jth unit. Moreover, 

L (Xj - x - 8j)' (Xj - x - 8j) = (n - 1) (A +1 + ... + A ) 
,=1 r p 

where Ar+1 �~� ... �~� Ap are the smallest eigenvalues of S. 

proo:: C?nsider first any A whose transpose A' has columns a· that are a linear 
�~�~� matlOn of a flXe.d .set of r perpendicular vectors UI, �~�2�'� ... ' Un so that 

- [u(, u2, ... , ur] satIsfies U'U = I. For fixed U x- - X-I·f
0.0314 Tc 8.8 0 ar 
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Exercises 

3 

�~�-�-�-�- ... 2 �~�~�-�-�-�-�-�-�-�-�-�-�~�2� 

(a) Principal component of S (b) Principal component of R 

Figure 8.11 The first sample principal component,'vI' minimizes the 
sum of the squares of the distances, L r; from the deviation vectors, 
d; = [Xli - Xi, X2i - Xi,"" Xni - Xi], to a line. 

p 

minimizes the sum of squared lengths 2: LT. That is, the best direction is determined 
i=1 ' 

by the vector of values of the first principal component. This is illustrated in 
Figure 8.11( a). Note that the longer deviation vectors (the larger s;;'s) have the most 

p 

influence on the minimization of 2: LT· 
i=1 

If the variables are first standardized, the resulting vector [(Xli -o f  v a l u e s  o f  v a l u e s u 8 . 7 4 t e  
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8.8. Use the results in Example 8.5. 
(a) Compute the correlations r,;,Zk for i = 1,2 and k = 1,2, ... ,5. Do?these �~�o�r�r�e�l�a�- • 

tions reinforce the interpretations given to the first two components. Explam. 

(b) Test the hypothesis 

versus 

[

1 p p p 

p 1 p P 

Ho: P = Po = p p 1 p 
p p p 1 

. p p p' p 

at the 5% level of significance. List any assumptions required in carrying out this test. 

8.9. (A test that all variables are independent.) 
(a) Consider that the normal theory likelihood ratio test of Ho: :t is the diagonal matrix 

IT 
o 

0'22 

o 

Show that the test is as follows: Reject Ho if 

Is In/2 
A = --- = I R I

n/2 < c 
p n/2 TI Sji 

;=1 

For a large sample size, -2ln A is approximately �X�~�(�p�-�l�)�/�~�'� Bartlett [3] suggests �t�h�~�t� 
the test statistic -2[1 - (2p + 1l)/6nJlnA be used m place of �-�:�~�l�n�A� .. �T�h�~�s� 
results in an improved chi-square approximation. The �l�a�r�g�~� sample a CrItical pomt IS 
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'der the census-tract �d�a�t�~� listed in Table 8.5. Suppose the 
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8.11. Using the data on bone mineral content in Table 1.8, perform a principal component 

analysis of S. 
8.18. The data on national track records for women are'listed in Table 1.9. 

(a) Obtain the sample correlation matrix R for these data, and determine its �~�·�5�"�"�·�'�a�l�U�"�.� 
and eigenvectors. 

(b) Determine the first two principal components for the standardized variables. Pre­
pare a table showing the correlations of the standardized variables with the 
nents, and the cumulative percentage of the total (standardized) sample 
explained by the two components. 

(c) Interpret the two principal components obtained in Part b. (Note that the first 
component is essentially a normalized unit vector and might measure the athlet­
ic excellence of a given nation. The second component might measure the rela­
t1 0 0 8.ativet u483 08 413c 3l65n6.7 
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8.23. A naturalist for the Alaska Fish and Game Department studies grizzly bears with the 
goal of maintaining a healthy population. Measurements on n = 61 bears provided 
following summary statistics: . 

Variable Weight Body Neck Girth Head Head 
(kg) length (cm) (cm) length width 

(cm) (cm) (cm) 

Sample 
mean x 95.52 164.38 55.69 93.39 17.98 31.130164 Tc 44 0 0 8.6 2
(lengdh870.04 47k1 Tf
9994 0 Tdt 48a6 )Tj
0.0355 4.38 
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(b) Perform a principal component analysis using the correlation matrix R. Determine 
the number of components to effectively summarize the variability. Use the propor" 
tion of variation explained and a scree plot to aid in your determination. 

(c) Interpret the first five principal components. Can you identify, for example, a 
size" component? A, perhaps, "goats and distance to road" component? 

8.29. Refer to Exercise 5.28. Using the covariance matrix S for the first 
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FaCtor analysis can be considered an extension of principal component analysis, 
Both can be viewed as attempts to approximate the covariance matrix l:. However 
the approximation based on the factor analysis model is more elaborate. �T�h�~� 
primary question in factor analysis is whether the data are consistent with a 
prescribed structure. 

9.2 The Orthogonal Factor Model 

The observable random vector X,.with p components, has mean p, and C01varian,.,..' 

matrix l:. The factor model postulates that X is linearly dependent upon a few un­
observable random variables Fl , F2, ... , Fm, called common factors, and p addition­
al sources of variation El, E2, ... , E p' called errors or, sometimes, specific factors. 1 In 
particular, the factor �a�n�~�l�y�s�i�s� model is 

Xl - ILl = £llFl + £12F2 + ... + flmFm + El 

X2 - IL2 = £2lF l + £22F2 + ... + f2mFm + E2 

or, in matrix notation, 

X-IL= L F + E 
(pXl) (pXm)(mXl) (pXl) 

The coefficient £ij 
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Unfortunately for the factor analyst, most covariance matrices cannot be fac­
tored as LL' + '11, where the number of factors m is much less than p. The follOWing 
example demonstrates one of the problems that can arise when attempting to deter­
mine the parameters Cij and o/i from the variances and covariances of the observable 
variables. 

Example 9.2 (Nonexistence of a proper solution) Let p = 3 and m = 1, and suppose 
the random variables Xl> Xz, and X3 have the positive definite covariance matrix 

. [1 .9 .7] 
I = .9 1 .4 

.7 .4 1 

Using the factor model in (9-4), we obtain 

Xl - ILl = C11Fl + El 

X z - IL2 = C21Fl + E2 

X3 - IL3 = C31Fl + E3 

The covariance structure in (9-5) implies that 

or 

The pair of equations 

implies that 

I = LV + '11 

.90 = C11C21 

1 = �C�~�l� + o/z 

. 70 = C11C31 

.40 == C21C31 

Substituting this result for C21 in the equation 

. 90 = C11C21 

·70 = C11C31 

AD = C21C3l 

1 = �C�~�1� + 0/3 

yieldS efl = 1.575, or Cl1 = ± 1.255. Since Var(Fd = 1 (by assumption) and 
Var(XI ) 
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9.3 Methods of Estimation 

Given observations XI, x2,' .. , xn on p generally correlated variables, factor analysis. 
seeks to answer the question, Does the factor model of (9-4), with a small number of. 
factors, adequately represent the data? In essence, we tackle this statistical model_ 
building problem by trying to verify the covariance relationship in (9-5). 

The sample covariance matrix S is an estimator of the unknown population 
covariance matrix 1:. If the off-diagonal elements of S are small or those ofthe sample 
correlation matrix R essentially zero, the variables are not related, and a factor 
analysis will not prove useful. In .these circumstances, the specific factors play the . 
dominant role, whereas the major aim of factor analysis is to determine a few 
important common factors. . 

If 1: appears to deviate significantly from a diagonal matrix, then a factor model 
can be entertained, and the initial problem is one of estimating the factor loadings f.;. 
and specific variances !/Ii' We shall consider two of the most popular methods of �p�a�r�a�~� 
meter estimation, the principal component (and the related principal factor) method 
and the maximum likelihood method. The solution from either method can be 
in order to simplify the interpretation of factors, as described in Section 9.4. It is 
always prudent to try more than one method of solution; if the factor model is appro­
priate for the problem at hand, the solutions should be consistent with one another. 

Current estimation and rotation methods require iterative calculations that must 
be done on a computer. Several computer programs are now available for this purpose. 

The Principal Component (and Principal Factor) Method 
The spectral decomposition of (2-16) provides us with one factoring of the covariance ma­
trix 
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3 

Maximum likelihood Principal components 
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.loadings variances loadings variances 

Variable F2 
' '2 Fl F2 ';(,i = 1 - h? FI "'i = 1 - hi I 
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variance, bpt, as t}1e following residual matrices indicate, the maximum likelihood 
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All the variables have positive loadings on the first factor. Lawley 
Maxwell suggest that this factor reflects the overall response of the students to in-
struction and might be labeled a general intelligence factor. Half the loadings ' : 
positive and half are negative on the second factor. A �f�a�c�t�~�r� with this �?�~�t�t�e�r�n� 
loadings is called a bipolar factor. (The assignment of negatIve and posltlve. ' . 
is arbitrary, because the signs of the loadings on a factor can be reversed wIthout " 
affecting the analysis.) This factor is not easily identified,but is such that individu­
als who get above-average scores on the verbal tests get �a�b�o�v�e�-�a�v�e�r�~�g�e� Scores 
the factor. Individuals with above-average scores on the mathematIcal tests 
below-average scores on the factor. Perhaps this factor can be classified as 
"math,nonmath" factor. 

The factor loading pairs (fil' f i2 ) are plotted as points in Figure 9.1. The poi.nt& 
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Example 9.9 (Rotated loadings for the consumer-preference data) Let us return to . 
the marketing data discussed in Example 9.3. The original factor loadings �l�O�D�l�t�a�l�1�~�p�i�l� 
by the principal component method), the communalities; and the (varimax) 
factor loadings are shown in Table 9.7. (See the SAS statistical software output 
Panel 9.1.) 

Variable 

1. Taste 
2. Good buy for money 
3. Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
4. Suitable for snack 
5. Provides lots of energy 

Flavor 
s n a c k  for0trf89i0 8.u  113.35 362.79j
-0.032 0 0 8..oo 8.u  113.j
-0.032 0 0 dh
(snack5. )Tj 8.4607 0.e7 0 0 0 84. 



-..... 

510 Chapter 9 Factor Analysis and Inference for Structured Covariance Matrices 

PANEL 9.1 (continued) 

I Rotation Method: Varimax I 

TASTE 
MONEY 
FlAVOR 
SNACK 
ENERGY 

Rotated Factor Pattern 

FACTOR 1 FACTOR2 -
0.01970 0.98948 
0.93744 -0.01123 
0.12856 0.97947 
0.84244 0.42805 
0.96539 -0.01563 

Variance explained by each factor 

FACTOR 1 
2.537396 

FACTOR2 
2.122027 

Rotation of factor loadings is recommended particularly . for �l�o�a�d�i�~�g�s� 
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9.9 

Variable 

lOO-m 
run 

Long 
jump 

Shot 
put 

High 
jump 

400-m 
run 

run 

Cumulative 
proportion 
of total 
sample 
variance 
explained 

Principal component Maximum likelihood 

Estimated Estimated 
rotated Specific rotated A 

factor loadings, e7j variances factor loadings, f7j 

F; �F�~� F; F: �~� �~�2� 

rpi = 1 - hi Fi F; F; F: rpi = 1-

.182 1.8851 .205 -.139 .12 .204 .296 -.005 .01 

.291 .055 .29 .280 1.5541 �1�;�~�~�L� .155 .39 

.302 .252 -.097 .17 1.8831 .278 
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Comparing (9-51) with (8-21), we see that the fj are nothing more than the first m 
(scaled) principal components, evaluated at Xj' 

The Regression Method 
Starting again with the original factor model X - 11- = LF + E, we initially treat 
the loadings matrix L and specific variance matrix 'I' as known. When the common �~� 
factors F and the specific factors ( or errors) E are jointly normally distributed with . 
meanS and covariances given by (9-3), the linear combination X - JL = LF + E has 
an Np(O, LV + '1') distribution.·(See Result 4.3.) Moreover, the joint distribution 
of (X - JL) and F is Nm+p(O, I*), where 

(pxp) i (pXm) , II = LV + 'I' iLl 

�(�m�+�p�~�~�m�+�p�)� = .......... �;�~�~�:�;�·�·�·�·�·�·�·�·�T�;�:�!�:�~� (9-52) �~�_�"�.�"�.�;�,�.�.�;�.�"�-�-

and 0 is an (m + p) X 1. vector of zeros. Using Result 4.6, we find that the condi­
tional distribution of Fix is multivariate normal with 

mean = E(Flx) = L'I-I(x - 11-) = L'(LL' + 'l'fl(X - 11-) (9-53) 

and 

covariance = Cov(Flx) = I - L'I-1L = I - L'(LL' + 'l'r1L (9-54) 

The quantities L'(LL' + 'l'rl in (9-53) are the coefficients in a (multivariate) re­
gression of the factors On the variables. Estimates of these coefficients produce 
factor scores that are analogous to the estimates of the conditional mean values in 
multivariate regression 
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Weighted least squares (9-50):6 

f = Ci:'w-li*)-li*',j,-l = [-.61J 
z z z z z z -.61 

Regression (9-58): 

.526 
-.063 

.221 
-.026 

-.137· 
1.023 

[ 

.50] 
.011J �~�.�4�0� _ 

-.001 .20-
-.70 
1.40 

In this case, the two methods produce very similar results. All of the 
factor scores, obtained using (9-58), are 
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(1) the proportion of the 
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After rotation, the two methods of solution appear to give somewhat different 
results. Focusing our attention on the principal component method and the cumula_ 
tive proportion of the total sample variance explained, we see that a three-factor so­
lution appears to be warranted. The third factor explains a "significant" amount of 
additional sample variation. The first factor appears to be a body-size factor domi­
nated by wing and leg dimensions. The second and third factors, collectively, repre­
sent skull dimensions and might be given the same names as the variables, skull 
breadth and skull length, respectively. 
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Also, at convergence, 

�~�i� = ithdiagonalelementofSn - LL' (9A-2) 

and 

We avoid the details of the proof. However, it is evident that jL = x and a consideration 
of the log-likelihood leads to the maximization of -(nj2) [1nl �~� I + �t�r�(�~�-�I�S�n�)�]� over L 
and '1'. Equivalently, since Sn and p are constant with. respect to the maximization, We 
minimize 

(9A-3) 

subject to L'qt-1L = a, a diagonal matrix. • 
Comment. Lawley and Maxwell [10], along with many others who do factor 

analysis, use the unbiased estimate S of the covariance matrix instead of the maxi- _ 
mum likelihood estimate Sn. Now, (n - 1) S has, for normal data, a Wishart distrib­
ution. [See (4-21) and (4-23).] If we ignore the contribution to the likelihood in 
(9-25) from the second term involving (IL - x), then maximizing the reduced likeli­
hood 
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Exercises 

The last inequality follows because the maximum likelihood estimates I. and �~� 
minimize the objective function (9A-3). [Equality holds in (9A-8) for L. = y-I/lL 

and i. = y-l/2iY-I/l.JTherefore,minimizing (9A-7) over L. and '1'. is equivalent 

to obtaining Land i from Sn and estimating L. = V-I/2L by L. = y-I/lL and 
'1'. = V-I/l'l'V-I/l by i. = �y�-�I�/�2�~�y�-�I�/�l�.� The rationale for the latter procedure 
comes from the invariance property of maximum likelihood estimators. [See ( 

9.1. Show that the covariance matrix 

[

1.0 
P = .63 .45 

.63 .45] 
1.0 .35 
.35 1.0 

for the p = 3 standardized random variables 2 1,22, and 23 can be generated by the �-�:�:�:�:�~�.�:� 
m = 1 factor model 

21 = .9FI + 61 

22 = .7FI + 62 

23 = .5FI + 63 

where Var (Ft) = 1, Cov (e, Ft) = 0, and 

[

.19 0 

'I' = Cov(e) = �~� gl 

That is, write p in the form p = LL' + '1'. 

9.2. Use the information in Exercise 9.1. 
(a) Calculate communalities hT, i = 1,2,3, and interpret these quantities. 
(b) Calculate Corr(2j ,Ft ) for i = 1,2,3. Which variable might carry the greatest 

weight in "naming" the common factor? Why? 
9.3. The eigenvalues and eigenvectors of the correlation matrix p in Exercise 9.1 are 
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The following rotated principal component estimates of factor loadings for an m :, 
factor model were obtained: 

Estimated factor loadings 

Variable FI F2 F3 

Historical return on assets .433 .612 .499 
Historical return on equity .125 .892 .234 
Historical return on sales .296 .238 .887 
Replacement return on assets .406 .708 .483 
Replacement return on equity . 198 .895 .283 
Replacement return on sales .331 .414 .789 
Market Q ratio .928 .160 .294-
Market relative excess value .910 .079 .355 

Cumulative proportion 
of total variance explained .287 .628 .908 

(a) Using the estimated factor loadings, determine the specific variances and communalities. 
(b) Determine the residual matrix, R - �L�z�L�~� - irz' Given this information and the 

cumulative proportion of total variance explained in the preceding table, does an 
m = 3 factor model appear appropriate for these data? 

(c) Assuming that estimated loadings less than.4 are small, interpret the three factors. 
Does it appear, for example, that market-value measures provide evidence of 
profitability distinct from that provided by accounting measures? Can you sepa­
rate accounting historical measures of profitability from accounting replacement 
measures? 

9.16. Verify that factor scores constructed according to (9-50) have sample mean vector 0 
zero sample covariances. 

9.17. Refer to Example 9.12. Using the information in this example, evaluate (i;ir;IL.rl
. 

Note: Set the fourth diagonal element of ir z to .01 so that ir;1 can be determined. 
Will the regression and generalized least squares methods for constructing factors scores 
for standardized stock price observations give nearly the same results? Hint: See equation 
(9-57) and the discussion following it. 

The following exercises require the use of a computer. 

9.18. Refer to Exercise 8.16 concerning the numbers of fish caught. 
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Table 9.12 Salespeople Data 

Index of: Score on: 

Sales New- Mechanical Abstract 
Sales profit- account Creativity reasoning reasoning 

Salesperson growth ability sales test test test 
(xl) (X2) (X3) (X4) (X5) (X6) 

1 93.0 96.0 97.8 09 12 09 
2 88.8 91.8 96.8 07 10 10 
3 95.0 100.3 99.0 08 . 12 09 
4 101.3 103.8 106.8 13 14 12 
5 102.0 107.8 103.0 10 15 12 
6 95.8 97.5 99.3 10 14 11 
7 95.5 99.5 99.0 09 12 09 
8 110.8 122.0 115.3 18 20 15 
9 102.8 108.3 103.8 10 17 13 

10 106.8 120.5 102.0 14 18 11 
11 103.3 109.8 104.0 12 17 12 
12 99.5 111.8 100.3 10 18 08 
13 103.5 112.5 107.0 16 17 11 

'14 99.5 105.5 102.3 08 10 11 
15 100.0 107.0 102.8 13 10 08 
16 81.5 93.5 95.0 07 09 05 
17 101.3 105.3 102.8 11 12 11 
18 103.3 110.8 103.5 11 14 11 
19 95.3 104.3 103.0 05 14 13 
20 99.5 105.3 106.3 17 17 11 
21 88.5 95.3 95.8 10 12 07 
22 99.3 115.0 104.3 05 11 11 
23 87.5 92.5 95.8 09 09 07 
24 105.3 114.0 105.3 12 15 12 
25 107.0 121.0 109.0 16 19 12 
26 93.3 102.0 97.8 10 15 07 
27 106.8 118.0 107.3 14 16 12 
28 106.8 120.0 104.8 10 16 11 
29 92.3 90.8 99.8 08 10 13 
30 106.3 121.0 104.5 09 17 11 
31 106.0 119.5 110.5 18 15 10 
32 88.3 92.8 96.8 13 11 08 
33 96.0 103.3 100.5 07 15 11 
34 94.3 94.5 99.0 10 12 11 
35 106.5 121.5 110.5 18 17 10 
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For the random vectors X(J) and X(2), let 

E(X(1» = p,(J); 

E(X(2» = p,(2); 

Cov (X(1» = 1:11 

Cov(X(2» = 1:22 

Cov (X(1), X(2» = I12 = Ih 

It will be convenient to consider X(J) and X(2) jointly, so, using results (2-38) 
through (2-40) and (10-1), we find that the random vector 

x(1) 

xi1) 

[
X(1)] X = ......... = 

((p+q)X1) X(2) 

has mean vector 

p, = E(X) = �[�§�'�(�~�~�;�2�J� = �[�.�~�~�~�;�J� 
((p+q)X1) E(X) P, 

and covariance matrix 

r
Ill j I12] (pXp) i (pxq) 

= .......... 
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Chapter 10 Canonical Correlation Analysis 

The kth pair of canonical variates, k = 2,3, ... , p, 

Uk = eic:t1flZX(l) Vk = fic:tZ"1/2x(Z) 

maximizes 
Corr(Ub Vk ) = P: 

among those linear combinations uncorrelated with the preceding 1,2, ... , le . 
canonical variables. 

Here p? �~� pz*2 �~� ... �~� p;2 are the eigenvalues of :tlV2I12IZ"!I2III1/2 . 
e e2,' .. , e are the associated (p xl) eigenvect<;>rs. [The quantities p?, P2*2, •• 
�a�~�~� also the; largest eigenvalues of the matrix :tZ"1/2I21 III :t12IZ"1/2 with 
ing (q xl) eigenvectors f l , f2, ... , f p • Each f; is proportional to IZ"1/2:t2III1/2e; 

The canonical variates have the properties 

Var (Uk ) = Var (Vk ) = 1 

Cov(UbUf,) = Corr(UbUc) = 0 k '* e 
Cov (Vb Ve) = Corr (Vk, Ve) = 0 k '* e 
Cov (Ub Vf) = Corr (Uk , Ye) = 0 k '* e 

for k, e. = 1, 2, ... , p. 

Proof. (See website: www.prenhall.com/statistics) 

If the original variables are standardized with Z(I) = [Z\I), �Z�~�I�)�,� .. . , �Z�~�I�)�]�'� 
Z(2) = [Z(2), �Z�~�2�)�,� ... , �Z�~�Z�)�)�'�,� from first 



544 Chapter 10 Canonical Correlation Analysis 

yielding p? = .5458 and p';! = .0009. The eigenvector el follows from the vector 
equation 

[
.4371 .2178Je = (.5458)e 
.2178 .1096 I I 

Thus,ej = [.8947, .4466) and 

-1/2 [.8561J 
al = PII el = .2776 

From Result 10.1, fl <X P"2P P2IPJ.l/2 el and bl = �p�~�'�f�f�l�.� Consequently, 

-I _ [.3959 .2292J [.8561J _ [.4026J 
bl <X P22P21al - .5209 .3542 .2776 - .5443 

We must scale bl so that 

Var(VI) = Var(bjZ(2) = bjP22bl = 1 
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For this reason, many investigators prefer to assess the contributions of the original 
variables directly from the standardized coefficients (10-8). 

Let A = [ab a2,"" ap ]' and B = [bb bz,···, bq]" so that the vectors of 
�~�x�~� �~�x�~� 

canonical variables are 
U = AX(1) 

(pXI) 
V =BX(2) 

(qXI) 

where we are primarily interested in the first p canonical variables in V. Then 

Cov(U,X{l» = COV(AX(I),X{l» = Al:11 

Because Var(Vi ) = 1, Corr(U;,XiI » is obtained by dividing Cov(O;,xiI » by 

VVar (XiI» = u}(1. Equivalently, Corr (Vb xiI» = Cov (0;, uk}/2 xiI». �I�n�t�~�o�­
ducing the (p X p) diagonal matrix Vjlf2 with kth diagonal element uklf, 
we have, in matrix terms, 

PU,x(l) = Corr (U, X(l» = Cov (U, Vjfl 2x(1» = Cov (AX(I), Vjjl 2X(1» 
(pXp) 

Similar calculations for the pairs (U, X(2», (V, X(2» and (V, X{l» yield 

PU,X(l) = Al:ll Vjlf2 PV,X(2) = Bl:22 V2Y2 
(pxp) (qXq) 

PU,x(2) = Al: 12V2Y2 PV,x(l) = Bl:2IVjl/2 . 
�~�x�~� �~�x�~� 

(10-14) 

where V2Y2 is the (q X q) diagonal matrix with ith diagonal element [Var(Xi2»). 
Canonical variables derived from standardized variables are sometimes inter­

preted by computing the correlations. Thus, 
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Therefore, the "canonical variates" UJ = x)1) and VI = X(2) have correlation 
pi = I Corr (XP), X(2»I. When X(I) and X(2) have more components, setting 
a' = [0, ... ,0,1, 0, ... ,0] with 1 in the ith position and b' = [0, ... ,0,1, 0, ... ,0] 
with 1 in the kth position yields 

I Corr(x)I), xi2»1 = ICorr(a'X(l),b'X(Z»1 

s max Corr(a'X(I), b'X(2» = pi 
a,b 

That is, the first canonical correlation is larger than the absolute value of any entry 
in PIZ = �v�l�l�l�z�~�1�2�v�2�~�/�2�.�·� . 

Second, the multiple correlation coefficient PI(X(2) [see (7-48)] is a special case 
of a canonical correlation whenX(I) has the single element XP)(p = 1). Recall that 

for p = 1 

When p > 1, P;: is larger than each of the multiple correlations of x)I) with X(2) or 
the multiple correlations of x)2) with X(I). 

Finally, we note that 

PUk(X(2) = max Corr (Ub b'X(2» = Corr (Ub Vk ) = �p�~�,� (10-18) 
b 

k = 1,2, ... , P 

from the proof of Result 10.1 (see website: www.prenhall.comlstatistics). Similarly, 

PVk(x(l) = m:xCorr(a'X(I), Vk ) = Corr(Ub Vk ) = P:, (10-19) 

k = 1,2, ... ,p 

That is, the canonical correlations are also the multiple correlation coefficients of Uk 
with X(2) or the multiple correlation coefficients of Vk with X(1). 

Because of its multiple correlation coefficient interpretation, the kth squared 
canonical correlation �p�~�2� is the proportion of the variance of canonical variate Uk 
"explained" 



550 Chapter 10 Canonical Correlation Analysis 

10.4 The Sample Canonical Variates and Sample 
Canonical Correlations 

A random sample of n observations on each of the (p + q) variables X(I), X(2) can 
be assembled into the n x (p + q) data matrix 

X = [X(I) i X(2)] 

�l
�X�~�v� xW .,. 

= xW xW ." 
(I) (I) 

x1l 1 X1I 2 

(I) i (2) 
XIP i X11 

(I): (2) 
X2p i·X:I 

(I) 1 �~�2�)� 
X"P i Xnl 

(2) 
XI2 

(2) Xn 

(2) 
Xn2 

The vector of sample means can be organized as 

(2)] 
Xlq [xli), i x(2)'] (2) I \ I 
X2q _ : i : 

: - (i), i (i), 
(2) xn i xn 
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N N N N t- o 
�.�~� ..... '"""! q 0") �~� �~� For example, the first sample canonical variate pair is N I I 

N 0\ C') 0\ N VI = �.�4�2�z�~�I�)� + �.�2�1�Z�~�I�)� + �.�1�7�z�~�l�)� - .02zil ) + �.�4�4�z�~�I�)� 
�~�'�"� V] V] -.:t: �~� q 

N I I A (2) (2) (2) (2) (2) (2) (2) 
VI = .42z1 + .22z2 - .03z3 + .01z4 + .29zs + .52z6 - .12z7 
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we obtained the two sets of canonical correlations and variables 

Pt = .631 

and 

Pf. = .057 

A (I) (I) 
UI = .781zl + .345z2 

A (2) (2) VI = .060z1 + .944z2 

U2 = -.856zil ) + �1�.�l�0�6�z�~�l�)� 

V2 = -2.648zi2) + �2�.�4�7�5�z�~�2�)� 

where Z(I) i = 1 2 and Z(2) i =·1 2 are the �s�t�a�n�d�~�d�i�z�e�d� data values for sets 1 and-
I' , " , 

2, respectively. 
We fIrst calculate (see Panel 10.1) 

A -I = [.781 .345J-1 = [.9548 -.2974J 
z -.856 1.106 .7388 .6739 

A_I _ [.9343 -.3564J 
B z - .9997 .0227 

Consequently, the matrices of errors of approximation created by using only the 
first canonical pair are 

RJ2 - sampleCov('Z(I),'Z(2» = (.057) �[�-�:�~�~�~�:�J� [-.3564 .0227] 

[ .006 -.OOOJ 
= -.014 .001 

Rll - sample Cov('Z(1» = [-.2974J [-.2974 .6739] 
.6739 

= [ .088 -.200J 
-.200 .454 

R22 - sampleCov('Z(2» = �[�-�:�~�~�~�~�J� [-.3564 .0227] 

= [ .127 

.454 
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where 

is the unbiased estimator of l:. For large n, the test statistic (10-38) is 
distributed as a chi-square random variable with pq dJ. 

Proof. See Kshirsagar [8]. 

The likelihood ratio statistic (10-38) compares the sample generalized 
under Ho, namely, 

with the unrestricted generalized variance r S I· 
Bartlett [3] suggests replacing the mUltiplicative factor n in the 

ratio statistic with the factor n - 1 - ! (p + q + 1) to improve the X2 
mation to the sampling distribution 
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10.5. Use the information in Example 10.1. 

(a) Find the eigenvalues of �I�I�1�I�1�2�I�2�t�.�~�;�2�1� and verify that these eigenvalues are 
same as the eigenvalues of IIV 2I 12IZ-!I 21IiJl2. 

(b) Determine the second pair of canonical variates (U2, V2) and verify, from first 
pies, that their correlation is the second canonical correlation p; = .03. 

10.6. Show that the canonical correlations are invariant under nonsingular linear �t�r�.�'�n�.�f�,�,�~�,�.� 

tions of the X(1), X(2) variables ofthe form C X(l) and D X(2). 
(pXp) (pXl) (qXq) (qXl) 

Hint: Consider Cov �(�[�'�~�~�'�~�~�!�'�J�)� = �[�.�~�~�J�.�!�.�~�.�~�j� ... �~�~�n�~�:� ] Consider any linear 
DX(2) DI21C'i DInD' . 

nation ai(CX(1» = a'X(I) with a' = a;C. Similarly, consider bi(DX(2» = 

with b' = biD. The choices a; = e'IIV2C-1 and bi = f'I2"!f2D- I give the �~�.�,�.�;�-�,� .. ...:, 
correlatiori. 

10.7. LetPl2 = [: :J andPII = P22 = [: �~�J�c�o�r�r�e�s�P�O�n�d�i�n�g�t�o�t�h�e�e�q�U�a�l�C�O�r�r�e�l�a�t�i�o�n� 
structure where X(1) and X(2) each have two components. 

(a) Determine the canonical variates corresponding to the nonzero canonical correlation. 
(b) Generalize the results in Part a to the case where X(1) has p components and X(2) 

has q 2! P components. 
Hint: P12 = pll',wherelisa(p X 1)columnvectorof1'sandl'isa(q X 1) row 
vector of l's. Note that PIll = [1 + (p - l)p]l so PI]l21 = (1 + (p -1)pr1/21. 
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1 1.2 Separation and Classification for Two Populations 
To fix ideas, let us list situations in which one may be interested in (1) separating two 
classes of objects or (2) assigning a new object to one of two classes (or both). It is 
convenient to label the classes 7TJ and 7T2' The objects are ordinarily separated 
classified on the basis of measurements on, for instance, p associated random vari­
ables X' = [X!, X 2, •.• , XpJ. The observed values of X differ to some extent from 
one class to the other.! We can think of the totality of values from the first class -as 
being the population of x values for 7T! and those from the second class as the popu­
lation of x values for 7T2' These .two populations can then be described by probabili­
ty density functions f! (x) and h( x), and consequently, we can talk of assigning 
observations to populations or objects to classes interchangeably. can talk 
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Example 11_1 (Discriminating owners from nonowners of riding mowers) Consider _ 
two groups in a city: 'lT1, riding-mower owners, and '1T2, those without �r�i�~�i�n�g� m.( Iwe:rs--_< 
that is, nonowners. In order to identify the best sales prospects for an mtenslve sales 
campaign, a riding-mower manufacturer is interested in classifying families 
prospective owners or nonowners on the basis of XI = income and X2 = lot size. -
Random samples of nl = 12 current owners and n2 = 12 current nonowners yield 
the values in Table 11.1. ' 

Table 11.1 

'IT!: Riding-mower owners '1T2: Nonowners 

XI (Income X2 (Lot size XI (Income X2 (Lot size 
in $lOoos) in 1000 ft2) in $1000s) in 1000 ft2) 

90.0 18.4 105.0 19.6 
115.5 16.8 82.8 20.8 
94.8 21.6 94.8 17.2 
91.5 20.8 73.2 20.4 

117.0 23.6 114.0 17.6 
140.1 19.2 79.2 17.6 
138.0 17.6 89.4 16.0 
112.8 22.4 96.0 18.4 
99.0 20.0 77.4 16.4 

123.0 20.8 63.0 18.8 
81.0 22.0 81.0 14.0 

111.0 20.0 93.0 14.8 

These data are plotted in Figure 11.1. We see that riding-mower owners tend to 
have larger incomes and bigger lots than nonowners, although income seems to be a 
better "discriminator" than lot size. On the other hand, there is some overlap be­
tween the two groups. If, for example, we were to allocate those values of (Xl> X2) 

that fall into region RI (as determined by the solid line in the figure) to 'lT1, mower 
owners, and those (Xl> X2) values which fall into R2 to 'lT2, nonowners, we. ,:,ould 
make some mistakes. Some riding-mower owners would be incorrectly classIfIed as 
nonowners and, conversely, some nonowners as owners. The idea is to �~�r�e�a�t�e� a rule 
(regions RI and R2) that minimizes the chances of making these mIstakes. (See 
Exercise 11.2.) • 
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Figure 11.2 Classification regions 
for two populations. 

The integral sign in (11-1) represents the volume formed by the density function 
f (x) over the region Rz. Similarly, the integral sign in (11-2) represents the volume 
�f�~�r�m�e�d� by fz(x) over the region RI' This is illustrated in Figure 11.3 for the univari-
ate case, P = l. 

Let 
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the optimal classification regions is significant. Often, it is much easier to specify the 
ratios than their component parts. 

For example, it may be difficult to specify the costs (in appropriate units) of 
classifying a student as college material when, in fact, he or she is not and classifying 
a student as not college material, when, in fact, he or she is. The cost to taxpayers of 
educating a college dropout for 2 years, for instance, can be roughly assessed. The 
cost to the university and society of not educating a capable student is more difficult 
to determine. However, it may be that a realistic number for the ratio of these mis­
classification costs can be obtained. Whatever the units of measurement, not admit­
ting a prospective college graduate may be five times more costly, over a suitable 
time horizon, than admitting an eventual dropout. In this case, the cost ratio is five. 

It is interesting to consider the classification regions defined in (11-6) for some 
special cases. . 

Special Cases of Minimum Expected Cost Regions 

(a) P2/PI = 1 (equal prior probabilities) 

ft(x) c(1I2) !J(x) c(112) 
Rt= h(x);;:' c(211)R2: hex) < c(211) 

(b) c( 112)/ c(2 /1) = 1 (equal misclassification costs) 

RI: !J(x);;:, P2 R. flex) < P2 
hex) PI 2· hex) PI 

(c) P2/PI = c(112)/c(211) = 10rpz/Pl = 1/(c(112)/c(211» 
(equal prior probabilities and equal misclassification costs) 

(11-7) 

When the prior probabilities are unknQwn, they are often taken to be equal, and 
the minimum ECM rule involves comparing the ratio of the population densities to 
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We could also allocate a new observation Xo to the population with the largest 
"posterior" probability P( 11'i I xo). By Bayes's rule, the posterior probabilities are 

P( 11'1 occurs and we observe xo) 
P(11'l lxo) �=�~�~�-�-�-�-�-�-�-�.�.�.�:�:�.�:�.�.�.� 

P( we observe xo) 

P( we observe Xo 111'1)P( 11'1) 
P(we observe xoI11'1)P( 11'd + P(we observe xoI11'2)P( 1T2) 

PI!I(XO) 
Pt!I(XO) + pd2(XO) 

pzfz(xo) 
P(1T2Ixo) = 1 - P(1Tl lxo) = f ( ) + f: ( ) (11-9) PI I Xo pz 2 Xo 

Classifying an observation Xo as 1TI when P( 1TII xo) > P( 1T21 
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From these data matrices, the sample mean vectors and covariance matrices are 
determined by n, 

SI = _1_ L (xlj - Xl) (Xlj - Xl)' 
(pXp) nl - 1 j=1 

n2 

S2 = _1_' - L (X2j - X2) (X2j - X2)' 
(pXp) n2 - 1 j=1 

Since it is assumed that the parent populations have the same covariance matrix l;, 
the sample covariance matrices SI and S2 are �c�o�m�~�i�n�e�d� (pooled) to derive a single, 
unbiased estimate of l; as in (6-21). In particular, the weighted average 

- [ n1 - 1 J [ n2 - 1 J S 
Spooled - (nl - 1) + (n2 - 1) SI + (nl - 1) + (n2 - 1) 2 

(11-17) 

is an unbiased estimate of l; if the data matrices Xl and X 2 contain random sam­
ples from the populations '7Tl and '7T2, respectively. 

Substituting Xl for ILl, X2 for 1L2, and Spooled for l; in (11-12) gives the "sample" 
classification rule: 

The Estimated Minimum ECM Rule for Two Normal Populations 

Allocate Xo to '7T1 if 

( - - )'S-l 1 (- - )'S-l (- + - ) > I [(C(1I2») (P2)] 
Xl - X2 pooledXO - 2" Xl - X2 pooled Xl X2 - n c(211) PI 

(11-18) 

Allocate Xo to '7Tz otherwise. 
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c(211) PI 
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Xo to '7Tz otherwise. 
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Figure II.S A pictorial representation of Fisher's procedure for two populations 
withp = 2. 

The procedure (11-23) is illustrated, schematically, for P = 2 in Figure 11.5. All 
points in the scatter plots are projected onto a line in the direction a, and this direc­
tion is varied until the samples are maximally separated. 

Fisher's linear discriminant function in (11-25) was developed under the as­
sumption that the two populations, whatever their form, have a common covariance 
matrix. Consequently, it may not be surprising that Fisher's method corresponds to 
a particular case of the minimum expected-cost-of-misclassification rule. The first 
term, Y = (Xl - �x�Z�)�'�S�~�o�l�e�d�X�,� in the classification rule (11-18) is the linear function 
obtained by Fisher that maximizes the univariate "between" samples variability rel­
ative to the "within" samples variability. [See (11-23).] The entire expression 

W = (Xl - �X�z�)�'�S�~�o�l�e�d�X� - !(Xl - �x�Z�)�'�S�p�~�l�e�d�(�X�l� + xz) 

= (Xl - �x�z�)�'�S�p�~�o�l�e�d� [x - ! (Xl + XZ) 1 (11-26) 

is frequently called Anderson's classification function (statistic). Once again, if 
[(c(112)/c(211»(Pz/Pl)] = 1, so that In[(c(l/2)/c(211»(pZ/Pl)] = 0, Rule 
(11-18) is comparable to Rule (11-26), based on Fisher's linear discriminant func­
tion. Thus, provided that the two normal populations have the same covariance ma­
trix, Fisher's classification rule is equivalent to the minimum ECM rule with equal 
prior probabilities and equal costs of misclassification. 

Is Classification a Good Idea? 
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The classification rule for general multivariate normal populations fOllows 
directly from (11-27). 

Result 1 1.4. Let the populations 7TI and 7T2 be described by multivariate normal 
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parameters. appearing in allocation rules must be estimated from the sample, then 
the evaluatIOn of error rates is not straightforward. 

The performance of sample classification functions can, in principle, be evaluat_ 
ed by calculating the actual error rate (AER), 

AER = PI (Nx) dx + P2 ( hex) dx h2 hi (11-32) 

�~� �~� 

where RI apd R2 represent the classification regions determined by samples of size 
nl and n2, respectively. For �~�x�a�m�p�l�e�,� if the classification function in (11-18) is 
employed, the regions RI and R2 are defined by the set of x's for which the following 
inequalities are satisfied. . 

(Xl - �X�2�)�'�S�;�;�~�l�e�d�X� - -2
1 

(Xl - �X�2�)�'�S�~�l�e�d�(�X�I� + X2) �~� In[(C(112») (Pz)] 
c(211) PI 

( _ - )'S-l 1 (- -, -1 - - [(C(112») (P2)] Xl - X2 pooledx - -2 Xl - X2) SpooIed(XI + X2) < In --- -
c(211). PI-

The AER indicates how the sample classification function will perform in future 
samples. Like the optimal error rate, it cannot, in general, be calculated, because it 
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3. Repeat Steps 1 and 2 until all of the 7Tj observations are classified. Let �n�~�1�J�)� be 
the number of holdout (H) observations misclassified in this group. 

4. Repeat Steps 1 through 3 for the 7T2 observations. Let �n�~�f�l� be the number of 
holdout observations misclassified in this group. 

Estimates P(211) and P(112) of the conditional misclassification probabilities 
in (11-1) and (11-2) are then given by 

(H) 

P(iI1) = njM 
. nj 

. (H) 

P(112) = n2M (11-35) 
n2 

and the total proportion misclassified, �(�n�~�f�l� + nfiJ)/(nj + n2), is, for moderate 
samples, a nearly unbiased estimate of the expected actual error rate, E(AER). 

(H) (H) 
E(AER) = njM + n2M 

nj + n2 
(11-36) 

Lachenbruch's holdout method is computationally feasible when used in con­
junction with the linear classification statistics in (11-18) or (11-19). It is offered as 
an option in some readily available discriminant analysis computer programs. 

Example 11.7 Calculating an estimate of 
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We find that 

(XH - xlH)/sll,pooled(xH - XlH) = [4 - 25 10 - �1�0�J�~�[� �1�~� �2�~�5� J �[�1�~� �~� �~�'�n� 
= 4,5 

(XH - xz)'sll.poo,ed(xH - Xz) = [4 - 4 10 - �7�J�~�[�I�~� �2�~�5�J� �L�~� = �~�J� 
= 2.8 

and consequently, we would im;:orrectly assign xli = [4,lOJ to TTZ' Holding out 
xli = [3,8J leads to incorrectly assigning this observation to TTZ as well. Thus, 
nl1fJ = 2. 
Turning to the second group, suppose xli = [5,7J is withheld. Then 

X 2H = [! �~�J� X2H = [3/J and IS2H = �[�~�~� �-�~�J� 
The new pooled covariance matrix is 

1 1 [2.5 SH.pooled = 3" [2Sl + IS2H] = 3" -4 -4J 
16 

with inverse 

-1 3 [16 4 J SH.pooled = 24 4 2.5 

We find that 

(XH - xdsll.poo'ed(xH - Xl) = [5 - 3 7 - 10] ;4 [14
6 �2�~�5� ] [; �~� :0 J 

= 4.8 

(XH - X2H)'Sll.pooled(XH - X2H) = [5 - 3.5 7 - 7];4[1: �2�~�5�J� �[�5�7�-�_�3�~�5�J� 
= 45 

and xli = [5, 7J is correctly assigned to TT2' 

When xli = [3, 9J is withheld, 

(XH - xdsll.poo'ed (XH - Xl) = [3 - 3 9 - 10] ;4 �[�1�~� �2�~�5� ] �[�~� = �~�O� J 

= .3 

(XH - x2H )/sll,poo'ed (XH - X2H) = [3 - 45 9 - 6J ;4 �[�1�~� �2�~�5� J �[�~� = :.5 J 

= 4.5 

and xli = [3,9J is incorrectly assigned to TT!. Finally, withholding xli = [4, 5J leads 
to correctly classifying this observation as TT2' Thus, �n�~�1�f�J� = 1. 

Evaluating Classification Functions 603 

An estimate of the expected actual error rate is provided by 
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0.05 T[2.886 i0 0 1150 8.8 573ue05 T 1 .6424 2 Tf9m56.2 6E47 0 0 1,f
05 513-4 2 Tf9rh771 .350 518.79 Tm
(1 )Tj
8.8  4n3.80.8 0 0 61150 8.8 4r 8.8 698.44c 11.227 Tf75 Tc 8.642-4 0Tc 11.2 0 0 8p.350 518.79 T2 67m
(1 )Tj
8.8  4n3.4.8 0 0 10.8 Tc 9.3047a 69e50 8.56.c567m
(1 )2 6. 3 E(AER) 
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Table 11.2 Salmon Data (Growth-Ring Diameters) 

Alaskan 

Gender Freshwater Marine Gender 
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is smallest. Now, (11-39) will be smallest when the omitted term, Pkfk(x), is largest. 
Consequently, when the misclassification costs are the same, the minimum expected 
cost of misclassification rule has the following rather simple form. 

Minimum ECM Classification Rule 
with Equal Misclassification Costs 

Allocate Xo to Trk if 

or, equivalently, 
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are multivariate normal densities with mean vectors ILi and covariance matrices I i. 
If, further, c( i I i) = 0, c( k I i) = 1, k "* i (or, equivalently, the miscll:}ssification costs 
are all equal), then (11-41) becomes 

Allocate x to 7Tk if 

lnpk!k(x) = lnpk - - - - Jl-dI;;I(x - ILk) 

= maxlnpJi(x) (11-44) 
i 

The constant (p/2) In (27T) can be ignored iQ (11-44), since it is the same for all 
populations. We therefore define 
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from x to the sample mean vector Xi' The allocatory 
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Example 11.11 (Classifying a potential business-school graduate student) The ad­
mission officer of a business school has used an "index" of undergraduate 
grade point average (GPA) and graduate management aptitude test (GMAT), 
scores to help decide which applicants should be admitted to the school's gradu­
ate programs. Figure 11.9 shows pairs of Xl == GPA, X2 == GMAT values for 
groups of recent applicants who have been categorized as 'lTl: admit; 'lT2: do not " 
admit; and 1T3: borderline.lo The data pictured are listed in Table 11.6. (See .• 
Exercise 11.29.) These data yield (see the SAS statistical software output in 

Panel 11.1) 
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The elements in this matrix were generated using the holdout procedure, 
(see 11-57) 

3 
E(AER) = - = .02 

150 

The error rate, 2 %, is low. 
Often, it is possible to achieve effective w!th fewer variables. 

ood practice to try all the variables one at a tIme, two at a tune, three at a 
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2. Plotting of the means of the first two or three linear combinations (discfliminarltsf, 
This helps display the relationships and possible groupings of the populations. 

3. Scatter plots of the sample values of the first two discriminants, which can 
cate outliers or other abnormalities in the data. 

The primary purpose of Fisher's discriminant analysis is to separate populations. 
can, however, also be used to classify, and we shall indicate this use. It is not . 
sary to assume that 
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Exercise 11.21 Dutlines the derivatiDn Df the FISher discriminants. The discriminants 
will nDt have zero cDvariance fDr each randDm sample X;. Rather, the cDnditiDn 

{
I ifi = k :5 S 

a(S It = 
I pooled k 0 Dtherwise 

(11-63) 

will be satisfied. The use Df Spooled is appropriate because we tentatively assumed 
that the g pDpulatiDn cDvariance matrices were equal. 

Example J 1.13 (Calculating Fisher's sample discriminants for three populations) . 
CDnsider the DbservatiDns Dn p 2 variables from g = 3 populations given in 
Example 11.10. Assuming that the pDpulatiDns have a common cDvariance . 
l;, let us Dbtain the Fisher discriminants. The data are 

7TI (nl = 3) 7T2 (n2 = 3) 'lT3 (n3 = 3) n n [ 1 -2] 
X3 = 0 0 

-1 -4 

In Example 11.10, we fDund that 

so. 

x = [-IJ. x = [lJ. X3 = [ 0J 1 3' 2 4' -2 

3 [2 1J B = (x; - X)(Xi - x)' = 1 62/3 
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and 
(nl + nz + n3 - 3)Spooled = (38 + 11 + 7 - 3)Spooled 

[

187.575 
1.957 41.789 

= W = -4.031 2.128 
1.092 -.143 

79.672 -28.243 

3.580 
-.284 
2.559 

.077 1 
- .996 338.023 

There are at most s = min (g - 1, p) = min (2, 5) == 2 posit.ive. ei.genvalues of 
W-1B, and they are 4.354 and .559. The centered Fisher linear dlscnmmants are 

Yl = .312(Xl - 6.180) - .710(x2 - 5.081) + 2.764(X3 - .511) 

+ 11.809(X4 - .201) - .235(xs - 6.434) 
Yz = .169(Xl - 6.180) - .245(X2 - 5.081) - 2.046(X3 - .511) 

- 24.453(X4 - .201) - .378(xs - 6.434) 

The separation of the three group means is fully explained in .two­
dimensional "discriminant space." The group means and the seat:er the mdlVldual 
observations in thediseriminant coordinate system are shown m FIgure 11.12. The 

separation is quite good. • 
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figure I 1.12 Crude-oil samples in discriminant space. 

Fisher's Method for Discriminating among Several Populations 62.7 

Example 11.15 (Plotting sports data in two-dimensional discriminant space) Investi­
gators interested in sports psychology administered the Minnesota Multiphasic 
Personality Inventory (MMPI) to 670 letter winners at the University of Wisconsin 
in Madison. The sports involved and the coefficients in the two discriminant 
functions 
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Figure 11.13 The discriminant means Y' = [)it, Ji2] for each sport. 
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Similarly, 
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I 1.7 logistic Regression and Classification 

Introduction 

The classification functions already discussed are based on quantitative 
Here we discuss an approach to classification where some or all of the variables are 
qualitative. This approach is called logistic regression. In its simplest setting, ... ....... .. 
response variable Y is restricted to two values. For example, Y may be recorded as 
"male" or "female" or "employed" and "not employed." 

Even though the response may be a two outcome qualitative variable, we can. 
always code the two cases as 0 and 1. For instance, we can take male = 0 and 
female = 1. Then the probability p of 1 is a parameter of interest. It represents >ho. __ c;,= 

proportion in the population who are coded 1. The mean of the distribution of O's 
and l's is also p since 

mean = 0 X (1 - p) + 1 X P = P 
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1.0 
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0.2 

0.0 Figure I 1.16 Logistic function 
with 130 = -1 and 131 = 2. 

where exp = e = 2.718 is the base of the natural logarithm. Next solving for B(z), 
we obtain 

exp(/3o + /31Z) 
p( z) = 1 + exp(/3o + /31Z) 

(11-71) 

which describes a logistic curve. The relation betweenp and the predictor z is not lin­
ear but has an S-shaped graph as illustrated in Figure 11.16 for the case /30 = -1 and 
/31 = 2. The value of /30 gives the value exp(/3o)/(l + exp(/3o» for p when z = 



638 Chapter 11 Discrimination and Classification 

If the null hypothesis is Ho: f3k = 0, numerical calculations again give the maximum 
likelihood estimate of the reduced model and, in turn, the maximized value of the 
likelihood 

Lmax.Reduced = ••• , .•. , 

When doing logistic regression, it is common to test Ho using minus twice the log­
likelihood ratio 

_ 2 In ( Lmax. Reduced) 

. Lmax 
(11-76) 

which, in this context, is called the deviance. It is approximately distributed as chi­
square with 1 degree of freedom when the reduced model has one fewer predictor 
variables. Ho is rejected for a large value of the deviance. 
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and the apparent error rate, expressed as a percentage is 

4 + 3 
APER = 50 + 50 X 100 = 7% 

When performing a logistic classification, it would be preferable to have an 
of the rnisclassification probabilities using the jackknife (holdout) approach but 
is not currently available in the major statistical software packages. 

We could have continued the analysis i.n Example 11.17 by dropping gender 
using just the freshwater and marine growth measurements. However, when 
distributions with equal matrices prevail,. logistic classification 
quite inefficient compared to the normal theory linear classifier (see [7]). 

Logistic Regression with Binomial Responses 

We now consider a slightly more general case where several runs are made at 
same values of the covariates Zj and there are a total of m different sets where 
predictor variables are constant. When nj independent trials are conducted 
the predictor variables Zj, the response lj is modeled as a binomial rl;<·tr;lh .... 

with probability p(Zj) = P(Success I Zj). 
Because the 1j are assumed to be independent, the likelihood is the product 

L(f3o, 131> ... ,f3r) = ft (nj)p!(Zj)(l - p(z) )"Oi 
j=l Yj 

where the probabilities p(Zj) follow the logit model (11-72) 

PANEL 11.2 SAS ANALYSIS FOR SALMON DATA USING PROC LOGISTIC. 

title 'Logistic Regression and Discrimination'; 

data salmon; 
infile'T11-2.dat'; 
input country gender freshwater marine; 
proc logistic desc; . 
model country = gender freshwater marine I expb; 
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Model Checking. Once any model is fit to the data, it is good practice to investigate 
the adequacy of the fit. The following questions must be addressed. 

• Is there any systematic departure from the fitted logistic model? 

• Are there any observations that are unusual in that they don't fit the overall 
pattern of the data (outliers)? 

• Are there any observations that lead to important changes in the statistical 
analysis when they are included or excluded (high influence)? 

If there is no parametric structure to the single. trial probabilities p(z j) == 
P (Success I Zj), each would be estimated using the observed number of successes 
(l's) Yi in ni trials. Under this nonparametric model, or saturated model, the contri­
bution to the likelihood for the j-th case is . 

( nj)pYi(Z -)(1 - p(Zj)tni 
Yj' . 

which is maximized by the choices PCZj) = y/nj for j == 1,2, ... , n. Here m == !.nj. 
The resulting value for minus twice the maximized nonparametric (NP) likelihood 
is 

-2 In Lmax.NP = -2i [Yjln (Y') + (nj - Yj)ln(l- Yl)] + 2In(rr(nj
)) 

j=l n, n, ,=1 Y, 

(11-80) 

The last term on the right hand side of (11-80) is common to all models. 
We also 
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estimates. This change in regression coefficients, when all observations with the 
same covariate values as the j-th case Z j are deleted, is quantified as 

r;j h jj 
Af3j = 1 _ h. (11-88) 

JJ 

A plot of A f3 j versus j can be inspected for influential cases. 

I 1.8 Final Comments 

Including Qualitative Variables 

Our discussion in this chapter assumes that the discriminatory or classificatory vari­
ables, Xl, X 2 , •.. , X p have natural units of measurement. That is, each variable can, 
in principle, assume any real number, and these numbers can be recorded. Often, a 
qualitative or categorical variable may be a useful discriminator (classifier). For ex­
ample, the presence or absence of a characteristic such as the color red may be a 
worthwhile classifier. This situation is frequently handled by creating a variable X 
whose numerical value is 1 if the object possesses the characteristic and zero if the 
object does not possess the characteristic. The variable is then treated like the mea­
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Neural networks can be used for discrimination and classification. When they 
are so used, the input variables are the measured group characteristics Xl> 
X 2, .•. , Xp, and the output variables are categorical variables indicating group 
membership. Current practical experience indicates that properly constructed neUr­
al networks perform about as well as logistic regression and the discriminant func­
tions we have discussed in this chapter. Reference [30] contains a good discussion of 
the use of neural networks in applied statistics. 

Selection of Variables 

In some applications of discriminant analysis, data are available on a large number 
of variables. Mucciardi and Gose [27] discuss a discriminant analysis based on 157 
variables. 15 In this case, it would obviously be desirable to select a relatively small 
subset of variables that would contain almost as much information as the original 
collection. This is the objective of step wise discriminant analysis, and several popular 
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EXERCISES 

I 1.1. Consider the two data sets 

X, [! n .nd X, [! n 
for which 

and 

Spooled = 

(a) Calculate the linear discriminant function in (11-19). 

(b) Classify the observation x& = [2 7) as population 7T1 or population 7(2, using. 
(11-18) with equal priors and equal costs. 

11.2. (a) Develop a linear classification function for the data in Example 11.1 using (11-19) ..... . 

(b) Using the function in (a) and (11-20), construct the "confusion matrix" by classifying 
the given observations. Compare your classification results with those of Figure 11.1, . 
where the classification regions were determined "by eye." (See Example 11.6.) 

(c) Given the results in (b), calculate the apparent error rate (APER). 

(d) State any assumptions you make to justify the use of the method in Parts a and b .. 

11.3. Prove Result 11.1. 
Hint: Substituting the integral expressions for P(211) and P( 112) given by (11-1) 
(11-2), respectively, into (11-5) yields 

ECM= c(211)Pl r fl(x)dx + c(112)p2 r fz(x)dx JR2 JR) 
Noting that n = RI U R2 , so that the 



652 Chapter 11 Discrimination and Classification 

Hint: Note that (IL; - ji)(ILj - ji)' = t(IL] - ILz)(ILI - ILz)' for i = 1,2, where 

ji = (P;I + ILl). 

11.10. Suppose that nl = 11 and nz = 12 observations are made on two random variables X 
and Xz, where Xl and X z are assumed to have a bivariate normal distribution with! 
common covariance matrix:t, but possibly different mean vectors ILl and ILz for the two 

"mpl" Th' "mpl, m= ><eto:, :t?:l" '" 

[ 
7.3 -1.1J 

Spooled = -1.1 4.8 

(a) Test for the difference in population mean vectors using Hotelling's two-sample 
TZ-statistic. Let IX = .10. 

(b) Construct Fisher's (sample) linear discriminant function. [See (11-19) and (11-25).] 

(c) Assign the observation Xo = [0 1] to either population 1TI or 1TZ' Assume equal 
costs and equal prior probabilities. 

I 1.1 I. Suppose a univariate random variable X has a normal distribution with variance 4. If X 
is from population 1T] , its mean is 10; if it is from population 1T2, its mean is 14. Assume 
equal prior probabilities for the events Al = X is from population 1T1 and A2 = X is 
from population 1TZ, and assume that the misclassification costs c(211) and c(112) are 
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(b) Using the calculations in Part a, compute Fisher's linear discriminant fUnction, and 
use it to classify the sample observations according to Rule (11-25). Verify that . 
confusion matrix given in Example 11.7 is correct. 

(c) Classify the sample observations on the basis of smallest squared distance D7(x) 
the observations from the group means XI and X2· [See (11-54).] Compare the 
sults with those in Part b. Comment. 

11.20. The matrix identity (see Bartlett [3]) 

-I _ n - 3 (S-I + Ck 

SH.pooled - n.- 2 pooled 1 - Ck(XH - Xk)'Sj;';"led (XH - Xk) 

S-I ( - ) ( - )'S-1 . pooled XH - Xk XH - Xk pooled 

where 

Ck = (nk -l)(n -2) 

allows the calculation of sll.pooled from Verify this identity using the data from 
Example 11.7. Specifically, set n = nl + n2, 
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Thus, 
g 

= 2: (ILiY - jiY)'(ILiY - jiy) 
;=1 

g g g 

= 2: (lLiYI - fi,y/ + 2: (lLiY 2 - fi,y/ + ... + 2: (lLiY p - fi,y/ 
;=1 ;=1 ;=1 

= AI + A2 + ... + Ap = AI + A2 + ... + As 

since As+1 = ... = Ap = O. If only the first r discriminants are used, their contribution to 

is AI + A2 + ... + A,. 

The following exercises require the use of a computer. 

11.23. Consider the data given in Exercise 1.14. 
(a) Check the marginal distributions of the x;'s in both the multiple-sclerosis (MS) 

group and non-multiple-sclerosis (NMS) group for normality by graphing the 
corresponding observations as normal probability plots. Suggest appropriate data 
transformations if the normality assumption is suspect. 

(b) Assume that :tl = :t2 = :t. Construct Fisher's linear discriminant function. Do all 
the variables in the discriminant function appear to be important? Discuss your 
answer. Develop a classification rule assuming equal prior probabilities and equal 
costs of misclassification. 

(c) Using the results in (b), calculate the apparent error rate. If computing resources 
allow, calculate an estimate of the expected actual error rate using Lachenbruch's 
holdout procedure. Compare the two error rates. 

I 1.24. Annual financial data are collected for bankrupt firms approximately 2 years prior to their 
bankruptcy and for financially sound firms at about the same time. The data on four vari­
ables, XI = CF/TD = (cash flow)/(total debt), X 2 = NI/TA = (net income)/(total as­
sets),X
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11.25. The annual financial data listed in Table 11.4 have been analyzed by lohnson [19] with a 
view toward detecting influential observations in a discriminant analysis. Consider vari­
ables Xl = CF/TD and X3 = CA/CL. 
(a) Using the data on variables XI and X 3 , construct Fisher's linear discriminant func­

tion. Use this function to classify the sample observations and evaluate the APER. 
[See (11-25) and (11-34).] Plot the data and_the discriminant line in the (Xl, X3) co­
ordinate system. 
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(b) Assume that the samples are from bivariate normal populations with a common 
covariance matrix. Test the hypothesis Ho: P-I = P-z = P-3 versus HI: at least one P-; 
is different from the others at the a = .05 significance level. Is the assumption of a 
common covariance matrix reasonable in this case? Explain. 

(c) Assuming that the populations are bivariate normal, construct the quadratic 
discriminate scores dP(x) given by (11-47) with PI = P2 = P3 = Using Rule 
(11-48), classify the new observation Xo = [3.5 1.75] into population 71"1, 71"z, or 

71"3' 
(d) Assume that the covariance matrices I; are the samt;. for all three bivariate normal 

populations. Construct the linear discriminate score d;(x) 
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Table I 1.8 Hemophilia Data 

Noncarriers (1TI) Obligatory carriers (1TZ) 

IOglO IOglO IOglO IOglO 

Group (AHF activity) (AHF antigen) Group (AHF activity) (AHF antigen) 

1 -.0056 -.1657 2 .3478 .1151 
1 -.1698 -.1585 2 -.3618 -.2008 
1 -.3469 -.1879 2 -.4986 -.0860 
1 -.0894 .0064 2 -.5015 -.2984 
1 -.1679 .0713 2 . -.1326 .0097 
1 -.0836 .0106 2 -.6911 -.3390 
1 -.1979 -.0005 2 -.3608 .1237 
1 -.0762 .0392 2 -.4535 -.1682 
1 -.1913 -.2123 2 -.3479 -.1721 
1 -.1092 -.1190 2 -.3539 .0722 
1 -.5268 -.4773 2 -.4719 -.1079 
1 -.0842 .0248 2 -.3610 -.0399 
1 -.0225 -.0580 2 -.3226 .1670 
1 .0084 .0782 2 -.4319 -.0687 
1 -.1827 -.1138 2 -.2734 -.0020 

1 .1237 .2140 2 -.5573 .0548 
1 -.4702 -.3099 2 -.3755 -.1865 
1 -.1519 -.0686 2 -.4950 -.oI53 
1 .0006 -.1153 2 -.5107 -.2483 
1 -.2015 -.0498 2 -.1652 .2132 
1 -.1932 -.2293 2 -.2447 -.0407 
1 .1507 .0933 2 -.4232 -W98 
1 -.1259 -.0669 2 -.2375 .2876 
1 -.1551 -.1232 2 -.2205 .0046 
1 -.1952 -.1007 2 -.2154 -.0219 

1 .0291 .0442 2 -.3447 .0097 
1 -.2228 -.1710 2 -.2540 -.0573 
1 -.0997 -.0733 2 -.3778 -.2682 

1 -.1972 -.0607 2 -.4046 -.1162 
1 -.0867 -.0560 2 -.0639 . 1569 

2 -.3351 -.1368 
2 -.0149 .1539 
2 -.0312 .1400 
2 -.1740 -.0776 
2 -.1416 .1642 
2 -.1508 .1137 
2 -.0964 . 0531 
2 -.2642 .0867 
2 -.0234 .0804 
2 -.3352 . 0875 
2 -.1878 .2510 
2 -.1744 .1892 
2 -.4055 -.2418 
2 -.2444 .1614 
2 -.4784 .0282 

Source: See [15]. 

Exercises 665 

(b) Obtain the sample linear discriminant function, assuming equal prior probabilities, 
and estimate the error rate using the holdout procedure. . 

(c) Classify the following 10 new cases using the discriminant function in Part b. 

(d) Repeat Parts a--c, assuming that the prior probability of obligatory carriers (group 2) 
is and that of noncarriers (group 1) is 

New Cases Requiring Classification 

Case 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

10glO(AHF 



'" '" '" 

'" '" ...... 

Table 11.9 Data on Brands of Cereal 

Brand Manufacturer 

1 Apple_Cinnamon_Cheerios G 

2 Cheerios G 

3 Cocoa_Puffs G 

4 CounCChocula G 

5 Golden_ Grahams G 

6 Honey_NuCCheerios G 

7 Kix G 

8 Lucky_Charms G 

9 Multi_Grain_Cheerios G 

10 Oatmeal_Raisin_Crisp G 

11 Raisin_Nut_Bran G 

12 TotaCCorn_Flakes G 
13 TotaCRaisin_Bran G 

14 Total_Whole_Grain G 

15 Trix G 

16 Wheaties G 
17 Wheaties_Honey_Gold G 

18 All_Bran K 
19 Apple_Jacks K 

20 Corn_Flakes K 

21 Corn_Pops K 

22 CrackIin'_Oat_Bran K 
23 Crispix K 

. 24 Froot_Loops K 
25 Frosted_Flakes K 
26 Frosted_MinL Wheats K 
27 Fruitful_Bran K 
28 JusCRight_Crunchy_Nuggets K 
29 Mueslix_Crispy_Blend K 
30 Nut&Honey_Crunch K 
31 Nutri-grain_Almond-Raisin K 
32 Nutri-grain_ Wheat K 
33 Product_19 K 
34 Raisin Bran K 
35 Rice_Krispies K 
36 Smacks K 
37 SpeciaCK K 
38 Cap'n'Crunch Q 
39 Honey_Graham_Ohs Q 
40 Life Q 
41 Puffed_Rice Q 
42 Puffed_Wheat Q 
43 QuakecOatmeal Q 

Source: Data courtesy of Chad Dacus. 

Calories Protein Fat 

110 2 2 

110 6 2 

110 1 1 

110 1 1 

110 1 1 

110 3 1 

110 2 1 

110 2 1 
100 2 1 

130 3 2 

100 3 2 
110 2 1 
140 3 1 
100 3 1 
110 1 1 
100 3 1 
110 2 1 
70 4 1 

110 2 0 
100 2 0 
110 1 0 

110 3 3 
110 2 0 
110 2 1 
110 1 0 
100 3 0 
120 3 0 
110 2 1 
160 3 2 
120 2 1 
140 3 2 
90 3 0 

100 3 0 
120 3 1 
110 2 0 
110 2 1 
110 6 0 
120 1 2 
120 1 2 
100 4 2 

50 1 0 
50 2 0 

100 5 2 

Sodium Fiber Carbohydrates Sugar Potassium Group 

180 1.5 10.5 10 70 1 

290 2.0 17.0 1 105 1 

180 0.0 12.0 13 55 1 

180 0.0 12.0 13 65 1 

280 0.0 15.0 9 45 1 

250 1.5 11.5 10 90 1 

260 0.0 21.0 3 40 1 

180 0.0 12.0 12 55 1 

220 2.0 15.0 6 90 1 

170 1.5 13.5 10 120 1 

140 2.5 10.5 8 140 1 

200 0.0 21.0 3 35 1 

190 4.0 15.0 14 230 1 

200 3.0 16.0 3 110 1 

140 0.0 13.0 . 12 25 1 

200 3.0 17.0 3 110 1 

200 1.0 16.0 8 60 1 

260 9.0 7.0 5 320 2 

125 1.0 11.0 14 30 2 

290 1.0 21.0 2 35 2 

90 1.0 13.0 12 20 2 
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Two additional popular measures of "distance" or dissimilarity are given by the 
Canberra metric and the Czekanowski coefficient. Both of these measures are 
defined for nonnegative variables only. We have 

Canberra metric: 

Czekanowski coefficient: 

d(x,y) = ± I Xi - y;j 
i=1 (Xi + y;) 

p 

2 min(xi, Yi) 
i=I d(x, y) = 1 - -!.::p:'!-, ---

(Xi + Yi) 
i=1 

(12-4) 

(12-5) 

Whenever possible, it is advisable to use "true" distances-that is, distances satisfy­
ing the distance properties of (1-25)-for clustering objects. On the other hand, 
most clustering algorithms will accept subjectively assigned distance numbers that 
may not satisfy, for example, the triangle inequality. 

When items cannot be represented by meaningful p-dimensional measure­
ments, pairs of items are often compared on the basis of the presence or absence of 
certain characteristics. Similar items have more characteristics in common than do 
dissimilar items. The presence or absence of a characteristic can be described 
mathematically by introducing a binary variable, which assumes the value 1 if the 
characteristic is present and the value 0 if the characteristic is absent. For p = 5 
binary variables, for instance, the "scores" for two items i and k might be arranged as 
follows: 

Itemi 
Itemk 

1 

1 
1 

Variables 
2 3 4 

o 
1 

o 
o 

1 
1 

5 

1 
o 

In this case, there are two 1-1 matches, one 0-0 match, and two mismatches. 
Let Xij be the score (1 or 0) ofthe jth binary variable on the ith item and Xkj be the 
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Coefficients 1, 2, and 3 in the table are monotonically related. Suppose 
coefficient 1 is calculated for two contingency tables, Table I and Table 11. Then 
if (a, + d,)/p 2= (all + dll)/p, we also have 2(aI + dI)/[2\aI + dI) + bI + cd 
> 2 ( + d )/[2 ( + d ) + + CII], and coefficient 3 Will be at least as large 
- an 11 all 11 ) ff· . 5 6 d 7 I 0 for Table I as it is for Table H. (See Exercise 12.4. Coe IClents , , an a s re-
tain their relative orders. 

M ··t . . portant because some clustering procedures are not affected onotomcl y IS Im , . d. 
if the definition of similarity is changed in a manner that leaves or 

f . il ·t· changed The single linkage and complete hnkage hierarchical OSlmanlesun . h. 
rocedures discussed in Section 12.3 are not affected. For these c. Oice 

the coefficients 1,2, and 3 in Table tu will same Similarly, 
any choice of the coefficients 5,6, and 7 wiIJ yield identical groupmgs. 

Example 12.1 (Calculating the values similarity coefficient) Suppose five indi­
viduals possess the following charactenstlcs: 

Eye Hair 
Height Weight color calor Handedness 

Individual 1 68in 140lb green blond right 
Individual 2 73 in 1851b brown brown right 
Individual 3 67 in 1651b blue blond right 
Individual 4 64 in 120lb brown brown right 
Individual 5 76 in 210lb brown brown left 
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When the variables are binary, the data can again be arranged in the form of a 
contingency table. This time, however, the variables, rather than the items, delineate the categories. For each pair of variables, there are n items categorized in the table. 
With the usual 0 and 1 coding, the table becomes as follows: 

Variablek 
1 0 Totals 

Variable i 
1 a b a+b 

(12-10) 0 e d e+d 

Totals a + e b+d n=a+b+e+d 

For instance, variable i equals 1 and variable k equals 0 for b of the n items. 
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Table 12.3 Concordant First Letters for Numbers in 11 Languages 

E N Da Du G Fr Sp I P H Fi 

E 10 
N 8 10 
Da 8 9 10 
Du 3 5 4 10 
G 4 6 5 5 10 
Fr 4 4 4 1 3 10 
Sp 4 4 5 1 3 8 10 
I 4 4 5 1 3 9 9 10 
P 3 3 4 0 2 5 7 6 10 
H 1 2 2 2 1 0 0 0 0 10 
Fi 1 1 1 1 1 1 1 1 1 2 10 

The words for 1 in French, Spanish, and Italian all begin with u. For illustrative 
purposes, we might compare languages by looking at the first letters of the numbers. 
We call the words for the same number in two different languages concordant if they 
have the same first letter and discordant if they do not. From Table 12.2, the table of 
concordances (frequencies of matching first initials) for the numbers 1-10 is given in 
Table 12.3: We see that English and Norwegian have the same first letter for 8 of the 
10 word pairs. The remaining frequencies were calculated in the same manner. 

The results in Table 12.3 confirm our initial visual impression of Table 12.2. That 
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3. Merge clusters U and V. Label the newly formed cluster (UV). Update the en­
tries in the distance matrix by (a) deleting the rows and columns corresponding 
to clusters U and V and (b) adding a row and column giving the distances be­
tween cluster (UV) and the remaining clusters. 

4. Repeat Steps 2 and 3 a total. of N - 1 times. (All objects will be in a single 
cluster after the algorithm terminates.) Record the identity of clusters that 
are merged and the levels (distances or similarities) at which the mergers take 
place. (12-12) 

The ideas behind any clustering procedure are probably best conveyed through 
examples, which we shall present after brief discussions of the input and algorithmic 
components of the linkage methods. 

Single Linkage 
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Figure 12.3 Single linkage 
dendrogram for distances between 
five objects. 

Example 12.4 (Single linkage clustering of 11 languages) Consider the array of con-
cordances in Table 12.3 representing the closeness between the numbers 1-10 in 11 
languages. To develop a matrix of distances, we subtract the concordances from the 
perfect agreement figure of 10 that each language has with itself. The subsequent 
assignments of distances are 

E N Da Du G Fr Sp p H Fi 

E 0 
N 2 0 

Da 2 CD 0 

Du 7 5 6 0 

G 6 4 5 5 0 

Fr 6 6 6 9 7 0 

Sp 6 6 5 9 7 2 0 

I 6 6 5 9 7 CD CD 0 

P 7 7 6 10 8 5 3 4 0 

H 9 8 8 8 9 10 10 10 10 0 

Fi 9 9 9 9 9 9 9 9 9 8 0 
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elements, one from each cluster, that are most distant. Thus, complete linkage 
ensures that all items in a cluster are within some maximum distance (or minimum 
similarity) of each other. 

The general agglomerative algorithm again starts by finding the minimum entry 
in D = {d; k} and merging the corresponding objects, such as U and V, to get cluster 
(UV). For Step 3 of the general algorithm in (12-12), the distances between (UV) 
and any other cluster Ware computed by 

d(uv)w = max{duw,dvw } (12-14) 

Here duw and dvw are the distances between the most distant members of clusters 
U and Wand clusters Vand W, respectively. 

Example 12.5 (Clustering using complete linkage) Let us return to the distance 
matrix introduced in Example 12.3: 

1 2 3 4 5 

1 [/ I J 
At the first stage, objects 3 and 5 are merged, since they are most similar. This gives 

. the cluster (35).At stage 2, we compute 

d(35)1 = max{d3b d 51 } = max{3, ll} = 11 

d(35)2 = max{d32 ,ds2 } = 10 

d(35)4 = max{d34 ,d54 } = 9 

and the modified distance matrix becomes 

The next merger occurs between the most similar groups, 2 and 4, to give the cluster 
(24). At stage 3, we have 

d(24)(35) = max{d2(35),d4(35)} = max{1O,9} = 10 

d(24)1 = max {d21 , d 41 } = 9 

and the distance matrix 
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with the English-Norwegian-Danish group at an intermediate level. Dutch remains 
a cluster by itself until it is merged with the English-Norwegian-Danish-German 
and French-Italian-Spanish-Polish groups at a higher distance level. The final com­
plete linkage merger involves two clusters. The final merger in single linkage in­
volves three clusters. _ 

Example 12.7 (Clustering variables using complete linkage) Data collected on 22 
U.S. public utility companies for the year 1975 are listed in Table 12.4. Although it is 
more interesting to group companies, we shall see here hQw the complete linkage al­
gorithm can be used to cluster variables. We measure the similarity between pairs of 

Table 12.4 Public Utility Data (1975) 

Variables 

Company Xl X 2 X3 X 4 X5 X6 X 7 Xs 

1. Arizona Public Service 1.06 9.2 151 54.4 l.6 9077 o. .628 
2. Boston Edison Co. .89 10.3 202 57.9 2.2 5088 25.3 1.555 
3. Central Louisiana 
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Average Linkage 
Average linkage treats the distance between two clusters as the average distance 
between all pairs of items where one member of a pair belongs to each cluster. Again, the input to the average linkage algorithm may be distances or similari­
ties, and the method can be used to group objects or variables. The average linkage 
algorithm proceeds in the manner of the general algorithm of (12-12). We begin by 
searching the distance matrix D = {did to find the nearest (most similar) objects­for example, U and V. These objects are merged to form the cluster (UV). For Step 
3 of the general agglomerative algorithm, the distances between (UV) and the other 
cluster Ware determined by 

d(uv)w = (12-15) 

where d;k is the distance between object i in the cluster (UV) and object k in the cluster W, and N(u
v ) and Nw are the number of items in clusters (UV) and W, 

respectively. 

Example 12.8 (Average linkage clustering of 11 languages) The average linkage al­gorithm was applied to the "distances" between 11 languages given in Example 12.4. 
The resulting dendrogram is displayed in Figure 12.9. 
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In this example, the clustering method joins A and B at distance 20. At the next 
step, C is added to the group (AB) at distance 32. Because of the nature of the clus­
tering algorithm, D is added to group (ABC) at distance 30, a smaller distance than 
the distance at which C joined (AB). In (i) the inversion is indicated by a dendro­
gram with crossover. In (ii), the inversion is indicated by a dendrogram with a non­
monotonic scale. 

Inversions can occur when there is no clear cluster structure and are generally 
associated with two hierarchical clustering algorithms known as the centroid 
method and the median method. The hierarchical procedures discussed in this book 
are not prone to inversions. 

12.4 Nonhierarchical Clustering Methods 
Nonhierarchical clustering techniques are designed to group items, rather than vari­
ables, into a collection of K clusters. The number of clusters, K, may either be speci­
fied in advance or determined as part of the clustering procedure. Because a matrix 
of distances (similarities) does not have to be determined, and the basic data do not 
have to be stored during the computer run, nonhierarchical methods can be applied 
to much larger data sets than can hierarchical techniques. 

Nonhierarchical methods start from either (1) an initial partition of items into 
groups or (2) an initial set of seed points, which will form the of clusters. 
Good choices for starting configurations should be free of overt bIases. One way to 
start is to randomly select seed points from among the items or to randomly parti­
tion the items into initial groups. 

In this section, we discuss one of the more popular nonhierarchical procedures, 
the K-means 
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Returning to the initial groupings in Step 1, we compute the squared distances 

d 2(A,(AB» = (5 - 2f + (3 - 2)2 = 10 if A is not moved 

d 2(A,(CD» = (5 + If + (3 + 2)2 = 61 

d 2(A,(B» = (5 + 1)2 + 
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K = 4 

Cluster 

1 

2 

3 
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K = 5 

Cluster 
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to the within-cluster variability. Relevant measures might include I will B + W I 
[see (6-38)] and tr(W-1B).) The summary is as follows: 

Number of 
firms 
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Number of 
firms 
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Firms 

{
Idaho Power Co, (8), Nevada Power Co. (11), Puget 
Sound PoweL& Light Co. (16), Virginia Electric & 
Power Co. (22), Kentucky Utilities Co. (9). 

{
Central Louisiana Electric Co. (3), Oklahoma Gas & Electric 
Co. (14), The Southern Co. (18), Texas Utilities. Co. (19), 
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2. The existence of an outlier might produce at least one group with very disperse 
items. 

3. Even if the population is known to consist of K groups, the sampling method 
may be such that data from the rarest group do not appear in the sample. Forc­
ing the data into K groups would lead to nonsensical clusters. 

In cases in which a single run of the algorithm requires the user to specify K, it 
is always a good idea to rerun the algorithm for several choices. 

Discussions of other nonhierarchical clustering procedures are available in [3], 
[8], and [16]. 
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Inferences are based on the likelihood, which for N objects and a fixed number 
of clusters K, is 

N 

L(pl> ... , PK, iLl> II> ... , iLk> I K) = IT fMix(Xj I iLl> IJ, ... , iLK, I K) 
j-I 

where the proportions PI> ... , Ph the mean vectors iLl; ... , ILk> and the covariance 
matrices :IJ> ... ,:Ik are unknown. The measurements for different objects are 
treated as independent and identically distributed observations from the mixture. 
distribution. 

There are typically far too many unknown parameters for parameters for mak­
ing inferences when the number of objects to be clustered is at least moderate. 
However, certain conclusions can be made regarding situations where a heuristic 
clustering method should work well. In particular, the likelihood based procedure 
under the normal mixture model with all :Ik the same multiple of the identity 
matrix, 7)1, is 
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Scaling techniques were developed by Shepard (see [29J for a 'review of earl 
[19, 2?,.11 J, others. A good summary of the history, theory, 

?f scaling is contained in [35J. Multidimensional 
scalmg mvanably the use of a computer, and several good computer 
programs are now avaIlable for the purpose. 

The Basic Algorithm 

F?r N there = .tv.(N - 1)/2 similarities (distances) between pairs 0',' 

Items. These sImllantJes constitute the basic data. (In cases where the simi­
larItles cannot be easily quantified as, for example, the similarity between two c L 
ors, the of the similarities are the basic data.) o. 

Assummg no tIes, the similarities can be arranged in a strictly ascending order as 

Silk I < Si2k2 < ... < SiMkM (12-21 \ 
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Figure 12.16 Stress function for airline distances between cities. 
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Figure 12.17 Stress function for distances between utilities. 
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Figure 12.18 A geometrical represyntation of utilities produced by multidimensional 
scaling. 

The stress function in Figure 12.17 has no sharp elbow. The plot appearS to level 
out at "good" values of stress (less than 
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Figure 12.19 A two-dimensional representation of universities produced by metric 
multidimensional scaling. 

10% of high school class, percent of applicants accepted, student-faculty ratio, esti­
mated annual expense, and graduation rate (%). A metric multidimensional scaling 
algorithm applied to the standardized university data gives the two-dimensional 
representation shown in Figure 12.19. Notice how the private universities cluster 
on the right of the plot while the large public universities are, generally, on the left. 
A nonmetric multidimensional scaling two-dimensional configuration is shown in 
Figure 12.20. For this example, the metric and nonmetric scaling representations 
are very similar, with the two dimensional stress value being approximately 10% 
for both scalings. . • 

Classical metric scaling, or principal coordinate analysis, is equivalent to ploting 
the principal components. Different software programs choose the signs of the ap­
propriate eigenvectors differently, so at first sight, two solutions may appear to be 
different. However, the solutions will coincide with a reflection of one or more of 
the axes. (See [26].) 
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Figure 12.22 A correspondence analysis plot of the pottery type-site data. 

scatter of column points. The combined inertia of 88% suggests that the representa­
tion "fits" the data well. 

In this example, the graphical output from a correspondence analysis shows the 
nature of the associations in the contingency table quite clearly. -

Algebraic Development of Correspondence Analysis 

To begin, let X, with elements Xij' be an 1 X J two-way table of fre­
quencies or counts. In our discussion we take 1 > J and assume that X IS of full 
column rank J. The rows and columns of the contingency table X correspond to 
different categories of two different characteristics. As an example, the array of 
frequencies of different pottery types at different archaeological sites shown in 
Table 12.8 is a contingency table with 1 = 7 archaeological sites and J = 4 pot­
tery types. 

If n is the total of the frequencies in the data matrix X, we first construct a ma­
trix of proportions P = {Pij} by dividing each element of X by n. Hence 
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where the Ak are the singular values and the I x 1 vectors Uk and the J X 1 vectors 
Vk are the correwonding singular vectors of the I X J matrix D;:-1/2(p - rc') 

Here Ak = Ak+b Uk =. Uk+b and Vk = Vk+l for k = 
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Example 12.18 (Calculations for correspondence analysis) Consider the 3 X 2 
contingency table 

B1 B2 Total 

Al 24 12 36 
A2 16 48 64 
A3 60 40 100 

100 100 200 

The correspondence matrix is 

[

.12 .06] 
P = .08 .24 

.30 .20 

with marginal totals c' = [.5, .5] and r' = [.18, .32, .50]. The negative square root 
matrices are 

D;l(2 = diag(v2j.6, v2/.8, v2) = diag(Vi, v2) 

Then 

[

.12 .06] [.18] 
P - rc' = .08 .24 - .32 [.5 

.30.20 .50· 
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• 
There is a second way to define contingency analysis. Following Greenacre [13], 

we call the preceding approach the matrix approximation method and the approach 
to follow the profile approximation method. We illustrate the profile approximation 
method using the row profiles; however, an analogous solution results if we were to 
begin with the column profiles. 

Algebraically, the row profiles are the rows of the matrix and contin­
gency analysis can be defined as the approximation of the row profiles by points in 
a low-dimensional space. Consider approximating the row profiles by the matrix P*. 
Using the square-root matrices and defined in (12-31), we can write 

and the least squares criterion (12-32) can be written, with P;j = Pij/ri' as 

( , )2 • )2 :L:L Pij - Pij =:L ri:L (Pij/ri - Pij 
riCj i j Cj 

= tr - P*) - P*)'J 

= -
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positions a variable in the graph, and the magnitudes of the coefficients (the coordi­
nates of the variable) show the weightings that variable has in each principal com­
ponent. The positions of the variables in the plot are indicated by a vector. Usually, 
statistical computer programs include a multiplier so that the lengths of all of the 
vectors can be suitably adjusted and plotted on the same axes as the sampling units. 
Units that are close to a variable likely have high vall!es on that variable. To inter­
pret a new point Xo, we plot its principal components E'(xo - i). 

A direct approach to obtaining a biplot starts from the singular value decom­
position (see Result 2A.15), which first expresses the n x p mean corrected 
matrix Xc as 

Xc U A V' 
(nXp) (nXp) (pXp) (pXp) 

(12-45). 

where A = diag (AI, A2, ... , Ap) and V is an orthogonal matrix whose columns are the 
eigenvectors of (n - 1)8. That is, V = E = [el' e2,"" epj. Multiplying 
(1245) on the right by E, we find 

(12-46) 

where the jth row of the left-hand side, 

is just the value of the principal components for the jth item. That is, U A contains all 
of the values of the principal components, while V = E contains the coefficients 
that define the principal components. 

The best rank 2 approximation to Xc is obtained by replacing A by 
A * = diag(A1, A2, 0, ... ,0). This result, called t.lle Eckart-Young theorem, was es­
tablished in Result 8.A.1. The approximation is then 

(12-47) 

where Y1 is the n X 1 
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Figure 12.25 An alternative biplot of the data on universities. 
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See le Roux and Gardner [23] for more examples of this alternative biplot and 
references to appropriate special purpose statistical software. 

12.9 Procrustes Analysis: A Method 
for Comparing Configurations 

Starting with a given n X n matrix of distances D, or similarities S, that relate n 
objects, two or more configurations can be obtained using different techniques. The 
possible methods include both metric and nonmetric multidimensional scaling. 
The question naturally arises as to how well the solutions coincide. Figures 12.19 
12.20 in Example 12.16 respectively give the metric multidimensional scalmg 
(principal coordinate analysis) and nonmetric multidimensional scaling solutions 
for the data on universities. The two configurations appear to be quite similar, but a 
quantitative measure would be useful. A numerical comparison of two 
tions, obtained by moving one configuration so that it aligns best with the other, IS 
called Procrustes analysis, after the innkeeper Procrustes, in Greek mythology, who 
would either stretch or lop off customers' limbs so they would fit his bed. 
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Constructing the Procrustes Measure of Agreement 

Suppose the n x p matrix X* contains the coordinates of the n points obtained for 
plotting with technique 1 and the n X q matrix y* contains the coordinates from 
technique 2, where q s p. By adding columns of zeros to Y*, if necessary, we can 
assume that X* and y* both have the same dimension n X p. To determine how 
compatible the two contes Y*, if necessary, we can 
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Here A, U, and V are obtained from the singular-value decomposition 

n 

:L y·x'· = ¥' x* = U A V' 
j=1 1 1 (pxn) (nxp) (pXp) (pxp) (pXp) 

Proof. Because the configurations are centered to have zero means (± x· = 0 
n ) j=1 1 

and YI = 0 , we have 

n n 

:L (Xj - QYj - b)' (Xj - QYj - b) = (Xj - QYj)' (Xj - QYj) + nb'b' 
j=1 1=1 

The last term is nonnegative, so the best fit occurs for b = O. Consequently, we need 
only consider 

n n n n 

PR2 = min :L (Xj - QYj)' (Xj - QYj) = :L xjXj + :L yjYj - 2 max :L xjQYj 
Q j=1 ;=1 j=1 Q j=1 

Using xjQYj = tr [QYjxiJ, we find that the expression being maximized becomes 

n n [ n ] 
xjQYj = tr[QYjxj] = tr Q Yjxj 

By the singular-value decomposition, 

n P 

:L YjXi = Y*'X* = UAV' = :L A;u;v; 
j=1 j=1 

where U = [Ul, U2, ... , up] and V = [VI, V2, ... , V p] are p X P orthogonal matrices. 
Consequently, 

± xiQYj = tr [Q (± A;U;V;)] = ± A; tr [Qu;vj] 
j=l 1=1 1=1 

The variable quantity in the ith term 

has an upper bound of 1 as can be seen by applying the Cauchy-Schwarz inequality 
(2-48) with b = Qv; and d = u;. That is, since Q is orthogonal, 

viQu; =:; VviQQ'v; = V;;;; X 1 = 1 
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Each of these p terms can be maximized by the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
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maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = [0, ... ,0,1,0, ... ,0] 1 

maximized by 

the same choice Q = VU'. With this 
choice, 

Therefore, 

o 

o 
viQu; = vjVU'u; = 



736 Chapter 12 Clustering, Distance Methods, and Ordination 

Example 12.22 (Procrustes analysis and additional ordinations of data on forests) 
Data were collected on the populations of eight species of trees growing on ten 
upland sites in southern Wisconsin. These data are shown in Table 12.10. 

The metric, or principal coordinate, solution and nonmetric multidimensional 
scaling solution are shown in Figures 12.26 and 12.27. 

Table 12.10 Wisconsin Forest Data 

Site 

nee 1 2 3 4 5 6 7 8 9 10 

BurOak 9 8 3 5 6 0 5 0 0 0 
BlackOak 8 9 8 7 0 0 0 0 0 0 
WhiteOak 5 4 9 9 7 7 4 6 0 2 
RedOak 3 4 0 6 9 8 7 6 4 3 
AmericanElm 2 2 4 5 6 0 5 0 2 5 
Basswood 0 0 0 0 2 7 6 6 7 6 
Ironwood 0 0 0 0 0 0 7 4 6 5 
SugarMaple 0 0 0 0 0 5 4 8 8 9 

Source: See [24]. 
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Figure 12.26 Metric multidimensional scaling of the data on forests. 
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2 I-

11-

This corresponds to clockwise rotation of the nonmetric solution by about 10 degrees. 
After rotation, the sum of squared distances, 8.547, is reduced to the Procrustes 
measure of fit 

10 10 2 

P R2 = 2: xjXj + 2: yjYj - 2 2: Ai = 6.599 
j=1 j=1 1=1 

We note that the sampling sites seem to fall along a curve in both pictures. This 
could lead to a one-dimensional nonlinear ordination of the data. A quadratic or 
other curve could be fit to the points. By adding a scale to the curve, we would 
obtain a one-dimensional ordination. 
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Supplement 

DATAMINING 

Introduction 
A very large sample in applications of traditional statistical methodology may mean 
10,000 observations on, perhaps, 50 variables. Today, computer-based repositories 
known as data warehouses may contain many terabytes of data. For some organiza­
tions, corporate data have grown by a factor of 100,000 or more over the last few 
decades. The telecommunications, banking, pharmaceutical, and (package) shipping 
industries provide several examples of companies with huge databases. Consider the 
following illustration. If each of the approximately 17 million books in the Library 
of Congress contained a megabyte of text (roughly 450 pages) in MS Word format, 
then typing this collection of printed material into a computer database would con­
sume about 17 terabytes of disk space. United Parcel Service (UPS) has a package­
level detail database of about 17 terabytes to track its shipments. . 

For our purposes, data mining refers to the process associated with discovering 
patterns and relationships in extremely large data sets. That is, data mining is 
concerned with extracting a few nuggets of knowledge from a relative mountain of 
numerical information. From a business perspective, the nuggets of knowledge rep­
resent actionable information that can be exploited for a competitive advantage. 
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5. Divide the data into training, validation, and, perhaps, test data sets. 

6. Build the model on the training set. 

7. Modify the model (if necessary) based on its performance with the validation data. 

8. Assess the model by checking its performance on validation or test data. 
Compare the model outcomes with the initial objectives. Is the model likely to 
be useful? 

9. Use the model. 

10. Monitor the model performance. Are the results reliable, cost effective? 

In practice, it is typically necessary· to repeat one of more of these steps several 
times until a satisfactory solution is achieved. Data mining software suites such as 
Enterprise Miner and Clementine are typically organized so that the user can work 
sequentially through the steps listed and, in fact, can picture them on the screen as a 
process flow diagram. 

Data mining requires a rich collection of tools and algorithms used by a skilled 
analyst with sound subject matter knowledge (or working with someone with sound 
subject matter knowledge) to produce acceptable results. Once established, any suc­
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12.4. Show that the monotonicity property holds for the similarity coefficients 1,2, and 3 in 
Table 12.1. 
Hint: (b + c) = P - (a + d). SO,forinstance, 

a+d 1 
a + d + 2(b + c) 1 + 2[p/(a + d) - 1] 

This equation relates coefficients 3 and 1. Find analogous representations for the other 
pairs. 

12.5. Consider the matrix of distances 

J 234 

J 
Cluster the four items using each of the following procedures. 

(a) Single linkage hierarchical procedure. 

(b) Complete linkage hierarchical procedure. 

(c) Average linkage hierarchical procedure. 

Draw the dendrograms and compare the results in (a), (b), and (c). 

12.6. The distances between pairs of five items are as follows: 

1 2 3 4 5 

HI J 
Cluster the five items using the single linkage, complete linkage, and average linkage hi­
erarchical methods. Draw the dendrograms and compare the results. 

12.7. 
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12.11. Suppose we measure two variables Xl and X 2 for four itemsA,B, C, and D. The data are 
as follows: 

Observations 

Item Xl x2 

A 5 4 
B 1 -2 
C -1 1 
D 3 1 

Use the K-means clustering technique to divide the items into K = 2 clusters. Start with 
the initial groups (AB) and (CD). 

12.12. Repeat Example 12.11, starting with the initial groups (AC) and (BD). Compare your 
solution with the solution in the example. Are they the same? Graph the items in terms 
oftheir (Xl, x2) coordinates, and comment 
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12.25. Using the archaeological data in Table 12.13, determine the two-dimensional metric and 
nonmetric multidimensional scaling plots. (See Exercise 12.19.) Given the coordinates of 
the points in each of these plots, perform a Procrustes analysis. Interpret the results. 

12.26. Table 8.7 contains the Mali family farm data (see Exercise 8.28). Remove the outliers 25, 
34, 69 and 72, leaving at total of n = 72 observations in the data set. Theating the 
Euclidean distances between pairs of farms as a measure of similarity, cluster the farms 
using average linkage and Ward's method. Construct the dendrograrns and compare'the 
results. Do there appear to be several distinct clusters of farms? 

12.27. Repeat Exercise 12.26 using standardized observations. Does it make a difference 
whether standardized or unstandardized observations are used? Explain. 

12.28. Using the Mali family farm data in Table 8.7 with the outliers 25,34,69 and 72 removed, 
'cluster the farms with the K-means clustering algorithm for K = 5 and K = 6. 
Compare the results with those in Exercise 12.26. Is 5 or 6 about the right number of dis­
tinct clusters? Discuss. 

12.29. Repeat Exercise 12.28 using standardized observations. Does it make a difference 
whether standardized of unstandardized observations are used? Explain. 

12.30. A company wants to do a mail marketing campaign. It costs the company $1 for each 
item mailed. They have information on 100,000 customers. Create and interpret a cumu­
lative lift chart from the following information. 

Overall Response Rate: Assume we have no model other than the prediction of the 
overall response rate which is 20%. That is, if all 100,000 
customers are contacted (at a cost of $100,000), we will re­
ceive around 20,000 positive responses. 

Results of Response Model: A response model predicts who will respond to a 
marketing campaign. We use the response model to 
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TABLE 2 STUDENT'S t-DISTRIBUTION PERCENTAGE POINTS .ABLE 1 STANDARD NORMAL PROBABILITIES 

o z D 
0 tvCa) 

z .00 .01 .02 .03 .04 .05 .06 .07 .08 .09 
d.f. a 

.0 .5000 .5040 .5080 .5120 .5160 .5199 .5239 .5279 .5319 .5359 
.100 .050 .025 .010 .00833 .00625 .005 .0025 

.1 .5398 .5438 .5478 .5517 .5557 .5596 .5636. .5675 .5714 .5753 v .250 

.2 .5793 .5832 .5871 .5910 .5948 . .5987 .6026 .6064 .6103 .6141 1 1.000 3.078 6.314 12.706 31.821 38.190 50.923 63.657 127.321 

.3 .6179 .6217 .6255 .6293 .6331 .6368 .6406 .6443 .6480 .6517 

I 2 .816 1.886 2.920 4.303 6.965 7.649 8.860 9.925 14.089 
.4 .6554 .6591 .6628 .6664 .6700 .6736 .6772 .6808 .6844 .6879 3 .765 1.638 2.353 3.182 4.541 4.857 5.392 5.841 7.453 
.5 .6915 .6950 .6985 .7019 .7054 .7088 .7123 .7157 .7190 .7224 4 .741 1.533 2.132 2.776 3.747 3.961 4.315 4.604 5.598 
.6 .7257 .7291 .7324 .7357 .7389 .7422 .7454 .7486 .7517 .7549 I 5 .727 1.476 2.015 2.571 3.365 3.534 3.810 4.032 4.773 
.7 .7580 .7611 .7642 .7673 .7703 .7734 .7764 .7794 .7823 .7852 6 .718 1.440 1.943 2.447 3.143 3.287 3.521 3.707 4.317 

I .8 .7881 .7910 .7939 .7967 .7995 .8023 .8051 .8078 .8106 .8133 

I 7 .711 1.415 1.895 2.365 2.998 3.128 3.335 3.499 4.029 
.9 .8159 .8186 .8212 .8238 .8264 .8289 .8315 .8340 .8365 .8389 8 .706 1.397 1.860 2.306 2.896 3.016 3.206 3.355 3.833 

9 .703 1.383 1.833 2.262 2.821 2.933 3.111 3.250 3.690 
.0 .8413 .8438 .8461 .8485 .8508 .8531 .8554 .8577 .8599 .8621 10 .700 1.372 1.812 2.228 2.764 2.870 3.038 3.169 3.581 

'.1 .8643 .8665 .8686 . 8708 .8729 .8749 .8770 .8790 .8810 .8830 11 .697 1.363 1.796 2.201 2.718 2.820 . 2.981 3.106 3.497 
1.2 .8849 .8869 .8888 .8907 .8925 .8944 .8962 .8980 .8997 .9015 12 .695 1.356 1.782 2.179 2.681 2.779 2.934 3.055 3.428 

.9032 .9049 .9066 .9082 .9099 .9115 .9131 .9147 .9162 .9177 13 .694 1.350 1.771 2.160 2.650 2.746 2.896 3.012 3.372 
.4 .9192 .9207 .9222 .9236 .9251 .9265 .9279 .9292 .9306 .9319 14 .692 1.345 1.761 2.145 2.624 2.718 2.864 2.977 3.326 

1.5 .9332 .9345 .9357 .9370 .9382 .9394 .9406 .9418 .9429 .9441 15 .691 1.341 1.753 2.131 2.602 2.694 2.837 2.947 3.286 
L.6 .9452 .9463 .9474 .9484 .9495 .9505 .9515 .9525 .9535 .9545 16 .690 1.337 1.746 2.120 2.583 2.673 2.813 2.921 3.252 

.9554 .9564 .9573 .9582 .9591 .9599 .9608 .9616 .9625 .9633 17 .689 1.333 1.740 2.110 2.567 2.655 2.793 2.898 3.222 
.8 .9641 .9649 .9656 .9664 .9671 .9678 .9686 .9693 .9699 .9706 18 
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,... BlE 3 X2 DISTRIBUTION PERCENTAGE POINTS 

u.f. 
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1" 
If 
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.0002 
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5 F-DISTRIBUTION PERCENTAGE POINTS (a = .05) 

F 

2 3 4 5 6 7 8 9 10 12 15' 20 25 30 40 60 

161.5 199.5 215.7 224.6 230.2 234.0 236.8 238.9 240.5 241.9 243.9 246.0 248.0 249.3 250.1 251.1 252.2 

18.51 19.00 19.16 19.25 19.30 19.33 19.35 19.37 19.38 19.40 19.41 19.43 19.45 19.46 19.46 19.47 19.48 

1 10.13 9.55 9.28 9.12 9.01 8.94 8.89 8.85 8.81 8.79 8.74 8.70 8.66 8.63 8.62 8.59 8.57 

" 7.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 5.96 5.91 5.86 5.80 5.77 5.75 5.72 5.69 

j 6.61 5.79 5.41 5.19 5.05 4.95 4.88 4.82 4.77 4.74 4.68 4.62 4.56 4.52 4.50 4.46 4.43 

5.99 5.14 4.76 4.53 4.39 4.28 4.21 4.15 4.10 4.06 4.00 3.94 3.87 3.83 3.81 3.77 3.74 

'1 5.59 4.74 4.35 4.12 3.97 3.87 3.79 3.73 3.68 3.64 3.57 3.51 3.44 3.40 3.38 3.34 3.30 

8 5.32 4.46 4.07 3.84 3.69 3.58 3.50 3.44 3.39 3.35 3.28 3.22 3.15 3.11 3.08 3.04 3.01 

:J 5.12 4.26 3.86 3.63 
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Relay tower breakdowns, 358, 428 
examples, 357, 427 

Road distances, 751 
example, 750 

Salmon, 604 
example~ 603,639,663,669 

Sleeping dog, 282 
example, 281 

Smoking, 573 
example, 572 

Snow removal, 148 
examples, 148,208,270 

Spectral reflectance, 355 
examples, 354, 355 

Spouse, 351 
example, 350 

Stiffness (lumber), 186, 190 
examples, 186, 190, 342, 

535,571 
Stock price, 473 

examples, 451,457,473,493,497, 
503,510,517,570,748 

Sweat, 215 
examples, 214,261,475 

University, 729 
examples, 713,729, 731 

Welder, 245 
example, 244 

Wheat, 571 
example, 570 

, 
. I 

Subject Index 

Akaike Information Criterion (AlC), 
386,397,704 

Analysis of variance, multivariate: 
one-way, 301 
two-way, 315, 340 

Analysis of variance, univariate: 
one-way, 297 
two-way, 312 

ANOVA (see Analysis of variance, 
univariate) 

Autocorrelation, 414 
Autoregressive model, 415 
Average linkage (see Cluster analysis) 

Bayesian Information Criterion 
(BIC),705 

Biplot, 726, 730 
Bonferroni intervals: 

comparison with J'l intervals, 234 
definition, 232 
for means, 232, 276, 291 
for treatment effects, 309,317-18 

Box's M test (see Covariance matrix, 
test for equality of) 

Canonical correlation analysis: 
canonicai correlations, 539,541, 

547,551 
canonical variables, 539, 

541-42,551 
correlation coefficients in, 546, 

551-52 
definition of, 541,550 
errors of approximation, 558 
geometry of, 549 

•••••••••••••••••••••••••••••••••••••••• ~ .. , "'1,\., .""., , .. :".>i1f.,t~.i!l."'''''''tE£&2 = 

interpretation of, 545 
population, 541-42 
sample, 550-51 
tests of hypothesis in, 563-64 
variance explained, 561-62 

CART, 644 
Central-limit theorem, 176 
Characteristic equation, 97 
Characteristic roots (see Eigenvalues) 
Characteristic vectors (see 

Eigenvectors ) 
Chemoff faces, 27 
Chi-square plots, 184 
Classification: 

Anderson statistic, 592 . 
Bayes' rule, 584,608 
confusion matrix, 598 
error rates, 596, 598, 599 
expected cost, 581,607 
Lachenbruch holdout procedure, 

599,619 
linear discriminant functions, 585, 

586,590,591,611,623 
with logistic regression, 638-39 
misclassification probabilities, 579-

80,583 
with normal population~ 584, 

593,609 
quadratic discriminant function, 

594,610 
qualitative variables, 644 
selection of variables, 648 
for several groups, 606, 629 
for two grou~ 576, 584, 591 

Classification trees, 644 

767 
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Graphical techniques (continued) 
scatter diagram (plot), 11, 20 
stars, 26 

Growth curve, 24, 328 

Hat matrix, 364, 421, 643 
Heywood cases (see Factor analysis) 
HoteHing's TZ (see TZ-statistic) 

Independence: 
definition, 69 
of multivariate normal variables, 

159-60 
of sample mean and covariance 

matrix, 174 
tests of hypotheses for, 472 

Inequalities: 
78 

extended Cauchy-Schwarz, 79 
Inertia, 725 
Influential observations, 384, 643 
Invariance of maximum likelihood 

estimators, 172 
Item (individual), 5 

K-means (see Cluster analysis) 

Lawley-Hotelling trace statistic, 
336,398 

Leverage, 381,384 
Lift chart, 742 
Likelihood function, 168 
Likelihood ratio tests: 

definition, 219 
limiting distribution, 220 
in regression,' 374,396 
and J!-, 218 

Linear combination of vectors, 
83,165 

Linear combination of variables: 
mean of, 76 
normal populations, 156, 157 
sample covariances of, 141,144 
sample means of, 141,144 
variance and covariances of, 76 

Logistic classification: 
classification rule, 638-39 

linear discriminant, 639 
Logistic regression: 

deviance, 642 
estimation in, 637-38 
logit, 635 
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Principal component analysis 
(continued) 

sample, 441-53 
tests of hypotheses in, 457-59,472 
variance explained, 433,437,451 

Procustus analysis: 
development, 732-39 
measure of agreement, 733 
rotation, 733 

Profile analysis, 323-28 
Proportions: 

large-sample inferences, 264-65 
multinomial distribution, 264 

Q-Q plots: 
correlation coefficient, 181 
critical values, 181 
description, 1 n -82 

Quadratic forms: 
definition, 62, 99 
extrema, 80 
nonnegative definite, 62 
positive definite, 61, 62 

Random matrix, 66 
Random sample, 119-20 
Regression (see also General linear 

model): 
autoregressive model, 415 
assumptions, 361-62,370,388,395 
coefficient of determination, 

367,403 
confidence regions in, 371, 378, 

399,421 
Cp plot, 385 
decomposition of sum of squares, 

366-67,389 
extra sum of squares and cross 

products, 374, 396 
fitted values, 364, 389 
forecast 


