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Preface to the'-fourth edition

It is 25 years since the first edition of Concise Inorganic Chemistry was
published. This is a remarkable life for any textbook, and it scemed appro-
priate to mark the Silver Jubilee with a new edition. This, the fourth
cdition, has taken three years to write, and was made possible by the
" authorities at Loughborough University who granted me a year's study
leave, and by my colleagues who shouldered my teaching duties during this
time. 1 am greatly indebted to them. The new edition is incvitably larger
than its predecessors, though the publishers were reluctant to change the
title to A Less Concise Inorganic Chemistry! Einstein said ‘all things are
relative’”, and the book is still concise compared with other single volumes
and with multi-volume series on the subject.

The aim of the fourth edition remaips exactly the same as that for the
first edition of the book. That is to pravide a modern textbook of inorganic
chemistry that is long enough to cover the essentials, yet short enough to
be interesting. It provides a simple and logical framework into which the
reader should be able to fit factual knowledge, and extrapolate from this to
predict unknown facts. The book is intended.t fill the gap between school
books and final year honours degree chemistry texts. The need for an
appropriate and sympathetically written text has increased significantly
now that the first cohorts of GCSE students are applying to read chemistry
at degree and diploma level. It is aimed primarily at first or second year
degree students in chemistry, but will also be useful for those doing
chemistry as ancillary subjects at university, and also for BTEC courses
and Part I Grad RIC in polytechnics and technical colleges. Some parts will
be usable by good sixth form students. Above all it is intended to be casy to
read and understand. ' »

The structure of the book is largely unchanged. and is based on descrip-
tive chemistry combined with some of the reasons why elements and
compounds behave in the way they do. For convenience the book is
divided into six ‘parts’ covering theoretical concepts and hydrogen, the
s-block, the p-block, the d-block. the f-block and other topics. Every
chapter has been completely rewritten, updated and enlarged. The section
on theoretical concepts and hydrogen contains introductory chapters on
atomic structure. ionic, covalent and metallic bonding and general pro-
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perties, which make up about one fifth of the book. The original chapter on
coordination compounds has been moved into this section since it is mainly
about the coordinate bond and crystal field theory. These are followed by a
systematic coverage of hydrogen, the main group elements, the transition
elements, the lanthanides and the actinides in turn. There are separate
chapters on the nucleus and spectroscopy. To make it easier to find the
appropriate section, the text has been divided. into a larger humber of
chapters. Thus, ‘the original chapter on bondmg, has been split into-an
introduction to bonding and chapters on ionic, covalent and metallic
bonding. The original chapter on the s-block has been split into chapters on
Groups 1 and I1. That on the p-block has been split into chapters on
Groups 11, IV, V, VI, VII and (. The original chapter on the d-block has
been split into an introduction to the transition elements followed by ten
smaller chapters on the triads of elements. | have retained a very large and

comprehensive index, and a large table of contents as previously. The -

descriptive material necessarily has a large place, but the book attempts to
show the reasons for the structure, properties and reactions of compounds,
wherever this i is possible with elementary methods.

At-the end of most chapters is a section on further reading, and almost
600 references are given to other work. The references- may be used at
several different levels In increasing order of complexxty these are:

1. Easy to understand articles in journals such as the Journal of Chemical
Education, Chemistry in Britain and Education in Chemistry.

2. References to specialized textbooks.

3. Review: arti¢les such as Quarterly Reviews, Coordination Chemistry
Reviews, and the proceedings of specialist conferences and symposxa

4. A small number of references are made to original articles in the
primary literature. In general such references are beyond the scope of
this text, but those given have special (often historical) significance.
Examples include the use of Ellingham diagrams, the Sidgwick~Powell
theory of molécular shape, and the dnscovery of ferrocene and of warm
superconductors.

Chenmistry is still a practical subject. In the chemical industry. as with
many others, the adage ‘where there’s muck_there’s money holds parti-
cularly true. Unless chemicals were ficeded and used in latge amounts
there would be no chemical industry, hence no students in chemistry, no

teachers of chemistry, and no need for textbooks. An American professor -

told me he divided inorganic chemistry books into two types: theoretical
and pracucal In deciding how to classify any particular book he first
looked to see if the extraction of the two most produced metals (Fe and Al)
was adequately covered, what impurities were likely to be present, and
how the processing was adapted to remove them. Second, he looked to see
if the treatmént of the bonding in xenon compounds and ferrocene was
longer than that on the production of ammonia. Third, he looked to see if
the production and uses of phosphates were covered adequately. For some
years ther¢ has been a trend for chemistry teaching to become more
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theoretical. There is always theoretical interest in another interesting
oxidation state or another unusual complex, but the balance of this book is
tilted to ensure that it does not exclude the commonplace, the mundane
and the commercially important. This book is intentionally what my
American friend would call the ‘practical’ type.

It is distressing to find both teachers and students who show little idea of
which chemicals are commercially important and produced in very large
tonnages. What are the products used for? What processes are used now
as opposed to processes used 30 or more years ago? Where do the raw
materials come from, and in what ways are the processes actually used
related to likely impurities in the raw materials? Many books give scant
coverage to these details. Though this is not intended to be an industrial
chemistry book, it relates to chemistry in the real world, and this edition
contains rather more on large tonnage chemicals. I have contacted about
250 firms to find what processes are currently in use. Production figures are
quoted to illustrate which chemicals are made in large amounts and where |
the minerals come from. The figures quoted are mainly from World
Mineral Statistics, published by the British Geological Survey in 1988, and
from the Industrial Statistics Yearbook 1985 Vol. 11, published by the
United Nations, 1987, New York. Both are mines of information. Inevit-
ably these figures will vary slightly from year to year, but they illustrate the
general scale of use, and the main sources of raw materials. Thus, the
production of major chemicals such as H,5§0,4, NH;, NaOH, Cl,, O, and
N, are adequately covered. Other important materials such as cement and
steel, polymers such as polythene, silicones and Teflon, soap and detergents
are also covered. In addition, many smaller scale but fascinating applica-
tions are described and explained. These include baking powder, photo-
graphy, superconductors, transistors, photocopiers, carbon dating, the
atomic bomb and uses of radioisotopes.

There is currently a greater awareness of environmental issues. These
are discussed in more detail than in previous editions. Problems such as
freons and the ozone layer, the greenhouse effect, acid rain, lead pollution,
the toxic effects of tin and mercury, asbestos, excessive use of phosphates
and nitrates and the toxic effects of various materials in drinking water are
discussed. The section on the development of the atomic bomb and the
peaceful uses of atomic energy is also enlarged.

While much inorganic chemistry remains the same, it is a living subject
and the approach to our current thinking and the direction of future work
have altered. In particular our ideas on bonding have changed. Until 1950
inorganic chemistry was largely descriptive. The research and development
which led to the production of the atomic bomb in 1946 is probably the
greatest chemical achievement of the century. The impetus from this led to
the discovery of many new elements in the actinide and lanthanide series.
This was followed by a period of great interest in physical inorganic
chemistry, where instead of just observing what happened we looked for
the reasons why. Thermodynamics and kinetics were applied to chemical
reactions, and magnetism and UV-visible spectroscopy were explored.
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There was a flurry of activity when it was found that the roble gases really
did form compounds. This was followed by a concentrated phase of pre-
paring organometallic compounds and attempting to explain the bonding
in these compounds, many of which defied rational expldndnon by existing
theories. Future developments seem likely to fall in two main arcas —
bioinorganic chemistry and new materials. Much bioinorganic work is
in progress: how enzymes and catalysts function; how haemoglobin and
chlorophyll really work; and how bacteria incorporate atmospheric nitro-
gen so easily when we find it so difficult. Work on new materials includes
the produchon of polymers, alloys. superconductors and semiconductors.

This book is mainly about the chemistry of the elements, which is
properly regarded as inorganic chemistry. I consider it unhelplul for
students to put information into rigid compartments, since the ideas in one
subject may well relate to other subjects and the boundaries between
subjccts are partly artificial. The book incorporates information on the
chemistry of the elements regardless of the source of that chemistry. Thus,
in places the book ‘crosses boundaries into analytical chemistry, bio-
chemistry, materials science, nuclear chemistry, organic chemistry, physics
and polymer chemistry. It is worth remembering that in 1987 the Nobel]
Prize for Chemistry was given for wotk on complexes using crowns and
crypts which have biolog,ical overtones, and the Nobel Prize for Physics
was for discoveries in the ﬁeld of warm superconductors. Both involve
chemistry.

I am extremely grateful to Dr A.G. Briggs for help and constructive
criticism in the early stages of writing the book. In addition I am greatly
indebted to Dr A.G. Fogg for his help and encouragement in correcting
and improving the manuscript, and to Professor F. Wilkinson for valuable
advice. In a book of this size and complexity it is inevitable that an
occasional mistake remains. These are mine alone, and where they are
shown to be errors they will be corrected in future editions. I hope that the
new edition will provide some interest and understanding of the subject for
future generations of students, and that having passed their examinations
they may find it useful in their subsequent careers. The final paragraph
from the Preface to the First Edition is printed unchanged:

A large amount of chemistry is quite easy, but some is enormously
difficult. 1 can find no better way to conclude than that by the late
Professor Silvanus P. Thompson in his book Calculus Made Easy, *1 beg
to present my fellow fools with the parts that are not hard. Master these
thoroughly, and the rest will follow. What one fool can.do, another can’.

J.D. Lee
Loughborough, 1991

) Do)
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SI UNITS

SI units for energy are used throughout the fourth edition, thus making a
comparison of thermodynamic properties easier. Ionization energies are
quoted in kJmol™', rather than ionization potentials in eV. Older data
from other sources use eV and may be converted into SI units (1kcal =
4.184kJ, and 1eV = 23.06 x 4.184kJmol™").

- Metres are strictly the SI units for distance, and bondlengths are some-
times quoted in nanometres (1nm = 10™?m). However 4ngstrém units A
(107" m) are a permitted unit of length, and are widely used by crystallo-
graphers because they give a convenient range of numbers for bond-
lengths. Most bonds are between 1 and 2 A (0.1t00.2nm). Angstrom units
are used throughout for bondlengths.

The positions of absorption peaks in spectra are quoted in wave numbers
cm™!, because instryments are calibrated in these units. It must be
remembered that these are not SI units, and should be multiplied by 100 to
give SI units of m~", or multipled by 11.96 to give J mol™".

The SI units of density are kg m™, making the density of water 1000 kg
m~*. This convention is not widely accepted, so the older units of gcm™
are retained so water has a density of 1gcm™.

In the section on magnetism both $] units and Debye units are given,
and the relation between the two is explained. For inorganic chemists who
simply want to find the number of unpaired electron spins in a transition
metal ion then Debye units are much more convenient.
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NOMENCLATURE IN THE PERIODIC TABLE

For a long time chemists have arranged the elements in groups within the
periodic table in order to relate the electronic structures of the elements to
their properties, and to simplify learning. There is however no uniform and
universally accepted method of naming the groups. A number of well
known books, including Cotton and Wilkinson and Greenwood and
Earnshaw, name the main groups and the transition elements as A and B
subgroups. Though generally accepted in North America until 1984 and
fairly widely accepted up till the present time in most of the world, the use
of A and B subgroups dates back to the older Mendeleef periodic table of
half a century ago. lts disadvantages are that it may over emphasize slight
similarities between the A and B subgroups, and there are a large number
of elements in Group VIII. IUPAC have suggested that the main groups
and the transition metals should be numbered from 1 to 18. The ITUPAC
system has gained some acceptance in the USA, but has encountered
strong opposition elsewhere, pamcularly in Europe It seems inconsistent

numbered, but the elements in thef b10ck are not Asin earlier edmons of

this book, these arguments are avoided, and the main group elements, that

is the s-block and the p-block, are numbered as groups I to VII and 0,
depending on the number of electrons in the outer shell of the atoms, and

the transition elements are dealt with as triads of elements and named as =
the top element in each group of three.

. Names of the various groups

I |1 m (v |[v. (vt v o

1A | IIA 1B { IVB| VB | VIB| VIIB} 0
IIIA [ IVA| VA | VIA| VIIA| (- VIII ...) |IB | IIB

H. "He

Li | Be B |[Cc (N |O |F Ne

Na|Mg | : Al |Si [P [S |C Ar

K |Ca |Sc |Ti V |Cr (Mn (Fe Co Ni {CujZn|Ga |Ge |As|Se-~| Br Kr
Rb|Sr {Y Zr [Nb|{Mo |Tc [Ru Rh Pd [AgiCd|In |[Sn {Sb |Te |1 Xe
Cs | Ba | La Hf [ Ta | W Re Os Ir Pt [Au} Hg i Ti Pb | Bi |Po | At Rn

I |2 3 4 5 6 7 8 9 10 J11 {12 {13 [14 |15 |16 | 17 18
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“Atomic structure and the

periodic table

THE ATOM AS A NUCLEUS WITH ORBITAL ELECTRONS

All atoms consist of a central nucleus surrounded by one or more orbital
electrons. The nucleus always contains protons and all nuclei heavier than
hydrogen contain neutrons too. The protons and neutrons together make
up most of the mass of the atom. Both protons and neutrons are particles
of unit mass, but a proton has one positive charge and a neutron is
electrically neutral (i.e. carries no charge). Thus. the nucleus is always
positively charged. The number of positive charges on the nucleus is
exactly balanced by an equal nhumber of orbital electrons, each of which
carries onc negative charge. Electrons are relatively light - about 1/1836
the mass of a proton. The 103 or so elements at present known are all built
up from these three fundamental particles in a simple way.

Hydrogen is the first and most simple element. It consists of a nucleus
containing one proton and therefore has one positive ¢harge, which is
balanced by one negatively charged orbital electron. The second element is
helium. The nucleus contains two protons, and so has a charge of +2. The
nuclear charge of +2 is balanced by two negatively charged -orbital
electrons. The nucleus also ¢ontains two fieutrons, which minimize the
repulsion between the protons in the nucleus, and in¢rease the mass of the
atom. All nuclei heavier than hydrogen contain neutrons, but the number
present cannot be predicted reliably.

This pattern is repeated for the rest of the elements. Element 3 lithium,
has three protons in the nucleus (plus some neutrons). The nuclear charge
is +3 and is balanced by three orbital electrons. Element 103, lawrencium,
has 103 protons in the nucleus (plus some neutrons). The nuclear charge is
'+103 and is balanced by 103 orbital electrons. The number of positive
charges on the nucleus of an atom always equals the number of orbitai
electrons, and is called the atomic number of the element.

In the simple plahetary theory of the atom, we imagine that these
electrons move round the naucleus in circular orbits, in much the same way
as the planets orbit round the sun. Thus hydrogen and helium (Figure 1.1)
have onc and two electrons respectively in their first orbit. The first orbit is
then full. The next eight atoms are lithium, beryllium, boron, carbon,

orbita
+electn

—_—— X\
/ \

\ %

\ nucieu

Figure 1.1 Structuresof (a)
hydrogen. symbol H, atomic
number 13 and (b) helium.

symbol H, atomic number 2.
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Figure 1.2 Structures of the elements lithium to neon.

nitrogen, oxygen, fluarine and neon. Each has one more proton in the
nucleus than the preceding element, and the extra electrons go into a
second orbit (Figure 1.2). This orbit is then full. In the next eight elements
(with atomic numbers 11 to 18), the additional electrons enter a third shell.

The negatively charged electrons are attracted to the positive nucleus by
electrostatic attraction. An electron near the nucleus is strongly attracted
by the nucleus and has a low potential energy. An electron distant from the
nucleus is less firmly held and has a high potential energy.

ATOMIC SPECTRA OF HYDROGEN AND THE BOHR THEORY

When atoms are heated or subjected to an electric discharge, they. absorb
energy, which is subsequently emitted as radiation. For example, if sodium
chloride is heated in the flame of a Bunsen burner, sodium atoms are
produced which give rise to the characteristic yellow flame coloration.
(There are two lines in the emission spectrum of sodium corresponding to
wavelengths of 589.0nm and 589.6 nm.) Spectroscopy is a study of either
the radiation absorbed or the radiation emitted. Atomic spectroscopy is an
important technique for studying the energy and the arrangement of
electrons in atoms.

If a discharge is passed through hydrogen gas (Hz) at a low pressure,
some hydrogen atoms (H) are formed, which emit light in the visible
region. This light can be studied with a spectrometer, and is found to
comprise a series of lines of different wavelengths. Four lines can be seen
by eye, but many more are observed photographically in the ultraviolet
region. The lines become increasingly closc together as the wavelength
()x) decreases, until the continuum is reached (Figure 1.3). Wavclengths,
in metres, are related to the frequency, v, in Hertz (cycles/second) by
the equation:

-V—.E.
A
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Figure 1.3 Spectrum of hydrogen in the visible region (Balmer series.)

where ¢ is the velocity of light (2.9979 X 108ms~!). In spéctroscopy,
frequencies are generally expressed as wave numbers ¥, where ¥ =
1/Am™,

In 1885 Balmer showed that the wave number ¥ of any line in the visible
spectrum of atomic hydrogen could be given by the simple empirical

formula:
_ f1 1
v=R(z- )

where R is the Rydberg constant and n has the values 3 4,5..., thus
giving a series of lines.

The lines observed in the visible region are called the Balmer series, but
several other series of lines may be observed in different regions of the
spectrum (Table 1.1).

Similar equations were found to hold for the Imes in the other series in
the hydrogen spectrum..

Lyman V=-R(l—-iz.) n=234,5...

12 K
_ 1 1
Balmer v=R 7T n=3,4756

Table 1.1 Spectral series found in atomic hydrogen

Region of spectrum

Lyman series ultraviolet
Balimer series visible/ultraviolet
Paschen series infrared
Brackett series infrared

Pfund series infrared

Humphries series infrared
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1 1 :
Paschen V=R<?—?> n=4,526,7...
'_ ] 1
Brackett v =R el n=>50,7,8...
1 1
Pfund ¥v=R ?_-n_i n=6,7,8,9...

In the early years of this century, attempts were made to obtain a
physical picture of the atom from this and other evidence. Thomson had
shown in 1896 that the application of a high electrical potential across a gas
gave electrons, suggesting that these were present in atoms. Rutherford
suggested from alpha particle scattering experiments that an atom con-
sisted of a heavy positively charged nucleus with a sufficient number of
electrons round it to make the atom electrically neutral. In 1913, Niels
Bohr combined these ideas and suggested that the atomic nucleus was
surrounded by electrons moving in orbits like planets round the sun. He
was awarded the Nobel Prize for Physics in 1922 for his work on the
structure of the atom. Several problems arise with this concept:

1. The electrons might be expected to slow down gradually.
2. Why should electrons move in an orbit round the nucleus?

-3. Since the nucleus and electrons have opposite charges, they should

attract each other. Thus one would expect the electrons to spiral
inwards until eventually they collide with the nucleus.

To explain these problems Bohr postulated:

1. An electron did not radiate energy if it stayed in one orbit, and there-
fore did not slow down. '

2. When an electron moved from one orbit to another it either radiated
or absorbed energy. If it moved towards the nucleus energy was
radiated and if it moved away from the nucleus energy was absorbed.

3. For an electron to remain in its orbit the electrostatic attraction between
the electron and the nucleus which tends to pull the electron towards
the nucleus must be equal to the centrifugal force which tends to throw
the electron out of its orbit. For an electron of mass m, moving with a
velocity v in an orbit of radius r

e my
centrifugal force = —
r

If the charge on the electron is e, the number of charges on the nucleus
Z, and the permittivity of a vacuum g,

Ze?

2
ey

Coulombic attractiye force =

SO
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2 Z 2 .
R - (1.1)
r Anegr
hence
Ze?
2
= 1.2
dnggmr ( . )

According to Planck’s quantum theory, energy is not continuous but is
discrete. This means that energy occurs in ‘packets’ called quanta, of
magnitude h/2n, where h is Planck’s constant. The energy of an electron in
an orbit, that is its angular momentum mvr, must be equal to a whole
number »n of quanta. :

S
2n
b= nh
- 2nmr
2 n?h?
pe = s
an’m?r?
Combining this with equation (1.2)
Zer nth?
Aneymr 4n*m?r?
hence
S()nzhz
" ame’z 4

For hydrogen the chargé on the nucleus Z = 1, and if

n = | this gives a value r = 1? X 0.0529 nin
n=2 r=2%x 0.0529 nm
n=3 r = 3% x 0.0529 hin

This gives a picture of the hydrogen atom where an electron moves in
circular orbits of radius proportional to 12, 22, 32. .. The atom will only
radiate energy when the electron jumps from one orbit to another. The
kinetic energy of an electron is —~4mv?. Reatranging equation (1.1)

' Ze?
E E 4 2 = -
. 2my 87‘58()7’
Substituting for r using equation (1.3)
Z%%m
,E T " 8Znh?

If an electron jumps from an initial orbit i to a final orbit {, the change in
energy AE is



ATOMIC STRUCTURE AND THE PERIODIC TABLE

Zze"m) i ( Zze“m)

Lem _Lem
8ein’h?

8eZnih?
_zem1_ 1)
8e2h? \n¢ n?

Energy is related to wavelength (E = hc¥ so this equation is of the same
form as the Rydberg equation: ‘

o= (-

———— ——

(1.4)

Thus the Rydberg constant
2,4
R = Zze 3rrn
88‘)}] C

The experimental value of R is 1,097373 x 10’m™', in good agreement
with the theoretical value of 1.096776 x 10’m™', The Bohr theory
provides an explanation of the atomic spectra of hydrogen. The different
series of spectral lines can be obtained by varying the values of n; and »; in
equation (1.4). Thus with n; = 1 and n; = 2, 3, 4. . . we obtain the Lyman
series of lines in the UV region. With ng = 2 and n; = 3, 4, 5. .. we get
the Balmer series of lines in the visible spectrum. Similarly, n; = 3 and
n;=4,5,6...gives the Paschen series, n = 4andn; = 5,6, 7. . . gives the
Brackett series, and n¢ = 6 and n; = 7, 8, 9. .. gives the Pfund series.
The various transitions which are possible between orbits are shown in
Figure 1.4.

REFINEMENTS TO THE BOHR THEORY

It has been assumed that the nucleus remains stationary except for rotating
on its own axis. This would be true if the mass of the nucleus were infinite,
but the ratio of the mass of an electron to the mass of the hydrogen nucleus
is 1/1836. The nucleus actually oscillates slightly about the centre of
gravity, and to allow for this the mass of the electron m is replaced by the

.reduced mass p in equation (1.4):

_ mM
T m+M

U

where M is the mass of the nucleus. The inclusion of the mass of the.
nucleus explains why different isotopes of an element produce lines in the
spectrum at slightly different wavenumbers.

The orbits are sometimes denoted by the letters K, L, M, N. . . counting
outwards from the nucleus, and they are also numbered 1, 2, 3, 4. .. This
number is called the principal quantum number, which is given the symbol
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Figure 1.4 Bohr orbits of hydrogen and ‘the various series of spectral lines.

n. It is thereforc possible to define which circular orbit is under
consideration by specifying the principal quantum number.

When an clectron moves from one orbit to another it should give a single
sharp line in the spectrum, corresponding precisely to the energy dif-
ference between the initial and final orbits. If the hydrogen spectrum is
observed with a high resolution spectrometer it is found that some of the
lines reveal ‘fine structure’. This means that a line is really composed of
several lines close together. Sommerfeld explained this splitting of lines by
assuming that some of the orbits were elliptical, and that they precessed in
space round the nucleus. For the orbit <losest to the nucleus, the principal
quantum number n = 1, and there is a circular orbit. For the next orbit, the
principal quantum number 2 = 2, and both circular and elliptical orbits are
possible. To define an elliptical orbit, a second quantum number k is
needed. The shape of the ellipse is defined by the ratio of the lengths of the
major and minor axes. Thus

major axis
minor axis

_n
Tk

k is called the azimuthal' or subsidiary quantum number, and may have
values from 1, 2. . . n. Thus for n = 2, n/k may have the values 2/2 (circular
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.§ Bohr-Sommerfield
lenn =3,

orbit) and 2/1 (elliptical orbit). For the principal quantum number n = 3,
nlk may have values 3/3 (circular), 3/2 (ellipse) and 3/1 (narrower ellipse).
The presence of these extra orbits, which have slightly different energies
from each other, accounts for the extra lines in the spectrum revealed
under high resolution. The original quantum number k has now
been replaced by a new quantum number /, where / = k — 1. Thus for

n=1 I1=0

n=2 I=0orl

n=3 I=0orlor2
n=4 I=0o0rlor2or3

This explained why some of the spectral lines are split into two, three,
four or more lines. In addition some spectral lines are split still further into
two lines (a doublet). This is explained by assuming that an electron spins
on its axis in either a clockwise or an anticlockwise direction. Energy is
quantized, and the value of the spin angular momentum was first con-
sidered to be my - h/2n, where my is the spin quantum number with values
of 3. (Quantum mechanics has since shown the exact expression to be
Ys(s + 1)-h/2m, where s is either the spin quantum number or the
resultant of several spins.)

Zeeman showed that if atoms were placed in a strong magnetic field
additional lines appeared on the spectrum. This is because elliptical orbits
can only take up certain orientations with respect to the external field,
rather than precessing freely. Each of these orientations is associated
with a fourth quantum number m which can have values of /,
(-1),...0...(-l+1), -l

Thus a single line in the normal spectrum will appear as (2/ + 1) lines ifa
magnetic field is applied.

Thus in order to explain the spectrum’ of the hydrogen atom, four
quantum numbers are needed, as shown in Table 1.2. The spectra of other
atoms may be explained in a similar manner.

THE DUAL NATURE OF ELECTRONS — PARTICLES OR WAVES

he planetary theory of atomic structure put forward by Rutherford and
hr describes the atom as a central nucleus surrounded by electrons in

able 1.2 The four main quantum numbers

Symbol ' Values.
Principal quantum number n o 1,2,3...
Azimuthal or subsidiary quantum number = [ 0,1,...(n=1)
Magnetic quantum pumber m ~1,...0,...+!
Spin quantum number . » - omy i%




THE HEISENBERG UNCERTAINTY PRINCIPLE
certain orbits. The electron is thus considered as a particle. In the 1920s it
was shown that moving patticles such as electrons behaved in some ways as
waves. This is an important concept in explaining the electronic structure
of atoms. ' ,

For some time light has been considered as either particles or waves.
Certain materials such as potassium emit electrons when irradiated with
visible light, or in some cases with ultraviolet light. This is called the
photoelectric effect. It is explained by light travelling as particles called
photons. If a photon collides with an electron, it can transfer its energy to
the electron. If the energy of the photon is sufficiently large it can remove
the electron from the surface of the metal. However, the phenomena of
diffraction and interference of light can only be explained by assuming that
light behaves as waves. In 1924, de Brogie postulated that the same dual
character existed with electrons — sometimes they are considered as
particles, and at other times it is more convenient to consider them as
waves. Experimental evidence for the wave nature of electrons was
obtained when diffraction rings were observed photographically when a
stream of electrons was passed through a thin metal foil. Electron dif-
fraction has now become a useful tool in determining molecular structure,
particularly of gases. Wave mechanics is a means of studying the build-up
of electron shells in atoms, and the shape of orbitals occupied by the
electrons. '

THE HEISENBERG UNCERTAINTY PRINCIPLE

Calculations on the Bohr model of an atom require precise information
- about the position of an electron and its velocity. It is difficult to measure
both quantities accurately at the same time. An electron is too small to see
and may only be observed if perturbed. For example, we could hit the
electron with another particle such as a photon or an electron, or we could
apply an electric or magnetic force to the electron. This will inevitably
change the position of the electron, or its velocity and direction. Heisen-
berg stated that the more precisely we can define the position of an
electron, the less certainly we are able to define its velocity, and vice versa.
If Ax is the uncertainty in defining the position and Av the uncertainty in
the velocity, the uncertainty principle may be expressed mathematically as:

Ax'.A}' 2‘—%

where h = Planck’s constant = 6.6262 x 1073*Js. This implies that it is
impossible to know both the position and the velocity éxactly.

The concept of an electron following a definite orbit, where its position
and velocity are known exactly, must therefore be replaced by the prob-
ability of finding an electron in a particular position, or in a particular
volume of space. The Schrodinger wave equation provides a satisfactory
description of an atom in these terms. Solutions to the wave equation are
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called wave functions and given the symbol y. The probability of finding an
electron at a point in space whose coordinates are x, y and z is Y*(x, y, z).

THE SCHRODINGER WAVE EQUATION
For a standing wave (such as a vibrating string) of wavelength A, whose
amplitude at any point along x may be described by a function f(x), it can
be shown that:

d*f(x) _ 4’

dX2 )\.2

If an electron is considered -as a wave which moves in only one dimension
then:

f(x)

dy 4n?
Fraa
An electron may move in three directions x, y and z so this becomes
%y 4n?
‘8.2 + F 2 + 622 = }'2 L

Using the symbol V instead of the three pariial differentials, this is
shortened to

4n?
V=
The de Broglie relationship states that
r=
my

(where h is Planck’s constant, m is the mass of an electron and v its
velocity); hence:

‘47{2 22
e o
or
2 4r’m?v?
V1p+—--h2 Yy =0 , (1.5)

However, the total energy of the system E is made up of the kinetic energy
K plus the potential energy V :

E=K+V
SO
K=E-V

But the kinetic energy = $mv?so



THE SCHRODINGER WAVE EQUATION

[5]

and

v? =

(E-V)

RELS

Substituting for v? in equation (1.5) gives the well-known form of
the Schrddinger equation

2
V2w+8lh2i"-(E—V)w=0

Acceptable solutions to the wave equation, that is solutions which are
physically possible, must have certain properties:

1. 1 must be continuous.

2. ¢ must be finite.

3. ¢ must be single valued.

4. The probability of finding the electron over all the space from
plusinfinity to minus infinity must be equal to one.

The probability of finding an electron at a point x, y, z is Y?, so

+o

fwzdxdydz =

Several wave functions called 1, Y;, V5. . . will satisfy these conditions
to the wave equation, and each of these has a corresponding energy £, E,,
E5. ... Each of these wave functions y,, y», etc. is called an orbital, by
analogy with the orbits in the Bohr theory. In a hydrogen atom, the single
electron normally occupies the lowest of the energy levels E,|. This is called
the ground state. The corresponding wave function vy, describes the
orbital, that is the volume in space where there is a high probability of
finding the electron.

For a given type of atom, there are a number of solutions to the wave
equation which are acceptable, and each orbital may be described uniquely
by a set of three quantum numbers, n, [ and m. (These are the same
quantum numbefs — principal, subsidiary and magnetic — as were used in
the Bohr theory).

The subsidiary quantum number / describes the shape of the orbital
occupied by the electron. [ may have values 0, 1, 2 or 3. When [ = 0, the
orbital is spherical and is called an s orbital; when / = 1, the orbital is
dumb-bell shaped and is called a p orbital; when / = 2, the orbital is double
dumb-bell shaped and is called a d orbital; and when [ = 3 a more
complicated f orbital is formed (see Figure 1.6). The letters s, p, d and f
come from the spectroscopic terms sharp, principal, diffuse and funda-
mental, which were used to describe the lines in the atomic spectra.

Examination of a list of all the allowed solutions to the wave equation
shows that the orbitals fall into groups.

In the first group of solutions the value of the wave function v, and
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Figure 1.6 (a) Wave functions v for s, p and d atomic orbitals: (i) s orbital, 2s; (ii) p
orbital, 2p,; (iii) 4 orbital, 3d,,. (Note that the + and — signs refer to symmetry,
not charge.) (b) Different ways of representing 2 for a 2p orbital (as a contour
diagram or as a 90% boundary surface).

hence the probability of finding the electron ¥°, depends only on the
distance r from the nucleus, and is the-same in all directions.

Y = {(r)
This leads to a spherical orbital, and occurs when the subsidiary quantum
number / is zero. These are called s orbitals. When [ = 0, the magnetic
quantum number m = 0, so there is only one such orbital for each value
of n.

In the second group of solutions to the wave equation, 4 depends both
on the distance from the ‘nucleus, and on the direction in space (x, y
or 2). Orbitals of this kind occur when the subsidiary quantum number
I = 1. These are called p orbitals and there are three possible values of the
magnetic quantum number (m = —1, 0 and +1). There are therefore three
orbitals which are identical in energy, shape and size, which differ only in
their direction in space. These three solutions to the wave equation may be
written

Yy = f(r). f(x)
¥y = 1(r). 1(y)
v, = £(r).£(z)
Orbitals that are identical in enérgy are termed degenerate, and thus three

degenerate p orbitals occur for each of the valuesof n = 2,3,4...°
The third group of solutions to the wave equation depend on the
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Table 1.3 Atomic orbitals

Principal Subsidiary Magnetic Symbol
quantum quantum quantum

number number numbers

n 1 m

1 0 0 1s (one orbital)

2 0 0 2s (one orbital)

2 1 -1,0, +1 2p (three orbitals)
3 0 0 3s (one orbital)

3 1 -1, 0, +1 3p (three orbitals)
3 2 -2,-1,0, +1, +2 3d (five orbitals)
4 0 0 . 4s (one orbital)

4 1 -1, 0, +1 4p (three orbitals)
4 2 -2,-1,0, +1, 42 4d (five orbitals)
4 3 -3,-2,-1,0,+1,+2,-3 4f (seven orbitals)

distance from the nucleus r and also on two directions in space, for
example

b = £(r). () . £(y)

This group of orbitals has [ = 2, and these are called d orbitals. There are
five solutions corresponding to m = -2, —1, 0, +1 and +2, and these are
all equal in energy. Thus five degenerate d orbitals occur for each of the
values of n = 3, 4, 5.

A further set of solutlons occurs when / = 3, and these are called f
orbitals. There are seven values of m: =3, =2, =1, 0, +1, +2 and +3, and
seven degenerate f orbitals are formed when n = 4, 5, 6. cen

RADIAL AND ANGULAR FUNCTIONS

The Schrodinger equation can be solved completely for the hydrogen
atom, and for related ions which have only one electron such as He* and
Li**. For other atoms only approximate solutions can be obtained. For
most calculations, it is simpler to solve the wave equation if the cartesian
coordinates x, y and z are converted into polar coordinates 7, 6 and ¢. The
coordinates of the point A measured from the origin are x, y, and z in
cartesian coordinates, and r, 0 and ¢ in polar coordinates. It can be seen
that the two sets of coordinates are related by the following expressions:

z=rcos 8

y = rsin 0 sin ¢

x = rsin 8 cos §
The Schrédinger equation is usually written:

C V2 + 8’””(5 V)y =0
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Figure 1.7 The relationship between cartesian and polar coordinates.

where o

8? &2 8?
R

dx dy 9z

Changing to polar coordinates, V1 becomes

1 aw) 1 Py, 1 a‘( ﬂ)
r? é)r( ar) ¥ PsinZe a? * Zsing 50 s"‘eae

The solution of this is of the form
Y = R(r).O(8), ®(¢) ’ . (1.6)

R(r) is a function that depends on the distance from the nucleus, which in
turn depends on the quantum numbers n and /

©(0) is a function of 8, which depends on thie quantum numbers / and m

®(¢) is a function of ¢, which depends only on the quantum number m

Vi =

Equation (1.6) may be rewritten

1IJ_= R(r)nl LA !
This splits the wave function into two parts which can be solved separately:

1. R(r) the radial function, which depends on the quantum numbers n
and /. :

2. Ap, the total angular wave functlon which depends on the quantum
numbers m and L

The radial functlon R has no physical meaning, but R2 gives the probablllty
of finding the electron in a small volume dv near the point at which R is
measured. For a given value of r the number of small volumes is 4nr?, so
the probability of the electron being at a distance r from the nucleus is
4nr?R2, This is called the radial distribution function. Graphs of the
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Figure 1.8 Radial distribution functions for various orbitals in the hydrogen atom.

10

radial distribution function for hydrogen plotted against r are shown in
Figure 1.8,

These diagrams show that the probability is zero at the nucleus (as
r = 0), and by examining the plots for 1s, 25 and 3s that the most probable
distance increases markedly as the principal quantum number increases.
Furthermore, by comparing the plots for 25 and 2p, or 35, 3p and 3d it can
be seen that the most probable radius decreases slightly as the subsidiary
quantum number increases. All the § orbitals except the first one (1s) have
a shell-like structure, rather like an onion or a hailstone, consisting of
concentric layers of electron density. Similarly, all but'the first p orbitals
(2p) and the first d orbitals (3d) have a shell structure.

The angular function A depends only on the dircction, and is mdepen-
dent of the distance from the nucleus (r). Thus A? is the probablhty of

107
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Figure 1.9 Boundary surface for the angular part of the wave function A(8, ¢) for
the 2s, 2p and 3d orbitals for a hydrogen atom shown as polar diagrams.
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finding an electron at a given direction 0, ¢ at any distance from the
nucleus to infinity. The angular functions Aare plotted as polar diagrams in
Figure 1.9. It must be emphasized that these polar diagrams do not
represent the total wave function v, but only the angular part of the wave
function. (The total wave function is made up from contributions from
both the radial and the angular functions.)

Y=R().A

Thus the probability of finding an electron simultaneously at a distance r
and in a given direction 6, ¢ is P2 g 4- '

V0.0 = R*(r). A*(6,9)

Polar diagrams, that is drawings of the the angular part of the wave
function, are commonly used to illustrate the overlap of orbitals giving
bonding between atoms. Polar diagrams are quite good for this purpose, as
they show the signs + and — relating to the symmetry of the angular
function. For bonding like signs must overlap. These shapes are slightly
different from, the shapes of the total wave function. There are several
points about such diagrars:

1. It is difficult to picture an angular wave function as a mathematical
equation. It is much easier to visualize a boundary surface, that is a solid
shape, which for example contains 90% of the electron density. To
emphasize that 1 is a continuous .function, the boundary surfaces
have been extended up to the nucleus in Figure 1.9. For p orbitals the
electron density is zero at the nucleus, and some texts show a p orbital
as two spheres which do not touch, '

2. These drawings show the syminetry for the 1s, 2p, 3d orbitals.

However, in the others, 2s, 3s,4s...,3p, 4p,5p. .., 4d, 5d. . . the sign
(symmetry) changes inside the boundary surface of the orbital. This is
readily seen-as nodes in the graphs of the radial functions (Figure 1.8).

2p,

]
2p;

Figure 1.10 The angular part of the wave function squared A%(6, ¢) for the 2p
orbitals for a hydrogen atom.
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Figure 1.11 Total wave function (orbitals) for hydrogen.
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3. The probability of finding an electron at a dlrecuon 68, ¢ is the wave
function squared, 42, or more precisely we\p¢ The diagrams in Figure
1.9 are of the angular part of the wave function A4, not A% Squating
does not change the shape of an s orbital, but it elongates the lobes of p
orbitals (Figure 1.10). Some books use elongated p orbitals, but strictly
these should not have signs, as squaring removes any.sign from the
symmetry. Despite this, many authors draw shapes approximating to

the probabilities, i.e. squared wave functions, and put the signs of the |

wave function on the lobes, and refer to both the shapes and the wave
functions as orbitals. ‘

4. A full representation of the probability of finding an electron requires
the total wave function squared and includes both the radial and angular
probabilities squared. It really needs a three-dimensional model to
display this probability, and show the shapes of the orbitals. It is
difficult to do this adequately on a two-dimensional piece of paper, but
a representation is shown in Figure 1.11. The orbitals are not drawn to
scale. Note that the p orbitals are not simply two spheres, but are
ellipsoids of revolution. Thus the 2p, orbital is spherically symmetrical
about the x axis, but is not spherical in the other direction. Similarly the
py orbital is spherically symmetrical about the y axis, and both the p,
and the 3d.: are spherically symmetrical about the z axis.

PAULI EXCLUSION PRINCIPLE

Three quantum numbers n, / and m are needed to define an orbital. Each
orbital may hold up to two electrons, provided-they have opposite spins.
An extra quantum number is required to define the spin of an electron in
an orbital. Thus four quantum numbers are needed to define the energy of
an electron in an atom. The Pauli exclusion principle states that no two
electrons in one atom can have all four quantum numbers the sume. Ry
permutating the quantum numbers, the maximum number of electrons
which can be contained in each main energy level can be calculated (see
Flgure 1.12).

BUILD-UP OF THE ELEMENTS, HUND’S RULE

When atoms are in their ground staté, the electrons occupy the lowest
possible energy levels.

The simplest element, hydrogen, has one ¢léctron, which occupies the 1s
level; this level has the prificipal quantum number n = 1, and the
subsidiary quantum number / = 0.

Helium has two electrons. The second electron also occupies the 1slevel.
This is possible because the two electrons have opposite spins. This level is

now full.
The next atom lithium has three electrons. The third electron occupies

the next lowest level. This is the 2s level, which has the principal quantum
number n = 2 and subsidiary quantum number / = 0.
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Figure 1.12 Quantum numbers, the permissible number of electrons and the shape of the periodic table.
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The fourth electron in beryllium also occupies the 2s level. Boron must
have its fifth electron in the 2p level as the 2s level is full. The sixth electron
in carbon is also in the 2p level. Hund’s rule states that the number of
unpaired electrons in a giveh energy level is a maximum. Thus in the
ground state the two p electrons in carbon are unpaired. They occupy
separate p orbitals and have parallel spins. Similarly in nitrogen the three p
electrons are unpaired and have parallel spins.

To show the positions of the electrons in an atom, the symbols 1s, 25, 2p,
etc. are used to denote the main energy level and sub-level. A superscript
indicates the number of electrons in each set of orbitals. Thus for
hydrogen, the 1s orbital contains one electron, and this is shown as 1s'. For
helium the 1s orbital contains two electrons, denoted 1s®. The electronic
structures of the first few atoms in the periodic table inay. be written:

H 1s?

He 152

Li 152 2!

Be 152 2s°

B 1s2 252 2p!
C 15?2 25* 2p?
N 152 252 2p®
0] 1s2 252 2p*
F 152 252 2p°

Ne 1% 25 2p°
Na~  1s* 252 2p5 35!

An alternative way of showing the electronic¢ structure of an atom is to
draw boxes for orbitals, and arrows for the electrons.

1s 2s 2p
Electronic structure of H atom ’ D EED
in the ground state '

1s 2s 2p
Electronic structure of He atom . D D:D
in the ground state

is 2s 2p
Electronic structure of Li atom . . . EED
in the ground state

1s 2s 2p
Electronic structure of Be atom . . [:]':[:]
in the ground state
Electronic structure of B atofm . . -
in the ground state
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3 Sequence of filling
els.

1s 2s 2p
Electronic structure of C atom . .
in the ground state

' 1s 2s 2p
" Electronic structure of N atom - . -
in the ground state .

. ls_ 2s 2p
 Electronic structure of O atom . D -
in the ground state L

1s 28 2p
nbogromdsiats |

1s 2s 2p. 3s 3p
mrogandsas L L]

1s 28 2p 3s 3p
nhegoumasate (] LI

The process continues in a similar way.

SEQUENCE OF ENERGY LEVELS

It is important to know the sequence in which the energy levels are filled.
Figure 1.13 is a useful aid. From this it can be seen that the order of filling
of energy levels is: 1s, 2s, 2p, 3s, 3p, 4s, 3d, 4p, 5s, 4d, 5p, 6s, 4f, 5d, 6p,
7s, etc.

After the 1s, 25, 2p, 3s and 3p levels have been filled at argon, the next
two electrons go into the 4s level. This gives the elements potassium and
calcium. Once the 4s level is full the 34 level is the next lowest in energy,
not the 3p level. Thus the 3d starts to fill at scandium. The elements from
scandium to copper have two electrons in the 4s level and an incomplete 3d
level, and all behave in a similar manner chemically. Such a series of atoms

- is known as a transition series. .

A second transition series starts after the S5s orbital has been filled, at
strontium, because in the next element, yttrium, the 4d level begins to fill
up. A third transition series starts at'lanthanum where the electrons start to
fill the 5d level after the 6d level has been filled with two electrons.

A further complication arises here because after lanthanum, which has
one electron in the 5d level, the 4f level begins to fill, giving the elements
from cerium to lutetium with from one to 14f electrons. These are
sometimes called the inner transition elements,. but are usually known as
the lanthanides or rare earth metals.
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ARRANGEMENT OF THE ELEMENTS IN GROUPS IN THE
PERIODIC TABLE
PSS ON Yy

The chemical properties of an element are largely governed by the number
of electrons in the outer shell, and their arrangement. If the elements are
arranged in groups which have the same outer electronic arrangement,
then elements within a group should show similarities in ¢hemical and
physical properties. One great advantage of this is that initially it is only
necessary to learn the properties of each group rather than the properties
of each individual element.

Elements with one s electron in their outer shell are called Group I (the
alkali metals) and elements with two s electrons in their outer shell are
called Group II (the alkaline earth metals). These two groups are known as
the s-block elements, because their properties result from the presence of s
electrons.

Elements with three electrons in their outer shell (two s electrons and
one p electron) are called Group III, and similarly Group IV elements
have four outer electrons, Group V elements have five outer electrons,
Group VI elements have six outer electrons and Group VII elements have
seven outer electrons. Group 0 elements have a full outer shell of electrons
so that the next shell is empty; hence the group name. Groups III, IV, V,
VI, VII and 0 all have p orbitals filled and because their properties are
dependent on the presence of p electrons, they are called jointly the
p-block elements.

In a similar- way, elements where d orbitals are being filled are called the
d-block, or transition elements. In these, d electrons are being added to the
penultimate shell.

Finally, elements where f orbitals are filling are called the f-block, and
here the f electrons are entering the antepenultimate (or second from the
outside) shell.

In the periodic table (Table 1.4), the elements are arranged in order of
increasing atomic number, that is in order of increased nuclear charge, or
increased number of orbital electrons. Thus each element contains one
more orbital electron than the preceding element. Instead of listing the 103
elements as one long list, the periodic table arranges them into several
horizontal rows or periods, in such a way that each row begins with an
alkali metal and ends with a noble gas. The sequence int which the various
energy levels are filled determines the number of elements in each period,
and the periodic table can be divided into four ain regions according to
whether the s, p, d or f levels are being filled.

1st period 1s elements in this perlod 2
2nd period - 2 2p elements in this period 8
‘3rd period  3s 3p elements in this period 8
4th period - 4s 3d 4p elements in this period 18
5th period 55 4d 5p elements in this period 18

6th period 6s 4f 54 6p elements in this period 32

13
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| PROBLEMS

The alkali metals appear in a vertical column labelled Group I, in which
all elements have one s electron in their outer shell, and hence have similar
properties. Thus when one element in a group reacts with a reagent, the
other elements in the group will probably react similarly, forming com-
pounds which have similar formulae. Thus reactions of new compounds
and their formulae may be predicted by analogy with known compounds.
Similarly the noble gases all appear in a vertical column labelled Group 0,
and all have a complete outer shell of electrons. This is called the long form
of the periodic table. It has many advantages, the most important being
that it emphasizes the similarity of properties within a group and the
relation between the group and the electron structure. The d-block
elements are referred to as the transition elements as they are situated
between the s- and p-blocks.

Hydrogen and helium differ from the rest of the elements because there
are no p orbitals in the first shell. Helium obviously belongs to Group 0,
the noble gases, which are chemically inactive because their outer shell of
electrons is full. Hydrogen is more difficult to place in a group. It could be
included in Group I because it has one s electron in its outer shell,
is univalent and commonly forms univalent positive ions. However,
hydrogen is not a metal and is a gas whilst Li, Na, K, Rb and Cs are metals
and are solids. Similarly, hydrogen could be included in Group VII
because it is one electron short of a complete shell, or in Group IV because
its outer shell is half full. Hydrogen does not resemble the alkali metals,
the halogens or Group IV very closely. Hydrogen atoms are extremely
small, and have many unique properties. Thus there is a case for placing
hydrogen in a group on its own.

FURTHER READING

Karplus, M. and Porter, R.N. (1971) Atoms and Molecules, Benjamin, New York. .

Greenwood, N.N. (1980) Principles of Atomic Orbitals, Royal Institute of
Chemistry Monographs for Teachers No. 8, 3rd ed., London.

PRQBLEMS

1. Name the first five series of lines that occur in the atomic spectrum of
h'ydrogen Indicate the region in the electromagnetic spectrum where
these series occur, and give a general equation for the wavenumber
applicable to all the series. :

2. What are the assumptions on which the Bohr theory of the structure of
the hydrogen atom is based?

3. Give the equation which explains the different series of lines in the

atorhic spectrufm of hydrogen. Who is the equation named after? -

Explain the various terms involved.

4. (a) Calculate the radii of the first three Bohr orbits for hydrogen.
(Planck’s constant h = 6.6262 X 107*Js; mass of electron
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10.

11.

12.

13.

14.

15.

m = 9.1091 x 10™*' kg; charge on electron’e = 1.60210 x 10" C;
pérmittivity of vacuum g, = 8.854185 x 10~ "2kg='m~2A2%):
(Answers: 0.529 X 107°m; 2.12 x 107 m; 4.76 x 10~ m; that
is 0.520A 2.12 & and 476 A. )

(b) Use these radii to calculate the velocity of an electron in each of

these three orbits.
~(Answers: 2.19 X 10°ms™!; 1.09 x 10°ms™'; 7.29 x 105ms 1)

. The Balmer series of spectral lines for hydrogen appear in the visible

region. What is the lower energy level that these electronic transitions
start from, and what transitions correspond to the spectral lines at
379.0 nm and 430.0nm respectively?

What is the wavenumber and wavelength of the first transition in the
Lyman, Balmer and Paschen series in the atomic spectra of hydrogen?

Which of the following species does the Bohr theory apply to? (a) H,
(b) H*, (c) He, (d) He*, (e) Li, (f) Li*, (g) Li*?, (h) Be, (g) Be*,
(h) Be2*, (i) Be'*.

How does the Bohr theory of the hydrogen atom differ from that of
Schrodinger?

(a) Write down the general form of the Schrodinger equation and
define each of the terms in it,

(b) Solutions to the wave equation that are physically possnble must
have four special properties. What are they?

What is a radial dlstrlbutlon function? Draw this function for the ls,
2s, 3s, 2p, 3p and 4p orbitals in a hydrogen atom.

Explain (a) the Pauli exclusion principle, and (b) Hund’s rule. Show
how these are used to specify the electronic arrangements of the first
20 elements in the periodic table. :

What is an orbital? Draw the shapes of the 1s; 2s, 2p,, 2py, 2p., 3d,,,
3d,., 3d,;, 3d.2_,2 and 3d,: orbitals.

Give the names and symbols of the four quantum numbers required to
define the energy of electrons in atoms. What do these quantum
numbers relate to, and what numerical values are posmble for each?
Show how the shape of the periodic table is related to these quantum
numbers.

The first shell may contain up to 2 electrons, the second shell up to 8§,
the third shell up to 18, and the fourth shell up to 32. Explain this
arrangement .m terms of quantum numbers.

Give the values of the four quantum numbers for each electron in the
ground state for (a) the oxygen atom, and (b) the scandium atom. (Use
positive values for m; and m;, first.)



PROBLEMS

16. Give the sequence in which the energy levels in an atom are filled with

17.

electrons. Write the electronic configurations for the elements of
atomic number 6, 11, 17 and 25, and from this decide to which group in
the periodic table each element belongs.

Give the name and symbol for each of the atoms which have the
ground state electronic configurations in their outer shells: (a) 252,
(b) 3s23p°, (c) 35s23p®4s?, (d) 3523p®3d®4s?, (e) 5s25p?, (f) 5s25p°.



Introduction to
bonding

ATTAINMENT OF A STABLE CONFIGURATION

How do atoms combing to form molecules and why do atoms form bonds?
A molecule will only be formed if it is more stable, and has a lower energy,
than the individual atoms.

To understand what is happening in terms of electronic structure, con-
sider first the Group 0 elements. These comprise the noble gases, helium,
neon, argon, krypton, xenon and radon, which are noteworthy for their
chemical inertness. Atoms of the noble gases do not normally react with
any other atoms, and their molecules are monatomic, i.e. contain only one
atom. The lack of reactivity is because the atoms already have a low
energy, and it cannot be lowered further by forming compounds. The low
energy of the noble gases is associated with their having a complete outer
shell of electrons. This is often called a noble gas structure, and it is an
exceptionally stable arrangement. of electrons.

Normally only electrons in the outermost shell of an atom are involved in
forming bonds, and by forming bonds each atom acquires a stable electron
configuration. The most stable electronic arrangement is a noble gas

-structure, and many molecules have this arrangement. However, less
stable arrangements than this are commonly attained by transition
elements.

TYPES OF BONDS

Atoms may attain a stable electronic configuration in three different ways:
by losing electrons, by gaining electrons, or by sharmg electrons.
Elements may be divided into:

1. Electropositive elements, whose atoms give up one or more electrons
fairly readily.

2. Electronegative elements. which will accept electrons.

3. Elements which have little tendengy to lose or gain electrons,

Three different types of bond may be formed, depending on the
electropositive or electronegative character of the atoms involved.
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Electropositive element
+ Ionic bond
Electronegative element

Electronegative element
+ Covalent bond
Electronegative element

Electropositive element
+ Metallic bond
Electropositive element

Ionic bonding involves the complete transfer of one or more electrons
from one atom to another. Covalent bonding involves the sharing of a pair
of electrons between two atoms, and in ietallic bonding the valency
electrons are free to move throughout the wholé crystal.

These types of bonds are idealized or extreme representations, and
though one type generally predominates, in most'substances the bond type
is somewhere between these extreme forms. For example, lithium chloride
is considered to be an ionic compound, but it is soluble in alcohol, which
suggests that it also possesses a small amount of covalent character. If the
three extreme bond types are placed at the corners of a triangle, then
. compounds with bonds predominantly of one type will be represented as
points near the corners. Compounds with bonds intermediate between two
types will occur along an edge of the triangle, whilst compounds with bonds
showing some characteristics of all three types are shown as points inside
the triangle. o

Metatlic
Li
/\
Ag NasBi
/ \
Sn Na,Sb
/ \
As NagAs
/ \
Te Na,P
/.
S Na,N
/ \

'2 -CIF ‘OFz'NFa_ 'CC|4’BF3 ‘Ber‘ Nazo

/ \

Fa—IF; — SFg — PFg — SiF4 — AlF; — MgF, — CsF
Covalent lonic

Figure 2.1 Triangle illustrating the transitions between ionic, covalent and metallic
bonding. (Reproduced from Chemical Constitution, by J.A.A. Ketelaar, Elsevier.)



132][

INTRODUCTION TO BONDING J

TRANSITIONS BETWEEN THE MAIN TYPES OF BONDING

Few bonds are purely ionic, covalent or metallic. Most are intermediate
between the three main types, and show some properties of at Jeast two,
and sometimes of all three types.

Ionic bonds

Ionic bonds are formed when electropositive clements react with electro-
negative elements.

Consider the ionic compound sodium chloride. A sodium atom has the
electronic configuration 1s° 25? 2p® 3s'. The first and second shells of
electrons are full, but the third shell contains only one electron. When this
atom reacts it will do so in such a way that it attains a stable electron
configuration. The nable gases have a stable electron arrangement and the
nearest noble gas to sodium is neon, whase configuration is 15 25 2p®. If
the sodium atom can lose one electron from its outer shell, it will attain this
configuration and in doing so the sodium acquires a net charge of +1 and is
called a sodium ion Na*. The positive charge arises because the nucleus
contains 11 protons, each with a positive charge, but there are now only 10
electrons. Sodium atoms tend to lose an electron in this way when they are
supplied with energy, and so sodium is an electropositive element

Na — Na* + electron
sodium atom sodium ion

Chlorine atoms have the electronic configuration 1s? 252 2p® 3s% 3p°. They
are only one electron shart of the stable noble gas configuration of argon
15 25% 2p® 352 3p®, and when chlorine atoms react, they. gain an electron.
Thus chlorine is an electronegative element.

Cl + electron — CI™

chlorine atom chloride ion

Through gaining an electron, an electrically neutral chlorine atom becomes
a chloride ion with a net charge of —1.

When sodium and chlorine react together, “the outer electron of the
sodium atoms is transferred to the chlorine atoms to produce sodium ions
Na* and chloride ions Cl~. Electrostatic attraction between the positive
and negative ions holds the ions together in a crystal lattice. The process is
energetically favourable as both sorts of atoms attain the stable noble gas
configuration, and sodium chloride Na*Cl~ is formed readily. This may be
illustrated diagrammatically in a Lewis diagram showing the outer

electrons as dots;

Na. + -Cl: — |[Na]* + [: Cl :j'

* sodium atom chlorine atom sodium ion chloride ion
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The formation of calcium chloride CaCl, may be considered in a similar
way. Ca atoms have two electrons in their outer shell. Ca is an
electropositive element, so each Ca atom loses two electrons to two Cl
atoms, forming a calcium ion Ca?* and two chloride ions Cl1~, Showing the
outer electrons only, this may be represented as follows:

.o - .o T
- Cl: : Cl:
Ca: + - [Ca* +
- Cl : Cl:
‘ .. _j
calcium atom chlorinc atoms calcium ion chloride ions

Covalent bonds

When two electronegative atoms react together, both atoms have a
tendency to gain electrons, but neither atom has any tendency to lose
electrons. In such cases the atoms share electrons so as to attain a noble gas
configuration.

First consider diagrammatically how two chlorine atoms Cl react to form
a chlorine molecule Cl, (only the outer electrons are shown in the
following diagrams):

:Cl.+Cl:—» :Cl:C:
chlorine atoms chlorine molecule

Each chlorine atom gives a share of one of its electrons to the other atom.
A pair of electrons is shared equally between both atoms, and each atom
now has eight electrons in its outer shell (a stable octet) ~ the noble gas
structure of argon. In this electron dot picture (Lewis structure), the
shared electron pair is shown as two dots between the atoms Cl : Cl. In the
valence bond representation, these dots are replaced by a line, which
represents a bond CI—Cl. '

In a similar way a molecule of tetrachloromethane CCl, is made up of
one carbon and four chlorine atoms:

Cl
'C'+4[' Cl :]—-—»CT:C:CI
Cl

The carbon atom is four electrons short of the noble gas structure, so it
forms four bonds, and the chlorine atoms are one electron short, so they
each form one bond. By sharing electrons in this way, both the carbon and
all four chlorine atoms attain a noble gas structure. It must be emphasized
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that although it is possible to build up molecules in this way in order to
understand their electronic structures, it does not follow that the atoms will
react together directly. In this case, carbon and chlorine do not react
directly, and tetrachloromethane is made by mdlrect reactions.

A molecule of ammonia NH; is made up of one nitrogen and three

hydrogen atoms:

“N-+3H ]J-H:N:H
H

The nitrogen atom is three electrons short of a noble gas structure, and the
hydrogen atoms are one electron short of a noble gas structure. Nitrogen
forms three bonds, and the hydrogen atoms one bond each, so all four
atoms attain a stable configuration. One pair of electrons on the N atom is
not involved in bond formation, and this is called a lone pair of electrons.

Other examples of covalent bonds include water (with two covalent
bonds and two lone pairs of electrons), and hydrogen fluoride (one
covalent bond and three lone pairs):

H:O: H:F:
H

Oxidation numbers

The oxidation number of an element in a covalent compound is calculated
by assigning shared electrons to the more electronegative element, and

then counting the theoretical charge left on each atom. (Electronegativity

is described in Chapter 6.) An alternative approach is to break up
(theoretically) the molecule by removing all the atoms as ions, and
counting the charge left on the central atom. It must be emphasized that
molecules are not really broken, nor electrons really moved. For example,
in H,O, removal of two H" leaves a charge of —2 on the oxygen atom, so
the oxidation state of O in H,O is’(—~II). Similarly in H,S the oxidation
state of S is (—II); in F,O the oxidation state of O is (+II); in SF,4 the
oxidation state of S is (+1V); whilst in SF, the oxidation state of S is
(+VI). The concept of oxidation numbers works equally well with ionic
compounds and in CrCl; the Cr atom has an oxidation state of (+1III) and
it forms Cr** ions. Similarly in CrCl,, Cr has the oxidation state (+1I), and
exists as Cr’™* ions.

Co’ordin’ate bonds -
A covalent bond resuits from the shanng ofa palr of electrons between two
atoms, where each atom contributes one electron to the bond. It is also
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possible to have an electron pair bond where both electrons originate from
one atom and none from the other. Such bonds are called coordinate bonds
or dative bonds. Since, in coordinate bonds, two electrons are shared by
two atoms, they differ from normal covalent bonds only in the way they
are formed, and once formed they are identical to normal covalent
bonds.

Even though the ammonia molecule has a stable electron configuration,
it can react with a hydrogen ion H* by donating a share in the lone pair of
electrons, forming the ammonium ion NHJ:

H H * H *

H:N:+[H) - |H:N:H] or| H—-N-H
o iy l
H H H

. Covalent bonds are usually shown as straight lines joining the two atoms,
and coordinate bonds as arrows indicating which atom is donating the
electrons. Similarly ammonia may donate its lone pair to boron trifluoride,
and by this means the boron atom attains a share in eight electrons:

H F H F
H:N:+B:F - H—N-B—F
H F H F

In a similar way, a molecule of BF; can form a coordinate bond by
accepting a share in a lone pair from a F~ ion.

F F -
- e l
[ F } +B:F —» |F-»B—F
. F F

Thete are many other examplés, including:

PCls + CI~ - [PCl]™
SbFs + F~ — [SbF]~

Double and triple bonds

Sometimes more than two electrons are shared between a pair of atoms. If
four electrons are shared, then there are two bonds, and this arrangement
is called a double bond. If six electrons are shared then there are three
bonds, and this is called a triple bond:
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H 'H H\ /H’
cic - c=C Ethene molecule
. ’ : / \ (double bond)
H H H
H:C:C:H H—C=C~H Ethyne molecule

(triple bond)

Metallic bonds and metallic structures

Metals are made up of positive ions packed together, usually in one of the
three following arrangements:

1. Cubic close-packed (also called face-centred cubic).
2. Hexagonal close-packed.
3. Body-centred cubic.

Negatively charged- electrons hold the ions together. The number of
positive and negative charges are exactly balanced, as the electrons
originated from the neutral metal atoms. The outstanding feature of metals
is their extremely high electrical conductivity and thermal conductivity,
both of which are because of the mobility of these electrons through the
lattice.

The arrangements of atoms in the three common metallic structures are
shown in Figure 2.2. Two of these arrangements (cubic close-packed and
hexagonal close-packed) are based on the closest packing of spheres. The
metal ions are assumed to be spherical, and are packed together to fill the
space most effectively, as shown in Figure 2.3a. Each sphere touches six
other spheres within this one layer.

A second layer of spheres is arranged on top of the first layer, the
protruding parts of the second layer fitting into the hollows in the first layer
as shown in Figure 2.4a. A sphere in the first layer touches three spheres in
the layer above it, and similarly touches three spheres in the layer below it,
plus six spheres in its own layer, making a total of 12. The coordination
number, or -number of atoms or ions in contact with a given atom, is
therefore 12 for a close-packed arrangement. With a close-packed arrange-
ment, the spheres occupy 74% of the total space.

When adding a third layer of spheres, two different arrangements are
possible, each preserving the close-packed arrangement.

If the first sphere of the third layer is placed in the depression X shown in
Figure 2.4a, then this sphere is exactly above a sphere in the first layer. It
follows that every sphere in the third layer is exactly above a sphere in the
first layer as shown in Figure 2.2a. If the first layer is represented by A, and
the second 'layer by B, the repeating pattern of close-packed sheets is
ABABAB. . .. This structure has hexagonal symmetry, and it is therefore
said to be hexagonal close-packed. -

Alternatively, the first sphere of the third layer may be p]aced in a



[_ TRANSITIONS BETWEEN THE MAIN TYPES OF BONDING

|[37]

A
B
A
(a)
) _ 3-fold axis
3-fold axis :

(b)

©

Figure 2.2 The three metallic structures. (a) Héxagonal close-packed structure
showing the repeat pattern of layers ABABAB. . .and the 12 neighbours sur-
rounding each sphere. (b) Cubic close-packed structure (coordination number is
also 12) showing repeat pattern of layers ABCABC. (¢) Body-centred cubic
structufe showing the 8 neighbours surrounding each sphere. ;
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(a) (b)

Figure 2.3 Possible ways of packing equal spheres in two dimensions. (4) Close-
packed (fills 74% of space). (b) Body-centred cubic (fills 68% of space).

(o)

.5 Arrangement of 12
neighbours in hexagonal
ic close-packed

ments. (Note that the top
dle layers are the same,
1€ cubic close-packed

¢ the bottom layer is

60° relative to the

1al close-packed. (a)

nal close-packed. (b)
ose-packed.

Figure 2.4 Superimposed layers of closg-packed spheres. (a) Two layers of close-
packed spheres (second layer is shaded). (b) Three layers of close-packed spheres
(second layer shaded, third layer bold circles). Note that the third layer is not above
the first layer, hence this is an ABCABC. . . (cubic close-packed) arrangement.

depression such as Y in Figure 2.4a. The sphere is not exactly above a
sphere in the first layer, and it follows that all the spheres in the third layer
are not exactly above spheres in the first layer (Figure 2.4b). If the three
layers are represented by A, B and C, then the repeating pattern of sheets
is ABCABCABC. . . (Figure 2.2b). This structure has cubic symmetry and
is said to be cubic close-packed. An alternative name for this structure is
face-centred cubic. The difference between hexagonal and cubic close
packing is illustrated in Figure 2.5. :

Random forms of close packing such as ABABC or ACBACB are
possible. but occur only rarely. Hexagonal ABABAB and cubic ABCABC
close packing are common. '

The third common metallic structure is called body-centred cubic
(Figure 2.2c). The spheres are packed in sheets as shown in Figure 2.3b.
The second layer occupies the hollows in this first sheet. The third layer
occupies hollows in the second layer, and the third layer is immediately

. above the first layer. This form of packing is less efficient at filling the space
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than closest packing (compare Figures 2.3a and b). In a body-centred cubic
structure the spheres occupy 68% of the total space and have a co-
ordination number of 8, compared with close-packed structures where
74% of the space is occupied and the coordination number is 12. Metallic
structures always have high coordination numbers.
The theories of bonding in metals and alloys are described in Chapter 5.
Metallic bonding is found not- only in metals and alloys, but also in
several other types of compound:

1. Interstitial borides, carbides, nitrides and hydrides formed by the
transition elements (and by some of the lanthanides too). Some low
oxidation states of transition metal halides also belong to this group,
where the compounds show electrical conductivity, and are thought to
contain free electrons in conduction bands.

2. Metal cluster compounds of the transition metals, and cluster com-
pounds of boron, where the covalent bonding is delocalized over several
atoms, and is equivalent to a restricted form of metalli¢c bonding.

3. A group of compounds including the metal carbonyls which contain
a metal-metal bond. The cluster compounds, and the compounds
with metal-metal bonds, may help to explain the role of metals as
catalysts

'Melting points

lonic compounds are typically solids and usually have high meltmg and
- boiling points. In contrast covalent compounds are typically gases, liquids
or low melting solids. These differences occut because of dnfferences in
bonding and structure. :

Ionic compounds are made up of posmve and negatlve jons arranged ina
regular way in a lattice. The attraction between ions i$ electrostatic, and is
non-directional, extending equally in all directions. Melting the compound
involves breaking the lattice. This requires considerable energy, and so the
melting point and boiling point are usually high, and the compounds are
very hard.

Compounds with covalent bonds are usually made up of discrete
molecules. The bonds are directional, and strong covalent bonding forces
hold the atoms together to make a molecule. In the solid, molecules are
held together by weak van der Waals forces. To melt or boil the compound
we only need supply the small amount of energy needed to break the van
der Waals forces. Hence covalently bonded compounds are often gases,
liquids or soft solids with low inelting points.

In a few cases such as diamond, or silica $iO,, the structures are ¢ovalent
giant lattices instead of discrete molecules. In these cases there is a three-
dimensional lattice, with strong covalent bonds in all directions. It requires
a large amount of enhergy to break this lattice, and so diamond, silica and
other materials with giant three-dnmens:onal lattices are very hard and
have high melting points.
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Conductivity

Jonic compounds conduct electricity when the compound is melted, or
in solution. Conduction is achieved by the ions migrating towards the
electrodes under the influence of an electric potential. If an electric current
is passed through a solution of sedium chloride, Na* ions are attracted to
the negatively charged electrode (cathode), where they gain an electron
and form sodium atoms. The ClI™ ions are attracted to the positive
electrode (anode), where they lose an electron and become chlorine
atoms. This process is called electrolysis. The changes amount to the
transfer of electrons from cathode to anode, but conduction occurs by an
ionic mechanism involying the migration of both posm ve and negative ions
in opposite directions.

In the solid state, the ions are trapped in fixed places in the crystal
lattice, and as they capnot migrate, they cannot conduct electricity in this
way. It is, however, wrong to say that jonic solids do not conduct electricity
without qualifying the statement. The crystal may conduct electricity to a
very small extent by semiconduction if the crystal contains some defects.
Suppose that a lattice site is unoccupied, and there is a *hole’ where an ion
is missing. An ion may migrate from its lattice site to the vacant site, and
in so doing it makes a ‘hole’ somewhere else. The new ‘hole’ is filled by
another ion, and so on, so eventually the hole migrates across the crystal,
and a charge is carried in the other direction. Plainly the amount of current
carried by this mechanism is extremely small, but semiconductors are of
great importance in modern electronic devices.

Metals conduct electricity better than any other material, but the
mechanism is by the movement of electrons instead of ions.

Covalent compounds contain neither ions (as in ionic compounds) nor
mobile electrons (as in metals), so they are unable to conduct electricity in
either the solid, liquid or gaseous state. Covalent compounds are therefore
insulators.

Solubility

If they dissolve at all, ionic compounds are usually soluble in polar
solvents. These are solverits of high dielectric constant such as water, or the
mineral acids. Covalent compounds are not normally soluble in these
solvents but if they dissolve at all they are soluble in non-polar (organic)
solvents of low dielectric constant, such as benzene and tetrachloro-
methane. The general rule is sometimes stated that ‘like dissolves like’, and
so ionic compounds usually dissolve in ionic solvents, and’ covalent
compounds usually d:ssolvc in covalent solvents.

_Specd of reaCtions

Ionic compounds usually react very rapxdly, whilst covalent compounds
usually react slowly. For ionic reactions to occur, the reacting species are
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ions, and as these already exist, they have only to collide with the other
type of ion. For example, when testing a solution for chloride ions (by
adding silver nitrate solution), precipitation of AgCl is very rapid. :

Ag+ + CI7 — AgCl

Reactions of covalent compounds usually involve breaking a bond and

then substituting or adding another group. Energy is required to break the -

bond. This is called the activation energy, and it often makes reactions
slow. Collisions between the reactant molecules will only cause reaction il
they have enough energy. For example, reduction of preparative amounts
of nitrobenzene to aniline takes several hours. Similarly the reaction of H,
and Cl is typically slow except in direct sunlight when the mixture may
explode!

C(,H_qNOZ + 6[H] and C(,HsNHZ + 2H20
Hz o d 2H
Cl, — 2Cl
H + Cl - HCI

It is important to realize that bonds are not necessarily 100% covalent or
100% ionic, and that bonds of intermediate character exist. If a molecule
is made up of two identical atoms, both atoms have the same' electro-
negativity, and so have an equal tendency to gain electrons. (See Chapter
6.) In such a molecule the electron pair forming the bond is equally shared
by both atoms. This constitutes a 100% covalent bond, and is sometimes
called a non-polar covalent bond.

More commonly molecules are formed between different types of atoms,
and the electronegativity of the two atoms differs. Consider for example
the molecules CIF and HF. Floorine is the most electronegative atom. and
it attracts electrons more strongly than any other element when covalently
bonded. The bonding electrons spend more time round the F than round
the other atom, so the F atom has a very small negative charge 8— and the
atom (Cl or H) has a small positive charge 6+.

o+  6- o+ d-
Cl—F H—F

Though these bonds are largely covalent. they possess a small amount of
jonic character, and are sometimes called polar covalent bonds. In such
molecules, a positive charge, and an equal negative charge, are separated
by a distance. This produces a permanent dipole tmoinent in the molecule.

The dipole moment measures the tendency of the molecule to turn and
line up its charges when placed in an electri¢ field. Polar molecules have a
high dielectric constant, and non-polar molecules have a low dielectric
constant. The dielectric constant is the ratio of the capacitance of a
condenser with the material between the plates, to the capacitance of the
same condenser with a vacuum between them. By measuring the capaci-
tance with thé substance between the plates and then with a vacuum, we
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can obtain the dielectric constant. Its size indicates whether the material
is polar or non-polar.

Tonic, covalent and metallic bonds are considered in more detail in the
following chapters.




The ionic bond

STRUCTURES OF IONIC SOLIDS -

Ionic compounds include salts, oxides, hydroxides, sulphides, and the
majority of inorganic compounds. Ionic solids are held together by the
electrostatic attraction between the positive and negative ions.- Plainly
there will be repulsion if ions of the same charge are adjacent, and at-
traction will occur when positive ions are surrounded by negative ions,
and vice versa. The attractive force will be a maximum when each ion is
surrounded by the greatest possible number of oppositely charged ions.
The number of ions surrounding any particular ion is called the coordina-
tion number. Positive and negative ions will both have the same co-
ordination number when there are equal numbers of both types of ions,
as in NaCl, but the coordination numbers for positive and negative ions are
different when there are different numbers of the ions, as in CaCl,.

RADIUS RATIO RULES

The structures of many ionic solids can be accounted for by considering the
relative sizes of the positive and negative ions, and their relative numbers.
Simple geometric calculations allow us to work out how many ions of a
given size can be in contact with a smaller ion. Thus we can predict the
coordination number from the relative sizes of the ions.

- When the coordination number is three in an ionic compound AX, three

X~ ions are in contact with one A* ion (Figure 3.1a). A limiting case arises

(Figure 3.1b) when the X~ ions are also in contact with one another. By
simple geometry this gives the ratio (radius A™/radius X™) = 0.155. This is
the lower limit for a ¢oordination numbet of 3. If the radius ratio is less
than 0.155 then the positive ion is not in contact with the negative ions, and
it ‘rattles’ in the hole, and the structure is unstable (Figure 3.1c). If the
radius ratio is greater than 0.155 then it is possible to fit three X~ ions
round each A™* ion. As the difference in the size of the two ions increases,
the radius ratio also increases, and at sorne point (when the ratio exceeds
(.225), it becomes possible to fit four ions round one, and so on for six ions
round one, and eight ions round one. Coordination numbers of 3, 4, 6 and

Figure 3.1 Sizes of ions for
coordination number 3.
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Table 3.1 Limiting radius ratios and structures

Limiting radius ratio Coordination Shape

rtir- number

<().155 2 Linear
0.155 —» 0.225 3 Planar triangle
0.225 — 0.414 4 Tetrahedral
0.414 — 0.732 4 Square planar
0.414 — 0.732 6 Octahedral
0.732 — 0.999 8 Body-centred cubic

8 are common, and the appropriate limiting radius ratios can be worked
out by simple geometry, and are shown in Table 3.1.

If the ionic radii are known, the radjus ratio can be calculated and hence
the coordination number and shape may be predicted. This simple concept
predicts the correct strycture in many cases.

CALCULATION OF SOME LIMITING RADIUS RATIO VALUES
This section may be skipped except by those interested in the origin of the
limiting radius ratio values.

Coordination number 3 (planar triangle)

Figure 3.2a shows the smaller positive ion of radius r* in contact with three
larger negative ions of radius ™. Plainly AB =BC = AC=2r",BE =r",
BD = r* + r~. Further, the angle A~-B-C is 60°, and the angle D-B-E is
30°. By trigonometry

cos 30° = BE/BD

BD = BE/cos 30°
r* +r” =r"/cos 30° = r~/0.866 = r~ x 1.155
_ rt = (1.155r7) = r~ = 0.155r~

hence rir- = 0.155

Coordination number 4 (tétrahedral)

Figure 3.2b shows a tetrahedral arrangement inscribed in a cube with sides
of length d. The diagonal on the bottom face XX'is 2 X r~. By Pythagoras,
on the triangle VXY, , '

XY? = VX? + VY?

XY? = d*+d?=2d% - -
hence O XY=4y2
and ' w =dy2
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Figure 3.2 Limiting radius ratios for coordination numbers 3, 4 and 6. (a) Cross-
section through a planar triangle site; (b) tetrahedron inscribed in a cube; and {(c)
cross-section through an octahedral site.

In the triangle XZY, by Pythagoras
' XZ? = XY? + YZ?

- _ = (dy2)* + d? = 3d?
50 XZ = dy3
However XZ =2rt +2r
) 2rt +2r = dy3
and 2rt =dy3 - 2r”
= dy3 — dy2

P = HdY3 — dy2)Ady2 = y(3/2) ~ 1 = 1.225 — 1 = 0.225

Coordination number 6 (octahedral)

A cross-section through an o¢tahedral site is shown in Figure 3.2c, and the
smaller positive ion (of radius F*) touches the six larger negative ions (of
radius ™). (Note that only four hegative ions are shown in this section, and
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Tetrahedral and
holes: (a) tetrahedra!l
dral sites in a close-
ice: (b) tetrahedral

) octahedral site.

one is above and another one below the plane of the paper.) It is obvious
that AB = r* + r7, and that BD = AD = r~. By Pythagoras

AB? = AD? + BD?

ie. (r*+r )P = ()P + () = 2(07)?

hence rrr = YR = 1.414r"
rt =0.414r"

hence rtir- =0.414

CLOSE PACKING

Many common crystal structures are related to, and may be described in
terms of, hexagonal or cubic close-packed arrangements. Because of their
shape, spheres cannot fill space completely. In a close-packed arrangement
of spheres, 74% of the space is filled. Thus 26% of the space is unoccupied,
and may be regarded as holes in the crystal lattice. Two different types of
hole occur. Some are bounded by four spheres and are called tetrahedral
holes (marked T in Figure 3.3), and others are bounded by six spheres and
are called octahedral holes (marked O in Figure 3.3). For every sphere in

Table 3.2 Some structures based on close packing

Formula - Type Tetrahe.drul Octahedral Coordination No.
of cp A X
AX NaCl ccp " none all ‘ 6 : 6
NiAs hep none all 6 : 6
. Zn§ zinc blende ccp i o none 4 . 4
ZnS wurtzite hep % none 4 : 4
AX, = F,Ca* fluorite ccp* all none 8 : 4
CdI, hep - none % 6 : 3
CdCl, cep none % 6 @ 3
B-ZnCl, hep } none 4 @ 2
Hgl, ccp ‘l,, _ none’ 4 : 2
MX, Bil, ~ " hep none - 14 6 : 2
CrCl, cep " none { 6 : 2
MX, Snl, hep % none’ 4 ;1
MX, a-WCl,and UCl, ccp none % 6 : 1
M:X3; a-Al;O; corundum licp none 12; 6 : 4

* The metal ions adopt a face-centred cubjc arrangement, which is exactly like cubic
close packing except that the ions do not touch. (Note it is the M™ ions that are
almost close packed, not the negative ions as with the other examples.)
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the close-packed arrangement there is one octahedral hole and two
tetrahedral holes. The octahedral holes are larger than the tetrahedral
holes.

An ionic structure is composed of oppositely charged ions. If the larger
ions are close packed, then the smaller ions may occupy either the octa-
hedral hcles or the tetrahedral holes depending on their size. Normally
the type of hole occupied ¢an be determined from the radius ratio. An ion
occupying a tetrahedral hole has a coordination number of 4, whilst one
occupying an octahedral hole has a coordination number of 6. In some
compounds the relative sizes of the ions are such that the smaller ions are
too large to fit in the holes, and they force the larger ions out of contact
with each other so that they are no longer ¢lose packed. Despite this, the
relative positions of the ions remain unchanged, and it is convenient to
retain the description in terms of close packing.

CLASSIFICATION OF IONIC STRUCTURES

It is convenient to divide ioni¢ compounds into groups AX, AX,;, AX,
depending on the relative numbers of positive and negative ions.

IONIC COMPOUNDS OF THE TYPE AX (ZnS, NaCl, CsCl)

Three structural arrangements commonly found are the zinc sulphide,
* sodium chlonde and caesium chloride structures.

Structures of zin¢ sulphide

In zinc sulphide, ZnS. the radius ratio of 0.40 suggests a tetrahedral
arrangement. Each Zn?" ioh is tetrahedrally surrounded by four $2~ ions
and each S~ ion is tetrahedrally surrounded by four Zn** jons. The co-
. ordination humber of both ions is 4, so this is called 4 4: 4 arrangement.
Two different forms of zinc sulphide exist, zinc blende and wurtzite (Figure
3.4). Both are 4: 4 structures.

These two structures may be considered as close- packed arrangements
of $?~ ions. Zinc blende is related to a cubic close-packed structure whilst
wurtzite is related to a hexagonal close-packed structure. In both structures
the Zn2* jons occupy tetrahedral holes in the lattice.Since there are twice
“as many tetrahedral holes as there are $2~ ions, it follows that to obtain a
formula ZnS only half of the tetrahedral holes are occupied by Zn** ions
(that is every alternate tetrahedral site is unoccupied). :

Sodium chloride structure

For sodium chloride, NaCl, the radius ratio is 0.52 and this suggests an
octahedral arrangement. Each Na* ion is surrounded by six CI~ ions at the
~corners of a regular octahedron and similarly each Cl™ jon is surrounded
by six Na* ions (Figure 3.5). The coordination is thus 6:6. This structure

Figure 3.4 Structures of ZnS:
zinc blende and (b) wurtzite.
(Reproduced with permission
from Wells, A.F.. Structural
Inorganic Chemistry, Sthed.,
Oxford University Press. Oxfi
1984.) '
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may be regarded as. a cubic close-packed array of Cl™ ions, with Na* ions
occupying all the octahedral holes.

Caesium chloride structure

In caesium chloride, CsCl, the radius ratio is 0.93. This indicates a body-
centred cubic type of arrangement, where each Cs* ion is surrounded by
eight Cl™ ions, and vice versa (Figure 3.6). The coordination is thus §: 8.
Note that this structure is not close packed, and is not strictly body-centred
cubic.

In a body-centred cubic arrangement, the atom at the centre of the cube
is identical to those at the corners. This structure is found in metals, but in
CsCl if the ions at the corners are Cl™ then there will be a Cs™ ion at the
body-centred position, so it is not strictly body-centred cubic. The caesium
chloride structure should be described as a body-centred cubic type of
arrangement and not body-centred cubic.

IONIC COMPOUNDS OF THE TYPE AX; (CaF;, TiO,, $iO,)

The two most common structures are fluorite, CaF, (Figure 3.7), and
rutile, TiO, (Figure 3.8), and many difluorides and dioxides have one of
these structures. Another fairly common structure is one form of SiO,
called B-cristobalite (Figure 3.9). These are true ionic structures. Layer
structures are formed instead if the bonding becomes appreciably covalent.

Calcium fluoride (fluorite) structure

In fluorite, each' Ca®* ion is surrounded by eight F~ ions, giving a body-
centred cubic arrangement. of F~ round Ca®*. Since there are twice a:
many F~ ions as Ca®* ions, the coordination number of both ions i
different, and four Ca®* ions are tetrahedrally arranged around each F
ion. The coordination numbers are therefore 8 and 4, so this is called a:
8:4 arrangement. The fluorite structure is found when the radius ratio i
0.73 or above. :
An alternative description of the structure is that the Ca®** ions form

face-centred cubic arrangement. The Ca** ions are too small to touch eac

- other, so the structure is not close packed. However, the structure i

related to a close-packed arrangement, since the Ca®* occupy the sam
relative positions as for a cubic close-packed structure, and the F~ ion

occupy all the tetrahedral holes.

Rutile structure

"+ TiO, exists in three forms called anatase, brookite and rutile. The ruti
- structure is found in many crystals where the radius ratio is between 0.+

and 0.73. This suggests a coordination number of 6 for one ion, and fro
the formula it follows that the coordination number of the other ion mu
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be 3. This is a 6: 3 structure. Each Ti** is octahedrally surrounded by six
0% ions and each O?" ion has three Ti** ions round it in a plane tri-
angular arrangement.

The rutile structure is not close packed. The unit cell, i.e. the repeating
unit of this structure, is not a cube, since one of the axes is 30% shorter
than the other two. It is convenient to describe it as a considerably
distorted cube (though the distortion is rather large). The structure may
then be described as a considerably distorted body-centred cubic lattice of
Ti** ions. Each Ti** ion is surrourided octahedrally by six O®~ ions, and
the O%™ are in positions of threefold coordination, that is each O~ is
surrounded by three Ti** ions at the corners of an equilateral triangle.
Three-coordination is not common in solids. There are no examples of
three-coordination ‘in compounds of the type AX, but there is another
example in the compounds of type AX,, that is Cdl,, though in this case
the shape is not an equilateral triangle. The structure of CaCl,is alsoa 6:3
structure, and is similar to Cdl,. These are described later. '

There are only a few cases where the radius ratio is below 0.41.
Examples include silica SiO, and beryllium fluoride BeF,. Thése have
coordination numbers of 4 and 2, but radius ratio predi¢tions are uncertain
since they are appreciably covalent.

B-cristobalite (silica) structure

Silica SiO, exists in six different crystalline forms as quartz, ¢ristobalite and
tridymite, each with an a and B form. B-cristobalite is related to. zinc
blende, with two interpenetrating close-packed lattices, one lattice arising
from Si occupying the S?~ positions, and the other- lattice from Si oc-
cupying the Zn?* positions (i.e. the tetrahedral holes in the first lattice).
The oxygen atoms lie midway between the Si atoms, but are shifted slightly
off the line joining the Si atoms, so the bond angle Si—O-—Si is not 180°.

" The radius ratio predicts: a coordination number of 4, and this is.a 4:2
structure. ‘ :

LAYER STRUCTURES (Cdl,, CdCl,, [NiAs])

Cadmium iodide structure

Many AX, compounds are not sufticiently ionic to form the perfectly
regular ionic structures described. Many chlorides, bromides, iodides and
sulphides ¢rystallize into structures which are very different from those
described. Cadmium fluoride CdF, forms an ioni¢ lattice with the CaF,
" structure, but ih marked contrast cadmium iodide Cdl, is much less ionic,
and does not form the fluorite structure. The radius ratio for Cdl, is 0.45,
and this indicates a coordination number of 6 for cadmiutn. The structure is

made up of electrically neutral layers of Cd?* ions with layers of I~ ions on

either side - rather like a sandwich whete a layer of Cd** corresponds to
the meat in the middle, and layers of F~ correspond to the bread on either

.Figure 3.8 Rutile (TiO,)

structure.

Figure 3.9 B-cristobalite
structure.
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side. This is called a layer structure, and it is not a completely regular ionic
structure. With a sandwich, bread is separated from bread by the meat, but
in a pile of sandwiches, bread from one sandwich touches bread from the -
next sandwich. Similarly, in Cdl, two sheets of I ions are separated by
Cd?* within a ‘sandwich’, but between one ‘sandwich’ and the next, two 1~
layers are in contact. Whilst there is strong electrostatic bonding between
Cd>* and I~ layers, there are only weak van.der Waals forces holding the
adjacent layers of I~ together. The packing of layers in the crystal structure
is not completely regular, and the solid is flaky, and it cléaves into two
parallel sheets quite easily. This structure is adopted by many transition
metal diiodides (Ti. V, Mn, Fe, Co, Zn, Cd) and by some main group
diiodides and dibromides (Mg, Ca, Ge and Pb). Many hydroxides have
similar layer structures (Mg(OH),. Ca(OH),. Fe(OH),, Co(OH),,
Ni(OH),, and Cd(OH),.

In cadmium iodide, the third layer of I ions is directly above the first
layer, so the repeating pattern is ABABAB... The I~ ions may be
regarded as an approximately hexagonal close-packed arrangement. The
Cd** ions occupy half of the octahedral sites. Rather than half filling the
octahedral sites in a regular way throughout the whole structure, all of the
octahedral sites are filled between two I~ layers, and none of the octa-
hedral sites is filled between the next twa layers of 1~ ions. All of the
octahedral holes are filled between the next two layers of I~ ions, none
between the next pair, and so on.

" THE IONIC BOND

Figure 3.10 Part of two layers of cadmium iodide (Cdls) structure.
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Cadmium chloride structure

Cadmium chloride forms a closely related layer structure, but in this the
chloride ions occur approxrmately in a cubic close- packed arrangement
(ABCABC. . .).

Layer structures are intermediate in type between the extreme cases of:

1. A totally ionic crystal with a regular arrangement of ions.and strong
electrostatic forces in all directions.

2. A crystal in which small discrete molecules are held together by weak
residual forces such as van der Waals forces and hydrogen bonds.

Nickel arsenide structure

The structure of nickel arsenide NiAs is related to the structure of Cdlz In
NiAs (Figure 3.11), the arsenic atoms form a hexagonal close-packed type
of lattice with nickel atoms occupying all of the octahedral sites between all
of the layers of arsenic atoms. (In Cdl; all of the octahedral sites between
half of the layers are filled, whilst with NiAs all of the octahedral sites
between all of the layers are filled.)

In the nickel arsenide structure each atom has six nearest neighbours of
the other type of atom. Each arsenic atom is surrounded by six nickel
atoms at the corners of a trigonal prism. Each nickel atom is surrounded
octahedrally by six arsenic atoms, but with two more nickel atoms suf-
ficiently close to be bonded to the original hickel atom. This structure is
adopted by many transition elements combined with one of the heavier
elements from the p-block (Sn, As, Sb, Bi, S, Se, Te) in various alloys.
These are better regarded 'as intermetallic phases rather than true
compounds. They are opaque, have metalli¢ Iustre, and sometimes have a
variable composition.

For details of othet ionic structures such as perovskite and spinels, see
Chapter 20 and the Further Reading (Adams, Addison, Douglas McDaniel
and Alexander, Greenwood, Wells) at the end of this chapter.

Structures containing polyatomic ions

There are imany ionic compounds of types AX and AX; where A; or X, or
both ions are replaced by complex ions. When the complex ion is roughly
spherical, the ions often adopt one of the more symmetrical structures
described above. Ions such as SO3~, CIO7 and NHJ are almost spherical.
In addition, the transition thetal complex [CO(NH;)g]l, adopts the CaF;
(Ruorite) structure. K;[PtClg] adopts af anti-fluorite structure, which is the
same as a fluorite structure except that the. sites occupied by positive and
negative ions are interchanged. Both ions may be complex: [Ni(H,0)s]
[SnCle), for example, forms a slightly distorted CsCl structure. Other ions
(CN~ and SH™) sometimes attain effective spherical symmetry by free
rotation, or by random orientation. Examples include CsCN, TICN and
CsSH.

Figure 3.11 Nickel arsenide
structure.
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Sometimes the presence of non-spherical ions simply distorts the lattice.
Calcium carbide has a face-centred structure like NaCl, except that the
linear C5~ ions are all oriented in the same direction along one of the unit
cell axes. This elongates the unit cell in that direction (Figure 3.12).
Similarly calcite, CaCQj, has a structure related to NaCl, but the planar
triangular COj3~ ion distorts the unit cell along a threefold axis of
symmetry, rather than along one of the cell axes. Several divalent metal
carbonates, a number of nitrates, LINO3; and NaNQj;, and some borates,
ScBO;, YBO; and 1nBOs,, also have the calcite structure.

A MORE CRITICAL LOOK AT RADIUS RATIOS

To a first approximation, the relative numbers and sizes of the ions will

determine the structure of the crystal. The radius ratios of the alkali metal
halides and the alkaline earth metal oxides, sulphides, selenides and
tellurides are shown-in Table 3.3. .
Al of the crystals with a radius ratio between (.41 and 0.73 (enclosed by
full line in Table 3.3) would be expected to have the sodium chloride
structure. In fact all but four of the compounds listed have a sodium
chloride structure at normal temperatures. A lot more compounds adopt
the NaCl structure than would be predicted. The exceptions are CsCl,
CsBr and Csl, which have a caesium chloride structure, and MgTe, which
has a zinc sulphide structure. RbCl and RbBr are unusual since they both
form a NaCl structure with a coordination number of 6 when crystallized at
normal room temperatures and pressures, but they adopt a CsCl structure
with a coordination number of 8 if crystallized at high pressures or
temperatures. The fact that they can form both structures indicates that the
difference in lattice epergy between the two structures is small, and hence
there is only a small difference in stability between them.

A CAUTIONARY WORD ON RADIUS RATIOS

Radius ratios provide a useful guide to what is possible on geometric
grounds, and also a first guess at the likely structure, but there are other
factors involved. Radius ratios do not necessarily provide a completely
reliable method for predicting which structure is actually adopted.

Table 3.3 Radius ratios of Group I halides and Group II oxides’

".F~. Q- "Br I -0%~  §™ Ser™ © Te*

Li* . [057 0471039 035  Be | o
0.51 1039 0.33

Na*. 0.77 055 052 046] . Mg 0.36

K*  096* 0.75 | 0.70 0.63 Ca** [ 071 054 051 045
Rb* 0.88* 0.83 078 [ 0.69] ~ S** 0.84] 0.64 060 0.53
Cs*: 0.80* 091 085 076 ' Ba* 096 [ 073  0.68  0.61

* Indicates reciprocal value of r~/r* since the normal ratio is greater than unity.
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Though radius ratios indicate the correct structure in many cases, there
are a significant number of exceptions where they predict the wrong
structure. It is therefore worth examining the assumptions behind the
radius ratio concept, to see if they are valid. The assumptions are:

1. That accurate ionic radii are known.

2. That ions behave as hard inelastic spheres.

3. That stable arrangements are only possible if the positive and negatlve
ions touch.

4. That ions are spherical in shape.

. That ions always adopt the highest possible coordination number.

6. That bonding is 100% ionic.

Values for ionic radii cannot be measured absolutely, but are estimated.
They are not completely accurate or reliable. Though it is possible to
measure the interatomic distance between two different ions very ac-
curately by X-ray crystallography, it is much less certain how to divide
the distance between the two ions to obtain ionic radii. Furthermore the
radius of an ion is not constant but changes depending on its environment.
In particular the radius changes when the coordihation number changes.
The radii usually quoted are for a coordination number of 6, but the radius
effectively increases 3% when the coordination number is changed from 6
to 8. and decreases 6% when the coordination number changes from 6 to 4.

lons are not hard inelastic spheres. They are sometimes fitted into ‘holes’

wn

that are slightly too small, that is the ions are compre'ssed, and the lattice

may be distorted.

The assumption that the ions touch is necessary to calculate. the critical
lower limit for radius ratios. In principle positive and negative ions should
touch, so as to get the ions close together, and gét the maximum electro-
static attraction: -(Electrostatic aftraction depends on the product of the
charges on the ions divided by the distance between them.) Theoretically
structures where the smaller metal ion ‘rattles’ in its hole (that is, it does
not -touch the neighbouring negative ions) should be unstable. A more
favourable electrostatic attraction should be obtained by adopting a
different geometric arrangement with a smaller coordination number, so
that the ions can get closer. It has already been shown that in the alkali
halides and alkaline earth oxides the NaCl structure with coordination
numbers of 6:6 is sometimes adopted when other structures are predicted
by radius ratios. It follows that, since the smaller ion no longer fits the site
it occupies it must either ‘rattle’, or be compressed ‘

Are ions spherical? It is reasonable to consider ions with a noble gas
structure as spherlcal This includes the majority of the ions formed by
elements in the main groups. There are a small humber of exceptions
where the ions have an inert pair (Ga*, In* TI*, Sn?*, Pb?*, I*, I>*).
These ions do not have a ¢entre of symmetry, and the structures they form
usually show some distortion, with the metal. ion slightly displaced off-
centre from its expected position. Transition metal ions with partially filled
d orbitals are not spherical ;- though in contrast to inert pair distortion they
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usually have a centre of symmetry. The arrangement of electrons in these d
orbitals gives rise to Jahn-Teller distortion. (See Chapter 28.) A partially
filled d orbital pointing towards a cogrdinated ion will repel it. A
completely filled 4 orbital will repel the ion even more. This can give rise to
a strycture with some long and some short bonds, depending on both the

.electronic structyre of the metal ion, and the crystal structure adopted, i.e.

the positions of the coordinating ions.

It is most unlikely that bonding is ever 100% ionic. The retention of a
NaCl structure by a number of compounds which might be expected to
adopt a CsCl structure is largely because there is a small covalent contri-
bution to the bonding. The three p orbitals are at 90° to each other, and in
a NaCl structure they point towards the six nearest neighbours, so covalent
overlap of orbitals is possible. The geometric arrangement of the NaCl
structure is ideally suited to allow some covalent contribution to bonding.
This is not so for the CsCl structure.

Thus radius ratios provide a rough guide to what structures are geo-
metrically possible. Radius ratios often predict the correct structure, but
they do not always predict the correct structure. Ultimately the reason why
any particular crystal structure is formed is that it gives the most favourable
lattice energy.

LATTICE ENERGY

The lattice energy (U) of a crystal is the energy evolved when one gram

~molecule of the crystal is formed from gaseous ions:

Nafy) + Clgy = NaClensay U = ~782kJ mol ™!

Lattice energies cannot be measured directly, but experimental values are
obtained from thermodynamnc data using the Born—-Haber cycle (see
Chapter 6). '

Theoretical values for lattice enérgy may be calculated. The ions are
treated as point charges, and the -electrostatic (coulombic) energy E
between two ions of opposite charge is calculated:

+ - a2
AL
E= - -
.o r
. where
z* and z” are the charges on the positive and negative ions
€ is the charge on an electron

r is the inter-ionic distance

For more than two ions, the electrostatic energy depends on the number of

ions, and also on A their arrangement in space. For one mole. the

at{ractive energy is:

’ E= _‘_N‘.Az*z‘ez
r
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Table 3.4 Madelung constants

Type of structure A M
zinc blende ZnS 1.63806 1.63806
wurtzite ZnS ‘ 1.64132 1.64132
sodium chloride NaCl 1.74756 1.74756
caesium chloride CsCl. 1.76267 1.76267
rutile TiO, - 2.408 . 4.816
fluorite CaF, 2.51939 5.03878

corundum ALO; 4.17186 25.03116

where

N, is the Avogadro constant ~ the number of molecu]es in a mole — which
has the value 6.023 X 10%* mol~'

A is the Madelung constant, which depends on the geometry of the crystal

Values for the Madelung constant have been calculated for all common
crystal structures, by summing the contributions of all the ions in the
crystal lattice. Some values are given in Table 3.4. (It should be noted that
different values from these are sometimes given where the term z*z~ is
replaced by z?, where z is the highest common factor in the charges on the
ions. The Madelung constant is rewritten M = Az*z~/z%. This practice is
not recommended.)

The equation for thé attractive forces between the ions gives a negative
value for energy, that is energy is given out when a crystal is formed. The
inter-ionic distance r occurs in the denominator of the equation. Thus the
smaller the value of r, the greater the amount of energy evolved when the
crystal lattice is formed, and hence the more stable the crystal will be.
Mathematically, the equation suggests that an infinite amount of energy
should be evolved if the distance r is zero. Plainly this is not so. When the
inter-ionic distance becomes small enough for the ions to touch, they begin
to repel each other. This repulsion originates from the mutual repulsion of
the electron clouds on the two atoms or ions. The repulsive forces increase
rapidly as r decreases. The repulsive force is given by B/r", where B is a

Table 3.5 Average values for the Born exponent

Electronic structure of ion n Examples

He 5 ' Li*, Be2+

Ne 7 . Na*, Mg2+ 02‘ F~

Ar 9 K*, Ca?*, 8%, CI7, Cu*
Kr . 10 Rb*, Br™, Ag*

Xe : 12 Cs*, 17, Au*

Average values are used, e.g. in LnCl 'Lit =5, ClI™ =9, hence for

LiClLa=(5+ 92 =7
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constant that depends on the structure, and # is a constant called the Born
exponent. For one gram molecyle the total repulsive force is (N, B)/r". The
Born exponent may be determined from compressibility measurements.
Often chemists use a value of 9, but it is better to use values for the
particular ions in the crystal.

The total energy holding the crystal together is {J the lattice energy. This
is the sum of the attractive and the repulsive forces.

N,Az*z e? N,B

U=s ——— 2 + 27 3.1
- > (3.1)
attractive force repulsive force

(A is the Madelung constant and B is a repulsion coefficient, which is a
constant which is approximately proportional ta the number of nearest

neighbours.)
The equilibrium distance between ions is determined by the balance
between the attractive and repulsion terms. At equilibrium, dU/dr = 0,

and the €quilibrium distance r = r,

dU _ N,Az*z"e*  nN.B :
d r r,z, - r,','“ =0 (3.2)
Rearranging this gives an equation for the repulsion coefficient B.

Aztzmer !

n

B=

Substituting equation (3.3) into (3.1)

U= _NoAz*z—e? (1 __._1_)
o n

This equation is called the Born—~Landé equation. 1t allows the lattice
energy to be calcuylated from a knowledge of the geometry of the crystal,
and hence the Madelung constant, the charges z* and z~, and the inter-
ionic distance. When using. SI units, the equation takes the form:

o NoAz+z"e2( 1)
U= e 177 (3.4)

where ¢, is the permittivity of free space = 8.854 x 1072 Fm™!

This equation gives a calculated value of U = —778kJmol~! for the
lattice energy for sodium chloride, which is close to the experimental value
of =77kJmol~! at 25°C (obtained using the Born—Haber cycle). The
experimental and theoretical values for the alkali metal halides and
the oxides and halides of the alkaline earths (excluding Be), all agree
within 3%.

Other expressions, for example the Born—Mayer and Kapustinskii
equations, are similar, but calculate the repulsive contribution in a slightly
different way. Agreement is even better if allowances are made for van der
Waals forces and zero point energy '

Severa] important points arise from the Born-Landé equatlon
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1. The lattice becomes stronger (i.e. the lattice energy U becomes more
negative), -as r the inter-ionic distance decreases. U is proportional

to 1/r.
r(A) U (kJmol™")
LiF 2.01 —1004
Csl 3.95 ~527

2. The lattice energy depends on the product of the ionic charges, and U
is proportional to (z*.z7). :
rA) (z%.20) U (kJmol™1)
LiF 2.01 1 —-1004
MgO 2.10 4 -3933

3. The close agreement between the experimental lattice energies and
those calculated by the Born—-Landé equation for the alkali metal
halides does not of itself prove that the equation itself, or the assump-
tions on which it is based, are correct. The equation is remarkably self-
compensating, and tends to hide errors. There are two opposing factors
in the equation. Increasing the inter-ionic distance r reduces the lattice

“energy. It is almost impossible to change r without changing the struc-
ture, and therefore changing the Madelung constant A. Increasing A
increases the lattice energy: hence the effects of changing r and A may
largely cancel each other. '

This may be illustrated by choosing a constant value for n in: the
Born-Landé equation. Then changes in inter-ionic distance can be cal-
culated for either changes in the coordination number, or in crystal

- structure. Taking a constant value of n = 9, we may compare the inter-
ionic distances with those for six-coordination: :

Coordination number 12 8 -6 4
Ratio of inter-ionic distance 1.091 1.037 1.000 0.951

For a change of coordination humber from 6 (NaCl structure) to 8
(CsCl structure) the inter-ionic distance increases by 3.7%, and the
Madelung constants (NaCl A = 1.74756, and CsCl A = 1.76267) change
by only 0.9%. Thus a change in coordination number from 6 to 8 would
result in a reduction in lattice energy, and in theory the NaCl structure
should always be more stable than the CsClI structure. In a similar way
reducing the coordination number from 6 to 4 decreases r by 4.9%. The
decrease in A is 6.1% or 6.3% (depending on whether a zinc blende or
wurtzite structure is formed), but in either case it more than com-
- pensates for the change in #, and in theory coordination number 6 is
more stable than 4.
This suggests that neither four- nor eight-coordinate structures should
~ exist, since the six-coordinate NaCl structure is more stable. Since ZnS
is known (coordination number 4), and CsCl, CsBr and Csl have a co-
ordination number of 8, this suggestion is plainly incorrect. We must
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Table 3.6 Inter-ionic distances and ionic charges related to m.p. and hardness

r(A) (z*.z7) m.p. (°C) Hardness
(Mohs’ scale)
NaF 2.310 1 990 3.2
BeO 1.65 4 2530 9.0
MgO 2.106 4 2800 6.5
CaQ - 2.405 4 2580 4.5
$rO 2.580 4 2430 3.5
BaO 2.762 4 11923 .33
TiC 2.159 16 3140 8-9

therefore look for a mistake in the theoretical assumptions made. First
the value of n was assumed to be 9, when it may vary from 5 to 12.
Second, the calculation of electrostatic attraction assumes that the ions
are point charges. Third, the assumption is made that there is no
reduction in charge because of the interaction (i.e. the bonds are 100%
fonic).

4. Crystals with a high lattice energy usually melt at high tempera- .

tures, and are very hard. Hardness is measured on Mohs® scale. (See
Appendix N.) High latticc energy is favoured by a small inter-ionic
distance, and a high charge on the ions.

" It has been seen that a number of salts which might be expected from
radius ratio considerations to have a CsCl structure in fact adopt a NaCl
structure. The Madelung constant for CsCl is larger than for NaCl, and
would give an increased lattice energy. However, the inter-ionic distance r

“will be larger in a CsCl type of structure-than in a NaCl type of structure.

and this would decrease the lattice energy. These two factors work in
opposite directions and partly cancel each other. This makes the lattice
energy more favourable for a NaCl type of lattice in some cases where a
CsCl structure is geometrically possible. Consider a case such as RbBr.
where the radius ratio is close to borderline between six-coordination
(NaCl structure) and eight-coordination (CsCl structure). If the CsCl

structuré is adopted, the Madelung constant is larger than for NaCl, and

this increases the lattice energy by 0.86%. At the same time the inter-ionic
distance in a CsCl structure increases by 3%, and this decreases the lattice
energy by 3%. Clearly the NaCl structure is preferred.

FEATURES OF SOLIDS

‘The essential feature of crystalline solids is that the consmuent molecules,
atoms_or ions are arranged in a completely regular three-dimensional
pattern. Models built to show the detailed structire of crystalline materials
are usually ;,rossly mnslcadln;,. for they imply a perfect static pattern. Since
the atoms or ions have a considerable degree of thermal vibration, the
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rystalline state is far from static, and the pattern is seldom perfect. Many
f the most useful properties of solids are related to the thermal vibrations
f atoms, the presence of impurities and the existence of defects.

. STOICHIOMETRIC DEFECTS

Stoichiometric compounds are those where the numbers of the different
types of atoms or ions present are exactly in the ratios indicated by their
:hemical formulae. They obey the law of constant composition that ‘the
same chemical compound always contains the same elements in the same
composition by weight’. At one time these were called Daltonide com-
pounds, in contrast to Berthollide or nonstoichiometric compounds where
the chemical composition of a compound was variable, not constant.
Two types of defects may be observed in stoichiometric compounds,
called Schottky and Frenkel defects respectively. At absolute zero, crystals
tend to have a perfectly ordered arrangement. As the temperature in-
creases, the amount of thermal vibration of ions in their lattice sites
increases, and if the vibration of a particular ion becomes large enough, it
may jump out of its lattice site. This constitutes a point defect. The higher
the temperature, the greater the chance that lattice sites may be un-
occupied. Since the number of defeets depends on the temperature, they
are sometimes called thermodynamic defects. ‘

Schottky defects

A Schottky defect eonsists of a pair of ‘holes’ in the crystal lattice. One
positive ion and one negative ion are absent (see Figure 3,13). This sort of
defect occurs mainly in highly ionic compounds where the positive and
negative ions are of a similar size, and hence the. coordination number is
high (usually 8 or 6), for example NaCl, CsCl, KCI and KBr.

The number of Schottky defects formed per cm’ (n,) is given by

(_Ws
n = Nexp (_ZkT)
where N is the number of sites per cm? that could be left vacant, W, is the

work necessary to form a Schottky defect, k is the gas constant and T the
absolute temperature.

Frenkel defects

A Frenkel defect consists of a vacant lattice site (a ‘hole’), and the ion
which ideally should have occupied the site now occupies an interstitial
position (see Figure 3.14).

Metal ions are generally smaller than the anions. Thus it is easier to
squeeze AT into alternative interstitial positions, and consequently. it is
more common to find the positive ions occupying intérstitial positions. This
type of defect is favoured by a large difference in size between the positive
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and negative ions, and conscquently the coordination number is usually
low (4 or 6). Since small positive ions are highly polarizing and large
negative ions are readily polarized, these compounds have some covalent
character. This distortion of ions, and the proximity of like charges, leads
to a high dielectric constant. Examples of this type of defect are ZnS,
AgCl, AgBr and Agl.

The number of Frenkel defects formed per cm? (n) is given by

We"p( 2?:7")

where N is the number of sites per cm® that could be left vacant, N’ is the
number of alternative interstitial positions per cm®, W; is the work
necessary to form a Frenkel defect, k is the gas constant and T the absolute
temperature. :

The energy needed to form either a Schottky defect or a Frenkel defect
depends on the work needed to form the defect, and on the temperature.
In a given compound one type generally predominates. ;

In NaCl, the energy to form a Schottky defect is. about 2003kJ mol™!
compared with a lattice energy of approximately 750kJmol™'. It is
therefore much easier to form a defect than to break the lattice.

The number of defects formed is relatively small, and at room tempera-
ture NaCl has only one defect in 10'° lattice sites, this value rising to one in
108 sites at 500°C and one in 10° sites at 800°C.

A consequence of these defects is that a crystalline solid that has defects
may conduct electricity to a small extent. Electrical conductivity in a
chemically pure, stoichiometric semiconductor is called ‘intrinsic semicon-
ductior’. In the above cases, intrinsic semiconduction occurs by an ionic
mechanism. If an ion moves from its lattice site to occupy a ‘hole’, it
creates a new ‘hole’. If the process is repeated many times, a ‘hole’ may
migrate across a crystal, which is equivalent to moving a charge in the
opposite direction. (This type of semiconduction is responsible for the
unwanted background noise produced by transistors.)

Crystals with Frenkel defects have only one type of hole, but crystals
containing Schottky defects have holes from both positive and negative
ions, and conduction may arise by using either one type of hole or both
types. Migration of the smaller ion (usually the positive ion) into the
appropriate holes is favoured at low temperatures, since moving a small

Table 3.7. Percentage of conduction by-cations and anions

Temp. ~ NaF ~ NaCl " NaBr
(DC) . .

’ ~cation %  anion %  cation %  anion % - cation % - anion %
400 100 0 100 0. o8 2
500 100 0 98. 2 94 6

600 R ) -8 91 9 S 89 - 11
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ion requires less energy. However, migration of both types of ions in
opposite directions (using both types of holes) occurs at high temperatures.
For example, at temperatures below 500°C the -alkali halides conduct by
migration of the cations, but at higher temperatures both anions and
cations migrate. Further, the amount of anionic conduction increases with
temperature, as shown in Table 3.7.

The density of a defect lattice shouild be different from that of a perfect
lattice. The presence of ‘holes’ should lower the density, but if there are
too many ‘holes’ there may be a partial collapse or distortion of the lattice —
in which case the change in density is unpredictable. The presence of ions
in interstitial positions may distort (expand) the lattice and increase the
unit cell dimensions. : '

NONSTOICHIOMETRIC DEFECTS

Nonstoichiometric or Berthollide compounds exist over a range of
chemical composition. The ratio of the number of atoms of one kind to the
number of atoms of the other kind does not correspond exactly to the ideal
whole number ratio implied by the formula. Such compounds do not obey
the law of constant composition. There are many examples of these com-
pounds, particularly in the oxides and sulphides of the transition elements.
Thus in FeO, FeS or CusS the ratio of Fe: O, Fe: S or Cu: S differs from
that indicated by the ideal chemical formula. If the ratio of atoms is not
exactly 1:1 in the above cases, there must be either an excess of metal
jons, or a deﬁciency of metal ions (e.g. FeygsO-FeyosO, FegyoS).
Electrical neutrality is maintained either by having extra electrons in the
structure, or changing the charge on some of the metal ions. This makes
the structure irregular in some way, i.e. it contains defects, which are in
addition to the normal therthodyhamic defects already discussed.

Metal excess

This may occur in two different ways.

F-centres

A negative ion may be absent from its lattice site, leavmg a ‘hole’ which is
occupied by an electron, thereby maintaining the electrical balance (see
Figure 3.15). This is rather similar to a Schottky defect in that there are
‘holes’ and not interstitial ions, but only-one ‘hole’ is-formed.rather than a
pair. This type of defect is formed by crystals which would be expected to
form Schottky defects. When compounds such as NaCl, KCI, LiH or 8-TiO
are heated with excess of their constituent metal vapours, or treated with
high energy radiation, they become deficient in the negative ions, and their
formulae may be represented by AX;_s, where 0 is a small fraction. The
nonstoichiometric form of NaCl is yellow, and the nonstoichiometric
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form of KCl is blue-lilac in colour. Note the similarity with the flame
colorations for Na and K.

The crystal lattice has vacant anion sites, which are occupied by
electrons. Anion sites occupied by electrons in this way are called F-
centres. (F is an abbreviation for Farbe, the German word for colour.)
These F-centres are associated with the colour of the compound -and the
more F-centres present, the greater the intensity of the coloration. Solids
containing F-centres are paramagnetic, because the electrons occupying
the vacant sites are unpaired. When materials with F-centres are irradiated
with light they become photoconductors. When electrons in the F-centres
absorb sufficient light (or heat) energy, the electron is promoted into a
conduction band, rather similar to the conduction bands present in metals.
Since conduction is by electrons it is n-fype semiconduction.

Interstitial ions and electrons

Metal excess defects also occur when an extra positive ion occupies an
interstitial position in the lattice, and electrical neutrality is maintained by
the inclysion of an interstitial electron (see Figure 3.16). Their composition
may be represented by the general formula A, X.

This type of defect is rather like a Frenkel defect in that ions occupy
interstitial positions, but there are no ‘holes’, and there are also interstitial
electrons. This kind of metal excess defect is much more common than the
first, and is formed in crystals which would be expected to form Frenkel
defects (i.e. the igns are appreciably different in size, have a low co-
ordination number, and have some covalent character). Examples include
Zn0, CdQ, Fe,;0; and Cr,0;.

If this type of defect oxide is heated in oxygen, then cooled to room tem-
perature, its conductwlty decreases This is because the oxygen oxidizes
some of the interstitial ions, and these subsequently remove interstitial
electrons, which reduces the conductivity.

Crystals with either type of metal excess defect contain free electrons.
and if these migrate they conduct an electric current. Since there are onlya
small number of defects, there are only a few free electrons that can
conduct electricity. - Thus the amount of current carried is very small
compared with that in metals, fused salts or salts in aqueous solutions, and
these defect materials are called semiconductors. Since the mechanism is
normal electron conduction, these are called n-type semiconductors. These
free electrons may be excited to higher energy levels giving absorption
spectra, and in consequence their compounds are often coloured, e.g.
nonstoichiometric NaCl is yellow, nonstorchlometrlc KCl s lilac, and ZnO
is white when cold but yellow when hot

Meztal deficiency

‘Metal-deficient compounds may be represented by the general formula

A, -y X. In principle metal deficiency can occur in two ways. Both require
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variable valency of the metal and rhight therefore be expected with the
transition metals. :

Positive ions absent

If a positive ion is absent from its lattice site, the charges can be balanced
by an adjacent metal ion having an extra positive charge (see Flgure 3.17).
Examples of this are FeO, NiO, 8-TiO, FeS and Cul. (lfan Fe’* is missing
from its lattice site in FeO, then there must be two Fe* ions somewhere in
the lattice to balance the electrical charges. Similarly if a Ni** is missing
from its lattice site in NiO, there must be two Ni** present in the lattice.)

Crystals with metal deficiency defects are semiconductors. Suppose the
lattice contains A* and A%* metal ions. If an electron ‘hops’ from an A*
ion to the positive centre (an A?* ion), the original A* becomes a new
positive centre. There has been an apparent movement of A%*. With a
series of similar ‘hops’, an electron tmay be transferred in one direction
across the structure, and at the same time the positive hole migrates in the
opposite direction across the structure. This is called positive hole, or
p-type semiconduction.

If a defect oxide of this type is heated in oxygen, its room temperature
conductivity increases, because the oxygen oxidizes some of the metal ions,
and this increases the number of positive centres.

Extra interstitial negative ions

In principle it might be possible: to havc-an extra negative ion in an
interstitial position and to balance the charges by mears of an extra charge
on an adjacent metal ion (see Figure 3.18). However, since negative ions
are usually large. it would be difficult to fit them into interstitial positions.
No examples of crystals containing such negrmvc interstitial ions are
known at present. :

SEMICONDUCTORS AND TRANSISTORS

Semiconductors are solids where there is only a small difference in energy.
called a band gap, between the filled valency band of electrons and a
conduction band. If cooled to absolute zero, the electrons occupy their
lowest possible energy levels. The conduction band is empty, and -the

material is a perfect insulator. At normal temperatures, some electrons are
thermally excited from the valency band to the conduction band, and
hence'they can conduct electricity by the passage of electrons at normal
temperatures. The conductivity is in between that of a metal and an
insulator and depénds-on the number of electrons in the conduction band.

Germanium and, to an even greater extent, silicon are the most im-
portant commercial examples of semiconductors. The crystal structures
of both are like diamond. Atoms of Si and Ge: both have four electrons in
their outer shell, which form four covalent bonds to other atoms. In both
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Table 3.8 Band gaps of some semiconductors at absolute zero

Compound Energy gap Compound Energy gap
(kJ mol™!) (kJmol™")

a-Sn ) 0 GaAs - 145

PbTe ' 19 Cu,0 212

Te 29 : CdS 251

PbS 29 GaP ‘ 278

Ge - 68 ~ Zn0 328

Si . 106 ZnS 376

InP 125 Diamond 579

Si and Ge at very low temperatures, the valence band is filled and the
conduction band is empty. Under these conditions, Si and Ge are both
insulators, and cannot carry any electric cyrrent.

The band gaps are only 68 kJ mol™' for Ge, and 106kJ mol~' for Si, and
at room temperature a few valence electrons gain sufficient energy from
the thermal vibration of the atoms to be promoted into the conduction
band. If the crystal is connected in an electric circuit, these thermally
excited electrons carry a small current, and make the Si or Ge crystal
slightly conducting. This is termed intrinsic semiconduction. Expressed in
another way, some bonds are broken, and these valence electrons can
migrate, and conduct electricity.

As the temperature is increased, the conductivity increases, that is the
electrical resistance decreases. (This is the opposite of the situation with
metals.) Above 100°C, so many valéence electrons are promoted to the
conduction band in Ge that the crystal lattice disintegrates. With Si the
maximum working temperature is 150°C. This intrinsic semiconduction is "
undesirable, and precautions must be taken to limit the working tempera-
ture of transistors.

Pure Si and Ge can be made semiconducting in a controlled way by
adding impurities which act as charge carriers. Si or Ge are first obtained
extremely pure by zone refining. Some atoms with five outer electrons,

“such as arsenic As, are deliberately added to the silicon crystal. This

process is called ‘doping’ the crystal. A minute proportion of Si atoms are
randomly replaced by As atoms with five electrons in their outer shell.
Only four of the outer electrons on each As atom are required to form
bonds in the lattice. At absolute zero or low temperatures, the fifth
electron is localized on the As atom. However, at normal temperatures,
some of these fifth electrons on As are excited into the conduction band,
where they can carry current quite readily. This is extrinsic conduction, and
it increases the amount of semiconduction far above that possible by
intrinisic conduction. Since the current. is carned by excess electrons, it is

" n-type semiconduction.

Alternatively a crystal of pure Si may "be doped wnth some atoms with
only three outer electrons, such as indium In, Each indium atom uses its
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three outer electrons to form three bonds in the lattice, but they are unable
to form four bonds to complete the covalent structure. One bond is in-
complete, and the site normally occupied by the missing electron is called
a ‘positive hole’. At absolute zero or low temperatures, the positive holes
are localized around the indium atoms. However, t normal temperatures
a valence electron on an adjacent Si atom may gain sufficient energy to
move into the hole. This forms a new positive hole on the Ge atom. The
positive hole seems to have moved in the opposite direction to the
electron. By a series of ‘hops’, the ‘positive hole’ can migrate across the
crystal. This is equivalent to moving an electron in the opposite direction,
and thus current is carried. Since current is carried by the migration of
positive centres, this is p-type semiconduction.

Silicon must be ultra-highly purified before it can be used in semiconduc-
tors. First impure silicon (98% pure) is obtained by reducing SiO, with
carbon in an electric furnace at about 1900°C. This may be purified by
reacting with HCI, forming trichlorosilane SiHCl;, which may be distilled
to purify it, then decomposed by heating to give pure silicon.

SiO; + C— Si + CO,

350°C

Si + 3HCIZS H, + SiHCL %% si

The final purification is. by zone refining, where a rod of silicon is melted
near one end by an electric furnace. As the furnace is slowly moved along
the rod, the narrow molten zone gradually moves to the other end of the
rod. The impurities are more soluble in the liquid melt than in the solid, so
they concentrate in the molten zone, and eventually move to the end of the
rod. The impure end is removed, leaving an ultra-purified rod, with a
purity of at least 1 part in 10'. Purified silicon (or germanium) crystals can
be converted to p-type or n-type semiconductors by high temperature
diffusion of the appropriate dopant element, up to a concentration of
- 1 partin 10%. In principle any of the Group III elements boron, aluminium,
gallium or indium can be used to make p-type semiconductors, though

indium is the most used because of its low melting point. Similarly Group

V elements such as phosphorus or arsenic can be useéd to make n-type
semiconductors, but because of its low melting point arsenic is most used.

If a single crystal is doped with indiuim at one end, and with arsenic at the
other end, then one part is a p-type semiconductor and the other an n-type
semiconductor. In the middle there will be a boundary region where the
two sides meet, which is a p-n junction. Such junctions are the important
part of modern semiconductor devices. :

RECTIFIERS

A rectifier will only-allow current ftom an outside source to flow through it
in one direction. This is invaluable in converting alternating current AC
into direct current DC,-and it is common to use a square of four diodes in a
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circuit to do this. A diode is simply a transistor with two zones, one p-type,
and the other n-type, with a p-n junction in between.

Suppose that a positive voltage is applied to the p-type region, and a
negative (or more negative) voltage applied to the n-type region. In the
p-type region, positive holes will migrate towards the p-n junction. In the
n-type region, electrons will migrate towards the junction. At the junction,
the two destroy each other. Expressed in another way, at the junction the
migrating electrons from the n-type region move into the vacant holes in
the valence band of the p-type region. The migration of electrons and holes
can continue indefinitely, and a current will flow for as long as the external
voltage is applied. :

Consider what will happen if the voltages are reversed, so the p-type
region is negative, and the n-type region positive. In the p-type region,
positive holes migrate away from the junction, and in the n-type region
electrons migrate away from the junction. At the junction there are neither
positive holes nor electrons, so no current can flow.

PHOTOVOLTAIC CELL

If a p-n junction is irradiated with light, provided that the energy of the
light photons exceeds the band gap, then some bonds will break, giving
electrons and positive holes, and these electrons are promoted from the
valence band to the conduction band. The extra electrons in the conduc-
tion band make the n-type region more negative, whilst in the p-type
region the electrons are trapped by some positive holes. If the two regions
are connected in an external circuit, then electrons can flow from the
n-type region to the p-type region, that is current flows from the p-type to
the n-type region. Such a device acts as a battery that can generate
electricity from light. Efforts are being made to make efficient cells of this

"type to harness solar energy.

TRANSISTORS

Transistors are typically single crystals of silicon which have been doped to
give three zones. In Britain p-n-p transistors are mainly used, whilst in the
USA n-p-n transistors are most widely used. Both types have many uses,
for example as amplifiers and oscillators in radio, TV and hi-fi circuits and
in computers. They are also used as phototransistors, tunnel diodes, solar
cells. thermistors, and in-the detection of ionizing radiation.

Different voltages must be applied to the three regions of a transistor to
make it work. Typical bias potentials for a p-n-p transistor are shown in
Figure 3.21. The base is typically —0.2 volts and the collector is typically
—2.0 volts with respect to the emitter. The charge carriers in the emitter
are positive holes, and these migrate from the emitter at 0 volts to the base
at —0.2 volts. The positive holes cross the emitter/base p-n junction, and in
the n-type base region some positive holes combine with electrons and are
destroyed. There is a flow of electrons in the reverse direction, from the
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Ann-p-ntransistor | n 1] n | ‘ -0.2v
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emitter base collector
A p-n-p transistor L ) I n l P 7

emitter base collector ov -2V
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Figure 3.21 n-p-n and p-n-p transistors.

base to the emitter. There is thus a small base current. However, the base
is very thin, and the collector has a much greater negative voltage, so most
of the positive holes pass through the base to the collector, where they
combine with electrons from the circuit. At the emitter, electrons leave the
p-type semiconductor and enter the circuit, and in doing so they produce
more positive holes. Typically, if the emitter current is 1mA, the base
current is 0.02 mA, and the collector current .98 mA.

The most common method of using a transistor as an amplifier is the
common or grounded emitter circuit (Figure 3.22a). The emitter is
common to both the base and collector circuits, and is sometimes grounded
(earthed). The base current is the input signal, and the collector current is
the output signal. If the base current is reduced, for example by increasing
R, the base becomes positively charged, and this reduces the movement of
positive holes to the collector. In a typical transistot, a change in the base
current can produce a change 50 times as great in the collector current,
giving a current amplification factor of 50. A small change in input current
to the base produces a much larger change in the collector current, so the
original signal is amplified.

In practice the bias for both the base and the collectot are often obtained
from one battery by having the resistance of R; much greater than that of
R; (Figure 3.22b).

@ (b)

Figure 3.22 Common emitter amplifier circuits. e = emitter, b = base, ¢ = collector.
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Finally, n-p-n transistors work in a similar way, except that the polarity
of the bias voltages is reversed, so the collector and base are positive with
respect to the emitter.

MICRO-MINATURIZED SEMICONDUCTOR DEVICES
INTEGRATED CIRCUITS

It is now possible to manufacture computer chips with the equivalent of
many thousands of single crystal transistor junctions on a small wafer of
silicon, only a few millimetres square. (Memory chips for computers are
readily available which store 64K, 256K, 1 megabyte and even 4 megabytes
of data on a single chip.)
The steps in the manufacture of such chips is:
1. A fairly large single crystal of Si is doped to make it an n-type semi-
conductor, and then it is carefully cut into thin slices. .
A slice is heated in air to form a thin surface layer of SiO,.
The oxide layer is then coated with a photosensitive film, sometimes
called a photoresist.

W

‘4. A mask is placed over the photoresist, and the slice is exposed to UV

light. Those parts of the photoresist exposed to light are changed, and
are removed by treatment with acid, but the unexposed parts remain
protected by the photoresist.

5. Theslice is then treated with HF, which etches (removes) the exposed
areas of SiQ,. After this, the unchanged photoresist is removed.

6. The surface is exposed to the vapour of a Group 1II element. Some of
the surface is covered by a film of SiO,, and some has exposed silicon.
The parts covered by a SiO, film are unaffected, but in the parts where
the silicon itself is exposed, some Si atoms are randomly replaced,
forming a layer of p-type semiconductor.

7. The steps (2) to (5) are repeated using a different mask, and the
exposed areas of Si exposed to the vapour of a Group V element, to
produce another layer of n-type semiconductor.

8. Steps (2) to (5) are repeated using a mask to produce the openings

- into which metal can be deposited to ‘wire together’ the various semi-
conductors so produced into an integrated circuit.

9. Finally the chip is packaged in plastic or ceramic, connecting pins are
soldered on so that it may be plugged in to a socket on a circuit board,
and the chip is tested. A significant number turn out to be faulty. Faulty
chips cannot be repaired, and are discarded.
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PROBLEMS

1. Relate the tendency of atoms to gain or lose electrons to the types of
bonds they form.

2. Indicate to what extent the following will.conduct electricity, and give
the mechanism of conduction in each case: .
(a) NaCl (fused) .
(b) NaCl (aqueous solution)
(c) NaCl (solid)
(d) Cu (solid)
(e) CCl, (liquid).

3. Why are ionic compounds usually high melting, whilst most simple
covalent compounds have low melting points? Explam the high
melting point of dlamond :
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6.

10.

11.

12.

. How are the minimum values of radius ratio arrived at for various

coordination numbers, and what are these limits? Give examples of
the types of crystal structure associated with each coordination
number.

. Show by means of a diagram, and a simple calculation, the minimum

value. of the radius ratio r*/r~ which permits a salt to adopt a caesium
chloride type of structure.

Give the coordination numbers of the ions and describe the crystal
structures of zin¢ blende, wurtzite and sodium chloride in terms of
close packing and the occupancy of tetrahedral and octahedral holes.

CsCI, Csl, TICI and TII all adopt a caesium chloride structure. The
inter-ionic distances are: Cs—Cl 3.06A, Cs-I 3.41A. TI-Ci 2.55A
and Ti-1 2,90 A. Assuming that the ions behave as hard spheres and
that the radius ratio in TII has the limiting value, calcylate the ionic

- radii for Cs*, Th™*, CI™, I™ in eight-coordination.

. Write down the Born-Landé equation and define the terms in it. Use

the equation to show why some crystals, which according to the radius
ratio concept should adopt a coordination nymber of 8, in fact have a
coordination number of 6.

Qutline a Born—-Haber cycle for the formation of an ionic compound
MCI. Define the terms used and state how these might be measured or
calculated. How do these enthalpy terms vary throughout the periodic
table? Use these variations to suggest how the properties of NaCl
might differ from those of CuCl.

Explain the term lattice energy as applied to an ionic solid. Calculate
the lattice energy of caesium chloride using the following data:

Cs(s) — Cs(g) AH = +79.9kJ mol™!

Cs(g) — Cs™(g) AH = +374.05kI mot™!
Cla(g) — 2Cl(g) " AH = +241.84kJ mol~!
Cl(g) + e - Ci (g) AH = —397.90kJ mol~*

Cs(s) + 3Cl, — CsCl(s) AH = —-623.00kJ mol™!

(a) Draw the structures of CsCl and TiO,, showing clearly the
coordination of the cations and anions. (b) Show how the Born-
Haber cycle may be used to estimate the enthalpy of the hypo-
“thetical reaction;

Ca(s) + 4Cly(g) — CaCl(s)

Explain why CaCl(s) has never been made even though the
enthalpy for this reaction is negative.

The standard enthalpy changes AH* at 298K for the reaction:
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13.

are given for the first row transition metals:

Sc Ti V Cr Mn Fe Co Ni Cu
AHCKkImol™' =339 —209 —138 —160 +22 —59 +131 +280 +357

Use a Born—~Haber .cycle to account for the change in AH® as the
atomic number of the metal increases. Comment on the relative
stabilities of the +1II and +III oxidation states of the 3d metals.

List the types of defect that occur in the solid state and give an example
of each. Explain in each case if any electrical conduction is possible
and by what mechanism.



The covalent bond

INTRODUCTION

There are several different theories which explain the electronic structures
and shapes of known molecules, and attempt to predict the shape of
molecules whose structures are so far unknown. Each theory has its own
virtues and shortcomings. None is rigorous. Theories change in the light of
new knowledge and fashion. If we knew or could prove what a bond was,
we would not need theories, which by definition cannot be proved. The
valye of a theory lies more in its usefulness than in its truth. Being able to
predict the shape of a molecule is important. In many cases all the theories
give the correct answer.. '

THE LEWIS THEORY

The octet rule

The Lewis theory was the first explanation of a covalent bond in terms of
electrons that was generally accepted. If two electrons are shared between
two atoms, this constitutes a bond and binds the atoms together. For many
light atoms a stable arrangement is attained when the atom is surrounded
by eight electrons. This octet can be made up from some electrons which
are ‘totally owned’ and some electrons which are ‘shared’. Thus atoms
continue to form bonds until they have made up an octet of electrons. This
is called the ‘octet rule’. The octet rule explains the observed valencies in a
large number of cases. There are exceptions to the octet rule; for example,
hydrogen is stable with only two electrons. Other exceptions are discussed
later. A chlorine atom has seven electrons in its outer shell, so by sharing
one electron with another chlorine atom both atoms attain an octet and
form a chlorine molecule Cl,. '

:Cl. - Cl:~-»:Cl:Cl:

A carbon atom has four electrons in its outer shell, and by sharing all
four electrons and forming four bonds it attains octet status in CCl,.
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Cl
-C--l-.Q[-Cl:]—aCl:C:Cl
Cl

In a similar way, a nitrogen atom has five outer electrons, and in NH;
it shares three of these, forming three bonds and thus attaining an octet.
Hydrogen has only one electron, and by sharing it attains a stable arrange-

ment of two electrons.
-N-+3[H'}—->H :N: H
H

In a similar way an atom of oxygen attains an octet by sharing two
electrons in H,O and an atom of fluorine attains an octet: by sharing one

electron in HF.
H:0: H:F:
_ _ H
Double bonds are explained by sharing four electrons between two
atoms, and triple bonds by sharing six electrons.

-c-+2[.o-:J.->:o§cfo:

Exceptions to the octet rule - .
The octet rule is broken in a significant number of cases:

1. For example, for atoms such as Be and B which have less than four
outer electrons. Even if all the outer electrons are used to form bonds

an octet cannot be attained.

'-Be-+2[-F:]—$:F:'Be:F:
: F:
-B-+3[-F:]-—>:F':B:F:

2. The octet rule is also broken where atoms have an extra energy level
which is clos¢ in energy to the p level, and may accept electrons and be

I
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used for bonding. PF; obeys the octet rule, but PFs does not. PFs has
ten outer electrons, and uses one 3s, three 3p and one 3d orbitals. Any
compound with more than four covalent bonds must break the octet
rule, and these violations become increasingly common in elements
after the first two periods of eight elements in the periodic table.

3. The octet rule does not work in molecules which have an odd number
of electrons, such as NO and ClO,, nor does it explain why O, is para-
magnetic and has two unpaired electrons.

Despite these é\ceptions the octet rule is surprisingly reliable and did a
great deal to explain the number of bonds formed in simple cases. How-
ever, it gives no indication of the shape adopted by the molecule.

SIDGWICK-POWELL THEORY

In 1940 Sidgwick and Powell (see Further Reading) reviewed the struc-
tures of molecuyles then known. They suggested that for molecules and
ions that only contain single bonds, the approximate shape can be pre-
dicted from the number of electron pairs in the outer or valence shell of
the central atom. The outer shell contains one or more bond pairs of
electrons, but it may also contain unshared pairs of electrons (lone pairs).
Bond pairs and lone pairs were taken as equivalent, since all electron pairs
take up some space, and since all electron pairs repel each other. Repul-
sion is minimized if the electron pairs are orientated in space as far apart as
possible.

1. If there are two pairs of electrons in the valence shell of the central
atom, the orbitals containing them will be oriented at 180° to each
other. It follows that if these orbitals overlap with orbitals from other
atoms to form bonds, then the molecule formed will be linear.

2. If there are three electron pairs on the central atom, they will be at

120° to each other, giving a plane triangular structure.

For four electron pairs the angle is 109°28’, and the shape is tetrahedral.

For five pairs, the shape is a trigonal bipyramid.

. For six pairs the angles are 90° and the shape is octahedral.

(I ]

VALENCE SHELL ELECTRON PAIR REPULSION (VSEPR)
THEORY

In 1957 Gillespie and Nyholm (see Further Reading) improved the Sidg-
wick—-Powell theory to predict and explain molecular shapes and bond
angles more exactly. The theory was developed extensively by Gillespie as
the Valence Shell Electron Pair Repulsion (VSEPR) theory This may be
summarized:

1. The shape of the molecule is deter‘mined by repulsions between all of
the electron pairs present in the valence shell. (This is the same as the
Sidgwick—Powell theory.)
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Table 4.1 Molecular shapes predicted by Sidgwick—Powell theory

Number of electron’ Shape .of molecule‘ Bond angles
pairs in outer shell : ]

2 linear —_— 180°

3 | plane triangle AN 120°

4 ' tetrahedron ’ @ . 109°28'

5 trigonal bipyramid <%7 120° and 90°
6 - octahedron 4‘:7 90°

7 pentagonal bipyramid | 41{3 72° and 90°

2. A lone pair of electrons takes up more space round the central atom
than a bond pair, since the lone pair is attracted to one nucleus whilst
the bond pair is shared by two nuclei. It follows that repulsion between
two lone pairs is greater than repulsion between a lone pair and a bond
pair, which in turn is greater than the repulsion between two bond
pairs. Thus the presence of lone pairs on the central atom causes slight
distortion of the bond angles from the ideal shape. If the angle between
a lone pair, the central atom and a bond pair is increased, it follows that
the actual bond angles between the -atoms must be decreased.

3. The magnitude of repulsions between bonding pairs of electrons de-
pends on the electronegativity difference between the central atom and
the other atoms. i

4. Double bonds cause more repulsion than single bonds, and triple bonds
cause more repulsion than a double bond.

Effect of lone pairs

Molecules with four electron pairs in their outer shell are based on a
tetrahedron. In CH, there are four bonding pairs of electrons in the outer
shell of the C atom, and the structure is a regular tetrahedron with bond
angles H—C—H of 109°28'. In NH; the N atom has four electron pairs in
the outer shell, made up of three bond pairs and one lone pair. Because of
the lone pair, the bond angle H—N—H is reduced from the theoretical
tetrahedral - angle of 109°28' to 107°48'. In H,O the O atom has four
electron pairs in the outer shell. The shape of the H,O molecule is based
on a tetrahedron with two corners occupied by bond pairs and the other
two corners occupied by lone pairs. The presence of two lone pairs reduces
the bond angle further to 104°27’. ,

In a similar way SF,, has six bond pairs in the outer shell and is a regular
* octahedron with bond angles of exactly 90°. In BrFs the Br also has six
outer pairs of electrons, made up of five bond pairs and one lone pair. The
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lone pair reduces the bond angles to 84°30’. Whilst it might be expected
that two lone pairs would distort the bond angles in an octahedron still
further, in XeF, the angles are 90°. This is because the lone pairs are trans
to each other in the octahedron, and hence the atoms have a regular
square planar arrangement.

Molecules with five pairs of electrons are all based on a trigonal bipy-
ramid. Lone pairs distort the structures as before. The lone pairs always
occupy the equatorial positions (in the triangle), rather than the apical
positions (up and down). Thus in the 15 ion the central 1 atom has five
electron pairs in the outer shell, made of two bond pairs and three lone
pairs. The lpne pairs occupy all three equatorial positions and the three
atoms occupy the top, middle, and bottom positions in the trigonal bipy-
ramid, thus giving a linear arrangement with a bond angle of exactly 180°
(Table 4.2).

Effect of electronegativity

NF; and NH; both have structures based.on a tetrahedron with one corner
occupied by a lone pair. The high electronegativity of F pulls the bonding
electrons further away from N than in NH;. Thus repulsion between
bond pairs is less in NF; than in NH;. Hence the lone pair in NF; causes
a greater distortion from tetrahedral and gives a F—N—F bond angle of
102°30’, compared with 107°48’ in NH;. The same effect is found in H,O
(bond angle 104°27") and F,O (bond angle 102°). '

Table 4.2 The effects of bonding and lone pairs on bond angls

Orbitals on Shape Number of Number of Bond
central atom bond pairs . lone pairs angle
BeCl, 2 Linear 2 0 180°
BF; 3 Plane triangle 3 0 120°
CH, 4 Tetrahedral 4 0 109°28’
NH; 4 Tetrahedral 3 1 107°48'
NF; 4 Tetrahedral 3 1 102°30’
H;Q 4 Tetrahedral L2 2 104°27°
F,0 4 Tetrahedral 2 2 102°
PCl 5 " Trigonal bipyramid - 5 0 120° and
‘ - , 90°
SF, 5 Trigonal bipyramid 4 1 ~ 101°36’ and
_ "86°33'
CIF, 5 Trigonal bipyramid- =~ 3 2 - 87°40’
I” 5 Trigonal bipyramid 2 3 180°
SF¢ 6 . Octahedral 6 0 90°
BrF; 6 Octahedral . 5 1 84°30
XeF, 6 Octahedral 4 2 90°




[ SOME EXAMPLES USING THE VSEPR THEORY

Isoelectronic principle

Isoelectronic species usually have the same structure. This may be ex-
tended to species with the same number of valence electrons. Thus BFZ,
CH, and NHJ are all tetrahedral, CO3~, NO3 and SO; are all planar
triangles, and CO,, N3 and NOJ are all linear.

SOME EXAMPLES USING THE VSEPR THEORY

BF; and the [BF4]™ ion

Consider BF; first. The VSEPR theory only requires the number of
electron pairs in the outer shell of the central atom. Since B is in Group

111 it has three electrons in the outet shell. (Alternatively the electronic -

structure of B (the central atom), is 152 25? 2p', so there are three electrons
in the outer valence shell.) If all three outer electrons are used to form
bonds to three F atoms, the outer shell then has a share in six electrons,
that is three electron pairs. Thus the structure is a planar triangle.

The [BF,;]~ ion may be regarded as being formed by adding a F~ ion to
a BF; molecule by means of a coordinate bond. Thus the B atom now
has three electron pairs from the BF; plus one electron pair from the F~.
There are therefore four electron pairs in the outer shell: hence the BFZ
ion has a tetrahedral structure.

Ammonia NH;

N is the central atom. It is in Group V and has five electrons in the outer
valence shell. (The electronic structure of N is 1s% 252 2p*.) Three of these
electrons are used to form bonds to three H atoms, and two electrons take
no part in bonding and constitute a ‘lone pair’. The outer shell then has a
share in eight electrons, that is three bond pairs of electrons and one lone
 pair. Four electron pairs give rise to a tetrahedral structure and in this
case three positions are occupied by H atoms and the fourth position is
occupied by the lone pair (Figure 4.1). The shape of NH; may either be
described as tetrahedral with one ¢otner occupied by a lone pair, or
alternatively as pyramidal. The presence of the lone pair causes slight
distortion from 109°28’ to 107°48". :

Water H,O

O is the central atom. It is in Group VI and hence has six outer electrons.
(The electronic structure of O is 15 25* 2p*.) Two of these electrons form
bonds with two H atoms, thus completing the octet. The other four outer
electrons on O are non-bonding. Thus in H,O the O atom has eight outer
electrons (four electron pairs) so the structure is based on a tetrahedron.
There are two bond pairs and two lone pairs. The structure is described as
tetrahedral with two positions occupied by lone pairs. The two lone pairs
distort the bond angle from 109°28' to 104°27’ (Figure 4.2).

7

4

Figure 4.1 Structure of NH,.

Figure 4.2 Structure of H,O.
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Any triatomic molecule must be either linear with a bond angle of 180°,
or else angular, that is bent. In H,O the molecule is based on a tetrahe-
dron, and is therefore bent. ' :

Phosphorus pentachloride PCls

Gaseous PCls is covalent. P (the central atom) is in Groyp V and s0 -has
five electrons in the outer shell. (The electronic structure of P is 1s? 25? 2p®
352 3p®.) All five outer electrons are used to form bonds to the five Cl
atoms. In the PCls molecule the valence shell of the P atom contains five
electron pairs: hence the structure is a trigonal bipyramid. There are no
lone pairs, so the strycture is not distorted. However, a trigonal bipyramid
is not a completely regular structure, since some bond angles are 90° and
others 120°. Symmetrical structures are ysually more stable than asymme-
trical ones. Thus PCl; is highly reactive, and in the solid state it splits into
[PCl4]™ and [PCls]™ ions, which have tetrahedral and octahedral struc-
tures respectively.

Chlorine trifluoride C|F3

The chlorine atom is at the centre of the molecule and determines its
shape. Cl is in Group V11 and so has seven outer electrons. (The electronic
structure of Cl is 1s* 25* 2p° 352 3p°.) Three electrons form bonds to F, and
four electrons do not take part in bonding. Thus in CIF; the Cl atom has
five electron pairs in the outer shell: hence the structure is a trigonal
bipyramid. There are three bond pairs and two lone pairs.

It was noted previously that a trigonal bipyramid is not a regular shape
since  the bond angles are not all' the same. It therefore follows that the
corners are not equivalent.*Lone pairs occupy two of the corners, and F

~ atoms occupy the other three corners. Three different arrangements are

theoretically possible, as shown in Figure 4.4,

The most stable structure will be the one of lowest energy, that is the
one with the minimum repulsion between' the five orbitals. The greatest
repulsion occurs between two lone pairs. Lone pair—bond pair repulsions
are next strongest, and bond pair-bond pair repulsions the weakest.

.o F
F F
cl
F
'} . . LY R L0 F‘

(1 : N ) “(3)

Figure 4.4 Chlorine trifluoride molecule.
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Groups at 90° to each other repel each other strongly, whilst groups 120°
apart repel each other much less.

Structure 1 is the most symmetrical, but has six 90° repulsrons between
lone pairs and and atoms. Structure 2 has one 90° repulsion between two
lone pairs, plus three 90° repulsions between lone pairs and atoms. Struc-
ture 3 has four 90° repulsions between lone pairs and atoms. These factors
indicate that structure 3 is the most probable. The observed bond angles
are 87°40', which is close to the theoretical 90°, This confirms that the

. correct structure is (3), and the slight distortion from 90° is caused by the
presence of the two lone pairs.

As a general rule, if lone pairs occur in a trigonal bipyramid they will
be located in the equatorial positions (round the middle) rather than

“the apical positions (top and bottom), since this arrangement minimizes
repulsive forces. -

Sulphur tetrafluoride SF,
¥

S is in Group VI and thus has six outer electrons. (The electronic con-
figuration of S is 152 25% 2p® 3s% 3p*.) Four outer electrons are used to form
bonds with the F atoms, and two electrons are non-bonding. Thus in SF,
the S has five electron pairs in the duter shell: hence the structure is based
on a trigonal bipyramid. There are four bond pairs and one lone pair. To
minimize the repulsive forces the lone pair occupies an equatorial position,
and F atoms are located at the other four corners, as shown in Figure 4.5.

The trijodide ion 17

If iodine is dissolved in aqueous potassium iodide, the triiodide ion 17 is
formed. This is an example of a polyltilide ion, which is similar in structure
to BrICl™ (see Chapter 15). The 13 ion (Figure 4.6) has three atoms, and
must be either linear or angular in shape. 1t is convenient to consider the
structurc in a series of stages — first an I atom, then an I, molecule. and
then the 13 ion made up of an 1; molecule with an 17 "bonded to it by meuns
of a coordinate bond. :

L+ 1" = [I—lel]

Iodine is in Group VII and so has seven outer electrons. (The electronic
configuration of 1 is 152 252 2p° 3s? 3p® 3d"? 452 4p® 4d'" 552 5p°.) One of the
outer electrons is used to bond with another I atom, thus forming an I,
molecule. The I atoms now have a share in eight electrons: One of the [
atoms in the I, molecule accepts a lone pair from an 1™ ion, thus forming
an I3 ion. The outer shell of the central I atom now contains ten electrons,
that is five electron pairs. Thus the shape is based on a trigonal bipyramid.
There are two bond pairs and three lone pairs. To minimize the repulsive
forces the three lone pairs occupy the equatorial positions, and I atoms are
located at the centre and in the two apical positions. The ion is therefore
linear in shape, with a bond angle of exactly 180°. :

oy
-t

N

[

Figure 4.5 Sulphur tetrafluori:
molecule.

bt

L -
Figure 4.6 The triiodide ion.
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Sulphur hexafluoride

Sulphur hexafluoride SF¢

Sulphur is in Group VI and thus has six outer electrons. (The electronic
structure of S is 1s% 2s% 2p® 357 3p®.) All six of the outer electrons are used
to form bonds with the F atoms. Thus in SF, the S has six electron pairs in
the outer shell: hence the structure is octahedral. There are no lone pairs
so the structure is completely regular with bond angles of 90°.

lIodine héptaﬂuoride IF,

This is the only common example of a non-transition element using seven

orbitals for bonding giving a pentagonal bipyramid. (See Chapter 15).
The total numbers of outer orbitals, bonding orbitals and lone pairs are

related to the commonly occurring shapes of molecules in Table 4.4.

VALENCE BOND THEORY

This theory was proposed by Linus Pauling, who was awarded the Nobel
Prize for Chemistry in 1954. The theory was very widely used in the period
1940-1960. Since then it has to some extent fallen out of fashion. How-
ever, it is still much used by organic chemists, .and it provides a basis for
simple description of small inorganic molecules.

Atoms with unpaired electrons tend to combine with other atoms which
also have unpaired electrons. In this way the unpaired electrons are paired
up, and the atoms involved all attain a stable electronic arrangement. This
is usually a full shell of electrons (i.e. a noble gas configuration). Two
electrons shared between two atoms constitute a bond. The number of
bonds formed by an atom'is usually the same as the number of unpaired
electrons in the ground state, i.e. the lowest energy state. However, in
some cases the atom may form morée bonds than this. This occurs by exci-
tation of the atom (i.e. providing it with energy) when electrons which
were pajred in the ground state are unpaired and promoted into suitable
empty orbitals. This increases the number of unpaired electrons, and
hence the number of bonds which can be formed.

The shape of the molecule is determined primarily by the directions in
which the orbitals point. Electrons in the valence shell of the original atom
which are paired are called lone pairs.

A covalent bond results from the pairing of electrons (one from each
atom). ‘The spins of the two electrons must ‘be opposite (antiparallel)
because of the Pauli exclusion principle that no two electrons in one atom
can have all four quantum numbers the same.

COnsider the formation of a few simple molecules.

1. In HF, H has a singly occupied s orbital that overlaps with a singly

filled 2p orbital on F.
2. In H;0, the O atom has two singly filled 2p .orbxtals, each of which
overlaps with a singly occupied s orbital from two H atoms.




VALENCE BOND THEORY

3. In NHs, there are three singly occupied p orbitals on N which overlap
with s orbitals from three H atoms.

4. In CHy, the C atom in its ground state has the electronic configuration
15%, 28%, 2py, 2p; and only has two unpaired electrons, and so can form
only two bonds. If the C atom is excited, then the 2s electrons may be
unpaired giving 1s%, 2s', 2p}, 2p}, 2p}. There are now four unpaired
electrons which overlap with singly occupied s orbitals on four H atoms.

1s 2s 2p

. 2p. 2p, 2p,

Electronic structure o :
carbon atom - ground

state -
1s 2s

2p
Carbon atom ~ . I l _
excited state T
Carbon atom having gained . .
four electrons from H

atoms in CH, molecule

The shape of the CH, molecule is not immediately apparent. The
three p orbitals p,, p, and p, are mutually at right angles to each other,
and the s orbital is spherically symmetrical. If the p orbitals were used
for bonding then the bond angle in water should be 90°, and the bond
angles in NHj; should also be 90°. The bond angles actually found differ
appreciably from these:

CH, H—C—H = 10928
"' NH;  H—N—H = 107°48’
H,0 H—O—H = 10427’

Hybridization

The chemical and physical evidence indicates that in methane CH, there
are four equivalent bonds. If they are equivalent, then repulsion between
electron pairs will be a minimum if the four orbitals point to the corners of
a tetrahedron, which would give the observed bond angle of 109°28'.
Each electron can be described by its wave function . If the wave
functions of the four outer atomic orbitais of C are y,,, Y2, , 2, and 3, ,
then the tetrahedrally distributed orbitals will have wave functions ¥,
made up from a'linear combination of these four atomic wave functions.

w.\'[)-‘ = clev + C2w2pl + C3'q’2-p>‘, + deél): ) ‘
There are four different combinations with different weighting constants
¢y, €2, ¢3 and cy.
N3 _ l - N
Wsprty = 2¥2s F i‘pr_‘ + ‘hl’z,;,_ +»§1P2,;_.
_ : : i
wsl)3(2) = 1Yo, + ’&prI - iw2p‘. _ 71p2p__

sy
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=
\W

2s
omic orbital

Y3y = oy — {f‘Pzp, + '!11’2,';_,. - ’511’2,;_.
= Lo . ) I
1P.\-p-‘(lt) = Yo — IIPZ[)_,. - 2%,),. + Z\PZp:

Combining or mixing.the wave functions for the atomic orbitals in this way
is called hybridization. Mixing one s and three p orbitals in this way gives
four sp> hybrid orbitals. The shape of an sp® orbital is shown in Figure 4.8.

Since one lobe is enlarged, it can overlap more effectively than an s orbital
or a p orbital on its own. Thus sp hybrid orbitals form stronger bonds than
the original atomic orbitals. (See Table 4.3.)

m_ _ r-\>\+
N

/:\
N

2p, o sp?
Atomic orbital ) Hybrid orbital

Figure 4.8 Combination of s and p atomic orbitals to glve an sp* hybrid orbital:
(a) 25 atomic orbital, (b) 2pI atomic orbital and (c) sp*® hybrid orbital.

Table 4.3 Approximate strengths of bonds
formed by various orbitals

Orbital Relatxve bond strength
s o 1.0

P 1.73

sp. 1.93

sp 1.99

sp* 2.00

It is possible to mix other combinations of atomic orbitals in a similar
way. The structure of a boron trifluoride BF; molecule is a planar triangle
with bond angles of 120°. The B atom is the central atom in the molecule,
and it must be excited to give three unpaired electrons so that it can form
three covalent bonds.

- ' T is 2s _2p' '
Boron atom — ground state , '
Boron atom — excited state o ' :
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/

BF5; molecule having gained a
share in three electrons by . . -
bonding to three F atoms
sp? hybndazatlon of the three orbnals
in outer shell, hence structure is a planar triangle

Combining the wave functions of the Zs 2p, and 2p, atomic orbitals gives
three hybrid sp? orbitals.

1 2
w.\"pz(l) = _ﬁ Yo + Vg pr‘,
11’..-,;!(2) V3 =3 Y2 + V6 w2p V2 pr_‘.

1
Vspa(3) = '75 Yo + I/—6 Vo = 7 Vo,

These three orbitals are equivalent, and repulsion between them is mini-
mized if they are distributed at 120° to each other giving a planar triangle.
In the hybrid orbitals one lobe is bigger than the other, so it can overlap
more effectively and hence form a stronger bond than the original atomic
orbitals. (See Table 4.3.) Overlap of the sp? orbitals with p orbitals from F
atoms gives the planar triangular molecule BF; with bond angles of 120°.

(a)

Figure 4.9 (a) sp* hybrid orbitals and (b) the BF; molecule.

The structure of a gaseous molecule of beryllium fluoride BeF; is linear
F—Be—F. Be is the central atom in this molecule  and determines the
shape of the molecule formed. The ground state electronic configuration
of Be is 152 25%. This has no unpaired electrons, and so ¢an form no bonds.
If energy is supplied, an excited state will be formed by unpamng and
promoting a 2s electron to an empty 2p level, giving 1s® 2s' 2p!. There are
now two unpaired electrons, so the atom can form thé required two bonds.
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Figure 4.10 (a) s orbital, (b) p orbital, (¢) formation of two sp hybrid orbitals and
(d) their use in forming beryllium difluoride.

1s 2s 2p
Beryllium atom - groynd state [:]:D
Beryllium atom — excited state ..
BeF, molecule having gained a
share in two electrons by ..
e

bonding to two F atoms

sp hybridization of the two orbitals in
the outer shell, hence- structure is linear

Hybridizing the 2s and 2p, atomic orbitals gives two equivalent sp hybrid
orbitals.

1 1
wsp(l) = 'ﬁ Yo + Vi pr.,

_ 1 1
Ysp(2) = 2 Y5 — 2 Y2p,

Because of their shape these sp orbitals overlap more effectively and result
in stronger bonds than the original atomic orbitals. Repulsion is minimized
if these two hybrid orbitals are oriented at 180° to each other. If these
orbitals overlap with p orbitals on:F atoms, a linear BeF, molecule is
obtained. - ) _ . v

It should in principle be possible to calculate the relative strength of
bonds. formed using s, p or various hybrid orbitals. However, the wave
equation can only be solved exactly for atoms containing one electron, that

" is hydrogen-like species H, He*, Li?*, Be®* etc. Attempts to work out

the relative bond strengths involve approximations, which may or may not
be valid. On this basis it has been suggested that the relative strengths of
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Table 4.4 Number of orbitals and type of hybridization

Number of Type of Distribution in space
outer orbitals hybridization of hybrid orbitals

2 sp Linear

3 sp? Plane triangle

4 sp? Tetrahedron

5 spd Trigonal bipyramid

6 spPd? Octahedron

7 sp’d® Pentagonal bipyramid
4 dsp?). Square planar

bonds using s, p and various hybrid atomic orbitals may be as shown in

Table 4.3. ‘ .

- Hybridization and the mixing of orbitals is a most useful concept. Mixing
of s and p orbitals is well accepted, but the involvemernt of d orbitals is

controversial. For effective mixing, the energy of the orbitals must.be

nearly the same.

It is a common misconception that hybridization is the cause of a par-
ticular molecular shape. This is not so. The reason why any particular
shape is adopted is its energy. It is also.important to remember that the
hybridized state is a theoretical step in going from an atom to a molecule,
and the hybridized state never actually exists. It cannot be detected even
spectroscopically, so the energy of hybrid orbitals cannot be measured and
can only be estimated theoretically.

THE EXTENT OF d ORBITAL PARTICIPATION IN MOLECULAR
BONDING -

The bonding in PCl; may be described using hybrids of the 3s, 3p and 3d
atomic orbitals for P — see below. However, there are doubts as to whether
d orbitals can take part and this has led to the decline of this theory.

. 3s 3ip ad
s atom . et ] [TTT T
ground state shell

Phosphiorus atom ~ ' . . : [ ] l [I l
excited state , M ! -

Phosphorus having gaine& five electrons % rel1elte Ti -
14 H".H ] | I-H_

from chiorine atoms in PCls molecule
i

- sp®d hybridization, trigonal bipyramid

However, d orbitals are in general t00 large and too high jnre.nergy to mix
completely with s and p orbitals. The difference in size is illustrated by
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the mean values for the radial distance for different phosphorus orbitals:
3s = 0.47A, 3p = 0.55A and 3d = 2.4 A. The energy of an orbital is
proportional to its mean radial distance, and since the 3 orbital is much
larger it is much higher in energy than the 35 and 3p orbitals. It would at
first seem unlikely that hybridization involving s, p and d orbitals could
possibly occur.

Several factors affect the size of orbitals. The most 1mportant is the
charge on the atom. If the atom carries a formal positive charge then all
the electrons will be pulled in towards the nucleus. The effect is greatest
for the outer electrons. If the central P atom is bonded to a highly elec-
tronegative element such as F, O or Cl, then the electronegative element
attracts. more than its share of the bonding electrons and the F or C! atom
attains a 8— charge. This leaves a 0+ charge on P, which makes the
orbitals contract. Since the 3d orbital contracts in size very much more
than the 3s and 3p orbitals, the energies of the 3s, 3p and 3d orbitals may
become close enough to allow hybridization to occur in PCls. Hydrogen
does not cause this-large contraction, so PHs does not exist.’

In a similar way the structure of SFq can be described by mixing the 3s,
three 3p and two 3d orbitals, that is sp°d® hybridization.

lsztl.l?:::rnrt:r:lfzrrguz(d ::::er . bL[T l J l_l [ l , 1

s_tate

Electronic structure of

sulphur atom — excited . I l I I I l I l l ,
state :

Sulphur atom having gained -

six electrons from fluorine IT&IT&IT&I IT%|T~| I Ij
atoms in SFg molecule O —

T

sp”d? hybridization, octahedral structure

The presence of six highly electronegative F atoms causes a large con-
traction of the 4 orbitals, and lowers their energy, so mixing may be
possible.

A second factor affecting the size of d orbitals is the number of d orbitals
occupied by electrons. If only one 3d orbital is occupied on an S atom, the

Table 4.5 Sizes of orbitals

Mean radial distance (A)

(sp*d* configuration) 3s 3 3d

S atom (neutral, no charge) 0.8 094 1.60
‘§ atom (charge +0.6) - - 087 0.93 1.40
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average radial distance is 2.46 A, but when two 3d orbitals. are occupied
the distance drops to 1.60 A. The effect of changing the charge can be seen
in Table 4.5.

A further small contraction of d orbitals may aris¢ by coupling of the
spins of electrons occupying different orbitals.

It seems probable that d orbitals do participate in bonding in cases
where d orbital contraction occurs.

SIGMA AND PI BONDS

All the bonds formed in these examples result from end to end overlap of
orbitals and are called sigma ¢ bonds. In o bonds the electron density is

atoms. Double or triple bonds occur by the sideways overlap of orbitals,
giving pi 7 bonds. In 7 bonds the electron densnty also concentrates be-
tween the atoms, but on-either side of the line joining the atoms. The
shape of the molecule is determined by the o bonds (and lone pairs) but
not by the m bonds. Pi bonds merely shorten the bond Iengths.

Consider the structure of the carbon dioxide molecule. Since C is
typically four-valent and O is typically two-valent, the bonding can be
simply represented :

o 0=C=0

Triatomic molecules must be either linear or angular. In CO,, the C
ator must be excited to provide four unpaired electrons te form the four
bonds requircd. .

" 1s 2s 2p
Electronic structure of . .
carbon atom ~ ground .

state

o o

state

Carbon atom havmg gained four
electrons from oxygen atorns by . . n
forming four bonds

obonds n bonds

There are two o bonds and two 7t bonds in the molecule. Pi orbitals are
ignored in determining the shape of the molecule. The remaining s and p
orbxtals are used to form.the o bonds. (These could be hybridized and the
two sp? orbitals will point in opposite directions. Alternatively VSEPR
theory suggests that these two orbitals will be oriented as far apart as
possible.) These two orbitals overlap with p orbitals from two O atoms,
forming a linear molecule with a bond angle of 180°. The 2p, and 2p,
orbitals on C used for m bonding are at right angles to the bond, and

concentrated in between the two atoms, and on a line joining the two

ISSSS

(a)

A

(b)

Figure 4.11 Sigma and pi
overlap: (a) sigma overlap (lol
point along the nuclei); (b) pi
overlap (lobes are at right ang|
to the line joining the nuclei).
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S

1.12 Sulphur dioxide
e.

overlap sideways with p orbitals on the O atoms at either side. This n
overlap shortens the C—O distances, but does not affect the shape.

The sulphur dioxide molecyle SO, may be considered in a similar way. S
shows oxidation states of (+II), (+IV) and (+ VI), whilst QO is two-valent.
The structyre may be represented:

0=$=0

Triatomic molecules are either linear or bent. The § atom must be excited
to provide four unpaired electrons.

. f is
SL?:::SP lﬁfﬁ‘fﬁf&id ier [fefe] [T 11 ]|
state sheil
Electronic structure of 3 2P 2
sulphur atom - excited ' ....
state ’

. , 3p
fou electrons fram four bonds : refrsfes] ] [ ]
to oxygen atoms in SO, molecule t . iy 1
twoobonds two x bonds

and one lone pair

The two electron pairs which form the & bonds do not affect the shape
of the molecule. The remaining three orbitals point to the corners of a
triangle, and result in a planar triangular structure for the molecule with
two corners occupied by O atoms and one corner occupied by a lone pair.
The SO, molecule is thus angular or V shaped (Figure 4.12).

The 7 bonds do not alter the shape, but merely shorten the bond lengths.
The bond angle is redyced from the ideal value of 120° to 119°30’ because
of the repulsion by the lone pair of electrons. Problems arise when we
examine exactly which AQOs are involved in nt overlap. If the ¢ bonding
occurs in the xy plane then & overlap can occur between the 3p, orbital on
S and the 2p, orbital on one O atom to give one n bond. The second n
bond involves a d orbital. Though the 3d,: orbital on S is in the correct
orientation for n overlap with the 2p, orbital on the other O atom, the
symmetry of the 3d .: orbital is wrong (both lobes have a + sign) whilst for
a p orbital one lobe is + and the other —. Thus overlap of these orbitals
does not result in bonding. The 3d,, orbital on S is in the correct orien-
tation, and has the correct symmetry to overlap with the 2p, orbital on the
second Q atom, and could give the second m bond. It is surprising that x
bonds involving p and d orbitals both have the same energy (and bond
Iength) This calls into question whether it is correct to treat molecules
with two x bonds as containing two discrete  bonds. A better approach is
to treat the n bonds as being delocahzed over several atoms. Examples of
this treatment are given near the end of this chapter,
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In the sulphur trioxide molecule SO; valency requirements suggest the
structure '
o
S
= \\\
O (0]
The central S atom must be excited to provide six unpaired electrons to
form six bonds.
Electronic st.ructure of o e 2
sulphur atom — excited [t [1 lT l [t lt I l I J
state

Sulphur atom having gained 3¢

3p ad
six electrons from six bonds
14 TéTé|ts A
Bl ERTT

to oxygen atoms in SO;
1

molecule T
’ three o bonds  three & bonds

The three 5 bonds are ignored in determining the shape of the molecule.
The three ¢ orbitals are directed towards the corners of an equilateral
triangle, and the SO; molecule is a completely regular plane triangle
(Figure 4.13). The &t bonds shorten the bond lengths, but do not affect the
shape. This approach explains the o bonding and shape of the molecule,
but the-explanation of &t bonding is unsatisfactory. It presumes:

1. That one 3p and two 3d orbitals on S are in the correct orientation to
overlap sideways with the 2p, or 2p, orbitals on three different
O atoms, and ) 7 -

2. That the =t bonds formed are all of equal strength.

This calls into question the treatment of n bonds. In molecules with more
than one x bond, 6r molecules where the 7 bond could equally well exist in
more than one position, it is better to treat the s bonding as being de-
localized over several atoms rather than localized between two atoms.
This approach is developed near thie end of this chapter.

MOLECULAR ORBITAL METHOD

In the valence bond (electron pair) theory, a molecule is considered to be
made up of atoms. Electrons in atoms occupy atomic orbitals. These may
or may not be hybridized. If they are hybridized, atomic orbitals from the
same atom ¢combine to produce hybrid orbitals which can overlap more
effectively with orbitals from other atoms, thus producing stronger bonds.
Thus the atomic orbitals (or the hybrid orbitals) are thought to remain
even when the atom is chemically bonded in a molecule.

In the molecular orbital theory, the valency electrons are considered to

« Figure 4.13 Sulphur trioxide
molecule. “™
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be associated with all the nyclei in the molecule. Thus the atomic orbitals
from different atoms must be combined to produce molecular orbitals.

Electrons may be considered either as particles or waves. An electron in
an atom may therefore be described as occupying an atomic orbital, or by
a wave function 1, which is a solution to the Schrodinger wave equation.
Electrons in a molecule are said to occupy molecular orbitals. The wave
function describing a molecular orbital may be obtained by one of two.
procedures: s

1. Linear combination of atomic orbitals (LCAOQ).
2. United atom method.

LCAO METHOD

Consider two atoms A and B which have atomic orbitals described by the
wave functions YPa, and Yg,. If the electron clouds of these two atoms
overlap when the atoms approach, then the wave function for the molécule
(molecular orbital Pap)) can be obtained by a linear combination of the
atomic orbitals y(4) and Pp,:

Yas) = N P(a) + 2¥(p))

where N is a normalizing constant chosen to ensure that the probability
of finding an clectron in the whole of the space is unity, and ¢, and ¢, are
constants chosen to give a minimum energy for Y ap). If atoms A and |
are similar, then ¢, and ¢, will have similar values. If atoms A and B ar.
the same, then ¢, and c; are equal.

The probability of finding an electron in a volume of space dv is P2
so the probability density for the combination of two atoms as above :
related to the wave function squared:

2 2.2 22
Yia) = (€C1P(a) T 201029\ P(B) + C2Y(B))

If we examine the three terms on the right of the equation, the first ten

~ clpia, is related to the probability of finding an electron on atom A if A

an isolated atom. The third term c3y{g, is related to the probability «
finding an electron on atom B if B is an isolated atom. The middle ter

- becomes increasingly important as the overlap between the two atom

orbitals increases, and this term is called the overlap integral. This ter
represents the main difference between the electron clouds in individu
atoms and in the moleculce. The larger this term the stronger the bond.

s — s combinations of orbitals

Suppose the atoms A and B are hydrogen atoms; then the wave functic
Ya) and gy describe the s atomic orbitals on the two atoms. Two co
binations of the wave functions 4, and yg) are possible:

1. ‘Where the signs of the two wave functions are the same -
2. Where the signs of the two wave functions are different.
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(If one of the wave functions W, is arbitrarily assigned a -+ve sign, the
other may be either +ve or —ve.) Wave functions which have the same
sign may be regarded as waves that are in phase, which when combined
add up to give a larger resultant wave. Similarly wave functions of different
signs correspond to waves that are completely out of phase and which
cancel each other by destructive interference. (The signs + and — refer to
signs of the wave functions, which determine their symmetry, and have
nothing to do with electrical charges.) The two combinations are:

Yy = N{a) + ¥y}
and
Py = NPy + [—0m ]} = Ny ~ vy}

The latter equation should be regarded as the summation of the wave
functions and not as the mathematical difference between them.

Atomic orbitals Molecular orbitals

Og)

3
‘_

s s WYig)

. w(u)

O(U)

8
|

s s
Figure 4.14 s—s combinations of atomic orbitals.

When a pair of atomic orbitals Y4, and ygy combine, they give rise to a
pair of molecular orbitals gy and 4,). The number of molecular orbitals
produced must always be equal to the number of atomic orbitals involved.
The function 1, leads to increased electron density in between the nuclei,
and is therefore a bonding molecular orbital. It is lower in energy than the
original atomic orbitals. Conversely Yuy results in two lobes of opposite
sign cancelling and hence giving zero electron density in between the
nuclei. This is an antibonding molecular orbital which is hlgher in energy
(Figure 4.15).

The molecular orbital wave functions are designated y,, and Y,,; g
stands for gerade (even) and u for ungerade (odd) g and u refer to the
symmetry of the orbital about its centre. If the sign of the wave function is
unchanged when the orbital is reflected about its centre (i.e. x, y and z are
replaced by —x, —y and ~z) the orbital is gerade. An alternative method

/:;_\ Bonding orbital

node Antibonding orbital
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energy
o

distancé between atoms

Figure 4.15 Energy of Y, and v,) molecular orbitals.

for determining the symmetry of the molecular orbital is to rotate the
orbital about the line joining the two nuclei and then about a line perpen-
dicular to this. If the sign of the lobes remains the same, the orbital is
gerade, and if the sign changes, the orbital is ungerade.

The energy of the bonding molecular orbital ¢, passes through a
minimum (Figure 4.15), and the distance between the atoms at this point
corresponds to the internuclear distance between the atoms when they
form a bond. Consider the energy levels of the two 1s atomic orbitals, and
of the bonding ;) and antibonding v, orbitals (Figure 4.16).

The energy of the bonding molecular orbital is lower than that of the
atomic orbital by an amount A. This is known as the stabilization energy.

Atomic Molecular Atomic

: ‘ orbitals orbitals ~ orbitals
Wiu)

VAN '
] "PgA) _____ *_"____ Yig)
_atom (A) atom (B)
1 s orbital A 1 s orbital

Figure 4.16 Energy levels of s—s atomic and molecular orbitals.

Energy
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Similarly the energy of the antibonding molecular orbital is increased by
A. Atomic orbitals may hold up to two electrons (provided that they have
opposite spins) and the same applies to molecular orbitals. In the case of
two hydrogen atoms combining, there are two electrons to be considered:
one from the 1s orbital of atom A arid one from the 1s orbital of atom B.
When combined, these two electrons both occupy the bonding molecular
orbital Y. This results in a saving of energy of 2A, which corresponds to
the bond energy. It is only because the system is stabilized in this way that
a bond is formed. -

Consider the hypothetical case of two He atoms combining. The 1s
orbitals on each He contain two electrons, making a total of four electrons
to put into molecular orbitals. Two of the electrons occupy the bonding
MO, and two occupy the antibonding MO. The stabilization energy 2A
derived from filling the bonding MO is offset by the 2A destabilization
energy from using the antibonding MO. Since overall there is no saving of
energy, He, does not exist, and this situation corresponds to non-bonding.

Some further symbols are necessary to describe the way in which the
atomic orbitals overlap. Overlap of the orbitals along the axis joining the
nuclei produces o molecular orbitals, whilst lateral overlap of atomic
orbitals forms m molecular orbitals.

s — p combinations of orbitals

An s orbital may combine with a p orbital provided that the lobes of the p
orbital are pointing along the axis joining the nuclei. When the lobes which
overlap have the same sign this results in a bonding MO with an-increased
electron density between the nuclei. When the overlapping lobes have

. Atomic ) Molecular

orbitals orbitals

Px s : Vg

) node

: ) -
m m !
{ ( - » 1
. !

DPx s Y

Figure 4.17 s=p combination of atomic orbitals.

o overiap
bonding orbital

o" overlap
antibonding orbital
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opposite signs this gives an antibonding MO with a reduced electron
density in between the nuclei (Figure 4.17).

p — p combinations of orbitals

Consider first the combination of two p orbitals .which both. have lobes
pointing along the axis joining the nuclei. Both a bonding MO and an
antibonding MO are produced (Figure 4.18). '
Next consider the combination of two p orbitals which both have lobes
perpendicular to the axis joining the nuclei. Lateral overlap of orbitals will

Atomic orbitals Molecular orbitals
e ’ —— g g o overlap
- . bonding orbital
px px . .
: Yig)
node

o overlap
antibonding orbital

-——— ——— - -

00 @0 ~(pe

Figure 4.18 p-p combination of atomic orbitals.

Atomic orbitals Molecular orbitals
. . @_. nodal n overlap .
— _——e=T-- - .
._© plane bonding orbital
Py Py Y(u)
nodal plane
. }
‘I
: . | . n*overlap
— e _ — — . . .
1 nodal plane antibonding orbital
. i
i Py Py Yig)

Figure 4.19 p-p combinations giving nt ,-bondin'g. -
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occur, resulting in n bonding and n antibonding MOs being produced
(Figure 4.19).

There are three points of differencé between these molecular orbitals
and the o orbitals described previously:

1. For m overlap the lobes of the atomic orbitals are perpendicular to the
line joining the nuclei, whilst for o overlap the lobes point along the line
joining the two nuclei. o

2. For m molecular orbitals, ¢ is zero along the mternuclear line and
consequently the electron density y? is also zero. This is in contrast to o
orbitals. '

3. The symmetry of & molecular orbitals is different from that shown by ¢
orbitals. If the bonding = MO is rotated about the internuclear line
a change in the sign of the lobe occurs. The ® bonding orbitals are
therefore ungerade. whereas all o bonding MOs are gerade. Conversely
the antibonding * MO 19 gerade whilst all o antibonding MOs are
ungerade.

Pi bonding is important in many organic compounds such as ethene
(where there is one o bond and one st bond between the two carbon
atoms), ethyne (one ¢ and two xt), and benzene, and also in a number of
inorgani¢ compounds such as CO,; and CN™.

Ethene contains a localized double bond, which involves only the two

carbon atoms. Experimental measurements show that the two C atoms and
the four H atoms are coplanar, and the bond angles are close to 120°. Each
C atom uses its 2s and two 2p orbitals to form three sp hybrid orbitals that
form o bonds to the other C atom and two H atoms. The remaining p
orbital on each C atom is at right angles to the o bonds so far formed. In
the valence bond theory these two p otbitals overlap sideways to give a 7t
bond. This sideways overlap is not as great as the end to end overlap in o
bonds so a C=C, though stronger than a C—C bond, is not twice as strong

(C—C in ethane 598 kJ mol~', C=C in ethene 346 kJ mol™'). The mole-.

cule can be twisted about the C—C bond in ethane, but it cannot be
twisted in ethene since this would reduce the amount of n overlap. In
the molecular orbital theory the explanation of the xm bonding is slightly
different. The two p orbitals involved in &t bonding combine to form two nt
molecular orbitals, one bonding and one antibonding. Since there are only
two electrons involved, these occupy the 7t bonding MO since this has the
lower energy. The molecular orbital explanation becomes more important
in cases where there is non-localized ® bonding, that is where n bonding
covers several atoms as in benzene. NO7 and CO3™. ,

In ethyne each C atom uses sp hybrid orbitals to form o bonds to the
other C atom and a H atom. These four atoms form a linear molecule,
‘Each C atom has two p orbitals at right angles to one another, and these
overlap sideways with the equivalent p orbitals on the other C atom, thus
forming two x bonds. Thus a C==C triple bond is formed, which is
stronger than a C=C double bond (C==C in ethyne 813kJ mol™').

The majority of strong & bonds occur between elements of the first short
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period in the periodic table, for example C==C, C==N, C=0, C=Cand
C==0. This is mainly because the atoms are smaller and hence the orbitals
involved are reasonably compact, so it is possible to get substantial overlap
of orbitals. There are a smaller number of cases where n bonding occurs
between different types of orbitals, for example the 2p and 3d orbitals.
Though these orbitals are much larger, the presence of nodes may con-
centrate electron density in certgin parts of the orbitals.

p—d combinations of orbitals

A p orbital on one atom may overlap with a d orbital on another atom as
shown, giving bonding and antibonding combinations. Since the orbitals
do not point along the line joining the two nuclei, overlap must be of the n
type (Figure 4.20). This type of bonding is responsible for the short bonds
found in the oxides and oxoacids of phosphorus and sulphur. It also occurs
in transition metal complexes such as the carbonyls and cyanides.

Atomic orbitals . Molecular orbitals

Q@ = overlap
v i '@ bonding orbital

)

@ - 6 @ =° overlap

@ @ @ antibonding orbit.

$(g)

Figure 4.20 p~d combinations of atomic orbitals.

d~d combinations of orbitals

It is possible to combine two d atomic orbitals, producing bonding and
antibonding MOs which are called d and 8* respectively. On rotating these
orbitals about the internuclear axis, the sign of the lobes changes four
times compared with two changes with n overlap and no change for ¢
overlap. '

Non-bonding combinations of orbitals

All the cases of overlap of atomic orbitals considered so far have resulted
in a bonding. MO of lower energy, and an antibonding MO of higher
energy. To obtain a bonding MO with a concentration of electron density
in between the nuclei, the signs (symmetry) of the lobes which overlap
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s Py Pe d;
Figure 4.22 Some non-bonding combinations of atomic orbitals.

must be the same. Similarly for antibonding MOs the signs of the over-
lapping lobes must be different. In the combinations shown in Figure 4.22
any stabilization which occurs from overlapping + with + is destabilized
by an equal amount of overlap of + with —. There is no overall change in
energy, and this situation is termed non-bonding. It should be noted that
in all of these non-bonding cases the symmetry of the two atomic orbxtals is
different, i.e. rotation about the axis changes the sign of one.

RULES FOR LINEAR COMBINATION OF ATOMIC ORBITALS

In deciding which atomic orbitals may be combined to form molecular
orbitals, three rules must be considered:

1. The atomic orbitals must be roughly of the same energy. This is im-
portant when considering overlap between two different types of atoms.

2. The orbitals must overlap one another as much as possible. This implies
that the atoms must be close etiough for effective overlap and that the
radial distribution functions of the two atoms must be smrlar at this
distance.

3. In order to produce bonding and antibonding MOs, either the sym-
metry of the two atomic orbitals must remain unchahged when rotated
about the internuclear line, or both atomic orbitals must change sym-
metry in an identical manner.

In the same way that each atomic orbital has a pa_rticular energy, and
may be defined by four quantumi numbers, each molecular orbital has a
definite energy, and is also defined by four quantum ftumbers.

1. The prmcxpal quantum number n has the same significance as in atomlc
orbitals.

2. The subsidiary quantum number / also has the same sngmhcance as in
atomic orbitals.

3. The magnetic quantum number of atomic orbitals is replaced by a
new nuantum number A. In a diatomic molecule, the line joining the
nuclei is taken as a reference direction and A represents the quantization
of angular momentum in A/27 units with respect to this axis. A takes the
same values as m takes for atoms, i.e.
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A=—L..., =3, =2,-1,0, +1, +2, 43,..., +/

When A = 0, the orbitals are symmetrical around the axis and are
called ¢ orbitals. When A = %1 they are called n orbitals and when
A = %2 they are called & orbitals.

4. The spin quantum number is the same as for atomlc orbitals and may
have values of +4. .

The Pauli exclusion principle states that in a given atom no two electrons
can have all four quantum numbers the same. The Pauli principle also
applies to molecular orbitals: No two electrons in the same molecule can
have all four quantum numbers the same.

The order of energy of molecular orbitals has been determined mainly
from spectroscopic data. In simple homonuclear diatomic molecules, the
order is:

2 %12 2 %02 2 :rth‘,, *Zva *ZP,%-
ols®, ¢ Is i 02s5°, 0*2s°, o2p;, { w20, { 2p°

increasing energy

Note that the 2p, atomic orbital gives & bonding and n* antibonding MOs
and the 2p, atomic orbital gives = bonding and n* antibonding MOs. The
bonding n2p, and n2p, MOs have exactly the same energy and are said to
be double degenerate. In a similar way the antibonding n*2p, and n*2p,
MOs have the same energy and are also doubly degenerate.

A similar arrangement of MOs exists from o3s to 0*3p,, but the energies
are known with less certainty.

The energies of the ¢2p and n2p MOs are very close together. The order
of MOs shown above is correct for nitrogen and heavier elements, but for
the lighter elements boron and carbon the n2p, and n2p, are probably
lower than ¢2p,. For these atoms the order i is:

*2173

0]32, 0*15-, .025-, 0*23 . { 2p\'7 osz‘ 0*2}).%, { *2p

n2pt,

increasing energy

EXAMPLES.OF MOLECULAR ORBITAL TREATMENT FOR
HOMONUCLEAR DIATOMIC MOLECULES

In" the build-up of atoms, electrons are fed into atomic orbitals. The
Aufbau principle is used:
1. Orbitals of lowest energy are filled first.
2. Each orbital may hold up to two electrons, provided that they have
opposite spins.
Hund's rule states that when several orbitals have the same energy

(that is they are degenerate). electrons will be arranged so as to give the
maximum number of unpaired spins.



EXAMPLES OF MOLECULAR ORBITAL TREATMENT

RE

In the molecular orbital method, we consider the whole molecule rather
than the constituent atoms, and use molecular orbitals rather than atomic
orbitais. In the build-up of the molecule, the total number of electrons
from all the atoms in the molecule is fed into molecular orbitals. The
Aufbau principle and Hund’s rule are used as before.

For simplicity homonuclear diatomic molecules will be examined first.
Homonuclear means that there is only one type of nucleus, that is one
element present, and diatomic means that the molecule is composed of
two atoms.

H3 molecule ion

This may be considered as a combination of a H atom with a H* ion. This
gives one electron in the molecular ion which occupies the lowest energy
MO:

als!

The electron occupies the ols bonding MO. The energy of this ion is thus
lower than that of the constituent atom and ion, by an amount A, so there
is some stabilization. This species exists but it is hot common since H, is
much more stable. However, H3 can be detected spectroscopically when
H, gas under reduced pressure is subjected to an electric discharge.

H, molecule

There is one electron from each atom, and hence there are two clectrons
in the molecule. These occupy the lowest energy MO:
, .
ols*

This is shown in ngure 4.23. The bonding ols MO is full, so the stabiliza-
tion energy is 2A. A o bond is formed, and the H, molecule exists and is
well known. :

Atomic Molscular Atomic
Energy : orbitals orbitals orbitals Energy

Figure 4.23 Electronic configuration, atofic and molecular orbitals for hydrogen.
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He3 molecule ion

This may be considered as a combination of a He atom and a He™ ion.
There are three electrons in the molecular ion, which are arranged in MOs:

ols?, g*1s'

The filled ols bonding MO gives 2A stabilization, whilst the half filled ols*
gives A destabilization. Overall there is A stabilization. Thus the helium
molecule ion can exist. It is not very stable, but it has been observed
spectroscoplcally

He, molecule

There are two electrons from each atom, and the four electrons are
arranged in MOs:

s
ols?, o*1s*

The 2A stabilization energy from filling the 025 MO Ss cancelled by the 2A
destabilization energy from filling the o*ls MO. Thus a bond is not
formed, and the molecule does not exist.

Li> molecule
Each Li atom has two electrons in its inner shell, and one in its outer shell,

giving three electrons. Thus there is a total of six electrons in the molecule,
and these are arranged in MOs:

ols?, 0*1s%, 0252

This is shown in Figure 4.24. The inner shell of filled ols MOé does not
contribute to the bonding in much the same way as in He,. They are
essentially the same as the atomic orbitals from which they were formed,

and are sometimes written:
KK, 0252

However, bonding occurs from the filling of the o2s level, and Li, mol-
ecules do exist in the vapour state. However, in the solid it is energetically
more favourable for lithium to form a metallic structure. Other Group |
metals such as sodium behave in an analogous way:

Na, KK, LL, 03s?

Be; molecule

A beryllium atom has two electrons in the first shell plus two electrons in
the second shell. Thus in the Be, molecule there are eight electrons. These
are arranged in MOs:
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Atomic Molecular Atomic
Energy orbitals orbitals _orbitals Energy

Figure 4.24 Electronic configuration, atomic and molecular orbitals fot lithium.

als?, 6*1s2, 0252, 0*2s?
or
KK, 6252, 6*2s?

Ignoring the inner shell as before, it is apparent that the effects of the
bonding 62s and antibonding 0*2s lévels cancel, so there is no stabilization
and the molecule would not be expected to exist.

B, miolecule

Each boron atom has 2 + 3 electrons. The B, molecule thus contains a
total of ten electrons, which are arranged in MOs: :

{ n2p,
n2p;

This fnay be shown diagrammatically (Figure 4.25). Noie that B is a
light atom and the order of energies of MOs is different from the ‘usual’
arrangement. Thus the n2p orbitals are lower in ehergy than the o2p,.
Since the n2p, and n2p, orbitals are degenerate (identical in. energy),
Hund’s rule applies, and each is singly occupied. The inner shell does not

ols?, 6*1s%, 0257, 0*2s%,
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Figure 4.25 Electronic configuration, atomic and molecular orbitals for boron.

participate in bonding. The effects of bonding and antibonding 02s orbitals
cancel but stabilization occurs from the filling of the n2p orbitals, and

hence a bond is formed and B, exists.

C, molecule.

A carbon atom has 2 + 4 électrons. A C, moleculé would contain a total of

12 electrons, and these would be arranged in MOs:
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Atomic Molecular Atomic
Energy  orbitals orbitals orbitals Energy

/ * -
P 2/py/><\:r 2p,

Figure 4.26 Electronic configuration, atomic and molecular orbimls for carbon.

2
ols?, 6*15%, 02s%, 6*2s?, { an;
n2p;.
This is shown diagrammatically in Figure 4.26.

The molecule should be stable, since the two n2p bonding orbitals
provide 4A of stabilization energy, giving two bonds. In fact carbon exists
as a macromolecule in graphite and diamond, since these are an even more
stable arrangement (where éach carbon forms four bonds): hence diamond
and graphite are formed in preference to C,.
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Atomic Molecular Atornic
Energy orbitals orbitals * orbitals

molecule

Energy

N, molecule

‘Figure 4.27 Electronic configuration, atomic and molecular orbitals for nitrogen.

A nitrogen atom has 2 + 5 = 7 electrons. Thus the N, molecule contains

14 electrons. These are arranged in MOs:

. . . N 2 z
ols?; 6*1s2, 02s%, 0*25°, o2p?, {nzp’z’
m

z
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This is shown diagrammatically (Figure 4.27).

Assuming that the inner shell does not participate in bonding, and that
the bonding and antibonding 2s levels cancel, one o and two n bonding
pairs remain, giving a total of three bonds. This is in agreement with the
valence bond formulation as N==N.

0, molecule

Each oxygen atom has 2 + 6 = 8 electrons. Thus the O, molecule contains
a total of 16 electrons. These are arranged in MOs:

n2p3, { n*2p,

ols?, o*1s2, 0252, 6*2s%, 02p2, {
P n2p2, | nv2p!

This is shown diagrammatically in Figure 4.28.

The antibonding n*2p, and n*2p, orbitals are smgly occupxed in accor-
dance with Hund’s rule. Unpaired electrons givé rise to paramagnetism.
Since there are two unpaired electrons with parallel spins, this explains
why oxygen is paramagnetic. If this treatment is compared with the Lewis
electron pair theory or the valence bond theory, these do not predict
unpaired electrons or paramagnetism.

:O.+~O:-—>:O§O:

This was the first success of the Molecular orbital theory in successfully
predicting the paramagnetism of O,, a fact not even thought of with a
valence bond representation of 0=0.

As in the previous examples, the inner shell does not partnc:pate in
bonding and the bonding and antnbondmg 2s orbitals cancel each other. A
o bond results from the filling of 62p2. Since n*2p, is half filled and there-
fore cancels half the effect of the completely filled zt2py orbital, halfof a n
bond results. Similarly another half of a n bond arises from n2p? and

n*2pl,giving a total of 1 + & + § = 2 bonds. The bond order is thus two.

Instead of working out the bond order by cancelling the effects of filled
bonding and antibonding MOs, the bond order may be calculated as half
the difference between the number of bonding and antibonding electrons:

( number of electrons ) _ ( number of electrons )
Bond _ \occupying bonding orbitals in antibonding orbitals

order ' 2

In the case of O, the Bond order calculates as (10 — 6)/2 = 2, which
corresponds to a double bond. ’

05 ion
The compound potassium superoxide KO, contains the superoxide ion
O5. The O3 ion has 17 electrons, and has one more electron than the O,
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Figure 4.28 Electronic configuration, atomic and molecular orbitals for oxygen.

molecule. This extra electron occupies either the n*2p, or n*2p. orbital. It
does not matter which it-occupies since they are the same energy.

n2p, { n*2p;y

n2p3, :

ols?, o*1s2, 0252, 0*2s%, o2p2, {
. n*2p,;

The innef shell of eiegtrons dbés not tak’e'part in_bo_.n_d‘i,ng_. T.hveb_bonding
02s? and antibonding 0*2s? cancel. The o2p? orbital is filled and forms a
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o bond. The effects of the bonding Jl:2p and antibonding n2py orbitals
cancel, and the completely filled bonding n2p? is half cancelled by the half
filled antibonding ni2p), thus giving half a & bond. The bond order is thus
| + 4 = 1. Alternatively the bond order may be calculated like this:
{bonding — antibonding)/2, that is (10 — 7)/2 = 13. This corresponds to a
bond that is intermediate in length between a single and a double bond.
The superoxide ion has an unpaired electron and is therefore para-
magnetic. (A bond order of 14 is well accepted in benzene.)

Oz~ ion
In a similar way sodium peroxide NazOz contains the peroxide ion O2
This ioh has 18 electrons, arranged: :

n2p3, { n*2p}
n2p%, L *2p?
Once again the inner shell takes no part in bonding. The bonding and
antibonding 2s orbitals completely cancel each other. One ¢ bond forms

ols?, a*1s?, 0252, 0*2s%, 02p2, {

from the filled 2p, orbital. Both the bonding 2p, and 2p, orbitals are

cancelled out by their corresponding antibonding orbitals. Thus the bond
order is one, that is a single bond. Alternatively the bond order may be
calculated as (bonding — antibonding)/2, that is (10 ~ 8)/2 = 1.

F, molecule

Fluorme atoms have 2 + 7 electrons, so an F, molecule contams 18 elec-
trons. These are arranged
n2p2, { n*2p;

ol5?, '~<‘J"1s2 0252, 6*252, oZp':’.,{ 5
2p., n*2p; -

This is-shown dlagrammat:cally in Figure 4.29.

The inner shell is non- -bonding, and the filled bonding 2s, 2p, and 2p,
are cancelled by the equivalent antibonding orbitals. This leaves a o bond
from the filled 02p? orbital, and thus a bond order of one. Alternatively
the bond order -may be calculated as (bonding — dnnbondmg)/Z that is
(10 - 8)/2 = 1.

It should be noted that Cl, and Br, have structures analogous to Fs,
except that additional inner shells of electrons are full.

The F—F bond is rather weak (see Chapter 15) and this is attributed to
- the small size of fluorine and repulsion between lone pairs of electrons on

adjacent atoms. -

EXAMPLES OF MOLECULAR ORBITAL TREATMENT FOR
HETERONUCLEAR DIATOMIC MOLECULES

The 'same principles apply when ¢combining atomic orbitals from two
different atoms as-applied when the atoms were identical, that is:
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molecule

Figure 4.29 Electronic configuration, atomic and molecular orbitals for fluorine.

1. Only atomic orbxtals of about the same energy can combine effectlvely
2. They should have the maximum overlap.
3. They must have the same _symmc;t;y

Since ‘the two atoms are different, the energies of their atomic orbitals
are slightly different. ‘A diagram showing, how. they combine to form
molecular orbitals is given in Figure 4.30.
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) Molecular
Atomic orbital orbitals Atomic orbltal

Figure 4.30 The relative energy levels of atomic orbitals and molecular orbitals for
a heteronuclear dlatomlc molecule AB. ’

The problem is that in many cases the order of MO energy levels is not
known with certainty. Thus we will consider first some examples where the
two different atoms are close to each other in the periodic table, and
consequently it is reasonable to assume that the order of energies for the
MOs are the same as for homonuclear molecules.

NO molecule

The nitrogen atom has 2 + 5 = 7 electrons, and the oxygen atom has

2+6=28 electrons, making 15 electrons in the molecule. The order of
energy levels of the various MOs are the same as for homonuclear
diatomic molecules heavier than C,, so the arrangement is: -

n2pl, { n*2p!

ols?, o*1s2, 0252, 0*2s%, a2pl. {
P m2p?. L n*2p?

This is shown in Figure 4.31.

The inner shell is non-bonding. The bonding and antibonding 2s orbitals
cancel, and a o bond is formed by the filled 02p? orbital. A n bond is
formed by the filled 712p? orbital. The half filled n*2p, haif cancels the
filled n2py orbital, thus giving half a bond. The bond order is thus 23,
that is in between a double and a triple bond. Alternatnvely the bond order
may be worked out as (bonding ~ antibonding)/2, that is (10 ~ 5)/ = 24,
The molecule is paramagnetic since it contains an unpaired electron. In
NO there is a significant difference of about 250kJ mol~! in the energy
of the AOs ifivolved, so that combination of AOs to give MOs is less
effective than in O,-or N,. The bonds are therefore weaker than might
be expected. Apart from this the molecular orbital pattern (Figure 4.31)
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Energy orbitals orbitals orbitals Energy
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—
\
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-~ // :n:'2py N n'2pz \\
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a2s

NO
molecule

2% RANKR

Figure 4.31 Electronic configuration, atomic orbitals and molecular orbitals for
nitric oxide. (This diagram.is essentially the same as that for homonuclear diatomic
molecules such as N, O, or F,. The difference is that the atomic energy levels of N
and O are not the same.)

is similar to that for homonuclear diatomic molecules. Removal of one
electron to make NO™ results in a shorter and stronger bond because the
electron is removed from an antibonding orbital, thus increasing the bond
orderto 3. - : :

CO molécule

The carbon atom has 2 + 4 = 6 electrons, and the O atom has 2 + 6 = 8
electrons, so the CO molecule contains 14 electrons. In this case we are
rather less certain of the order of epergies of the MOs, since they are
different for C.and O. Assume the order is the same as for light atoms
like C:
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Atomic Molecular Atomic
Enargy orbitals orbitals ' orbitals Energy
a*2p,
TN
\
"\ n*2p,
\
\
\

CO
molecule

Figure 4.32 Electromc configuration, atomic orbitals and molecular orbnals for
carbon monoxide.

Jt2p_§

2 2
nop? 0Pk

ols?, o*1s%, 02s%, 0*2s2, {
This is shown in Fxgure 4.32.

The inner shell is non-bonding, and the bonding and antibonding 2s
orbitals cancel, leaving one ¢ and two it bonds — and thus a bond order of
3. Alternatively the bond order may be calculated using the formula
(bonding ~ antlbondmg)/2 that is (10 — 4)/2 = 3. This simple picture is
not adequate, since if CO is ionized to give CO* by removal of .one
electron from the o2p, orbital then the bond order should be reduced to
2} and the bond length increased. In fact the bond length in CO is 1.128 A
and in CO”¥ it is 1. IISA Thus the bond length decreases when we
expected it to increase, and it indicates that the electron must have been
removed from an antibonding orbital. The problem remains if we assume
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the order of energy for the MOs is the same as for atoms heavier than C,
since this only reverses the position of the o2p, and the (n2p, and n2p,)
MOs. The most likely explanation of the bond shortening when CO is
changed to CO™ is that the o2s and 0*2s molecular orbitals differ in
energy more than is shown in the figure. This means that they are wider
apart, and the ¢*2s MO is higher in energy than the 02p,, n2p, and n2p,
MOs. This -illustrates very plainly that the order of MO energy levels for
simple homonuclear diatomic molecules used above is not automatically
applicable when two different types of atoms are bonded together, and itis
certainly incorrect in this particular heteronuclear case.

HCI molecule

With heteronuclear atoms it is not obvious which AOs should be combined
by the LCAC method to form MOs. In addition because the energy levels
of the AQs on the two atoms are not identical, some MOs will contain a
bigger contribution from one AO than the ‘other. This is equivalent to
saying that the MO ‘bulges’ more towards one atom, or the electrons in the
MO spend more time round one atom than the other. Thus some degree of
charge separation 8+ and &— occurs, resulting in a dipole. Thus partial
ionic contributions may play a significant part in the bonding.

Consider the HCl molecule. Combination between the hydrogen 1s AO
and the chlorine 15, 2s, 2p and 3s orbitals can be ruled out because their
energies-are too low. If overlap occurred between the chlorine 3p, and 3p,
orbitals it woyld be non-bonding (see Figure 4.22) because the positive
lobe of hydrogen will overlap equally with the positive and negative lobes
of the chlorine orbitals. Thus the only effective overlap is with the chlorine
3p, orbital. The combination of H 1s! and Cl 3p! gives both bonding and
antjbonding orbitals, and the two-electrons occupy the bonding MO,
leaving the antibonding MO empty. It is assumed that all the chlorine AOs
except 3p;, are localized on the chlorine atom and retain their original AO
status, and the 3s, 3p, and 3p, orbltals are regarded as non-bonding lone
pairs.

This over-simplification ignores any ionic contribution such as can be
shown with the valence bond resonance structures

H*Cl™ and H~CI*
The former would be expected to contribute slgmﬁcantly, resulting in a
stronger bond:

EXAMPLES OF MOLECULAR ORBIT_AL TREATMENT
INVOLVING DELOCALIZED n BONDING
Carbonate ion CO3~

The structure of the carbonate ion is a planar trlangle with bond angles of
120°. The C atom at the centre uses sp” orbitals. All three oxygen atoms
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are equivalent, and the C—O bonds are shorter than single bonds. A
single valence bond structure such as that shown would have different
bond lengths, and so fails to describe the structure adequately.

O
|
/C\

-0 O-

The prc;blem is simply that an electron cannot be represented as a dot, or a
pair of electrons as a line (bond). The fourth electron pair that makes
up the double bond is not localized in one of the three positions, but is
somehow spread out over all three bonds, so that each bond has a bond
order of 15.

Pauling adapted the valence bond notation to cover structures where
electrons are delocalized. Three contributing structures ¢an be drawn for
the carbonate ion:

0] o- . O-
i | |
C « C

C <
5~ To- -6 o & o-

These contributing structures do not actually exist. The CO3~ does not
consist of a mixture of these structures, nor is there an equilibrium be-
" tween them. The true structure is somewhere in between, and is called a
resonance hybrid. Resonance was widely accepted in the 1950s but is now
regarded at best as clumsy and inadequate, and at worst as misleading or
~wrong!
Delocalized m bonding is best described by multi-centre bonds, which
involve © molecular orbitals. The steps in working this out are:

1. Find the basic shape of the molecule or ion, either experimentally, or
from the VSEPR theory using the number of ¢ bonds and lone pairs on
the central atom.

2. Add up the total number of electrons in the outer (valence) shell of all
the atoms involved, and add or subtract electrons as appropriate to
form ions.

3. Calculate the number of electrons used in o bonds and lone pairs, and
by subtracting this from the total determine the number of electrons
which can participate in & bonding.

4, Count the number of atomic orbitals which can take part in 7 bonding.
Combine these to give the same number of molecular orbitals which ate
delocalized over all of the atoms. Decide whether MOs are bonding,
non-bonding or antibonding, and feed the appropriate number of #
electrons into the MOs (two electrons per MO). The orbitals with
lowest energy are filled first. The number of &t bonds formed can easrly
be deterfnined from the MOs which have been filled.
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The structure of the CO3~ will be examined in this way. There are 24
electrons in the valence shell (four from C, six from each of the three O
atoms and two from the charges on the ion).

Of these, six are used to form the o bonds between C and the three O
atoms. Each Q has four non-bonding electrons This leaves six electrons
available. for n bonding.

The atomic orbitals available for i bonding-are the 2p, orbital on C and
the 2p, orbitals from the three O atoms. Combining these four atomic
orbitals gives four four-centre m molecular orbitals. Each of these covers
all four atoms in the ion. The lowest energy MO is bonding, the highest
is antibonding, and the remaining two' are non-bonding (and are also
degenerate, i.e. the same in energy). The six nt electrons occupy the MOs
of lowest energy. Two clectrons fill the bonding MO and four electrons fill
both of the non-bonding MOs and thus contribute one nt bond to the
molecule. Each of the C—Q bonds has a bond order of 1, 1 from the o
bond and 4 from the = bond.

Nitrate ion NO3

The structure of the nitrate ion is a planar triangle. The N atom at the
centre uses sp> orbitals. All three oxygen atoms are equivalent, and the
bond lengths N—O are all a little shorter than for a smgle bond. This
cannot be explained by a valence bond structure:

o

L
N

— T~
O O-
There 24 electrons in the valence shell (five from N, six from each of the
three Q atoms and one from the charge on the ion).
Of these, six are used to form the g bonds between N and the three O
atoms. Each O has four non-bonding electrons. This leaves six electrons

“available for & bonding.

The atomic orbitals used for & bonding are the 2p, orbitals on N and
the three O atoms. Combining these four atomic orbitals gives four four-
centre 1t molecular orbitals. The lowest in energy is bonding, the highest is
antibonding, and the remaining two are degenerate (the same in energy)
and are non-bonding. The six & electrons fill the bonding MO and both of
the non-bonding MOs and thus contribute one n bond to the molecule.
Each of the N—Q bonds has a bond order of 1}, 1 from the o bond and 4
from the & bond.

Sulphur trioxide SO;

The structure of SOj is a planar triangle. The S atom at the centre uses sp’
orbitals. All three oxygen atoms are equivalent, and the S—O bonds are
much shorter than single bonds. The valence bond structure is:
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The multi-centre x MO explanation-is as follows. There are 24 electrons in

the valence shell (six from S and six from each of the three O atoms)..
Of these, six are used to form the o bonds between S and the three O

atoms. Each O has four non-bonding electrons. This leaves six electrons

available for & bonding..
SO; has 24 outer electrons like the NOj3 ion. If SO, followed the same

pattern as the NOj ion-and used. the 3p, AO on S and the 2p, AOs on,

the three O atoms, four MOs would be formed, one bonding, two non-
bonding and one antibonding, and the six 7 electrons would occupy the
bonding and non-bonding MOs; thus contributing one n bond to the
molecule and giving a S—O bond order of 1. The bonds are much shorter
than this would imply. Though SO; has the same number of outer elec-
trons as NOj3, the two are not isoelectronic. The S atom has three shells of
electrons, so there is the possibility of using d orbitals in the bonding
scheme.

The six atomic orbitals available for  bonding are the 2p, érbitals on
the three O atoms and the 3p,, 3d,, and 3d,, orbitals on S. Combining one
2p, AO with the 3p, AO gives two MOs, one bonding and the other
annbondmg Similarly, combining the second 2p, AO with the 3d,, AO
gives one bonding MO and one antibonding MO, and combining the third
2p. AO with the 3d,, AO gives one bonding MO and one antibonding
MO. Thus we obtain three bonding MOs and three antibonding MOs. The
six electrons available for t bonding occupy the three bonding MOs, and
thus ¢ontribute three & bonds to the molecule. Each of the $—O bonds
has a bond order of approximately 2, 1 from the o bond and approximately
1 frotn the x bond. The reason why the bond order is approximate is that
the extent of 4 orbital participation depends on the number- of electrons
and the size and energy of the orbitals ifivolved. This involves detailed
calculation.

Ozone O3

Ozone O; forms a V-shaped molecule. Both bond lengths are 1.278 A,
and the bond angle is 116°48’. We assume that the central O atom uses
roughly sp? orbitals for ¢ bonding. The valence bond representation. of
the structure is inadequate since it suggests that the bonds are of different
lengths, though it could be explained in térms of resonance hybrids.
0]
7/ N\ single valence bond structure

o} | o) :
7\ © v \ = resonance hybrids
(o) 0] @) o) :
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The double bonding in the structure is best explained by means of
delocalized three-centre w bonding. There is a total of 18 electrons in the
valence shell, made up of six from each of the three O atoms.

The central O atom forms a o bond with each of the other O atoms,
which accounts for four electrons. The central O atom uses sp? orbitals,
one of which is a lone pair. If the ‘end’. O atoms also use sp? atomic orbi-
tals, each O contains two non-bonding pairs of electrons. Thus lone pairs
account for 10-electrons. Sigma bonds and lone pairs together account for
14 electrons, thus leaving four electrons for & bonding.

The atomic.orbitals involved in nt bonding are the 2p, orbitals on each of
the three O atoms. These give rise to three molecular orbitals. These are

. three-centre m molecular orbitals. The lowest energy MO is bonding. the

highest energy MO is antibonding, and the middle one is non-bonding.
There are four & electrons and two fill the bonding MO and two fill the

- non-bonding MQ, thus contributing one 7 bond over the molecule. This

gives a bond order of 1.5 for the O—O bonds. The n system is thus a
four-electron three-centre bond.

Nitrite ion NO3

The nitrite ion NO3 is V-shaped. This is based on a plane triangular
structure, with N at the centre, two corners occupied by O atoms, and
the third corner occupied by a lone pair. Thus the N atom is roughly sp’
hybridised.

In the NO3 ion there are 18 electrons in the valence shell. These are
made up of five from N, six from each of the two O atoms, and one from
the charge on the ion.

The N atom forms ¢ bonds to each of the O atoms, which accounts
for four electrons, and the N atom has a lone pair accounting for two
electrons. If the O atoms also use sp? atomic orbitals (one for bonding
and two for lone pairs), the lone pairs on the O atoms account for eight
more electrons. A total of 14 electrons has been accounted for, leaving
four electrons for & bonding.

Three atomic orbitals are involved in &t bonding: the 2p, orbitals on the
N atom and on both of the O atoms. These three atomic orbitals form
three molecular orbitals. These are three-centre ;& molecular orbitals. The
lowest in energy is bonding, the hnghest is antlbondmg, and the middle on¢
is non-bonding. Two of the four n-electrons fill the bonding MO and twc
fill the non-bonding MO, thus contributing one &t bond over the molecule
The bond order of the N—O bonds is thus 1.5, and the N—O distances ar«
in between those for a single and double bond.

Carbon dioxide CO, -

The structure of CO, is linear O—C—O0, and the C atom uses sp hybri
orbitals for ¢ bonds. Both C—O bonds are the same length. but are muc
shorter than a single bond. This is best explained by delocalized t bonding
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and involves multi-centre m molecular orbitals. ‘The molecule contains
16 outer shell electrons, made up from six electrons from each of the two
O atoms and four electrons from the C atom.

The C atom forms o bonds to both the O atoms, thus accounting for four
electrons. There are no lone pairs of electrons on the C atom. If the O
atoms also use sp hybrid orbitals then there is one lone pair of electrons on
each O atom, accounting for a further four electrons. This accounts for
eight electrons altogether, leaving eight electrons available for & bonding.

1f the o bonding and lone pairs of electrons occupy the 2s and 2p, atomic
orbitals on each O atom, then the 2p, and 2p, atomic orbitals can be used
for = bonding. Thus there are six atomic orbitals available for n bonding.
The three 2p, atomic orbitals (one from C and one from each of the O
atoms) form three three-centre t molecular orbitals which cover all three
atoms. The MO with the lowest energy is called a bonding molecular
orbital, The MO with the highest energy is called an antibonding MO, and
the remaining MO is non-bonding. In a similar way, the three 2p, atomic
orbitals also form bonding, non-bonding and antibonding three-centre =
molecular orbitals. Each of these MOs covers all three atoms in the mole-
cule. The eight x electrons occupy the MOs of lowest energy, in this case
two electrons in the bonding 2p, MO, two electrons in the bonding 2p.
MO, then two electrons in the non-bonding 2p, MO and two electrons in
the non-bonding 2p, MO. This gives a net contribution of two n bonds to
the molecule, in addition to the two ¢ bonds. Thus the bond order C—O is
thus two. ' '

Azide ton N3

The N3 ion has 16 outer electrons (five from each N and one from the
charge on the ion). It is isoele¢tronic with CO,, and is linear N—N—N
like CO,. We assume the central N uses sp hybrid orbitals for o bonding.

Four electrons are used for the two ¢ bonds. Each of the end N atoms
has one non-bonding pair of electrons, accounting for four more electrons.
This leaves eight electrons for & bonding.

If the bonding and non-bonding electrons are assumed to use the 2s
and 2p, orbitals, this leaves six atomic orbitals for & bonding. These are
three 2p, AOs and three 2p, AOs. The three 2p, orbitals form three three-
centre  molecular orbitals. The lowest in energy is bonding, the highest
is antibonding, and the remaining MO is non-bonding. In a similar way
the three 2p, atomic orbitals give bonding, non-bonding and antibonding
MOs. The eight x electrons fill both of the bonding MOs, and both of the
non-bonding MOs. Thus there are two ¢ and two zt bonds, giving a bond
order of 2. Thus both N—N bonds are the same length, 1.16 A

SI:JMMARY OF MULTI-CENTRE n BONDED STRUCTURES

Isoelectronic species have the same shape and the same bond order
(Table 4.6). :
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Table 4.6 Multi-centre bonded structures

Species Number of outer Shape Bond
electrons - order
Co, 16 Linear 2
. N; 16 Linear 2
0O; 18 V-shaped 1.5
NO7 18 V-shaped 1.5
coi- 24 Plane triangle 1.33
NO7 24 Plane triangle 1.33

UNITED ATOM METHOD

The LCAO method described above is tantamount to bringing the atoms
from infinity to their equilibrium positions in the molecule. The united
atom method is an alternative approach. It starts with a hypothetical
‘united atom’ where the nuclei are syperimposed, and then moved to their
-equilibrium distance apart. The united atom has the same number of
orbitals as a normal atom, but it contains the electrons from two atoms.
Thus some electrons must be promoted to higher energy levels in the

united atom

4p ———

4S emmmm—
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Figure 4,33 Mulliken correlation for like atoms formfng a diatomic molecule.
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united atom. Further, the energy of the united atom orbitals differs from
that of the atomic orbitals because of the greater nuclear charge. Thus the
molecular orbitals are in an intermediate position between the orbitals in
the united atom and those in the separate atom. If lines are drawn between
the energies of the electrons in the separate atoms and in the united atom
(that is a graph of internal energy against the distance between the nuclei
from r = 0 to r = «), a correlation diagram is obtained (Figure 4.33).
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PROBLEMS

1. Show by drawings how an s orbital, a p orbital or a 4 orbital on one
atom may overlap with s, p or d orbitals of an adjacent atom.

2. List three rules for the linear combination of atomic orbitals.

3. Show how the LCAQO approximation gives rise to bonding and anti-
bonding orbitals. Illustrate your answer by reference to three different
diatomic molecules.

4. Use the molecular orbital theory to explain why the bond strength in a
N, molecule is greater than that in a F; molecule.

5. Use the MO theory to predict the bond order and the number of
unpaired electrons in O3~, 05, O,, OF, NO and CO.

6. Draw MO energy level diagrams for C,, O, and CO. Show which
orbitals are occupied, and work out the bond orders and magnetic
properties of these molecules.

7. Name the three types of hybrld orbital that may be formed by an atom
" with only s and p orbitals in its valence shell. Draw the shapes and
stereochemistry of the hybrid orbitals so produced.

8. What are the geometric arrangements of sp>d?, sp*d and a’sp2 hybrid
orbitals? :

9. Predict the structure of each of the following',’ and indicate whether
the bond angles are likely to be distorted from the theoretical values:
(a) BeCly; (b) BCls; (c) SiCly; (d) PCls (vapour); (e) PF;; (f) F,0;
(8) SF4; (h) IFs; (i) SO2; (j) SFe.

10. How and why does the cohesive force in metals change on descending

a group, or on moving from one group to another? What physical
properties follow these changes in cohesive force?

11. Use energy level diagrams and the band theory to explain the dif-
ference between conductors, insulators 'and semiconductors.
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GENERAL PROPERTIES OF METALS
All metals have characteristic physical properties:

1. They are exceptionally good conductors of electricity and heat.

2. They have a characteristic metallic lustre — they are bright, shiny and
highly reflective.

3. They are malleable and ductile.

4, Their crystal structures are almost always cubic close-packed, hexag-
onal close-packed, or body-centred cubic.

5. They form alloys readily.

Conductivity

All metals are exceptionally good conductors of heat and electricity.
Electrical conduction arises by the movement of electrons. This is in
contrast to the movement of ions which is responsible for conduction in
. aqueous solution or fused melts of ionic compounds like sodium chioride,
where sodium ions migrate to the cathode, and chloride ions migrate to
the anode. In the solid state, ionic compounds ay conduct to a very small
extent (semiconduction) if defects are present in the crystal. There is an
enormous difference in the conductivity between metals and any other
type of solid (Table 5.1).

Table 5.1 Electri¢al conductivity of various solids

Substance Type of bonding _-Conductivity
(ohmem™")
Silver : Metallic 6.3 x 10°
Copper Metallic 6.0 x 10°
Sodium Metaltic 2.4 x 10°
Zine Metaliic . 1.7 x 10% .
Sodium chloride Ionic 1077
Diamond Covalent giant molecule 10-%

Quartz Covalent giant molecule 10~
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Most of the elements to the left of carbon in the periodic table are
metals. A carbon atom has four outer electrons. If these are all used to
form four bonds, the outer shell is complete and there are no electrons
free to conduct electricity.

full
Carbon atom — excited state inner - -

shell

Carbon atom having gained a full
share in four more electrons inner . ..-
by forming four bonds shell

Elements to the left of carbon have fewer electrons, and so they must
have vacant orbitals. Both the number of electrons present in the outer
shell, and the presence of vacant orbitals in the valence shell, are import-
ant features in explaining the conductivity and bonding of metals.

- The conductivity of metals decregses with increasing temperature.
Metals show some degree of paramagnetlsm which indicates that they
possess unpalred electrons.

Lustre

Smooth surlaces of metals typically have a lustrous shiny appearance. All
metals except copper and gold are silvery in colour. (Note that when finely
divided most mietals appear dull grey or black.) The shininess is rather
special, and is observed at all viewing angles, in contrast to the shininess of
a few non-metallic elements such as sulphur and iodine which appear shiny
when viewed at low angles. Metals are used as mirrors because they reflect
light at all angles. This is because of the ‘free’ electrons in the metal, which -
absorb energy from light and re-emit it when the electron drops back from
its excited state to its original energy level. Since light of all wavelengths
(colours) is absorbed, and is immediately re-emitted, practically all the
light is reflected back ~ hence the lustre. The reddish and golden colours
of copper and gold occur because they absorb some colours more readily
than others.

Many metals emit electrons when exposed to light — the photoelectric
effect. Some emit electrons when irradiated with short-wave radiation,
and others emit electrons on heating (thermionic emission).

Malleability and cohesive force

The mechanical properties of metals are that they. are typicaily malleable
and ductile. This shows that there is not much resistance to deformation of
the structure, but that a large cohesive force holds the structure together.

" AH

Mcrys! al Mg.ls

/
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Table 5.2 Enthalpies of atomxzatlon AH® (kJmol™") (Measured
at 25°C except for Hg)

Metal AH® Melting point. ~ Boiling point
Y : )
Li 162 181 1331
Na 108 ' 98 . 890
K 90 64 ' 766
Rb 82 39 701
Cs 78 29 ' 685
Be 324 1277 2477
Mg 146 650 1120
" Ca 178 838 1492
Sr 163 768 1370
Ba 178 714 1638
B 565 2030 _ 3927 .
Al 326 660 2447
Ga 272 30 ’ 2237 .
Sc 376 1539 ' 2480
Ti - 469 1668 3280
A% 562 1900 3380
Cr 397 1875 2642
Mn 285 : 1245 2041
Fe 415 1537 2887
Co 428 1495 2887
Ni 430 1453 2837
Cu 339 1083 2582
Zn 130 420 908

Enthalpies of atomization from Brewer, L., Science, 1968, 161,
115, with some additions.

The cohesive force may be measured as the heat of atornization. Some
numerical values of AH®, the heats of atomization at 25°C, are given in
Table 5.2. The heats of atomization (cohesive energy) decrease on de-
scending a group in the periodic table Li—-Na—-K-Rb-Cs, showing that
they are inversely proportional to the internuclear distance.

The cohesion energy increases across the periodic table from Group I to
Group I to Group III. This suggests that the strength of metallic bonding
is related to the number of valenty electrons. The cohesive energy in-
creases at first On crossing the transition series Sc-Ti~V as the number of
unpaired d electrons increases. Contitiing across the transition series the
number of electrons per atoim involved in ietallic bonding evéntually falls,
as the d electrons becoime paired, reachifig a minimum at Zn.

The melting points and to an even greater extent the boiling points
of the metals follow the trends in the cohesive energies. The cohesive
energies vary over an appreciable range, and they approach the magnitude
of the lattice energy which holds ionic crystals together. The cohesive
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energies are much larger than the weak van der Waals forces which hold
discrete covalent molecules together in the solid state.

There are two rules about the cohesive energy and structure of metals
(or alloys), and these are examined below:

Rule 1. The bonding energy of a metal depends on the average number of
unpaired electrans available for bonding on each atom.

Rule 2. The crystal structure adopted depends on the number of s and p
orbitals on each atom that are involved with bonding.

Consider the first rule — Group I metals have the outer electronic con-
figuration ns', and so have one ¢lectron for bonding. In the ground stdtc
(lowest energy), Group II elements have the electronic conﬁguratlon ns?,
but if the atom is excited, an outer electron is promoted, giving the con-
figuration ns', np!, with two unpaired electrons, which can form two
bonds. Similarly Group III elements in the ground state have the con-
figuration ns?, np', but when excited to ns', np?, they can use three elec-
trons for metallic bonding.

The second rule attempts to relate¢ the number of s and p electrons
available for bonding to the crystal structure adopted (Table 5.3). Apart
from Group I metals, the atoms need to be exczted and the structures
adopted are shown in Table 5.4.

Table 5.3 Prediction of metal structures from the number of s
and p electrons involved in metallic bonding

Number of s and p ' Structure
electrons per atom
involved in bonding

Less than 1,5 Body-centred cubic’

1.7-2.1 Hexagonal close-packed
2.5-3.2 Cubie close-packed
Approaching 4 Diamond structure — not metallic

Group I elements have a body-centred cubic structure, and follow the
rule. In Group II, only Be and Mg have a hexagonal close-packed struc-
ture and strictly follow the rule. In Group III, Al has a cubic close-packed
structure as expected. However, not all the predictions are correct. There
is no obvious reason why Ca and Sr form cubic close-packed structures.
However, the high temperature forms of Ca and Sr, and the room tem-
perature form of Ba form body-centred cubic structures (like Group I},
instead of the expected hexagonal close-packed structure. The explanation
is probably that the paired s electron is excited to a d level instead of a p
level, and hence there is only one s or p electron per atom participating in
metallic bonding. This also explains why the first half of the transition
metals also form body-centred cubic structures. In the second half of the
transition series, the extra electrons may be put in the p level, to avoid



Table 5.4 Type of structure adopted by metals in the periodié table (The room temperature structure is shown at the bottom. Other structures

~ which occur at higher temperatures are listed above this in order of temperature stability)

ccp* = distorted cubic close-packed

‘hep = hexagonal close-packed

x = other structure
® = special case (see individual group)

Li Be . B C N
F bee hep
1 Na Mg Al Si P S
bee hep cep d
K Ca | Sc Ti \ Cr Mn Fe Co Ni Cu Zn Ga Ge As Se
’ bee
: ccp bee
: bee bcc  bee B ccp cep ' .
| bee ccp |~ hep hep becc  bec X bee hep ccp ccp hep . d 7
Rb - Sr Y Zr Nb Mo  Tc Ru Rh Pd Ag Cd In Sn Sb Te
bce
- hep bee bee .
 bee ccp hep. hcp bee bee hcp hep . cop ccp ccp hep cep® d a
Cs Ba La Hf Ta w Re Os Ir Pt Au Hg Tl Pb. Bi Po
‘bee '
cep: -bee : _ bec .
bee bee hep hep bee bee hep hep ccp cep ccp hep ccp o«
bec = body-centred cubic = diamond structure
ccp = cubic close-packed a = rhombohedral — puckered sheets
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pairing d electrons, and so allow the maximum participation of d orbitals
in metallic bonding. This increases the number of s and p electrons in-
volved in metallic bonding, and for example in Cu, Ag and Au the excited
electronic state involved in bonding is probably d®, s', p?, giving a cubic
close-packed structure and five bonds per atom (two d, one s and two p
electrons). At Zn the d orbitals are full, and the excited state used for
bonding is 34, 4s', 4p!, giving two bonds per atom and a body-centred
cubic structure. The enthalpies of atomization are in general agreement
with these ideas on bonding.

Crystal structures of metals

Metallic elements usually have a close-packed structure with a coordina-
tion number of 12, There are two types of close packing depending on the
arrangement of adjacent layers in the structure: cubic close packing
ABCABC and hexagonal close packing ABAB (see Metallic bonds and
metallic structures in Chapter 2). However, some metals have a body-
centred cubic type of structure (which fills the space slightly less efficiently)
where there are egight nearest neighbours, with another six next-nearest
neighbours about 15% further away. If this small difference in distance
between nearest and next-nearest neighbours is disregarded, the coor-
dination number for a body-centred cubic structure may be regarded
loosely as 14. The mechanical properties of malleability and ductility
depend on the ease with which adjacent planes of atoms can glide over
each other, to give an equivalent arrangement of spheres. These properties
are also affected by physical imperfections such as grain boundaries and
dislocations, by point defects in the crystal lattice and by the presence of
traces of impurity in the lattice. The possibility of planes gliding is greatest
in cubic close-packed structures, which are highly symmetrical and have -
possible slip planes of close-packed layers in four directions (along the
body diagonals), compared with only one direction in the hexagonal close-
packed structure, This explains why cubic close-packed structures are
generally softer and more easily deformed than hexagonal or body-centred
cubic structures. Impurities may cause dislocations in the normal metal
lattice, and the localized bonding increases the hardness. Some soft metals
like Cu become work hardened — it is harder to bend the metal a second
time. This is because dislocations are caused by the first bending, and these
disrupt the slip planes. Other metals such as Sb and Bi are brittle. This is
because they have directional bonds; which pucker layers, preventing one
layer from slipping over another.

The type of packing varies with the position of the element in the
periodic table (Table 5.4), which is related to the number of s and p
electrons on each atom that can take part in metallic bonding. This has
been described earlier.

Metallic elements commonly react with other metallic elements, often
over a wide range of composition, forming a variety of alloys which look
like metals, and have the properties of metals.
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Table 5.5 Interatomic distances in M; mole-
cules and metal crystals

Distance in Distance in
metal M, molecule
| A) (A)
Li 3.04 2.67
Na 372 3.08.
K 4.62 3.92
Rb 4.86 422
Cs 5.24 4,50

Bond lengths

If the valence electrons in a2 metal are spread over a large number of
bonds, each bond should be weaker and hence longer. The alkali metals
exist as diatomic molecules in the vapour state, and the interatomi¢ dis-
tances in the metal crystal are longer than in the diatomic molecule (Table
5.5). .
Though the bonds in the metal are longer and weaker, there are many
more of them than in the M, molecule, so the total bonding energy is
greater in the metal crystal. This can-be seen by comparing the enthalpy
of sublimation of the metal crystal with the enthalpy of dissociation of the
M, molecules (Table 5.6).

THEORIES OF BONDING IN METALS

The bonding and structures adopted by metals and alloys arc less fully
understood than those with ionic and covalent compounds. Any successful
theory of metallic bonding must explain both the bonding between a large
number of identical atoms in a pure_metal, and the bonding between
widely different metal atoms in alloys. The theory cahnot involve direc-
tional bonds, since most fnetallic properties remain even when the metal is
in the liquid state (for example mercury), or when dissolved in a suitable

Table 5.6 Comparison of enthalpies of subli-
mation and dissociation

Enthalpy of 1 enthalpy of
sublimation dissociation
of metal of M, molecule
(kImol™") (kI mol~1)
Li 161 54
Na 108 38
K 90 26
Rb 82 : .24

Gs 78 21
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solvent (for example solutions of sodium in liquid ammonia). Further, the
theory should explain the great mobility of electrons. :

Free electron theory

As early as 1900, Drude regarded a metal as a lattice with electrons moving
through it in much the same way as molecules of a gas are free to move.
The idea was refined by Lorentz in 1923, who suggested that metals com-
prised a lattice of rigid spheres (positive ions), embedded in a gas of free
valency electrons which could move in the interstices. This model explains
the free movement of electrons, and cohesion results from electrostatic
attraction between the positive ions and the electron cloud. Whilst it does
explain in a rough qualitative way why an increased number of valency
electrons results in an increased cohesive energy, quantitative calculations
are much less successful than similar calculations for the lattice energies of
ionic compounds.

Valence bond theory

Consider a simple metal such as lithium, which has a body-centred cubic
structure, - with eight nearest neighbours and six next-nearest neighbours at
a slightly greater distance. A lithium atom has one electron in its outer
shell, which may be shared with one of its neighbours, forming a normal
two-electron bond. The atom could equally well be bonded to any of its
other eight neighbours, so many different arrangements are possible, and
Figures 5.1a and b are two examples.

A lithium atom may form two bonds if it ionizes, and it can then form
many structures similar to-those in Figures 5.1c and d. Pauling suggested
that the true structure is a mixture of all the many possible bonding forms.
The more possible structures there are, the lower the energy. This means
that the cohesive force which holds the structure together is large, and in
metallic lithium the cohesive energy is three times greater than in a Li,
molecule. The cohesive energy increases from Group I to II to I1I, and this
is explained by the atoms being able to form an increased number of
bonds, and give an even larger number of possible structures. The pres-
ence of ions could explain the electrical conduction, but the theory does
not explain the conduction of heat in solids, or the lustre, or the retention
of metallic properties in the liquid state or in solution.

Molecular orbital or band theory

The electronic structure of a lithium atom is

1s 2s 2p
(L1}
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The Li; molecule exists in the vapour state, and bonding occurs using the
2s atomic orbital. There are three empty 2p orbitals in the valence shell,
and the presence of empty AOs is a prerequisite for metallic properties.
(Carbon in its excited state, nitrogen, oxygen, fluorine, and neon all lack
empty AOs in the valence shell and are all non-metals.)

The valence shell has more AQs than electrons, so even if the elec-
trons are all used to form normal two-electronn bonds, the atom cannot
attain a noble gas structure. Compounds of this type are termed ‘electron
deficient’. :

Empty AOs may be utilized to form additional bonds in two different
ways:

1. Empty AOs may accept lone pairs of electrons from other atoms or
ligands, forming coordinate bonds.

2. Cluster compounds may be formed, where each atom shares its few
electrons with several of its neighbours, and obtains a share in their
electrons. Clustering occurs in the boron hydrides and carboranes, and
is a major feature of metals. -

The molecular orbital description of an Li, molecule has been discussed
earlier in Chapter 4, in the examples of MO treatment. There are six
electrons arranged in molecular orbitals:

ols?, o*1s?, 02s®

Bonding occurs because the 02s bonding MO is full and the corresponding
antibonding orbital is empty. Ignoring any inner-electrons; the 25 AOs on
each of the two Li atoins combitie to give two MOs — one bonding and one
antibonding. The valency electrons o¢cupy the bonding MO (Figure 5.2a).

Suppose three Li atoms joined to form Lis. Three 25 AOs would com-
bine to form three MOs ~ one bondihg, one non-bonding and one anti-
bonding. The energy of th¢ non-bonding MO is between that for the
bonding and antibonding orbitals. The three valency electrons from the
three atoms would occupy the bonding MO (two electrons) and the non-
bonding MO (one electron) (Figure 5.2b).

In Liy, the four AOs would form four MOs ~ two bonding, and two anti-
bonding. The presence of two non-bonding MOs between the bonding and
antibonding orbitals reduces the energy gap between the orbitals. The four
valency electrons would occupy the two lowest energy MOs, which are
both bonding orbitals, as shown in Figure 5.2¢.

As the number of electrons in the cluster increases, the spacing between
the energy leveis of the various orbitals decreases further, and when there
are a large number of atoms, the energy levels of the orbitals are so close
together that they almost form a continuum (Figure 5.2d).

The number of MOs must by- definition be equal to the number of
constituent AOs. Since there is only one valence electron per atom in
lithium, and a MO c¢an hold two electrons, it follows that only half the
MOs in the 2s valence band are filled - i.e. the bonding MOs. It requires
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Figure 5.2 Development of molecular orbitals into bands in metals.

only a minute amount of energy to perturb an electron to an unoccupied
MO. _

The MOs extend in three dimensions over all the atoms in the crystal, so
electrons have a high degree of mobility. The mobile electrons account for
the high thermal and electrical conduction of metals.

If one end of a piece of metal is heated, electrons at that end gain energy
and move to an unoccupied MO where they can travel rapidly to any other
part of the metal, which in turn becomes hot. In an analogous manner,
electrical conduction takes place through a minor perturbation in energy
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Figure 5.3 Two methods by which conduction can occur: (a) metallic molecular

orbitals for lithium showing half filled band; (b) metallic molecular orbitals for
beryllium showing overlapping bands.

promoting an electron to an unfilled level, where it can move readily. In
the absence of an electric field, equal numbers of electrons will move in all
directions. If a positive electrode is placed at one end, and a negative
electrode at the other, then electrons will inove towards the anode much
more readily than in the 6pposite direction; hence an electric current flows.

Conduction occurs because the MOs extend over the whole crystal, and
because there is effectively no energy gap between the filled and unfilled
MOs. The absence of ah energy gap in lithium is because only haif the
MOs in the valence band are filled with electrons (Figure 5.3a).

In beryllium there are two valence électrons, so the valence electrons
would just fill the 25 valence band of MOs. In an isolated beryllium atom,
the 2s and 2p atomic orbitals differ in energy by 160kJ mol™!. In much the
same way as the 2s AOs form a band of MOs, the 2p AOs form a 2p band
of MOs. The upper part of the 2s band overlaps with the lower part of the
2p band (Figure 5.3b). Because of this overlap of the bands some of the 2p
band is occupied and some of the 2s band is empty. It is both possible and
easy to perturb electrons to an unoccupied level in the conduction band,
where they can move throughout the ¢rystal. Beryllium therefore behaves
as a mmetal. It is only because the bands overlap that there is no energy gap,
so perturbation from the filled valence band to the empty conduction band

can occur.

CONDUCTORS, INSULATORS AND SEMICONDUCTORS

 In electrical conductors (metals), either thé valence band is only partly
full, or the valence and conduction bands overlap. There is therefore no
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significant gap between filled and unfilled MOs, and perturbation can
occur readily.

In insulators (non-metals), the valence band is full, so perturbation
within the band is impossible, and there is an appreciable difference in
energy (called the band gap) between the valence band and the next empty

‘band. Electrons cannot therefore be promoted to an empty level where

they could move freely.

Intrinsic semiconductors are basically insulators, where the energy gap
between adjacent bands is sufficiently small for thermal energy to be able
to promote a siall number of electrons from the full valence band to the
empty conduction band. Both the promoted electron in the conduction
band and the unpaired electron left in the valence band can conduct elec-
tricity. The conductivity of semiconductors increases with temperature,
because the number of electrons promoted to the conduction band in-
creases as the temperature increases. Both n-type and p-type semicon-

" ductors are produced by doping an insulator with a suitable impurity. The

band from the impurity lies in between the valence and conduction bands
in the insulator, and acts as a bridge, so that electrons may be excited from
the insulator bands to the impurity bands, or vice versa (Figure 5.4).
(Defects and semiconductors are discussed at the end of Chapter 3.)

ALLOYS

When two metals are heated together, or a metal is mixed with a non-
metallic element, then one of the following will occur:-

1. An ionic compound may be formed.
2. An interstitial alloy may be formed.
3. A substitutional alloy may be formed.
4. A simple mixtyre may, result. '

Which of these occurs depends on the chemical nature of the two elements
conce_rned? and on the relative sizes of the metal atoms and added atoms.

Ionic compounds

Consider first the chemical nature of the two elements. If an element of
high electronegativity (e.g. F 4.0, CI 3.0 or O 3.5) is added to a metal of
low electronegativity (e.g. Li 1.0, Na 0.9), the product will be ionic, not
metallic. - :

Interstitial alloys and related compounds

Next consider the relative sizes of the atoms. The structure of many metals
is a close-packed lattice of spherical atoms or ions. There are therefore
many tetrahedral and octahedral holes. If the element added has small
atoms, they can be accommodated in these holes without altering the
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Figure 5.4 Conductors, insulators, impurity and intrinsic semiconductors.

structure of the metal. Hydrogen is small enough to occupy tetrahedral
holes, but most other elements occupy the larger octahedral holes.
The invading atoms occupy interstitial. positions in the metal lattice,
instead of replacing the metal atoms. The ¢hemical composition of com-
pounds of this type may. vary over a wide range depending on how many

holes are occupied. Such alloys are called interstitial solid solutions, and

are formed by a wide range of metals with hydrogen, boron, carbon,
nitrogen and other eletients. The most important factor is the size of the
invading atoms. For octahedral holés to be occupied, the radius ratio of
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Figure 5.5 Part of the iron—-carbon phase diagram (X = eutectic. Y = eutectoid,
P = pearlite).

the smaller atom/larger atom should be in the range 0.414-0.732. The
invasion of interstitial sites does not significantly alter the metal structure.
It still looks like a metal, and still conducts heat and electricity. However,
filling some of the holes has a considerable effect on the physical pro-
perties, particularly the hardness, malleability and ductility of the metal.
This is because filling holes makes it much more difficult for one layer of
metal ions to slip over another.

Interstitial borides, carbides and nitrides are extremely inert chemically,
have very high melting points, and are extremely hard. Interstitial carbides
of iron are of great importance in the various forms of steel.

The iron—carbon phase diagram is of great importance in the ferrous
metal industry, and part of this is shown in Figure 5.5. The most important
part is from pure Fe to the compouynd iron carbide or cementite, Fe;C.
Pure Fe exists as two allotropic forms: one is a-ferrite or austenite, with a
body-centred cubic structure, which is stable up to 910°C; above this
temperature it changes to y-ferrite with a face centred-cubic structure.
Above 1401°C y-ferrite changes back to a body-centred cubic structure,
but is now called d-ferrite. ’

The upper part of the curve is typical of two solids which are only partly
miscible, and a eutectic. point occurs at X, between y-ferrite, iron carbide
and liquid. A similar triple point occurs at Y, but since it occurs in a
completely solid region it is called a eutectoid. point. A solid with the
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eutectoid composition (a mixture of y-ferrite and iron carbide) is called
pearlite. This is a mixture, not a compound, and is marked P in the dia-
gram. The name pearlite refers to the mother-of-pearl-like appearance
when examined under a microscope. The various solid regions a, y, § are
the different allotropic forms of iron and all contain varying amounts of
carbon in interstitial positions.

Steel contains up to 2% carbon. The more carbon present, the harder

and more brittle the alloy. When steel is heated, the solid forms austenite,
which can be hot rolled, bent or pressed into any required shape. On
cooling, the phases separate, and the way in which the cooling is carried
out affects the grain size and the mechanical properties. The properties of
steel can be changed by heat treatment such as annealing and tempering.
Cast iron contains more than 2% carbon. Iron carbide is extremely hard,
and brittle. Heating cast iron does not produce a homogeneous solid
solution (similar to austenite for steel), so cast iron cannot be worked
mechanically, and the liquid must be cast into the required shape.

Substitutional alloys

If two metals are completely miscible with each other they can form a
continuous range of solid solutions. Examples include Cu/Ni, Cu/Au,
K/Rb, K/Cs and Rb/Cs. In cases like these, one atom may replace another
at random in the lattice.

In the Cu/Au case at temperatures above 450°C a disordered structure
exists (Figure 5.7c), but on slow cooling the more ordered superlattice may
be formed (Figure 5.7d). Only a few metals form this type 6f continuous
solid solution, and Hume-Rothery has shown that for complete miscibility
the following three rules should apply.
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Figure 5.6 Cu/Ni - a continuous series of solid solutlons (After W.J. Moore,
Physical Chemistry.)
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Figure 5.7 Metal and alloy structures: (a) pure metal lattice; (b) interstitial alloy
(X atoms occupy interstitial positions); (c) random substitutional alloy and (d)
superlattice (ordered substitutional alloy).

1. The two metals must be similar in size — their metallic radii must not
differ by more than 14-15%.

2. Both metals must. have the same crystal structure.

3. The chemical properties of the metals must be similar — in particular the
number of valency elgctrdns should be the same.

Consider an alloy of Cu and ‘Au. The metallic radii differ by only 12.5%,
both have cubic close-packed structures, and both have similar properties
since they are in the same vertical group in the periodic table. The two
metals are therefore completely miscible. The Group 1 elements are
chemically similar, and all have body-centred cubic structures. The size
differences between adjacent pairs of atoms are Li—-Na 22.4%, Na-K
22.0%, K-Rb 9.3% and Rb-Cs 6.9%. Because of the size difference,
complete miscibility is found with K/Rb and Rb/Cs alloys but not with
Li/Na and Na/K alloys.

If only one or two of these rules is satisfied then random substitutional
solid solutions will only occur over a very limited range at the two extremes
of composition.

Consider alloys of tin and lead. The radii differ by only 8.0%, and they
are both in Group IV, and so have similar properties. However, their
structures are different, so they are only partly miscible. (See Figure 5.8.)
Solder is an alloy of Sn and Pb with typically about 30% Sn, but it may
have 2-63% Sn. The phase diagram is shown in Figure 5.8. There are two
small areas of complete miscibility, labelled a and B, at the extremes of
composition at the extreme left and right of the diagram. With plumbers’



Table 5.7 Metallic radii of the elements (A) (for'IZQC()ordinntion)
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Figure 5.8 Phase diagram for Sn/Pb showing partial miscibility, and only a limited
range of solid solutions. (The eutectic occurs at 62% Sn, and eutectoid points occur
at 19.5% Sn and 97.4% Sn. )

solder (30% Sn, 70% Pb), the liquid and solid curves are far apart, so that

there is a temperature interval of nearly 100°C over which the solder is
pasty, with sohd solution suspended_in liquid. When in this part-solld
part-liquid state, a solder joint can be ‘wiped’ smooth.

Similar behaviour is found with the Na/K alloy, and the Al/Cu alloy.
The metallic radii of Na and K differ by 22.0%, so despite their structural
and chemital similarities they only form solid solutions over a limited
range of composition. -

In other cases where only a limited range of solid solutions are formed,
the tendency of the different metals to form compounds instead of solu-
tions is important. One or more intermetallic phases may exist, each of
which behaves as a.compound of the constituent metals, though the exact
stoichiometry may vary over a limited range. For example, in the Cu/Zn
system the metallic radii differ by only 7.0%, but they have different
structures (Cu is cubic.close-packed and Zn is hexagonal close-packed).
and they have a different number of valence electrons. Only a limited
range of solid solytions is expected, but the atoms have a strong tendency
to form compounds, and five different structures may be distinguished, a
shown in Table 5.8.
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ALLOYS
Table 5.8 Table of intermetallic phases
Phase Zn Composition Structure
« 0-35% Random substitutional solid solution of Zn in Cu
i 45-50% . Intermetallic compound of approximate
stoichiometry CuZn.
Structure body-centred cubic
¥ 60-65% Intermetallic compound of approximate
- stoichiometry CusZng. -
Structure complex cubic
] 82-88% Intermetallic compound of approximate
stoichiometry CuZn,.
Structure hexagonal close-packed
1 97-100% Random substitutional solid solution of Cuin Zn
1200
cu L108%° . Liquid
1000~ a + Lig .
B+Lqg
O 800} < : ]
1 Y
'g al - + Lig
g +\ B
Y )
§ 600 |- o B gl T lf\o+ui
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Figure 5.9 Phase diagram for Cu/Zn alloy systems. (Copyright Bohm and Klemm,
Z..Anorg. Chem., 243, 69, 1939.) '
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Table 5.9 Some intermetallic compounds with various
ratios of valency electrons to number of atoms

Ideal' formula No. of Vaiency electrons

No. of atoms

CuZn 32

CusAl . 6/4 = 3/2

CusSn 9/6 = 3/2

AgZn 3/2° ; P phases
Cu;Si 9/6 = 3/2

AgAL . 64 =312

CoZn; 32+

CusZng 21/13

CugAl, 21/13

Na,, Pbs 21/13 Y phases
C052n21 21/13*

CuZn; o : 7/4

Cu,Si /4

AgsAl 14/8 = 714 [ € Phases
AU5A|3 14/8 = 7/4

* Metals of the Fe, Co and Ni groups are assumed to
have zero valence electrons for metallic bonding.

The relation between the various phases is shown in the phase diagram
(Figure 5.9). Each phase can be represented by a typical composition or
ideal formula, even though it exists over a range of composition. Hume-
Rothery studied the compositions of the phases formed and found that the
B phase always ocgurs in alloys when the ratio of the sum of the valency
electrons to the number of atoms is 3:2. In a similar way the y phase
always occurs when the ratio is 21 : 13, and the 7 phase always occurs when
the ratio is 7: 4, irrespective of the particular metals involved (Table 5.9).

The explanation of why similar binary metallic phases are formed at
similar electron to atom ratios is not fully understood, but seems to lie in

 filling the electronic.bands in such a way as to give the minimum energy.

SUPERCONDUCTIVITY

Metals are good conductors of electricity, and their conductivity increases
as the temperature is lowered. In 1911 the Dutch scientist Heike Kamer-
lingh Onnes discavered that metals such as Hg and Pb became supercon-
ductors at temperatures near absolute zero. A superconductor has zero or
almost zero electrical resistance. It can ‘therefore carry an electric current
without losing energy, and in principle the current ¢an flow for ever. There

is a critical temperature T, at which the resistance drops sharply and

superconduction occurs. Later, Méissner and Ochsenfeld found that some
superconducting materials will not permit a magnetic field to penetrate
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their bulk. This is now called the Meissner effect, and gives rise to ‘levi-
tation’. Levitation occurs when objects float on air. This can be achieved
by the mutual repulsion between a permanent magnet and a supercon-
ductor. A superconductor also expels all internal magnetic fields (arising
from unpaired electrons), so superconductors are diamagnetic. In many
cases the change in magnetic properties is easier to detect than the in-
creased electrical conductivity, since the passage of high currents or strong
magnetic fields may destroy the superconductive state. Thus there is also a
critical current and critical magnetization which are linked to 7.

A superconducting alloy of niobium and titanium, which has a T, of
about 4K and requires liquid helium to cool it, has been known since the
1950s. Considerable effort has been put into finding alloys which are

superconductors at higher temperatures. Alloys of Nb3Sn, Nb;Ge, NbsAl-

and V,Si all show superconductivity and have T, values of about 20K. It is
interesting that these alloys all have the same B-tungsten structure. The
Nb;Sn and and Nb,Ge alloys have T values of 22K and 24 K respectively.
These alloys are used to make the wire for extremely powerful electro-
magnets. These magnets have a variety of uses: .

1. In linear accelerators used as atom smashers for high energy particle
physics research

2. In nuclear fusion research to make powerful magnetic fieids.which act
as a magnetic bottle for a plasma : '

3. For military purposes

4. For nuclear magnetic resonance 1magmg (which is used in diagnostic
medlcme)

An extremely high current can be passed through a very fine wire made
of a superconductor. Thus small coils with a large number of turns can be
used to make extremely powerful high field electromagnets. Because the
superconductor has effectively zero resistarice, the wire does not get hot.
Since there is no current loss, once the current is flowing in the coil it
continues indefinitely. For example, in large superconducting magnets
used in plasma research, the current used by a Nb/Ta superconducting
alloy at 4K was only 0.3% of the current used ih an electromagnet of
_ similar power using copper wire for. the metal turns. A major obstacle to
the widespread use of these low temperature superconductors has been the
very low value of the transition tetaperature 7. The only way of attaining
these low temperatures was to use liquid helium, which is very expensive.

The first non-metallic. superconductor was found in 1964. This was a
metal oxide with a perOvsknte crystal structure and is a different type of
superconductor from the alloys. It was of no practical use smce the T 1s
only 0.01K.

The perovskite structure is formed by compounds of formula ABO;,
where the oxidation states of A and B add up to 6. Examples include
BaTiO,, CaTiO; and NaNbVYO,. The perovskite crystal structure is cubic.
A Ca®* ion is located at the body-centred position (at the centre of the
cube), the smaller Ti** jons are located at each corner, and the O ar
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located half-way along each of the edges of the cube. Thus the Ca®* has
a coordination number of 12 since it is surrounded by 12 O atoms, and
the Ti** are surrounded octahedrally by 6 O atoms. This structure is
illustrated in Figure 19.2.

Superconductivity has also been observed in certain organic materials
with flat molecules stacked on top of each other, and in certain sulphides
called Chevrel compounds. . .

In 1986 Georg Bednorz and Alex Muller (who were working for IBM in
Zurich, Switzerland) reported a new type of superconductor with a T,
value of 35 K. This temperature was.appreciably higher than that for the
alloys. This compound is a mixed oxide in the Ba-~La-Cu-O system.
Though originally given a different formula, it has now been reformulated
as La;;—)Ba,CuO-,) where x is between 0.15 and 0.20 and y is small.
This compound has a perovskite structure based on La,CuQO,. Though
La,CuOy itself is non-conducting, superconductors can be made by re-
placing 7.5-10% of the La** ions by Ba®*. There is a small deficiency of
O?~. It seems reasonable that the oxygen loss from the lattice is balanced
by the reduction of an easily reducible metal cation, in this case Cu**

Ofiaicey — 302 + 2¢
2Cu3t + 2e > 2c_u2+

The publication of this paper stimulated enormous interest in ‘ceramic’
superconductors and a flood of papers was published in 1987. Different
laboratories - prepared similar compounds, replacing Ba** with Ca®* or
Sr**, substituting different lanthanides, and varying the preparative
conditions to control the amount of oxygen. In the main syntheses stoi- -
chiometric quantities of the appropriate metal oxides or carbonates are
heated in air, cooled, ground, heated in oxygen and annealed. Com-
pounds were made with T, values of about S0K. Bednorz and Muller
were awarded the Nobel Prize for Physics in 1987.

Another very significant superconducting system based on the Y~-Ba-
Cu-0O system was reported in March 1987 by Wy, Chu and coworkers.
This was important because it was the first report of a superconductor
whrch worked at 93K. This temperature was significant for practical
reasons. It allows liquid nitrogen (boiling point 77 K) to be used as coolant
rather than the more expensrve liquid helium. The compound is formu-
lated as YBa—;Cu;O-,_ This is called the 1-2-3 system because of the
ratio of the metals present. Like the previous La,CuQ, system, the 1-2-3
structure contains Cu and is based on a perovskite structure. This com-
prises three cubic perovsklte units stacked one on t0p of the other, giving
an elongated (tetragonal) unit cell.

CuBaOa
CUYO;
.| cuBa0,
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The upper and lower cubes have a Ba®* ion at the body-centred position
and the smaller Cu®* ions at each corner. The middle cube is similar but
has a Y** ion at the body centre. A perovskite structure has the formula
ABOs, and the stoichiometry of this compound would be YBa,Cu;Oy.
Since the formula actually found is YBa,Cu;0;_,, there is a massive
oxygen deficiency, and about one quarter of the oxygen sites in the crystal
are vacant. In a pérovskite cube, O?~ are located half-way along each of
the 12 edges of the cube. Neutron diffraction shows that the O vacancies
are ordered. All the O which should be present at the same height up
the z axis as the Y atom are absent: half of the O atois around Cu and
between the Ba planes are also missing.

Several lanthamdes, including Sm, Eu, Nd, Dy and Yb, have been
substituted for Y in 1-2-3 structures. Vatues of 7, up to 93K are well
established. These are called warm superconductors.

In 1988 new systems were reported using Bi or Tl instead of the lan-
thanides. For example, in the system Bi;Sr,Ca,—1yCu,0(24.+4) compounds
are known where n is 1, 2, 3 and 4. These all have a perovskite structure
and have T, values of 12K, 80K, 110K and 90K respectively. A similar
range of compounds.Tl,Ba,Ca,-1)Cu, O, +4) are known with 7, values
of 90K, 110K, 122K and 119K respectively. There are claims that the
compound Bi; 7Pbg ,Sbp, 18r2Ca,Cu; 4O, has a T value of 164 K. '

BaBiO; has a perovskite structure, but is not a superconductor. How-
ever, replacing some of the Ba sites with K, or replacing some of the Bi
sites with Pb, gives other superconducting phases such as K.Ba(, - oBio;
and BaPb,_ r)BIJqu These compounds have relatively low 7, values, but
are of theoretical interest because they.do not contain Cu or a lanthanide
element.

The race to discover superconductors which work at higher tempera-
tures continues. The prospect of making superconductors which work at

room temperature will continue to attract attention, since its technical

applications have great financial benefits. What are these potential
uses? '

1. The possibility of power transmission using a superconductor is highly
attractive. There are obvious difficulties about making long cables from
a cerami¢ material. However, low loss transmission of DC through
resistanceless cables from electricity generating powet stations rather
than AC through norial wire is economlcally attractive.

2. Use in computers. One of the biggest difficulties in further minia-
‘turization of computer chips is how to get rid of unwanted heat. If
superconductors were used, the heat problems would be dramatically
reduced. The greater speed of cmps i$ hindered by the time it takes to
charge a capacitor, due to the resistance of the interconnecting metal
film. Superconductors could lead to faster chips.

3. Powerful electromagnets using super¢onducting windings are already
used. It would be much easier to dé this at higher temperatures.

4. Levitation — much piofieering work was done by Eric Laithwaite at
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Imperial College on linear motors, and a prototype of a train which
floats on a magnetic field has been built in Japan.

Superconductivity of metals and alloys is thought to involve two elec-
trons at a time (Bardeen et al., 1957; Ogg, 1946). There is no one accepted
explanation of how high temperature superconduction occurs in these
mixed oxide (ceramic) systems. However, it seems appropriate to draw
together the apparent facts at this time:

1. Many, but not all, warm superconductors contain Cu. Two features of
Cu chemistry are that it exists in three oxidation states, (+1I), (+II) and
(+I1I), and that Cu(II) forms many tetragonally distorted octahedral
complexes. Both of these factors may be important. In the La,CuQy
compounds some Ba®* ions are substituted for La**. To balance the
charges some Cu(II) atoms change into Cu(III). Superconductivity in
this system is thought to involve the transfer of electrons from Cu(II) to
Cu(III), but if the process involves two electrons as in the metal super-
conductors it could involve electron transfer from Cu(I) to Cu(III).

2. It is also significant that these superconductors are all related to the
perovskite structure.

3. Another common feature is that the oxygen deficiency seems to be
critical. There is strong evidence from neutron diffraction that the
vacancies left by missing O are ordered. It seems reasonable to sup-
pose that, since Cu is normally octahedrally surrounded by six O
atoms, when an O vacancy occurs (that is when an O is omitted), then
two Cu atoms may interact directly with each other. Interactions such
as Cu'-Cu™ or Cy'-Cu™ could occur by transferring an elec-
tron between the two Cu . atoms. Similarly superconductivity in the
YBa,Cu;05_, is thought to be associated with the ready transfer of
electrons between Cu(I), Cu(II) and Cu(III).
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PROBLEMS
1. List the physical and chemical properties associated with metals.
2. Name and draw the three common crystal structures adopted by metals.

3, Aluminiumn has a face-centred- cubic structure. The unit cell length is
4.05A. Calculate the radius of Al in the metal.' (Answer: 1.43A.)

4. Explain why the electrical conductivity of a metal decreases as.the
temperature is raised, but the opposite occurs with semiconductors.

5. Describe the structures of interstitial- and substitutional a]loys and
outline the factors determining which is formed. -

6. What is superconductlvny? What uses and potential uses are there_for
superconductors? What types of materials are superconductors?



General properties of
the elements

SIZE OF ATOMS AND IONS

Size of atoms

The size of atoms decreases from left to right across a period in the periodic
table. For example, on moving from lithium to beryllium one extra positive
charge is added to the nucleus, and an extra orbital electron is also added.
Increasing the nuclear charge results in all of the orbital electrons being
pulled closer to the nucleus. In a given period, the alkali metal is the largest
atom and the halogen the smallest. When a horizontal period contains ten
transition elements the contraction in size is larger, and when in addition
there are 14 inner transition elements in a horizontal period, the contrac-
tion in size is even more marked.

On descending a group in the periodic table such as that containing
lithium, sodium, potassium, rubidium and caesium, the sizes of the atoms
increase due to the effect of extra shells of electrons being added: this
outweighs the effect of increased nuclear charge.

Size of ions

Metals usually form positive ions. These are formed by removing one or
more electrons from the metal atom. Metal ions are smaller than the atoms
from which they were formed for twa reasons:

1. The whole of the outer shell of electrons is usually ionized, i.e
removed. This is one reason why cations are much smaller than the
original metal atom. ‘

2. A second factor is the effective nuclear charge. In an atom, the number
of positive charges on the nucleus is exactly the same as the number of
orbital electrons. When a positive ion is formed, the number of positive
charges on the nucleus exceeds the number of orbital electrons, and the
effective nuclear charge (which is the ratio of the number of charges on
the nucleus to the number of electrons) is increased. This results in the
remaining electrons being more strongly attracted by the nucleus. Thus
the electrons are pulled in — further reducing the size.




Table 6.1 Covalent radii of the elements

Group ‘ '
Period I I I 1w A% | VI vl 0
1 " H ' H He
. . [ B
~0.30 ' ~0.30 1.20*
2 Li Be ' B C N O F Ne
[ ] . ‘ , 'y . * . o ®
0 1.23 0.8 |- ‘ 0.80 0.77 0.74 0.74 0.72 1.60*
3 Na Mg - Al Si P S O Ar
[ 7 . : ® ® e e . [ ]
.57 1.36 . : 1.25 117 110 1.04 099 1.91*
4. K CaJ] S T V C Mn Fe Co Ni Cu Zn| Ga Ge As Se  Br Kr
@® ® | o ° L L L L4 ] L] [ L L [ . ° ° [ ]
©2.03 K74 {144 132 122 117 117 117 116 115 1.17 1.25 j125 1.22 121 1.14 1.14 2.00*
5 Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te ' I Xe
® ® ® ° ° ‘e - e ° ™ e . o ° ® ° ® ° ° o
216 191 {162 1.45 134 1.2 - 124 1.25 1.28 134 141 {150 140 141 1.37 1.33 2.20*
6 | Cs. Ba|{ La Hf Ta W Re Os Ir Pt Au Hg T Pb Bi Po At Rn
) ®|® o . ® . ° . ° ° . ® ° ®
235 198 {1.69 144 134 130 1.28 1.26 1.26 129 134 1.44 11.55 146 1.52
7 Fr Ra ] Ac
Lanthanides Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb Lu
® [ ® o ® ® ® ® ® ® @ @ ®
165 1.64 164 - 166 1.8 1.61 1.59 1.59 1.58 1.57 15 170 1.56

COVALENT RADII OF THE ELEMENTS 7
(Numerical values are given in Angstrdm units. * The values for the noble gases are atomic radii, i.e. non-bonded radii, and should be compared

~ with van.der Waals radii rather than with covalent bonded radii. Large circles indicate large radii and small circles small radii.)
After Moeller, T., Inorganic Chemistry, Wiley 1952 : o
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A positive ion is always smaller than the corresponding atom, and the
more electrons which are removed (that is, the greater the charge on the
ion), the smaller the ion becomes.

Metallic radius Na lv.86A Atomic radius Fe 1.17A
Ionic radius  Na™ 1.02A  Jonic radius Fe?* 0.780 A (high spin)
' Ionic radius  Fe** 0.645 A (high spin)

"~ When a negative ion is formed, one or more electrons are added to an
atom, the effective nuclear charge is reduced and hence the electron cloud
expands. Negative ions are bigger than the corresponding atom.

Covalent radius CI  0.99 A
Ionic radius  ClI~ 1.84A

Problems with ionic radii
There are several problems in obtaining an accurate set of ionic radii.

1. Though it is possible to measure the internuclear distances in a crystal
very accurately by X-ray diffraction, for example the distance between
Na* and F~ in NaF, there is no universally accepted formula for

- apportioning this to the two ions. Historically several different sets of
ionic radii have been estimated. The main ones are by Goldschmidt,
Pauling and Ahrens. These are all calculated from observed inter-
-nuclear distances, but differ in the method ysed to split the distance
between the ions. The most recent values, which are probably the most
accurate, are by Shannon (1976).

2. Corrections to these radii are necessary if the charge on the ion is
changed.

3. Corrections must also be made for the coordination number, and the
geometry. : ,

4. The assumption that ions are spherical is probably true for ions from
the s- and p-blocks with a noble gas configuration, but is probably
untrue for transition metal ions with an incomplete d shell.

5. In some cases there is extensive delocalization of d electrons, for
example in TiO where they give rise to metallic conduction, or in cluster
compounds. This also changes the radii.

Thus ionic radii are not absolute constants, and are best seen as a working
approximation.

Trends in ionic radii _
Irrespective of which set of ionic radii are used, the following trends are
observed:

1. In the main groups, radii increase on descending the group, e.g.
Li* = 0.76A, Na* = 1.02A, K*- = 1.38A, because extra shells of

electrons are added.
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2. The ionic radii decrease movmg from left to right across any period in
the periodic table, e.g. Na* = 1.02A, Mg?* = 0.720A and AP* =
0.535 A. This is partly due to the increased number of charges on the
nucleus, and also to the increasing charge on the ions.

3. The ionic radius decreases as more electrons are ionized off, that is as
the valency mcreases, e.g. Cr** = 0.80 A (high spm) Cr’t = 0.6154,
Cr** = 0.55A, Cr’* = 0.49A and Cr** = 0.44A.

4. The d and f orbitals do not shield the nuclear charge very effectively.
Thus there is a significant reduction in the size of ions just after 10d or
14f electrons have been filled in. The latter is called the lanthanide con-
traction, and results in the sizes of the second and third row transition
elements being almost the same. This is discussed in Chapter 30.

IONIZATION ENERGIES

If a small amount of energy is supplied to an atom, then an electron may
be promoted to a higher energy level, but if the amount of energy supplied
is sufficiently large the electron may be completely.removed. The energy
required to remove the most loosely bound electron from an isolated
gaseous atom is called the ionization energy.

Ionization energies are determined from spectra and are measured in
kJmol™!. It is possible to remove more than one electron from most
atoms. The first ionization energy is the energy required to remove the first
electron and convert M to M™; the second ionization energy is the energy
required to remove the second electron and convert M* to M?*; the third
ionization energy converts M** to M>3*, and so on. :

The factors that influence the ionization energy are:

1. The size of the atom.

2. The charge on the nuclcus. '

3. How effectively the innet electron shells screen the nuclear charge.
4. The type of electron involved (s. p, d or f).

These factors are u<ually interrelated. In a small atom the electrons are
tightly held, whilst in a larger atom the electrons are less strongly held.
Thus the ionization energy decreases as the snze of the atoms increases.

Table 6.2 lonization energies for Group 1 and 1l elements (kJ mol™")

1st 2nd ’ 1st 2nd 3rd
Li 520 7296 Be 899 1757 14847
Na 496 4563 Mg 737 1450 7731
K 419 3069 Ca 590 ‘1145 4910
Rb 403 2650 Sr 549 1064 4207
Cs 376 2420 Ba 503 965 :
Fr ' Ra , 509 979 . 3281+

*Bstimated value.
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This trend is shown, for example, by Group I and Group II elements (See
Table 6.2), and also by the other main groups.

Comparison of the first and second ionization energies for the Group |
elements shows that removal of a second electron involves a great deal
more energy, between 7 and 14 times more than the first ionization energy.

- Because the second ionization energy is so high, a second electron is not

removed. The large difference between the first and second ionization
energies is related to the structure of the Group I atoms. These atoms have
just one electron in their outer shell. Whilst it is relatively easy to remove
the single outer electron, it requires much more energy to remove a second
electron, since this involves breaking into a filled shell of ¢lectrons.

The ionization enérgies for the Group II elements show that the first
ionization energy is almost doyble the value for the corresponding Group |
element. This is because the increased nuclear charge results in a smaller
size for the Group II element. Once the first electron has been removed,

the ratio of charges on the nucleus to the number of orbital electrons (the

effective nuclear charge) is increased, and this reduces the size. For
example, Mg™ is smaller than the Mg atom. Thus the remaining electrons
in Mg* are even more tightly held, and consequently the second ionization
energy is greater than the first. Removal of a third electron from a Group
II eiement is very much harder for two reasons:

1. The effective nuclear charge has increased, and hence the remaining
electrons are more tightly held.

2. Removing another electron woulid involve breaking a completed shell of
electrons.

The ionization energy also depends on the type of electron which is
removed. s, p, d and f electrons have orbitals with different shapes. An s
electron penetrates nearer to the nucleus, and is therefore more tightly
held than a p electron. For similar reasons a p electron is more tightly held
than a 4 electron, and a d electron is more tightly held than an f
electron.Other factors being equal, the ionization energies are in the order
s > p > d > f. Thus the increase in ionization energy is not quite smooth
on moving from left to right in the periodic table. For example, the first
ionization energy for a Group III element (where a p electron is being
removed) is actually less than that for the adjacent Group II element
(where an s electron is being removed).

In general, the ionization energy decreases on descending a group and
iricreases on crossing a period. Removal of successive electrons becomes

Table 6.3 Comparison of some first ionization éhergies (kJmol™")

Li ‘Be B C N 0 F Ne
s20 | 899 801 1086 1403 1410 1681 2080
Na Mg Al Si. P S Cl Ar

496 737 577 786 1012 999 1255 | 1521
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Period I I {1 v A% Vi Vil 0
1 H He
o 4

1311 2372

2 Li Be B C N (6] F Ne
. . . o o ® ® o

520 899 801 1(_)86 1403 1410 1681 2080

3 Na Mg Al Si P S Cl Ar

. . . . ® e o o

496 737 577 78 1012 999 1255 1521 -

4 K Ca|S Ti V C Mn Fe Co Ni Cu 2Zn|Ga Ge As Se Br Kr
. [} [ ] [ ) [ ] [} [} ® [ ] e [ ] [ ] ® [ ] [ ] [ ] [ ]

419 590 1631 656 650 652 717 762 758 736 745 906 {579 760 947 941 1142 1351

5: Rb - Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd ) In Sn Sb Te I - Xe
. . ) [ ] o » ) ) [ ) ) . ° ® ) [ -] [ ]

403 549 |616 674 664 685 703 711 720 804 73t 876 | 558 708 834 869 1191 1170

6 Cs Baltla Hf Ta W Re Os Ir Pt Au Hg | Tl Pb Bi Po At Rn
. . . . ° ) ) ) * ) 3 [ ) ° ) ) ° [ ] [ ]

376. 503 }|541 760 760 770 759 840 900 870 389 1007 | 589 715 703 813 912 1037

7 Fr Ra | Ac

FIRST IONIZATION ENERGIES OF THE ELEMENTS

(Numerical values are given in kJ mol™'))

(Large circles indicate high values and small circles low values )

After Sanderson, R.T., Chemical Periodicity, Reinhold, New York.
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Flgure 6.1 First ionization energies of the clements.

more difficylt and first ionization energy < second ionization energy <
third ionization energy. There are a number of deviations from these
generalizations.

The variation in the first ionization energies of the elements are shown in
Figure 6.1. The graph shows three features:

1. The noble gases He, Ne, Ar, Kr, Xe and Rn have the highest ionization
energies in their respective periods.

2. The Group I metals Li, Na, K and Rb have the lowest ionization
‘energies in their respective: periods.

3. There is a general upward trend in ionization energy within a horizontal
period, for example from Li to Ne or from Na to Ar.

The values for Ne and Ar are the highest in their periods because a great
deal of energy is requxred to remove an electron from a stable filled shell of
electrons.

The graph does not increase smoothly The values for Be and Mg are
high, and this is attributed to the stability of a filled s level. The values for
N and P are also high, and this indicates that a half filled p level is also
particularly stable. The values for B and Al are lower because removal of
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one electron leaves a stable filled s shell, and similarly with O and S a stable
half filled p shell is left.

Eleclronic arrangements with extra slability
F-

Filled s fevel

S
© Half filled p level
s P
Completely full - noble gas structure

In general the first ionization energy decreases in a regular way on
descending the main groups. A departure from this trend occurs in Group
II1, where the expected decrease occurs between B and Al, but the values
for the remaining elements Ga, In and T1 do not continue the trend, and
are irregular. The reason for the change at Ga is that it is preceded by ten
elements of the first transition series (where the 3d shell is being filled).
This makes Ga smaller than it would otherwise be. A similar effect is
observed with the second and third transition series, and the presence of
the three transition series not only has a marked effect on the values for
Ga, In and TI, but the effect still shows in Groups IV and V.

Table 6.5 Ionization energies for Group 111
elements (kJ mol™")

1st 2nd 3rd

B 801 2427 3659
Al 577 1816 2744
Ga 579 1979. 2962
In 558 1820 2704
T 589 1971 - 2877

The ionization energies of the transition eléments are slightly irregular,

but the third tow elements starting at Hf have lower values than would be -

expected due to the interpolation of the 14 lanthanide elements between
La and Hf. ' s :

ELECTRON AFFINITY

The energy released when an extra electron is added to a neutral gaseous
atom is termed the electron affinity. Usually only one €lectron is added,
forming a uninegative ion. This repels further-electrons and energy is
needed to add on a second electron: hence the negative affinity of O™,
Ele¢tron affinities depend on the size and effective nuclear charge. They
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Table 6.6 Some electron affinity values (kJ mol™")

H - H =72
He — He™ 54
Li - Lim -§7 Na — Na~- =21
Be —» Be™ 66 Mg—> Mg~ 67
B —-B" -5 Al - AT =26
C -C =12 Si —»SiT -135
N — N~ 31 P P —-60

0O -0" -i42 S 8§ =200
0 -0 S -8 33
F 5 F =333 Ct - CI~ =348 | Br— Br~ -324 [— 1~ =295
Ne — Ne~ 99

cannot be determined directly, but are obtained indirectly from the Born-
Haber cycle. _

Negative electron affinity values indicate that energy is given out when
the atom accepts an electron. The above values show that the halogens all
evolve a large amount of energy on forming negative halide ions, and it is
not surprising that these ions occur in a large number of compounds.

Energy is evolved when one electron is added to an O or S atom,
forming the species O~ and S, but a substantial amount of energy is
absorbed when two electrons are added to form O?~ and S?~ ions. Even
though it requires energy to form these divalent ions, compounds con-
taining these ions are known. It follows that the energy required to form
the ions must come from some other process, such as the lattice energy
when the ions are packed together in a regular way to form a crystalline
solid, or from. solvation energy in solution. It is always dangerous to
consider one energy term in isclation, and a complete energy cycle should
be considered whenever possible.

BORN-HABER CYCLE

This cycle devised by Born and Haber in 1919 relates the lattice energy
of a crystal to other thermochemical data. The energy terms involved in
building a crystal lattice such as sodium chloride may be taken in steps. The
elements in their standard state are first converted to gaseous atoms, and
then to ions, and finally packed into the crystal lattice. .

The enthalpies of sublimation and dissociation and the ionization energy
are positive since energy is supplied to the system. The electron affinity and
lattice energy are negative since energy is evolved in these processes.

‘According to Hess’s law, the overall energy change in a process depends
only on the energy of the initial and final states and not on the route taken.
Thus the énthalpy of formutlon AHis equal to the sum  of the terms going
the other way round the cycle ,

~AH, = AH, +1+1AHd E-U-
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Figure 6.2 Born-Haber cycle for the formation of NaCl.

All the terms except the lattice energy and. electron affinity can be
measured. Originally the cycle was used to calculate electron affinities. By
using known crystal structures, it was possible to calculate the lattice
energy, and hence values were obtained for the electron affinity.

—A'Hf = "'[&}1s +»1 + éHd -E-U
For NaCl  —381.2 = +108.4 + 495.4 + 120.9 - £ — 757.3

hence - = —348.6kJ mol~!

Now that some electron affinity values are known, the cycle is used to
calculate the lattice energy for unknown crystal structures. _

It is useful to know the lattice energy, as 4 guide to the solubility of the
crystal. When a solid dissolves, the crystal lattice must be broken up (which’
requires that energy is put in). The ions so formed are solvated (with the
evolution of energy). When the lattice energy is high a large amount of
energy is required to break the lattice. [t is unlikely that the enthalpy of
solvation will be big enough (and evolve sufficient energy to offset this), so
the substance will probably be insoluble. .
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Table 6.7 Comparison of theoretical and experimental lattice energies

Theoretical lattice Born-Haber % difference
energy Iatt;ce energy
(k¥mol™") - (kJmol™")

- LiCl —825 - =817 0.8
NaCl - . -764 —-764 0.0
KCl —686 -679 1.0
Kl —-617 —606 1.8
CaF; —-2584 -2611 1.0
Cdl, - 1966 —-2410 22.6

The ‘noble behaviour’ of many transition metals, that is their resistance
to chemical attack, is related to a similar series of energy changes. Noble
character is favoured by a high heat of sublimation, high ionization energy
and low enthalpy of solvation of the ions.

Lattice energies may also provide some information about the ionic/
covalent nature of the bonding. If the lattice energy is calculated theoreti-
cally assuming ionic bonding then the value can be compared with the
experimental valug for the lattice energy obtained from the experimentally
measured quantities in the Born—Haber cycle Close agreement indicates
that the assumption that bonding is ionic is in fact true, whilst poor agree-
ment may indicate that the bonding is not ionic. A number of lattice
energies are compared in Table 6.7. The agreement is good for all the
compounds listed except for Cdl,, confirming that these are ionic. The
large discrepancy for Cdl, indicates that the structure is not ionic, and in
fact it forms a layer structure which is appreciably covalent.

POLARIZING POWER AND POLARIZABILITY - FAJANS’ RULES

Consider making a bond theoretically by bringing two ions A* and B~
together to their equilibrium distance. Will the bond remain ionic, or will it
become covalent? Ionic and covalent bonding are two extreme types of
bonding, and almost always the bonds formed are intermediate in type,
and this is explained'in térms of polarizing (that is deforming) the shape of
the ions.

The type of bond bctween'A+ and B~ depends on the effect one ion has
on the other. The positive ion attracts the electrons on the negative ion and
at the same time it repels the nucleus, thus distorting or polarizing the
negative ion. The negative ion will also polarize the positive ion, but since

.anions are usually large, and cations small, the effect of a large ion on a

small one will be much less pronounced. If‘the degree of polarization is
quite small, then the bond remairis largely ionic. If the degree of polariza-
tion is large; electrons are drawn from the negative ion towards the positive
ion, resultingin a high concentration of électrons between the two nuclei,
and a large degree of covalent character results. :
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The extent to which ion distortion occurs depends on the power of an ion
to distort the other ion (that is on its polarizing power) and also on how
susceptible the ion is to distortion (that is on its polarizability). Generally
the polarizing power increases as ions become smaller and more highly
charged. The polarizability of a negative ion is greater than that of a
positive ion since the electrons are less firmly bound because of the dif-
ferences in effective nuclear charge. Large negative ions are more polariz-
able than small ones.

Fajans put forward four rules which summarize the factors favouring
polarization and hence covalency.

1. A small positive ion favours covalency.
In small ions the positive charge is concentrated over a small area. This
makes the ion highly polarizing, and very good at distorting the negative
ion.

2. A large negative ion favours covalency.
Large ions are highly polarizable, that is easily distorted by the positive
ion, because the outermost electrons are shielded from the charge on
the nucleus by filled shells of elecirons.

3. Large charges on either ion, or on both ions, favour covalency.
This is because a high charge increases the amount of polarjzation.

4. Polarization, and hence covalency, is favoured if the positive ion does
not have a noble gas configuration.
Examples of ions which do not have a noble gas configuration include
a few main group elements such as T1*, Pb** and Bi**, many transi-
tion metal ions such as Ti?*, V3*, Cr2+ Mn?* and Cu*, and some
lanthanide metal ions such as Ce®* and Eu?*. A noble gas conﬁguratnon
is the most effective at shielding the nuclear charge, so ions without the
noble gas configuration will have high charges at their surfaces, and thus

be highly polarizing.

ELECTRONEGATIVITY:

In 1931, Pauling defined the electronegativity of an atom as the tendency
of the atom to attract electrons to itself when combined in a compound.

The implication of this is that when a covalent bond is formed, the
electrons used for bonding need not be shared equally by both atoms. If
the bonding electrons spend more time round one atom, that atom will
have a 8~ charge, and consequently the other atom will have a §* charge.
In the extrerme case where the bonding electrons are round one atom all of
the time, the bond is ioni¢c. Pauling and others have attempted to relate
the electronegativity difference between two atoms. to the amount of ionic
character in the bond between them.

Generally, small atoms attract electrons more strongly than large ones,
and hence small atoms are more electrohegative. Atoms with nearly filled
shells of electrons tend to have higher electronegativities than those with
sparsely occupied ones. Electronegativity values. are very difficult to
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measure. Even worse, a particular type of atom in different molecules may
well be in a different environment. It is unlikely that the electronegativity
of an atom remains: constant regardless of its environment, though it is
invariably assumed that it is constant. Some of the more important ap-
proaches to obtaining electronegativity values are outlined below.

Pauling
Pauling pointed out that since reactions of the type:
A; + B, — 2AB

are almost always exothermic, the bond formed between the two atoms
A and B must be stronger than the average of the single bond energies

~of A—A and B—B molecules. For example:

I-IZ(gas) + 'Fz(gas) -> ZHF(gas) AH = —5393k] mol"
Hy(gas) + Cla(gas) & 2HCl(gey  AH = —1852kJ mol ™!
Hy(gis) + Bra(gas) = 2HBr(ge AH= ~727kJmol™!

The bonding molecular orbital for AB ($pp) is made up from contri-
butions from the wave functions for the appropriate atomic orbitals (4

and yg). . .
dap = (Ya) + constant (Ys)

If the constant is gre'a-ter than 1, the molecular orbital is concentrated on
the B atom, which therefore acquires .a partial negative charge, and the
bond is partly polar.

. 6+. 6'-
A B

Conversely, if the constant is less than 1, atom A gains a partial negative
charge. Because of this partial ionic character, the A—B bond is stronger

than would be expected for a pure covalent bond. Theextra bond energy is
called delta A.

(actual bond energy) - (energy for 100% covalent bond)

The bond energy can be measured, but the energy of a 100% covalent
bond must be calculated. Pauling suggested the 100% covalent bond
energy be calculated as the the geometric mean of the covalent energies of
A—A and B—B molecules.

Eux)% covatent A—B = V(Ea_a - _EB—B)
The bond energy in A—A and B—B molecules can be measured and so:

A = (actual bond energy) — V(EA_A .Eg_3g)

Pauling states that the electronegativity difference between two atoms is

equal .to 0.208/A, -where -A is the -extra bond energy in kcalmol™'
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(Converting the equation to SI units gives 0.1017YA, where A is measured
in kI mol~!.)

Pauling evaluated 0.208yA for a number of bonds and called this the
electronegativity difference between: A and B. Repeating Pauling’s cal-
culation with SI units for energy, we can evaluate 0.1017yA:

Bond A(kJ mol™") 0.1017yA"

C—H 24.3 0.50 ie. xC —xH = 0.50
H—Cl 102.3 1.02 i.e. xCl ~ xH = 1.02
N—H - 105.9 1.04 ie. yN - yH = 1.04

(% (chi) = electronegativity of atom)

If yH = 0 then the electronegativity values for C, Cl and N would be 0.50,
1.02 and 1.04 respectively. Pauling changed the origin of the scale from yH
=0to xH = 2.05 to avoid having any negative values in the table of values,
and this made the value for C become 2.5 and the value for F become 4.0.
At the same time the values for a number of other elements approximated
to whole numbers: Li = 1.0, B = 2.0, N = 3.0. Thus by adding 2.05 to the
values calculated in this way we can obtain the usually accepted
electronegativity values (Table 6.8).

If two atoms have similar electronegativities, that is a similar tendency to
attract electrons, the bond between them will be predominantly covalent.
Conversely a large difference in electronegativity leads to a bond with a
high degree of polar character, that is a bond that is predominantly ionic.

Rather than have two extreme forms of bond (ionic and ¢ovalent),
Pauling introduced the idea that the ionic character of a bond varies with

Table 6.8 Paulmg s electronegatlvnty coefﬁcxems (for the mmost
common oxidation states of the elemems)

H

2.1

Li Be B . C . N O F
1.0 1.5 2.0 2.5 3.0 3.5 4.0
Na (@]
0.9 3.0
K Br
2.8

Rb I
0.8 2.5




Table 6.9 Pauling’s electronegativity values

Group

Period 1 I m 1w \% VI VI 0
1 H H He
o
2.1 2.1
2 "Li  Be B C N 0 F Ne
o ® ® ® 9 o
10 15 2.0 25 30 35 440
3 Na h;ig Al Si P S Ci Ar
. . ° o o o
09 1.2 1.5 18 21 25 30
4 K Cal S¢ Ti V. & Mn Fe Co N Cu Zn| Ga Ge As Se Br Kr
- ® o [ e . o ° ° ‘o ° ® ° . o @ ® ®
0.8 1.0 1.3 1.5 1.6 1.6 1.5 1.8 1.8 1.8 19 1.6 1.6 1.8 240 24 28
5 Rb Sr| Y Zr No Mo Tc Ru Rh Pd Ag Cd| In Sn Sb Te | Xe
o P . e e . ° ) ® ® o o o ) e ® ®
08 1.0 | L2 1.4 ,."6 .8 19 22 22 22 19 L7 |17 18 19 21 .25
6 Cs Ba | Ln. Hf Ta W Re Os Ir - Pt Au Hg T - Pb Bi Po At Rn
. - ° e o . . e o 9 ® L] o L] . ® o
0.7 09 |11 1.3 1S L7 19 22 22 22 24 19 |18 1.8 1Y 20 22
7 Fr Ra Ac -
. . [ ]
07 09 .1

PAULING'S ELECTRONEGATIVITY VALUES
Electronegativity varics with the oxidation state of the element. The values gives are for the most common oxidation states.

(1 areoe cireles indicate high values and small circles small values.)
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Figure 6.3 Electronegativity difference.

the difference in electronegativity as shown in Figure 6.3. This graph is
based on the ionic characters HI 4% ionic, HBr 11%, HCI 19% and HF
45%, which are known from dipole measurements. Fifty per cent ionic
character occurs when the electronegativity difference between the atoms
is about 1.7, so for a larger difference than this a bond is more ionic than
covalent. Similarly, if the electronegativity difference is less than 1.7, the
bond is more covalent than ionic. It is better to describe a bond such as one
of those in BF; as 63% ionic, rather than just ionic.

Mulliken

In 1934, Mulliken suggested an alternative approach to electronegativity
based on the ionization energy and electron affinity of an atom. Consider
two atoms A and B. If an electron is transferréd from A to B, forming ions
A* and B, then the energy change is the ionization enhergy of atom A (1,)
minus the electron affinity of atorm B (Eg), that is [4 — Ep. Alternatively,
if the electron was transferred the other way to give B* and A~ ions, then
the energy change would be Iy — EA. If A* and B~ are actually formed,
then this process requires less energy, and

(A - Ep) < (Iy = Ea)
Rearranging _
(Ia + Ea) < (Is + Ep)
Thus Mulliken suggested that electronegativity could be regarded as the
average of the ionization energy and the electron affinity of an atom.
I+ E)
2

Mulliken used I and E values measured in electton volts, and the values
were about 2.8 times larger than the Pauling values. We now measure / and

Electronegativity =



[162] |

GENERAL PROPERTIES OF THE ELEMENTS J

E in kJmol~!. The energy leV/molecule = 96.48kJmol~}, so the
commonly accepted Pauling values are more nearly obtained by perform-
ing this calculation (I + E)/(2 X 2.8 x 96.48) or (I + E)/540.

" This method has a simple theoretical basis, and also has the advantage
that different values can be obtained for different oxidation states of the
same element. It suffers from the limitation that only a few electron
affinities are known. It is more usual to use the approach based on bond

energies.

Allred and Rochow

In 1958 Allred and Rochow considered electronegativity in a different way.

“and worked out valdes for 69 elements. (See Further Reading.) They

defined electronegatlvxty as the attractive force between a nucleus and an
electron at a distance equal to the covalent radius. This force F is

electrostatlc and is given by:
-ez J Zcﬂ‘cctivc

F=——-

A 2
where € is the charge on an electron ris the covalent radnus and Zggeciive
is the effective nuclear charge. The latter is the nuclear charge modified
by screening factors for the orbital electrons. The screening factors vary
depending on the principal quantum number (the shell that the electron
occupies), and the type of electron, s, p, d or f. Screening factors have been
worked out by Slater, so this provides a convenient method of calculating
electronegativity values. These F values may be converted to electronega-
tivity values on the Pauling scale of values using an empirical relationship:

35926 ective
% =0.744 + ————0 = fect

The electronegativity values_so obtained agree quite closely with those
obtained by Pauling and Mulliken. )

As the oxidation number of an atom increases, the attraction for the
electrons increases, so the electronegativity should also increase. Allred
and Rochow’s method gives slightly different values:

 Mo(Il) 218  Fe(l) 183 TII) 1.62  Sa(ll) 1.80
Mo(Ill) 2.19  Fe(ll) 1.96 TI(II) 2.04  Sn(IV) 1.96

Mo(IV) 2.24
Mo(V) ~ 2:27
Mo(VI) " 2.35

Allred and Rochow’s method depends on measuring covalent radii (and
these are obtained with great accuracy by X-ray crystallography) so it
might be expected to yield very accurate electronegativity values. This is
not so, because although the interatomic distances can be measured very
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precisely, covalent radii are much less well known because the multiplicity
of the bond is not known for certain, that is the bond may possess some
double bond character.

The electronegativity values given in this book are those due to Pauling,
but others have been calculated from different theoretical assumptions by
Mulliken, Allred and Rochow and Sanderson. For details of these and
several modern reviews of electronegativity values see Further Reading.
It is now considered that attempts to measure very accurate values for
electronegativity are unjustified, and it is better to retain a loose definition of
electronegativity, and use it for a more qualitative description of bonds. For
this purpose, it is worth remembering a few electronegativity values (see
Table 6.8). From these it is possible to make a reasonable guess at the
values for other elements, and hence predict the nature of the bonds
formed. Bonds between atoms with similar electronegativity values will be
largely non-polar (covalent), and bonds between atoms with a large elec-
tronegativity difference will be largely polar (ionic). Predictions using
electronegativity in general agree with those made using Fajans’ rules.

The basic properties of elements are inversely related to the electro-
negativity. Thus on descending one of the main groups, the electro-
negativity decreases, and basic properties increase. Similarly, on going
across a period the elements become more electronegative, and less basic.

METALLIC CHARACTER

Metals are electropositive. and have a tendeiicy to lose electrons, if
supplied with energy: -

' M- M*+e™

The stronger this tendency, the more electropositive and more metallic an
element is. The tendency to lose electrons depends 6n the ionization
energy. It is easier to remove an electron from a large atom than from a
small one, so metallic character increases as we descend the groups in the
periodic table. Thus in Group IV, carbon is a non-metal, gerthanium shows
some metallic properties, and tin and lead are metals. Similarly, metallic
character decreases from left to right across the periodic table because the
size of the atoms decreases and the ionization energy increases. Thus
sodium and magnesium are ‘more metallic than silicon, which, in turn, is
more metallic than chlorine. The most electropositive elements are found
in the lower left of the periodic table and thé most non- metalhc in the
top right.

Electropositivity is really the converse of electronegauvny, but it is
convenient to use the concept of electropositivity when describing metals.
.Strongly electropositive elements give ionic compounds. Metallic oxides
and hydr0x1des are ba51c smCe they ionize, and give hydroxyl ions:’

L NaOH—+ Na* + OH™ -
Ca0O +-H,O — Ca’?* + 20H™
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Oxides which are insoluble in water cannot produce OH™ in this way, and
these are regarded as basic if they react with acids to form salts. Thus in the
main groups of the periodic table, basic properties increase on descending
a group because the elements become more electropositive and more ionic.
However, this generalization does not hold for the d-block, and parti-
cularly for the central groups of transition elements (Cr, Mn, Fe, Co, Ni)
where basicity and the ability to form snmple ions decreases on descending
the group.

The degree of electroposntnvnty is shown in a varlety of ways. Strongly
electropositive elements react with water and acids. They form strongly
basic oxides and hydroxides, and they react with oxoacids to give stable
salts such as-carbonates, nitrates and sulphates. Weakly electropositive
elements are unaffected by water and are much less readily attacked by
acids. Their oxides are frequently amphoteric, and react with both acids
and alkalis. They are not basic enough to form stable carbonates.

The eIectroposntwe nature of a metal is also shown in the degree of
hydration of the ions. In the change M* to [(HZO),, — M]* the positive
charge becomes spread over the whale complex ion. Since the charge is
no langer localized on the metal, this is almost the same as the change
M™ — M. Strongly electropositive metals have a great tendency to the
opposite change, M— M™, so that they are not readily hydrated. The less
electropositive the metal, the weaker the tendency M — M™ and the
stronger the degree of hydration. Thus the elements in Group II are less
electropositive than those of Group I, and Group II ions are more heavily
hydrated than those in Group 1. The degree of hydration also decreases
down a group, e.g. MgCl; - 6H,0 and BaCl, - 2H,0.

Salts of strongly electropositive metals have little tendency to hydrolyse
and form oxosalts. Since the metal ion is large, it has little tendency to form
complexes. On the other hand, salts of weakly electropositive elements
hydrolyse and may form oxosalts. Because they are smaller, the metal ions
have a greater tendency to form complexes.

VARIABLE VALENCY AND OXIDATION STATES

In the s-block the oxidation state is always the same as the group number.
For p-block elements, the oxidation state is normally the group number or
eight minus the group number. Variable valency does occur to a limited
extent in the p-block. In these cases the oxidation state always changes by
two, e.g. TICl; and TICI, SnCl, and SnCl,, PCls and PCl;, and is due to a
pair of electrons remaining paired and not taking part in bonding (the inert
pair effect). The term oxidation state is preferred to valency. The oxidation

'state may be defined as the charge left on the central atom when all the

other atoms of the compound have been removed in their usual oxidation
states. Thus T shows oxidation states of (+III) and (+1), Sn of (+IV) and
(+11), and P of (+V) and (+11I). The oxidation number can be calculated
equally well for ionic or covalent compounds, and without knowing the
types of bonds. The oxidation number of S in H,SO, can be worked out as
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follows. O usually has an oxidation state of (—H) (except in O, and 03").
H usually has an oxidation state of (+1) (except in H, and H™). The sum of
the oxidation numbers of all the atoms in H,SO, is zero, so:

Cx1)+(S)+(@x-2)=0

Thus x, the oxidation state of §, is (+ VI). In the case of the oxidation state
of Mn in KMnQ,, the compound ionizes into K* and MnQj - ions. In
MnO; the sum of the oxidation states is equal to the charge on the ion, so:

Mn* + (4 X =2) = —

Thus x, the oxidation state of Mn, is 7, i.e. (+VII).

One of the most striking features of the transition elements is that the
elements usually exist in several different oxidation states. Furthermore,
the oxidation states change in units of 1, e.g. Fe>* and Fe?*, Cu®* and
Cu™. This is in contrast to the s-block and p-block elements. The reason
why this occurs is that a different number of d electrons may take part in
bonding.

Though the oxidation number is the same as the charge on the ion for
ions such as TI" and TI’*, the two are not necessarily the same. Thus Mn
exists in the oxidation state (+VII) but Mn7+ does not exist, as KMnO,

jonizes into K* and MnOj; .

STANDARD ELECTRODE POTENTIALS AND
ELECTROCHEMICAL SERIES

When a metal is immersed in water, or a solution containing its.own ions,
the metal tends to lose positive metal ions into the solution. Thus the metal
acquires a negative charge.

M"+ + ne_M'

The size of the electnc potentlal E set up between the two depends on the
partxcular metal, the number of electrons involved, the activity of the ions
in solution, and the temperature. E° is the standard electrode potential,
which is a constant for any particular metal and is in fact the electrode
potential measured under standard conditions of temperature and with
unit activity. These terms are related by the equatlon

E = E .+ '”—F ln (a)-

(where R is the gas constant, 7 the absolute temperature, a the activity of

the ions in solution, n the valency of the ion and F the Faraday). For most

purposes, the activity, a, may be replaced by the concentration. of ions in
~ solution.

The potential of a smgle electrode cannot be measured, but if a second
electrode of known potential is placed in the solution, the potential dif-
ference between the two electrodes can be measured. The standard against
which all electrode. potentials are compared is the hydrogen electrode.
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- Table 6.10 Standard electrode potentials

(volts at 25°C)

Li*t | Li -3.05
K*|K -2.93
Ca** | Ca -2.84
AP AL : -1.66
Mn?* | Mn c. . =108
Zn?*t {Zn - —-0.76
*Fe?* | Fe -0.44
Ccd** | cd -0.40
Co** | Co -0.2
Ni%* | Ni : -0.23
Sn2* [ Sn : -0.14
Pb2* | Pb -0.13
H* [ H, ' 0.00
Cu?* | Cu ’ +0.35
Ag* | Ag +0.80
Auvit | Au +1.38

Table 6.11 Standard electrode potentials (V)

O, | OH~™ +0.40
L|I- +0.57
Br, | Br~ o C o 41.07
cL|ar : +1.36
F,|F . 42.85

(This comprises a platinized platinum electrode, which is saturated with
hydrogen at one atmosphere pressure and immersed in a solution of H;0™
at-unit activity. The potential developed by this electrode is arbitrarily
fixed as zero.) ' : ’

If the elements are arranged in order of increasing standard electrode
potentials, the resulting Table 6.10 is called the electrochemical series.

Electrode potentials can also be measured for elements such as oxygen
and the halogens which form negative ions (Table 6.11).

In the electrochemical series the most electropositive elements are at the
top and the-least electropositive at the bottom. The greater the negative
value of the potential, the greater is the tendency for a metal to ionize.
Thus a metal high in the electrochemical series will displace another metal
lower down the series from solution. For example, iron is above copper in
the electrochemical series, and scrap iron is sacrificed.to displace Cu®* ions
from solution of CuSQy in the recovery of metallic copper.

Fe + Cu?* — Cu + Fe?*

In the Daniell cell zinc displaces copper from copper salts in solution. This
causes the potential difference between the plates.
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Table 6.12 Some standard reduction potentials.in acid solution at 25°C (voits)

Group 1

Li* +e— Li
K*+e—-K
Rb* + e > Rb
Cst+e—-Cs
Na* + e » Na

Group I -
Ba?t + 2e — Ba
Sr2* 4+ 2e — Sr

Ca®* + 2e —» Ca -

Mg** + 2e - Mg
Be** + 2e — Be

Group 111

APt + 3e > Al
Ga** + 3e — Ga
In** + 3e—> In
TI* +e—> Tl

TP + 2e > TI* -

Group 1V

SiO, + 4e — Si
PbSO, + 2¢ — Pb
CO‘_» +4e—-C
GeO, + de — Ge
Sn** + 2e —> Sn
Pb%* + 2e — Pb
Si + 4e — SiH,
C+ 4e - CH,
Sn** + 2e — Sn**

PbO; + 2e —» PbSO,

E°
-3.05
-2.93
-2.93
-2.92
=271

-2.90
-2.89
—2.87
—2.37
—1.85

-1.66
—-0.53
-0.34
—(.34
+1.25

-0.86
—().36
-0.20
-0.15
-0.14
-0.13
+0.10
+0.13
+0.15
+1.69

Group V

As + 3e — AsH,

Sb + 3e — SbH,
H,PO;, +e— P
H,PO; + 2e — H,PO,
HJPO.; + 2e — H]PO]
IN, + 3¢ > NH,*

AN, + 2e — INHS*

P + 3e —» PH,

18b,0; + 3e — $b
HAsO, + 3e = As
H3As0, + 2e —» HAsO,
HN, + 8¢ — 3NH,*
NO;~ + 3e » NO
HNO, + ¢ » NO
iN,O, + 2¢ > NO
IN,HE + 2¢ > NH,*
NH,OH + 2e —» NH,*.

Group VI .

Te + 2e — H,Te

Se + 2e — H,Se
$10:2™ + 2e 5 25,042
S+2e— H?_S

HSO,;™ + 2e — H,S80,
HzSO_] +.2e. - {Szo_ﬁ_
H,SO; + 4e — §
4H.SO; + 6e — S,0.*~
$:043" + 2e — 2H,50,
0, + 2¢ - H,0,
H,SeO; + de — Se
80,2~ + 2¢e — H,Se0;
10y + 2¢ - H,0

H,0, + 2e — 2H,0
SZO,;Z" + 2¢e > 28042_

0_1+2C—)03 ’

- EY

—-0.60
-0.51
-0.51
-0.50
-0.28

-0.27

—{).23
+().06
+0.15
+0.25
+0.56
+0.69
+0.96
+1.00
+1.03
+1.28
+1.35

-0.72
—00.40

+0.08 -

+0.14
+0.17
+0.40
+0.45
+0.51
+0.57
+0.68
+0.74
+1.15
+1.23
+1.77
+2.01
+2.07

Group VI

I3 + 2e —» 31°

Bry + 2e — 3Br~
2ICI + 2e - 1,
Br, + 2e — 2Br~
2107 + 10e — 1,
Cl, + 2e —» 2CI~
2HOI + 2e > |,
Hs1O, + 2e — 103
2HOCI + 2e — Cl,
T, + 2e - 2F~

Transition Metals
La** + 3e > La
Sc** + 3e — Sc
Mn?* + 2e - Mn
Zn** + 2e — Zn
Cr'** + 3¢ > Cr
Fe?* + 2e — Fe
Gt + e — Cr**
Cd** + 2e —» Cd
Ni** + 2e — Ni
Cu** + e > Cu*
Hg.Cl, + 2e — 2Hg
Cu®** + 2e - Cu

[Fe(CN)s)*~ + e— [FC(CN)hr;

Cu* + e Cu

Cu?* + e — CuCl
MnO; + e - MnOj~
Fe** + e — Fe?*

Hgi* + 2e > 2Hg

2Hg?** + 2e — Hg3*
MnO; + 2¢ — Mn**
1Cr,0% + 3e — Cr**

-MnOj + Se —» Mn?*

NiO;, +2e— Ni?*
MnOI +3e— MnO,

E®
+0.54
+1.05
+1.06
+1.07
+1.20
+1.36
+1.45
+1.60
+1.63
+2.65

—2.52
-2.08
~1.18
-0.76
~(0.74
—().44
—-0.41
-0.40
~0.25
+0.15
- +0.27
+(0.35
+0.36
+0.50
+0.54
+().56
+0.77
+0.79
+0.92
+1.23
+1.33
+1.54
+1.68
+1.70
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Table 6.12 is a table of standard reduction potentials. From this table we
can see that the standard reduction potential for Cu?*/Cu is 0.35 V. What
does this mean?

Cu?*/Cu is referred to as a redox couple and as written it refers to the

half reaction (or electrode reaction)
Cu®* + 2~ — Cu

In general, redox couples are written ox/red where ox is the oxidized form
and is written on the left and red is the reduced form and is written on
the right. .

Standard’ reduction potential values are determined relative to a
hydrogen electrode, that is the redox couple H*/H, at 25°C for 1M
concentrations (or one atmosphere pressure) of all chemical species in the
equations. (The concentration of water is included in the constant.)

Thus, Cu?*/Cu E® = +0.35 V really means that the standard reductlon

‘ potentlal of the reaction is 0.35V.

Cu®* + H, » 2H* +Cu "E°= +035V (6.1)

Similarly the standard reduction potential of the couple Zn?*/Znis —0.76 V.

Zn** + Hp—» 2H* +Zn ~ E°= -0.76V (6.2)
Subtracting equation (6.2) from (6.1) gives
Cu®* + Zn— Cu + Zn®** - E°= +0.35 = (—0.76) = +1.10V

Both of the standard potentials arg relative to the H*/H, couple and
therefore H* and H, disappear when the Cu2+/Cu couple is combined with
the Zn?*/Zn couple.

From experience the oxidized forms of couples of high positive poten-
tial, for example MnO,4 + 5S¢ — Mn®* E° = +1.54V, are termed strong
oxidizing agents. Conversely the reduced forms of couples of high negative
potential, for example Li* + ¢ — Li E° = —3.05V, are termed strong
reducing agents. It follows that at some intermediate potential the oxidiz-
ing power of the oxidized form and the reducing power of the reduced form
are similar. What is the value of this potential at which there is a change-
over from oxidizing to reducing properties? The first point to note is that it
is not at 0V, the value assigned arbitrarily to the H*/H couple: hydrogen is
known to be a reducing agent. A group of chemical species which are used
in classical (analytical) chemistry as weak reducing agents (€.g. sulphltc
and tin(II)) are the reduced forms of couples with potentials between 0 and
about +0.6 V. On the other hand VO?* is the stable form of vanadium and
VO3 is a weak oxidizing agent: the potential VO3 /VO?* is +1.00V.
Thus from experience, as a general rule of thumb we can say that if
E° = 0.8V, then the oxidized and reduced forms are of about equal
stability in redox processes..

It is not very discriminating to term a metal a reducing agent most
metals may be called reducing agents. It is useful to divide metals into four
groups in regard to the ease of - reduction of their metal ions.
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The noble metals (with ‘E° more positive than 0 V).

Metals which are easily reduced (e.g. with coke) (E° 0 - (~0.5) V).
Typically reactive transition metals (E° (—0.5) — (—1.5) V) which are
often prepared by reduction with electropositive metals.

4. The electropositive metals (£° more negative than —1.5V) which can
be prepared by electrochemical reduction.

W N =

When a solution is electrolysed the externally applied potential must
overcome the electrode potential. The minimum voltage necessary to
cause deposition is equal and opposite in sign to the potential between the
solution and the electrode. Elements low down in the series discharge first;
thus Cu®* discharges before H*, so copper may be electrolysed in aqueous
solution. However, hydrogen and other gases often require a considerably
higher voltage than the theoretical potential before they discharge. For
hydrogen, this extra or over-voltage may be 0.8 volts, and thus it is possible
to electrolyse zinc salts in aqueous solution. '

Several factors affect the value of the standard potential. The conversion
of M to M™ in aqueous solution may be considered in a series of steps:

1. sublimation of a solid metal _
2. ionization of a gaseous metal atom
3. hydration of a gaseous ion

These are best considered in a Born~Haber type of cycle (Figure 6.4).
The enthalpy of sublimation and the iohization energy are positive since

energy must be put into the system, and the enthalpy of hydration is

negative since energy is evolved. Thus .

E=+AH,+1—- AH,

M(T;)‘fe

+ lonization energy

0

M(D)
Energy + Enthalpy of sublimation ,
AH, — Enthalpy of
’ hydration M'
. AH,

M(Bdlid)

Electrode potential
(E).

ST

M(?wdrute_d) +e

Figure 6.4 Energy cycle for electrode potentials.
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Consider first a transition metal. Most transition metals have high
melting points: hence the enthalpy of sublimation is high. Similarly they
are fairly small atoms and have high ionization energies. Thus the value for
the electrode potential E is low; and the metal has little tendency to form
ions: hence it is unreactive or noble.

In contrast the s-block metals (Groups I and II) have low melting points
(hence low enthalpies of sublimation), and the atoms are large and there-
fore have low ionization energies. Thus the electrode potentlal E is high
and the metals are reactive.

Electrons are lost when a sybstance is oxidized and electrons are gained
when it is reduced. A reducing agent must therefore supply electrons, and
elements having large negative electrode potentials are strong reducing
agents. The strengths of oxidizing and reducing agents may be measured by
the size of the potential between a solution and an inert electrode.
Standard reduction potentials are obtained when the concentrations of
oxidized and reduced forms are 1M, and the potential developed is meas-
ured against a standard hydrogen electrode. The most powerful oxidizing
agents have a large positive oxidation potential and strong reducing agents
have a large negative potential. Standard oxidation potentials allow us to
predict which ions should oxidize or reduce other ions. The potentials
indicatc if the encrgy changes for the process are favourable or unfavour-
able. It is important to realize that though the potentials may suggest thata
reaction is possible, they do not give any kinetic information concerning
the rate of the reaction. The rate of the reaction may be very fast or slow,
and in'some cases a catalyst may be required for it to occur at all — for
example in the oxidation of sodium arsenite by ceric sulphate.

OXIDATION-REDUCTION REACTIONS

Oxidation is the removal of electrons from an atom, and reduction is the
addition of electrons to an atom. The standard electrode potentials given in
Table 6.10 are written by. convention with the oxidized species on the left,
and the reduced species on the right.

Li*|Li . E° = —3.05 volts
N LT

Li*t+e—Li E°= —3.05 volts

The potential developed by the half cell is therefore written as a reduction
potential, since electron(s) are bemg added. A fuller list of reduction
potentials in acid solution is given in Table 6.12.

Oxidation-reduction (redox) potentials can be used to great advantage
in explaining oxidation—-reduction reactions in aqueous solution. The
reduction potential is related to energy by the equation:

AG = -nFE°
(where AG is the change in Gibbs-free energy, n the valency of the ion, F
the Faraday and E° the standard electrode potential). This is really an
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application of thermodynamics. Ultimately whether a reaction occurs or
not depends on energy. A reaction will not proceed if the free energy
change AG is positive, and thus thermodynamics saves us the trouble
of trying the reaction. If AG is negative, then the reaction is thermo-
dynamically possible. It does not follow that because a reaction is thermo-
dynamically possible, it will necessarily occur. Thermodynamics does not
give any information on the rate of a reaction, which may be fast, slow,
or infinitely slow, nor does it indicate if another reaction is even more
favourable.

Consider the corrosion that may occur when a sheet of galvanized iron is
scratched. (Galvanized iron is iron which has been coated with zinc to
prevent rusting.) Half reactions and the correspondmg reduction potentials
are shown below.

Fe?* + 2e — Fe E° = —0.44 volts
Zn*t + 2e - Zn  E° = —0.76 volts

n

When in contact with water, either metal might be oxidized and lose metal
ions, so we require the reverse reactions, and the potentials for these are
called oxidation potentials, and have the same magnitude but the opposite
sign to the reduction potentials.

Fe — Fe?* + 2e E° = +0.44 volts
Zn— Zn** +2e  E° = +0.76 volts

Plainly, since Zn — Zn2* produces the largest positive E° value, and since
AG = nFE°®, it will produce ‘the largest negative AG value. Thus it is
energetically more favourable for the Zn to dissolve, and hence the Zn will
‘corrode away in preference to the Fe. '
It is poss:ble that when the galvanized steel is scratched, the air may
oxidize some iron. The Fe?* so produced is lmmednately reduced to iron by
the zine, and rusting does not occut.

Zn + Fe?* = Fe + Zn?*

Similar applications in which one metal is sacrificed to protect another are
the attaching of sacrificial blocks of magnesium. to”underground steel
pipelines and the hulls of ships to prevent the rusting of iron.

Thus the coating of zinc serves two purposes ~ first it covers the iron and
prevents its oxidation (rather like a coat of pamt) and second it provides
anodic protection.

i

A table of standard reduction potentials (Table 6.12) may be used to _

predict if a reaction is possible, and what the equilibrium constant will be.
Consider for example if the triiodide ion I3 will oxidize As(IlI) in
arsenious acid HAsQ,; into As(V).

HA502 + Is + 2H20 - H3A504 + 3I7 + 2H*

Since the table lists reduction potentials, we must find the half reactions for
H3AsQO,4 + 2e — products, and 15 + 2e — products. :
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H3AsO, + 2e + 2H* ~ HAsO, + 2H,0 ‘E° = +0.56 volts
I3 + 2e - 317 E° = +0.54 volts

The reaction we are 1nvest|gatmg requires the first half reaction in the
reverse direction, added to the second half reaction. E° values for half
reactions must not be added together, since they do not take account of the
number of electrons involved. However, E° values may be converted to the
corresponding AG values, which may be added to give AG for the overall

reactic‘m
HAsO, + 2H,0 = H3AsO,4 + 2e +. 2H+ E° = -056V AG = +(2 x F x 0.56)
I3 + 2e ) ‘ E°= 4054V AG = —(2 X F x 0.54)
HAsO, + 15 + 2H,0 —» H3AsQ4 + 317 + 2H™ AG = +0.04F

The AG free energy change so calculated is positive, which indicates that
the reaction will not proceed spontaneously in the forward direction, and
suggests that it is energetically feasible for the reaction to proceed in the
reverse direction, It should be noted.that the value of AG is very small,
and thus it is unwise to draw very firm conclusions. The £° values relate to
standard conditions, and since AG is small, a small change in conditions,
such as varying the concentration, or the pH, or the temperature, could
change the potentjals and hence change AG sufficiently to make the
reaction proceed in either direction. There are volumetric methods of
analysis for reducing arsenic acid with iodide ions in 5M acid, and for
oxidizing arsenious acid by triiodide ion at pH 7.

' THE USE OF REDUCTION POTENTIALS

Enormous use may be made of reduction potentials for summarizing what
-species will oxidize or reduce something else, what the products of the
reaction will-be, and what oxidation states are stable with respect to the
- solvent, and also with respect to disproportionation. This topic is often
insufficiently understood, so a-number-of examples are given.
A great-deal of useful information about an element can be shown by the
-appropriate half reactions and reductlon potentlals Consnder some half
reactions involving iron:

Fe?* + 2e¢ — Fe | E° = —(.47 volts
"Fe3*' +3e— Fe © o o E°= —(.057
F&*+eoFe? 0 E°=4077

FeO}™ + 3¢ + 8H* - Fe®* + 4H,0  E° = +2.20

Where an element exists in several different oxidation states (in this cast
Fe(VI), Fe(1ll), Fe(1I), and Fe(0)), it is convenient to display all of the
reduction ‘potentials for the half reactions in a single reduction potentia
diagram. In this the highest oxidation state is written at the left, and the
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lowest state at the right, and species such as electrons, H* and H,O are
omitted.

oxidation state A\ | [0 11 0

E°(V . \ ~0.47
V) FeO2- 2.20 Fed* 0.77 Fe2* .04 Fe

I——-—*,-0.057————[

The potential for the reduction of FeO3™ to Fe** is +2.20 volts. Since
AG = -nFE”°, it follows that AG for this change will be large and
negative. This means that the reaction is thermodynamically possible since
it releases a large amount of energy, and FeO§™ is a strong oxidizing agent.

Standard electrode potentials are measured on a scale with

H*+e—-H E° = 0.00 volts -

Since hydrogen is normally regarded as a reducing agent, reactions with
negative value for E° are more strongly reducing than hydrogeri, that is
they are strongly reducing. Materials which are generally accepted as
oxidizing agents have E° values above +0.8 volts, those such as Fe'*
Fe?* of about 0.8 volts are stable (equally oxidizing and reducing), and
those below +0.8 volts becotne increasingly reducing.

For the change Fe3*/Fe*, E°is +0.77 V. This is close to the value of 0.8
V, and therefore Fe** and Fe?* are of almost equal stability with respect to
oxidation and reduction.The E° values for the changes Fe** — Fe and for
Fe2+ — Fe are both negative: hence AG is positive, so neither Fe** nor

* have any tendency to reduce to Fe.

One of the most important facts which can be obtamed from a reduction
potential diagram is whether any of the oxidation states are unstable with
regard to disproportionation. DlSprOpOl’thﬂdthl‘l is where one.oxidation
state decomposes, forming some ions in a higher oxidation state, and some
in a lower oxidation state. This happens when a given oxidation state is a
stronger oxidizing agent than the next highest oxidation state, and this
situation occurs when a reduction potential on the tight is more positive
than one on the left. In the diagram of iron reduction potentials, the values
become progressively rare negative on moving from left to right, and
hence Fe** and Fe?* are stable with respect to disproportionation.

At first sight the potential of —0.057 V for Fe** — Fe seems wrong since
the potentials for Fe’* — Fe?* and Fe?* — Fe are 0.77V and —0.47V
respectively, and adding 0.77 and —0.47 does not give —0.057. Potentials
for complete reactions may be added since there are no electrons left over
in the process. Potentials may not be added for half reactions since the
electrons may not balance. However, potentials can always be converted
into free energies using the equation AG = ~nFE° where n is the number
of electrons involved and Fis the Faraday. Since the Gibbs free energy G is
-a thermodynamic function, free energies may bé added, and the final total
free energy converted back to an E° value:
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e + Fe** > Fe** E°=+40.77V . AG.= —1(+0.77)F = —0.77F
2e + Fe?* — Fe E°=~047V  AG = —2(-0.47)F = +0.94F
adding | AG = +0.17F

3e + Fe’* — Fe
Hence E°.can be calculated for the reaction Fe3* — Fe
' _AG _0.17F _

The reduction potential diagram for copper in acid solution is

. oxidation-state - 11 -1 -0

o ' *
E°(V) oy FOIS 5 L 4050

L o3s—

* Disproportionates

The potential, and hence the energy released when Cu?* is reduced to
Cu*, are both very small, and so Cu®* is not an oxidizing agent but is
stable. On moving from Ieft to right the potentials Cu** —Cu*=Cu become
more positive. Whenever this is found, the species in the middle (Cu™
this case) disproportionates, that is it behaves as both a self-oxidizing and
self-reducing agent because it is energetically favourable for the following
two changes to occur together

Cut S Cu%e  Eoggmion = =015  AG = +0.15F
. Cu*+esCu Erequction = +0.50° < AG = —0.50F
overall 2Cu* —Cuw**+Cu. = " AG = —0.35F

Thus in solution Cu™ disproportionates mto Cu and' Cu, and hence Cu*
is only found in the solid state. - '
The reduction potential diagram for oxygen is shown.

oxidation state 0. -1 !

0 * .
E°(V) B o, - +0. 682H,O,+1 776HO

Y 229'———'

* Disproportionates

On moving from left to right, the reduction potentials increase, and hence
H,0, is unstable with respect.to dispropartionation.

-1 0 o=l
.‘ 2H707—> 07 + H?O

1t must be remembered that the solvent may impose a limitation on what
species are stable, or exist at all. Very strong oxidizing reagents will oxidize
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water to O,, whilst strong reducing agents will reduce it to H,. Thus very
strong oxidizing or reducing agents can not exist in aqueous solution. The
following half reactions are of special importance:

Reduction of water .
neutral solution H,O0 + e~ — OH™ + iH, E° = -0.414V

1.0M acid solution  H;O0* + ¢~ — H,0 + iH, E°e= 0.000V
1.0 M base solution H,O0 + e — OH™ + }H, E° = -0.828V

Oxidation of water

neutral solution 10, + 2H* + 2¢~ — H,0 E° = +0.185V
1.0M acid solution 30, + 2H* + 2¢~ — H,0 E° = +1.229V
1.0M base solution 30, + H,0 + 2¢e~ — 20H~ E° = +0.401V

These reactions limit the thermodynamic stability of any species in aqueous

solution.
Thus the minimum reduction potentials required to oxidize water to

oxygen is £° > +0.185V in neutral solution, E° > +1.229 V in 1.0M 4cid-

solution and E° >> +0.401V in 1.0M basic solution.

In the same way half reactions with E° potentials less than zero (that is

negative values) should reduce water to H, in 1.0 M acid solution, whilst an
E° < —0.414V is required in fieutral solution, and E° < —0.828 Vin 1.0M
basic solution. '

Often when the E° values are just large enough to suggest that a reaction
is thermodynamically possible, we find that it does not appear to happen.
It must be remeibered that a substance may be thermodynamically un-
stable, but kinetically stable, since the activation energy for the reaction
is high. This means that the rates of these reactions are very slow. If the
potentials are appreciably more positive or negative than these limits then
reaction with the solvent is usually abserved.

The reduction potentials for americium show that Am** is unstable with
regard to disproportionation.

+V1 +V +1V +111 0
+1.70 , * . +0.86  *,, +2. -2.
Am03* T A op 2080 \ o F2O2 4 30 2207

* Disproportionates

The potential for the couple AmOF — Am** can be calculated by
converting the values of 0.86 and 2.62 volts into free energies, adding
them, then converting back to give a potential of .74 volts. When this step
is added to the diagram it becomes apparent that the potentials do not
decrease from AmO3* to AmQ3 to Amm**, and hence AmOj7 is unstable
with regard to disproportionation to AmO3* and Am**. Finally, the
potential for the couple AmO3* — Am** can be worked out to be +1.726
volts. Thus considering Am()2+ — Am* — Am, Am** is stable;



1176]| GENERAL PROPERTIES OF THE ELEMENTS ]

+VI +V +IV +I11. 0
AmO2* - 1. 20, o; +0. 86, ¥i 4262, 4, =207,
L—————+1.74———|

+1.726 ——

* Disproportionates

It is important to include all the possible half reactions in a reduction
potential diagram, ar incorrect conclusions may be drawn. Examination of
the incomplete diagram for chlorine in basic solution would indicate that
ClO,, should disproportionate into ClO3 and OCI™, and that Cl, should
disproportionate into OC!I™ and CI~. Both of these deductions are correct.

+VII +V +111 +1 0 -1

+().36 +0). 0. + +1.
o7 F030 qo; 33cnoz+ 00 o~ 2040, 5 #1364,

* Disproportionates

The incomplete data also suggest that OCl should be stable with regard to
disproportionation, but this is not true. The species which disproportionate
are ‘ignored’, and a single potential calculated for the change ClO7 —
OCI™ to replace the values +0.33V and +0.66V. Similarly a single
potential is calculated for OCI™ —» CI™.

+VII +VvV +111 +1 0o -1
+ +0. .
clo; 036Clo3 33C102 +0. 66OCI‘ +0. 402C|z+1 36Cl‘
-+0.50 N +0.88

* Disproportionates

When the complete diagram is examined, it is apparent that the potentials
around OCI™ do not decrease from left to right, and hence OCI™ is
unstable with respect to disproportionation into ClO3 and CI™.

+0. .
co;— 3030 o *088 -
In the same way, the potentlals round CIO5 do not decrease from left to
right
ClO; +0.36 Cl0;5 +0.50 ocr-

Similarly ClOy should disproportionate into CIO; and OCl~, and OCI™
should disproportionate to give CI~ and more ClO5.

Reduction potential diagrams may also be used to predict the products
of reactions in which the elements have several oxidation states. Consider
for example the reaction between an acidified solution of KMnO, and KI.

The reduction potential diagrams are:
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+VII +VI +1V +111 +11 0
_+2.26 + + -1.1
MnO; +0.56, ¢ 03- 226Mn0_ 0.95 "y #1510 2119

L 1160 - +1.23—,——J l
+1.51 :
4+ VII +V +I11 -1
l—————+1._19—————|
+1. 4 +1.44 +0.54
10; —H83 1o 1.3 HOI H(s) 222 -
HSIO(,——4-'1.60-—-J - L +0.99— |

* Disproportionates

If we assume that the reactions are thermodynamically controlled, that is
equilibrium is reached fairly quickly, then since MnOZ~, Mn** and HOI
disproportionate, they need not be considered. The half reaction Mn?* —
Mn has a large negative E° value, and hence AG will have a large positive
value, so this will not occur, and can be ignored. Thus the reduction
potential diagrams may be simplified: '

+VII +V +IV +11 0 -1
MnO: © O +1,70 MnO, +1. 23M -
+1.65 +1.19 +0. 54

107 ————1I03 Hx(s)

If the reaction is carried out by adding KI solution dropwise to an
acidified solution of KMnOj, the products of the reaction must be stable-in
the presence of KMnOg. Thus Mn2* cannot be formed, since KMnQO,
would oxidize it to MnO,. In a similar way, I, cannot be formed, since
KMnO, would oxidize it. The fact that the half reaction potentials for
105 — 105 and HslOQ,, — 107 are close to the MnQj; — MnOj; potential is
a complication, and it is not obvious whether 1053, 107 or HslOg will be
the product. In fact I™ 1s oxidized to a miixture of 105 and 10;.

2MnO; + I~ + 2H* — 2Mn0O; + 107 + H,0
8MnO; + 31~ + 8H* — 8MnO; + 3107 + 4H,0

If the reaction is carried out in a different way, by adding the KMnO,
dropwise to the KI solution, then the products formed must be stable in the
presence of I™. Thus Mn02 cahnot be formed, since it would oxidize I~ to
L. Similarly, 103 cdnnot be forimed since it w0uld oxxdxze any excess I”

I,. The reaction which takes place is

2MnO, + 101~ + 16H* — 2Mn2* + Sl + 8H;0 |
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Since there is an excess of 1~ ions, any 1> formed will dissolve as the
triiodide ion I3, but this does not affect the reaction

12 +.I_ 4 13_

Note that the products formed depend on which reactant is in excess.

THE OCCURRENCE AND ISOLATION OF THE ELEMENTS

The most abundant elements in the earth’s crust (by weight) are shown in
Table 6.13. It is worth noting that the first five elements comprise almost
92% by weight of the earth’s crust, that the first ten make up over 99.5%,
and the first twenty make up 99.97%. Thus a few elements are very
abundant but most of the elements are very scarce.

Table 6.13 The most abundant elements

Parts per million % of earth’s crust

of earth’s crust

. 1. oxygen 455000 45.5
2. silicon 272000 27.2
3. aluminium 83000 8.3
4. iron 62000 6.2
5. calcium 46000 4.66
6. magnesium 27640 2.764
7. sodium : 22700 . 2.27
8. potassium 18400 1.84
9. titanium ) 6320 0.632
10. hydrogen 1520 ' 0.152
11. .phosphorus 1120 0.112
12. manganese 1060 0.106

A full table of abundances is given in Appendix A

Other very abundant elements are mtrogen (78% of the atmosphere)
and hydrogen, which occurs as water in the oceans. The chemistry of these
abundant elements is well known, but some elements which are rare are
also well known, because they occur in concentrated deposits — for
example, lead as PbS (galena) and boron as Na,B,05. 10H,0 (borax).

The different methods for separating and extracting elements may be
divided into five classes (see Ives, D.J.G. in Further Reading).

Mechanical separation of elements that exist in the native form

A surpnsmgly large number of elements occur in the free elemental state.
They have remained in the native form because. they are unreactive. Only
the least reactive of the metals, those of the copper/silver/gold group and
the platinum metals, occur in significant amounts as native elements.

1. Gold is found in the native form, as grains in quartz, as nuggets and in
the silt of river beds. Gold has a density of 19.3gcm™2; which is very



THE OCCURRENCE AND ISOLATION OF THE ELEMENTS

| [a79]

much higher than that of the rocks or silt it is mixed with, and gold can
be separated by ‘panning’. (In recent times it has been more commonly
extracted by amalgamating with mercury.) Silver and copper are some
times found in the native form as ‘nuggets’. All three metals are noble
or unreactive, and this is associated with their position in the electro
chemical series below hydrogen, and with the non-metals.

2. Palladium and platinum are also found as native metals. In addition

natural alloys of the Pt group are found.

The platinum metals are Ru Rh Pd
Os Ir Pt
The names of these natural alloys indicate their composition: os-
mididium, iridosmine.

3. Liquid droplets of mercury are found associated with cinnabar HgS.
Non-metals which occur as hative elements in the earth’s crust are from
the carbon and sulphur groups, but the atmOSphere comptises Na, O,
and the noble gases. ’

4. Diamonds are found in the earth, and are obtained by mechanical
separation of large amounts of earth and rock. The largest deposits are
in Australia, Zaire, Botswana, the USSR and South Africa. Diamonds
are mostly used for making cutting tools, and some for jewellery.
Graphite is mined mainly in China, South Korea, the USSR, Brazil and
Mexico. It is used for making electrodes, in steel making, as a lubricant,
and in pencils, brake linings and brushes for electric motors. It is also
used as the moderator in the cores of gas cooled huclear reactors.

5. Deposits of sulphur are also found deep underground in Louisiana
(USA), Poland, Mexico and the USSR. These are extracted by the
Frasch process. Small amounts of selemum and tellurium are often

_present in sulphur

6. The atinosphere is made up of about 78% nitrogen, 22% oxygen and
traces of the hoble gases argon, helium and fneon. These may be
separated by fractional distillation of liquid air. Helium is also obtained
from some natural gas deposits.

Thermal decomposition methods

A few compounds will decompose into their constituent elements simply
by heating.

1. A number of hydrides will decompose in this way, but since hydrides
are usually made from the metal itself, the process is of no commercial
significance. The hydrides arsine A$H; and stibine SbH; are produced
in Marsh’s test, where an arsenic or antimony compound is converted to
the hydride with Zn/H,SO, and the gaseous hydrides are decomposed
to give a silvery mirror of metal by passmg the hydride through a heated
tube.

2. Sodlum azide NaN; decomposes to give sodlum and pure mtrogen on
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gentle heating. Considerable care is needed as azides are often explosive.
This method is not used commercially, but it is useful for making small
quantmes of very pure mtrogen in the laboratory

2NaN; —.2Na + 3N2

3." Nickel carbonyl Ni(CO), is gaseous and 'may be produced by warming
Ni with CO at 50°C. Any impurities in the Ni sample remain solid and
the gas is heated to 230°C, when it decomposes to give pure metal and
CO which is recycled. This was the basis of the Mond process for
purifying nickel which was used in South Wales from 1899 until the
1960s. A new plant in Canada uses the same principle but uses 150°C
and 20 atmospheres.pressure to form Ni(CO),. '

. Ni + 4C0% Ni(CO), ZX5Ni + 4CO

4. The rodldes are the least stable of the halides, and the van Arkel-de-
Boer process has been used to purify small quantities of zirconium and
boron. The impure element is heated with iodine, producing a volatile
iodide Zrl, or Bl;. These are decomposed by passing the gas over an
electrically heated filament of tungsten or tantalum which is white hot.
The element is deposited on the filament and the iodine is recycled. The
filament grows fatter, and is eventually removed. The tungsten core is
drilled. out of the centre, and a sma‘ll amount of high purity Zr or B is
obtained.

5. Most oxides are thermally stable at temperatures up to 1000 °C but the
metals below hydrogen in the electrochemical series decompose fairly
easily. Thus HgO and Ag,O decompose on heating. The mineral cinna-
bar HgS is roasted in air to give the oxide, which then decomposes on
heating. Silver residues from the laboratory and photographrc pro-
cessing are collected as AgCl and treated with Na,COs, giving Ag,COs,
which decomposes on heating, first to Ag,O and then to Ag.

2HgO — 2Hg + O, - -
Ag2C03 e d COz + Agzo - 2Ag + %02

6. Oxygen may be produced by heating hydrogen peroxide H,O,, barium
peroxide BaO,, silver oxide Ag,O or potassium chlorate KClO;.

2H,0, — 2H,0 + O,
2Ba0, = 2Ba0O + O,
2Ag,0 — 2Ag + O,

2KCIO; — 2KCl + 30,

Displacement of one element by another

In principle any element may be displaoed from solution by another
element which is higher in the electrochemical series. The method is in-
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applicable to elements which react with water, and to be economic must
involve sacrificing a cheap element to obtain a more expensive element.

1. Copper ores which are too lean in CuS for the Cu to be extracted by
roasting in air are left to be weathered by air and rain to form a solution
of CuSO,. The Cu?* ions are displaced as Cu metal by sacrificing scrap
iron which turns into Fe?* because iron is above copper in the electro-
chemical series.

. Fe + Cu** — Fe?* + Cu

2. Cadmium occurs in small amounts with zinc ores. The Zn is recovered
by electrolysing a solution of ZnSO, which contains traces of CdSO,.
After a time the amount of Cd®* has concentrated, and since Zn is
above Cd in the electrochemical series some Zn metal is sacrificed to
displace the Cd** from solution as Cd metal. The Zn which was
sacrificed is subsequently recovered by electrolysis.

Zn + Cd** — Zn** + Cd

3. Sea water contains Br~ ions. Chlorine is above bromine in the
electrochemical series, and bromine is obtained by passing chlorine into
sea water. '

C]z + 2Br~ — 2CI~ + Bl‘z

High temperature chémical reduction methods

A large number of commercial processes come into this group. Carbon can
be used to reduce a number of oxides and other compounds, and
because of the low cost and availability of coke this method is widely
used. The disadvantages are that a high temperature is needed, which is
expensive and necessitates the use of a blast furnace, and many metals
combine with carbon, forming carbides. Some examples are:

Reduction by carbon

blast furnace

> Fe

FCzO3 +C

700 + C ——2C.

- Zn

electric furnace

Ca3(PO4)2 4+ Ci——5 P
MgO + C me_ Mg (process now obsolete)

electric furnace

PbO + C — . » Pb
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Reduction by another metal

If the temperature needed for carbon to reduce an oxide is too high for
economic or practical purposes, the reduction may be effected by another
highly electropositive metal such as aluminium, which liberates a large
amount of energy (1675kJ mol~") on oxidation to Al,Os. This is the basis
of the Thermite process:

3Mn;0,4 + 8Al — 9Mn + 4Al,0,
BzO:; + Al--2B + A]203
Cr201 + Al—- 2Cl' + Alzo-g

Magnesnum is used in a similar way to rcduce oxides. ln certain cases where
the oxide is too stable to reduce, electropositive metals are used to reduce
halides.

Kroll process

TiCl, + 2Mg 22, 14 4 oM,

IMI progess

TiCls + 4Na Ti + 4NaCl

Self-reduction

A _number of metals occur as sulphide ores (for example PbS, CuS and
Sb,S3) which may be roasted first in air to partially convert them to the
oxide, and then further roasted in the absence of air, causing self-
reduction:

reast in.air UO roast
CusS —y + - — Cu + SO,
Cus without air .

Reduction of oxides with Kydrogen
C030, + 4H; — 3Co + 4H,0
GeO, + 2H, —» Ge + 2H,0
NH,MoO,] + 2H, — Mo + 4H;O + NH;
NH,[WO,] + 2H, - W + 4H,0 + NH,
This method is not widely used, because many metals react with hydrogen

at elevated temperatures, forming hydrides. There is also a risk of ex-
plosion from hydrogen and oxygen in the air.

Electrolytic reduction

The strongest possible reducing agent is an electron. Any ionic material
may be electrolysed, and reduction occurs at the cathode. This is an ex-
cellent method; and gives very pure products,-but electricity i is expensive.
Electrolysis may be performed:
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In aqueous solution

Provided that the products do not react with water, electrolysis can be
carried out conveniently and cheaply in aqueous solution. Copper and zinc
are obtained by electrolysis of aqueous solutions of their sulphates.

In other solvents

Electrolysis can be carried out in solvents other than water. Fluorine reacts
violently with water, and it is produced by electrolysis of KHF, dissolved in
anhydrous HF. (The reaction has many technical difficulties in that HF is
corrosive, the hydrogen produced at the cathode must be kept separate
from the fluorine produced at the anode or an explosion will occur, water
must be rigorously excluded, and the fluorine produced attacks the anode
and the reaction vessel.) ‘

In fused melts

Elements that react with water are often extracted from fused melts of
their ionic salts. These melts are frequently corrosive, and involve large
fuel bills to maintain the high temperatures required. Aluminium is
obtained by electrolysis of a fused mixture of AlLO; and cryolite
Nas[AlFs]. Both sodium and chlorine are obtained from the electrolysis of
fused NaCl: in this case up to two thirds by weight of CaCl, is added as an
xmpunty to lower the melting point from 803°C to 505 °C.

Factors influencing the choice of extraction process

The type of process used commercially for any particular element depends
on a humber of factors.

1. Is the element unreactive enough to exist in the free state?

2. Are any of its compounds unstable to heat?

3. Does the element exist as an iohic compound, and is the element stable
in water? If both are true, is there a cheap element above it in the elec-
trochemical series which ¢an be sacrificed to-displace it from solution?

4. Does the element occur 4s sulphide ores which can be roasted, or oxide
ores which can be reduced — using ¢arbon is the cheapest whilst the use
of Mg, Al and Na as reducing agents is more expensive.

5. If all other methods fail, electrolysis usually works for ionic materials,
but is expensive, If the element is stable in water, electrolysing aqueous
solutions is cheaper than using fused melts.

T’hermodynamlcs of reduction processes

The extraction of metals from their oxides usmg carbon .or. other metals,
and by thermal decomposition, involves a nutber of points which merit
detailed discussioni. :
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Table 6.14 Reduction potentials and extraction methods

Element E° (V) Materials Extraction method

Lithium Li*|Li -3.05 LiCl Electrolysis of fused
Potassium K*|K -2.93 KCl,[KCI-MgCl,-6H,0] | Saits, usually

Calcium  Ca?*|Ca —2.84 CaCl, chlorides
Sodium Na*|Na -2.71 NaCl
Magnesium Mg** |Mg —2.37 MgCl,, MgO Electrolysis of MgCl,
High temperature
reduction with C
Aluminium  AP*|Al -1.66 ALO; ~ Electrolysis of A0,
dissolved in molten
Na;[AlF(,]
Manganese Mn®* [Mn —1.08 Mn;0,, MnO, }Reduction with Al
Chromium Cr**|Cr —0.74 FeCr,0, Thermite process
Zinc Zn?*|Zn -0.76 ZnS Chemical reduction
Iron Fe?* |Fe —0.44 Fe;0s, Fe;0, S ‘l’fl“’,’(‘j'des by C
5 _ ulphides are
Cobalt Co**|Co -0.27 CoS converted to
Nickel - Ni?* |Ni -0.23 NiS, NiAs, oxides then
Tin Sn®*|Sn  —0.14 SnO, reduced by C, or
Lead Pb>*|Pb —0.13 PbS } sometimes H,
Copper Cu®*|Cu +0.35 Cu(metal), CuS Ty Found as native
Silver Agt|Ag +0.80 Ag(metal), Ag,S, AgCl meta'~°fd ;
> compounds easily
Mercury Hg** |Hg +0.8§ HgS _ decomposed by
Gold Au** | Au +1.38 Au(metal) heat. (Also
cyanide extraction)

For a spontaneous reaction, the free energy change AG must be
negative. : R

AG'= AH — TAS
AH is the enthalpy change-during the reaction, T is the absolute

temperature, and AS is the change in entropy during the reaction.
Consider a reaction such as the formation of an oxide:

M + O, » MO

Oxygen is used up in the course of this reaction. Gases have a more
random structure (less ordered) than liquids or solids. Consequently gases
have a higher entropy than liquids or solids. In this reaction § the entropy
or randomness decreases, and hence AS is negative. Thus if the
temperature is raised then TAS becomes more negative. Since TAS is
subtracted in the equation, then AG becomes less negative. Thus the free
energy change decreases with an iricrease of temperature.

The free energy changes that occur when one gram molecule of a
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Figure 6.5 Ellingham diagram showing the change in free energy AG with tem-
perature for oxides (based oh 1gmol of oxygen in each case).

common reactant (in this case oxygen) is used may be plotted graphically
against temperature for a humber of reactions of metals to their oxides.
This graph is shown in Figure 6.5 and is called an Ellingham diagram (for
oxides). Similar diagrams can be produced for one gram molecule of
sulphur, giving an Ellingham diagram for sulphides, and similarly for
halides. . »

The Ellingham diagram for oxides shows several important features:

1. The graphs for metal to metal oxide all slope upwards, because the free
energy change decreases with an increase of temperatute as discussed
above. : _

2. The free energy changes all follow a straight line unless the materials
melt or vaporize, when there is a large ¢hange in entropy associated
with the change of state, which changes the slope of the line (for
example the Hg—HgO line changes slope at 356 °C when Hg boils, and
similarly Mg—MgO changes at 1120°C).
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3. When the temperature is raised, a point -will be reached where, the

graph crosses the AG = 0 line. Below this-temperature the free enérgy
of formation of the oxide is negative, so the oxide is stable. Above! this
temperature the free energy of formation of the oxide is positive,and
the oxide becomes unstable, and should decompose into the metal,and
oxygen.

Theoretically all 0x1des can be decomposed to give the metal ‘and
oxygen if a.sufficiently high temperature can be attained. In practice the
oxides of Ag, Au and Hg are the only oxides which ean be decomposed
at temperatures which are easily attainable, and these metals can there-
fore be extracted by thermal decomposition of their oxides.

. In a number of processes, one metal is used to reduce the oxide of

another metal. Any metal will reduce the oxide of other metals which
lie above it in the Ellingham diagram because the free energy will
become more negative by an amount equal to the difference between
the two graphs at that particular temperature. Thus Al reduces FeO,
CrO and NiO in the well known Thermite reaction, but Al will not
reduce MgO at temperatures below 1500 °C.

In the case of carbon reacting with oxygen, two reactions are possible:

C+O-) —’CO—;
C+’;O‘)—")CO

In the first reaction, the volume of CO, produced is_the same as the

volume of O, used, so the change in entropy is very small, and AG hardly
changes with temperature. Thus the graph of AG against T is almost
horizontal.

-200—
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The second reaction produces two volumes of CO for every one volume
of oxygen used. Thus AS is positive, and hence AG becomes increasingly
negative as T increases. Consequently the line on the Ellingham diagram
slopes downwards (Figure 6.6). The two lines for C— CO, and C —» CO
cross at about 710°C. Below this temperature the reaction to form CO, is
energetically more favourable, but above 710°C the formation of CO is
preferred.

Carbon is extensively used to reduce iron oxnde in the extraction of iron,
but it may also be used to reduce any other of the oxides above it on the
Ellingham diagram. Since the AG line slopes downwards it will eventually
cross and lie below all the other graphs for metal/metal oxide. Thus in
principle carbon could be used to reduce any metal oxide if a sufficiently
high temperature were used. At cone time MgO was reduced by C at
2000°C, followed by shock (i.e. rapid) cooling, though this process is now
obsolete. Similarly the reduction of very stable oxides like TiO,, AlL,O;
and MgO is theoretically possible, but is not attempted because of the high
cost and practical difficulties. of using extremely high temperatures. A
further limitation on the use of carbon for extracting metals is that at high
temperatures many metals react with carbon, forming carbides. .

Many metals .occur as sulphide ores. Though carbon is a good reducing
agent for oxides, it is a poor reducing agent for sulphides. The reason why
carbon reduces so many oxides at elevated temperatures is that the AG°/T
line for CO has a negative slope. There is no compound CS analogous to
CO with a steep negative' AG®/T line. Thus sulphides are normally roasted
in air to form oxides before reducing with carbon

In a similar way hydrogen is of limited use as a reducing agent for
extracting metals from their oxides since the AG®/T line has a positive
slope, and runs parallel to fhany inetal oxide lines.

2H, + [O,] —+_2H20

Thus only those metals with metal — metal oxnde lines above the hydrogen
line will be reduced, and this does not change with temperature. A further
problem with H, is that many metals react with hydrogen, forming
hydrides, and if hydrogen remains dissolved in the metal (mtcrstltml
hydrides) it significantly affects the properties of the metal.

Thermodynamic arguments about what will reduce a given compound
have two limitations. They assume that the reactants and products are in
equilibrium, which is often untrue, and they indicate whether a reaction is
possible but do not predict the rate of reaction, or if some alternative
reaction is even more favourable.

Further details of extraction processes and Ellingham diagrams for

halides and sulphides are given in Further Reading see Ives D.J.G., and

Ellingham, H.J.T.



Table 6.15 Extraction methods and the periodic table

Notes
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of liquid air
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3| ."Na| Mg d-block
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fused salts
(often chlorides)

- Electrolysis of
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Electrolysis Found free in nature
or chemical or compounds easily
reduction deccmposed by heat

T
Oxides reduced by carbon or
" sulphides converted to oxides
then reduced by carbon

1. Al, F and Cl are obtained by electrolysis of solutions
2. Bris obtained by displacement
3. I is obtained by reduction
4. Tc does not occur in nature
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HORIZONTAL, VERTICAL AND DIAGONAL RELATIONSHIPS IN
THE PERIODIC TABLE

On moving across a period in the periodic table, the number of electrons in
the outer shell increases from one to eight. Thus Group I elements all have
one electron in their outer shell. When they react they are univalent,
because the loss of one electron leaves a noble gas structure. Similarly
Group II elements have two electrons in their outer shell and are divalent..
The valency of an element in one of the main groups is either the group
number, which is the same as the number of outer electrons, or eight minus
the group number. Group V elements (e.g. nitrogen) have five outer
electrons. If three of these are shared in covalent bonds with other atoms,
the nitrogen atom has a share in eight electrons and has-a stable: con-
figuration. Thus nitrogen is trivalent, for example in ammonia NH;. The
halogens are in Group VII and have seven outer electrons. The valency
should be 8 — 7 = 1. A stable structure is attained by gaining one electron
either by forming an ionic or a covalent bond. The number of outer
electrons thus determines the valency of the element.

On moving from left to right across a period, the size of the atoms
decreases because of the additional nuclear charge. Thus the orbital
electrons are more tightly held, and the ionization energy increases. The
metallic character of the element also decreases, and the oxides of the
elements become less basic. Thus NayO is strongly basic; AlL,O, is
amphoteric and reacts with both acids.and bases; SO, is an acidic oxide
since it dissolves in water to form sulphurous acid (H,SO3) and reacts with
bases to form sulphites. Generally, metallic 0x1des are basic, whilst non-
metallic oxides are acidic.

On descending a group in the periodic table, the elements all have the.
same number of outer electrons and the same valency, but the size in-
creases. Thus the ionization energy decreases and the metallic character
increases. This is particularly. apparent in Groups IV and V which begin
with the non-metals carbon and nitrogen and end with the metals lead and
bismuth. The oxides become increasingly basic on descending the group.

On moving diagonally across the periodic table the elements show cer-
tain similarities. These are usually weaker than the similarities within a
group, but are quite pronounéed in the following pairs of elements:

Li Be B C
NN\

Na Mg Al Si
On moving across a period, the charge on the ions increases and the size
decreases, causing the polarizing power to increase. On moving down a
group, the size increases and the polarizing power decreases. On oving.
diagonally these two effects partly cancel each other, so that there is no
marked change in properties. The type and strength of bond formed and
the properties of the compounds are often similar, although the valency is
different. Thus lithium is sitilar to magnesium in many of its properties
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and beryllium is similar to aluminium. These similarities are examined in
more detail in the chapters on Groups I, Il and III. Diagonal similarities
are most important among the lighter elements, but the line separating the
metals from the non-metals also runs diagonally.
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PROBLEMS

1. (a) How does the size of atoms vary from left to right in a period, and
on descending a group in the penodlc table? What are the reasons
for these changes?

" (b) Can you explain the largc atomic radii of the noble gases?
(c) Why is the decrease in size between Li and Be much greater than
that between Na and Mg or K and Ca?

2. Explain what is meant by the ionization energy of an element. How
does this vary between hydrogen and ncon in the periodic table?
Discuss how the variation can be related to the electronic structure of
the atoms.

3. (a) What is the correlation between -atomic size and jonization
energy? : . _

(b) Account for the fact that there is a decrease i1 first ionization

energy from Be to B, and Mg to Al. |

(c) Suggest the reason for the decrease in first ionization energy from
Nto O,and P to S. '

(d) Explain why the substantial decrease in first ionization energy
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10.

11.
12.

13.

14.

observed between Na and K, and Mg and Ca is not observed
between A and Ga.

(e) What is the sngmﬁcance of the large increase in the third ionization
energy of Ca and the fifth ionization energy of Si?

(f) Why is the first ionization energy of the transition elements
reasonably constant"

. (a) What is electronegativity, and how is it related to the type of bond -

formed?

(b) What are Fajans’ rules?

(c) Predict the type of bonds formed in HCI, CsCl, NH;, CS; and
GﬂBI’4

. (a) List the different scales of electronegativity and briefly describe

the theoretical basis behind each.
(b) Give four examples to show how electronegativity values may be
‘used to predict the type of bond formed in a compound.

. Use a modified Born—Haber cycle suitable for the estimation of

electrode potentials to explain:
(a) Why Li is as strong a reducing agent as Cs
(b) Why Ag is a noble metal and K a highly reactive metal.

. (a) What are the standard electrode potentials, and how are they

related to the electrochemical series?

(b) Explain the recovery of copper from solution using scrap iron.

(c) How is it possible to preferentially deposit metals electrolytically,
e.g. Cu, Ni, and Zn from a solution containing all three?

(d) Why is it possible to obtain zinc by electrolysis of an aqueous
solution even though the electrode potentials would suggest that
the water should decompose first?

(a) Explain why Cu* disproportionates in solution.

(b) Explain why the standard reduction potentials for Cu? — Cu™* and
Cu* — Cy are +0.15 and +0.50 volt, respectively, yet that for
Cu?* — Cuis + 0.34 volt. :

Name the eight most abundant elements in the earth’s crust and place
them in the correct order.

Describe the following named metallurgical processes: (a) Bessemer,
(b) BOP, (c) Kroll, (d) Van Arkel, (e) Hall-Héroult, (f) Parkes.

Which elements occur in the natwe state?

List five ores which are smelted, and give equatlons to show what
occurs during smeltmg

Describe the extraction of three different elements using carbon as the
reducing agent.

Draw an Ellingham diagram for metal oxides and explain what
information can be obtained from it. In addition explain why most of
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15.

16.

17.

18.

the lines slope upwards from left to right, why the lines change in
slope, and what happens when a line crosses the AG = 0 axis.

Use the Ellingham diagram for oxides to find:

(a) if Al will reduce chromium oxide

(b) at what temperature C will reduce magnesium oxide, and

(c) at what temperature mercuric oxide will decompose into its
‘elements. ‘

Explain in detail the processes involved in the production of pig iron
and steel.

Describe the extraction of two metals and two non-metals by
electrolysis. '

Describe the extraction of magnesium and bromine from sea water.



Coordination compounds

DOUBLE SALTS AND COORDINATION COMPOUNDS

Addition compounds are formed when stoichiometric amounts of two
or more stable compounds join together. For example:

KCl + MgCl, + 6H,O — KCl-MgCl, - 6H,0
’ (carnallite)
KzSO4 + Alz(SO4)3 + 24H20—> KzSO4 . Alz(SO4)3 . 24H20
(potassium alum)
CuSO, + 4NH; + H;0 — CuSO,- 4NH;- H,0
(tetrammine copper(II) sulphate
monhydrate)

Fe(CN), + 4KCN — Fe(CN), - 4KCN
(potassium ferrocyanide)

Addition compounds are of two types:

1. ‘Those which lose their identity in solution (double salts)
2. Those which retain their identity in solution (complexes)

When crystals of carnallite are dissolved in water, the solution shows
the properties of K*, Mg?* and CI™, ions. In a similar way, a solution of
potassium alum shows the properties of L*, AI** and SO?~ ions. These
are both examples of double salts which exist only in the crystalline state.

When the other two examples of coordination compounds dissolve
they do not form simple ions — Cu®*, or Fe?* and CN~ - but instead
their complex ions remain intact. Thus the cuproammonium ion
[Cu(H20)»(NH;)s]** and the ferrocyanide ion [Fe(CN)sJ*~ exist as
distinct entities both in the solid and in solution. Complex ions are shown
by the use of square brackets. Compounds containing these ions are called
coordination compounds. The chemistry of metal ions in solution is essen-
tiadly the chemistry of their complexes. Transition metal ions, in particular,
form many stable camplexes. In solution ‘free’ metal ions are coordinated
either to water or to other ligands. Thus Cu®* exists as the pale blue
complex ion [Cu(H,0)e]** in 'aqueous solution (and also in’ hydrated
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crystalline salts). If aqueous ammonia is added to this solution, the familiar
deep blue cuproammonium ion is formed:

[Cu(H,0)s]** + 4NH; == [Cu(H,0);(NH;),]** + 4H,0

Note that this reaction is a substitution reaction, and the NH; replaces
water in the complex ion.

WERNER’S WORK

Werner’s coordination theory in 1893 was the first attempt to explain
the bonding in coordination complexes. It must be remembered that this
- imaginative theory was put forward before the electron had been dis-
covered by J.J. Thompson in 1896, and before the electronic theory of
valency. This theory and his painstaking work over the next 20 years won
Alfred Werner the Nobel Prize for Chemistry in 1913.

Complexes must have been a complete mystery without any knowledge
of bonding or structure. For example, why does a stable salt like CoCl,
react with a varying number of stable molecules of a compound such as
NH; to give several new compounds: CoCl;-6NH;, CoCly-5NH; and
CoCl; - 4NH;? What are their structures? At that time X-ray diffraction,
which is the most powerful method of determining the structures of
crystals, had yet to be discovered. Werner did not have at his disposal any
of the modern instrumental techniques, and all his studies were made using
simplé reaction chemistry. Werner was able to explain the riature of bonding
in complexes, and he concluded that in complexes the metal shows two dif-
ferent sorts of valency: '

1. Primary valencies. These are non-directional. The modern explanation
would be as follows. The complex commonly exists as a positive ion.
The primary valency is the number of charges on the complex ion. In
compounds, this charge is inatched by the same number of charges from
negative ions. Primary valency applies equally well to simple salts and
to complexes. Thus-in CoCl, (Co?* + 2Cl™) there are two primary
valencies, i.e. two ionic bonds. The complex [Co(NH;)]JCls actually
exists as [Co(NH3)]>* and 3CI~. Thus the primary valency is 3, as there
are three ionic bonds, .

2. Secondary valencies. These are directional. In modern terms the
number of secondary valencies equals the number of ligand atoms
coordinated to the metal. This is now called the coordination number.
Ligands are commonly negative ions such as CI™, or neutral molecules
such as NHs. Less commonly, ligands may be positive ions such as
NO™. Each metal has a characteristic number of secondary valencies.
Thus in [Co(NH3)s]Cl; the three Cl~ are held by primary valencxes The
six NH; groups are held by secondary valencies.

Secondary valencies are directional, and so a complex ion has a par-
ticular shape, e.g. the complex ion [Co(NH;)eJ'* is octahedral. Werner
deduced the shapes of many complexes. He did this by preparing as many
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different isomeric complexes of a systemas-was possible. He noted the
number of isomers formed and related this number to the number of
isomers predicted for different geometric shapes. The most common co-
ordination number in transition metal complexes is 6, and the shape is
usually octahedral. The coordination number 4 is also common, and this
gives rise to either tetrahedral or square planar complexes.

Werner treated cold solutions of a series of coordination complexes with
an excess of silver nitrate, and weighed the silver chloride precipitated.
The stoichiometries of complex-—-AgCl formed were as follows:

CoCl; -6NH; — 3AgCl
CoCly - SNH; — 2AgCl
CoCl;-4NH; — 1AgCl

Werner deduced that in CoCly:-6NH; the three chlorines acted
as primary valencies, and the six ammonias as secondary valencies.

Inmodern terms the complex is written [Co(NH;)s]Cl;. The three Ci™

are tonic and hence are precipitated as AgCl by AgNO;. The six NH;
ligands form coordinate bonds to Co**, forming a complex ion [Co(NH3)]**
(Figure 7.1a).

Werner deduced that loss of one NH; from CoCl; - 6NH; should give
CoCl; - SNHj, and at the same time ape Cl changed from being a pri-
mary valency to a secondary valency. Fhus this complex had two primary
valencies and six secondary valencies. In modern terms the complex
[Co(NH;)5CI]Cl; ionizes to give [Co(NH;)sCl}** and two CI™ ions. Thus
only two of the three chlorine atoms are ionic and thus only two are
precipitated as AgCl with AgNOj;. Five NH; and one Cl form coordinate
bonds to Co®*, forming a complex ion (Figure 7.1b). °

Similarly in CoCl; - 4NH; Werner deduced that one Cl formed a primary

~ valency, and that there were six secondary valencies (two Cl and four

NH;). In modern terms the complex [Co(NH3)4CL]Cl ionizes to give
[Co(NH5),Cl>]* and CI™ and so only one CI™ can be precipitated as AgCl.
The coordination number of Co** is 6; in this case four NH; and two CI™
form coordinate bonds to Co®*. The old and modern ways of writing the
formulae of these ¢omplexes are shown in Table 7.1. -

Thus Werner established that the number of secondary valencies (that is .
the coordination number) was 6 in these complexes. He then attempted to

NH: 5* . NH, 2+
BN | N, HN |
N r'd x r'd
Co cr- Co 2Cr
EAARN AN
HN" | 7 Ng, HNT T " Nm,
NH, . . NH,
(a) -~ (b)

Figure 7.1 Structures of (a) [Co(NH;)¢]Cl; and (b) [Co(NH;)sCl]Cl,.
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Table 7.1 Formulae of some cobalt complexes

Old , - New
CoCl;- 6NH, [Co(NH;)s**  3CI-
CoCl; - 5NH,4 [Co(NH4)sClJ** 2C1~

CoCly - 4NH; [Co(NH3),CL]* CI~

find the shapes of the complexes. The possible arrangements of six groups
round one atom are a planar hexagon, a trigonal prism, and an octahcdron
{Figure 7.2). Werner then compared the number of isomeric forms he had
obtained with the theoretical number for each of the possible shapes

(Table 7.2).

Table 7.2 Number of isomers predicted and actually found

Complex Observed . Predicted

Octahedral Planar hexagon Trigonal prism
[MX,) 1 1 1 1
[MXsY] I ] 1 1
[MX,Y,] 2 2 3 3
[MX;Y5] 2 2 3 3

These results strongly suggested that these complexes. have an
octahedral shape. This proof was not absolute proof, as it was just possible
that the correct experimental conditions had not been found for preparing
all the isomers. More recently the X-ray structures have been determined,
and these establish that the shape is octahedral (Figure 7.3).

More recently, with a. bidentate ligand such as ethylenediamine (1,2-
diaminoethane), two optically active isomers have been found (Figure 7.4).

In a similar way, Werner studied a range of complexes which included
[Pt""(NH,),Cl,] and [Pd"(NH;),Cl,]. The coordination number is 4, and
the shape could be either tetrahedral or square planar. Werner was able to
prepare two different isomers for these complexes. A tetrahedral complex
can only exist in one form, but a square planar complex can exist in two
isomeric forms. This proved these complexes are square planar rather than

tetrahedral (Figure 7.5).

MORE RECENT METHODS OF STUDYING COMPLEXES
The electrical conductivity of a solution of an ioni¢ material depends on:

1. The concentration of solute.
2. The numbet of charges on the species which are formed on dissolution.

-~

Planar hexagon

Trigonal prism

Octahedron

Figure 7.2 Possible geometri
shapes for six-coordination.

d form | forn
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plane

Figure 7.4 Optical isomerism
octahedral complexes.
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Figure 7.5 Isomerism in squai
planar complexes.
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X
MXg X X
eg. Only one form
[Co"™(NH,))%* X X
[Fe" (CNJgI*” X
Y X
MXgY Only one form,

as all six corners

eg. . o
31’
[Pt NH3)sCH are equivalent

(Co"'(NH3)5CI]2'

X X X
X X X
X X
. v y
[PtMNH3),ChL)" Two isomers.
cis and trans
[CoM(NHg),Cly)* X ] X X _
(Pt™MNH;),Cly) M v
Cis Trans
Y Y
MXa3Y3 X Y X X _
eg. Two isomers
d facial Fac-
(PN H,),Ch]* and fa
lCo'(NH:):Cl‘:] Y X Y ) meridianal Mer-
X Y

Fac- Mer-

Figure 7.3 Isomers in octahedral complexes.

Molar conductivities relate to a 1 M- solution and thus the concentration
factor is removed. The total number of charges on the species formed when
the .complex dissolves can be deduced by comparison of its molar con-
ductivity with- that of known simple ionic materials (Table 7.3). These
conductivities suggest the same structures for the cobalt/ammonia/chlorine

Table 7.3 Conductivities of salts and complexes (Molar conductivities
- measured at 0.001 M concentration)

ohm™' cm?mol ™!

LiCl  — Li* Q" (total of 2 charges) 112.0
CaCl, — Ca’* 2Ct- (total of 4 charges) 260.8
CoBr; - SNH, : 257.6
LaCl, — La** 3QI- (total of 6 charges) = 393.5
CoCly - 6NH; 431.6

CoBry - 6NH, 4269
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Table 7.4 Number of charges related to modern and Werner structures

Charges Primary valency Secondary valency

ionizable chlorines
[Co(NH3)**  3CI™ 6 3 6NH; =6
[Co(NH,)sCIP** 2Ci™ 4 : 2 5NH; + I1CI™ =6
[Co(NH3)4Ch]* CI™ 2 1 4NH; + 2C1™ = 6

complexes mentioned earlier, as do the results from Werner’s AgCl experi-
ments, shown in Table 7.4.

The freezing point of a liquid is lowered when a chemical substance is

dissolved in it. Cryoscopic measurements involve measuring how much the
freezing point is lowered. The depression of freezing point obtained de-
pends on the number of particles present. Cryoscopic measurements can
be used to find if a molecule dissociates, and how many ions are formed. If
. a molecule dissociates into two ions it will give twice .the expected
depression for a single particle. If three ions are formed this will give three
times the expected depression. Thus:

LiCl - Li* + CI- (2 particles) [(2 charges)
MgCl, —» Mg?* + 2CI~ (3 particles) | (4 charges)
LaCl; — La** + 3CI~ (4 particles) | (6 charges)

The number of particles formed from a complex molecule determines the
size of the depression of freezing point. Note that the number of particles
formed may be different from the total number of charges which can be
obtained from conductivity measurcments. The two types of information
can be used together to establish the structure (Table 7.5).

The magnetic moment can be measured (see Chapter 18 — Magnetic
properties). This provides information about the number of unpaired elec-
tron spins present in a complex. From this it is possible to decide how the
electrons are arranged and which orbitals are occupied. Sometimes the
structure of the complex can be deduced from this. For example, the
compound Ni''(NH;3)4(NO3), - 2H,0 might contain four ammonia mole-

Table 7.5 Establishing the structure of complexes

Formula Cryoscopic Molar , Structure
measurernent conductivity

CoCly - 6NH; 4. particles 6 charges [Co(NH;)s]*t 3CI-

CoCly- SNH; 3 particles 4 charges . .{Co(NH,)sCI** 2Ci~

CoCl; - 4NH; 2 particles 2 charges [Co(NH3)4ClL]* CI™

CoCly - 3NH, 1 particle 0 charge  [Co(NH;);Cli]

Co(NO»);- KNO,-2NH; 2 particles 2 charges  K* [Co(NH;)2(NO;),}~
Co(NO,);-2KNO,-NH; 3 particles 4 charges 2K* [Co(NH3)(NO,)s]*-
Co(NO;); - 3KNO, 4 particles 6 charges 3K* [Co(NO,)e)*~
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cules coordinated to Ni in a square planar [Ni(NH;),]** ion and two
molecules of water of crystallization and have no unpaired electrons.
Alternatively the water might be coordinated to the metal, giving an
octahedral [Ni(H,0),(NH;),]** complex with two unpaired electrons.
Both these complex ions exist and their structures can be deduced from
magnetic measurements.

Dipole moments may also yield structural information but only fornon-
ionic complexes. For example, the complex [Pt(NH;),Cl,] is square planar,
and can exist as cis or trans forms. The dipole moments from the various
metal-ligand bonds cancel out in the trgns configuration. However, a finite
dipole moment is given by the cis arrangement.

- Electronic spectra (UV and visible) alsoprovide valuable information on
the energy of the orbitals, and on the shape of thecomplex. By this means it
is possible to distinguish betweentetrahedral and octahedral complexes,
and whether the shape isdistorted or regular.

The most powerful method, however, is the X-ray determination of the
crystal structure. This provides details of the exact shape and the bond
lengths and angles of the atoms in the structure.

EFFECTIVE ATOMIC NUMBERS

The number of secondary valencies in the Werner theory is now called the
coordination number of the central metal in the complex. This is the
number of ligand atoms bonded to the central metal ion. Each ligand
donates an electron pair to the meta} ion, thus forming a coordinate bond.
Transition metals form coordination compounds very readily because they
have vacant d orbitals which can accommodate these electron pairs. The
electronic arrangement of the noble gases is known to be very stable.
Sidgwick, with his effective atomic number rule, suggested that electron

pairs from ligands were added-until the central metal was surrounded by

the same number of electrons as the next noble gas. Consider potassium
hexacyanoferrate(Il) K;[Fe(CN)] (formerly called potassium ferrocyan-
ide). An iron atom has 26 electrons, and so the central metal ion Fe?* has
24 electrons. The next noble gas Kr has 36 electrons. Thus the addition of
six electron pairs from six CN™ ligands adds 12 electrons, thus raising the
effective atomic number (EAN) of Fe?* in the complex [Fe(CN)g]*~ to 36.

[24 + (6 X 2) = 36]

Further examples are given in Table 7.6.

The EAN rule correctly predicts the number of ligands in many com-
plexes. There are, however, a significant number of exceptions where the
EAN is not quite that of a noble gas. If the original metal ion has an odd
number of electrons, for example, the adding of electron pairs cannot
result in a noble gas-structure. The tendency to attain a noble gas con-
figuration is a significant factor but not a necessary condition for complex
formation. It is also necessary to produce a symmetrical structure (tetra-
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Table 7.6 Effective atomic numbers of some metals in complexes

Atom  Atomic Complex Electrons lost Electrons EAN

number ' in ion gained by

formation coordination

Cr 24 Cr(CO)4} 0 12 36
Fe 26 Fe(CN)¢}*~ 2 12 36
Fe 26 Fe(CO)s) 0 10 36 K
Co 27 Co(NHs)sJ** 3 12 36 (K1)
Ni 28 Ni(CO)4]" 0 8 36
Cu 29 [Cu(CN),J*~ 1 8 36
Pd 46 PA(NH:)e** 4 12 54 7 (Xe)
Pt 78 PtCle)>~ 4 12 86 (Rn)
Fe 26 Fe(CN)sJ*~ 3 12 35
Ni 28 Ni(NH23)6]2+ 2 12 38
Pd 46 PdCLJ*~ 2 .8 S2 .
Pt 78 [Pt(NH,),]** 2 8 84

hedral, square planar, octahedral) irrespective of the number of electrons

involved.

SHAPES OF d ORBITALS

Since d orbitals are often used in coordination complexes it is important
to study their shapes and distribution in space. The five d orbitals are not
identical and the orbitals may be divided into two sets. The three ly
“orbitals have identical shape and point between the axes, x, y and z. The

tzg
orbitals
(de)

€g |
orbitals
(dy)

dyey2

Figure 7.6 Shapes of d orbitals.
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two e, orbitals have different shapes-and point along the axes (Figure 7.6).
Alternative names for f,, and e, are de and dy respectively.

BONDING IN TRANSITION METAL COMPLEXES

There are three theories of metal to ligand bonding in complexes, all dating
back to the 1930s.

Valence bond theory

This theory was developed by Pauling. Coordination compounds contain
complex ions, in which ligands form coordinate bonds to the metal. Thus
the ligand must have a lone pair of electrons, and the metal must have an
empty orbital of suitable energy available for bonding. The theory con-
siders which atomic orbitals on the metal are used for bonding. From this
the shape and stability of the complex are predicted. The theory has two
main limitations. Most transition metal complexes are coloured, but the
theory provides no explanation for their electronic spectra. Further, the
theory does not explain why the magnetic properties vary with tempera-
ture. For these reasons it has largely been superseded by the crystal field
theory. However, it is of interest for study as it shows the continuity of the
development of modern ideas from Werner’s theory.

Crystal field theory |

This theory was proposed by Bethe and van Vleck. The attraction between
the central metal and ligands in the complex is considered to be purely
electrostatic. Thus bonding in the complex may be ion-ion attraction
(between positive and negative ions such as Co®>* and CI™). Alternatively,
ion—dipole attractions may give rise to bonding (if the ligand is a neutral
molecule such as NH; or CO). NHj has a dipole moment with a §— charge °
on N and 8+ charges on H. Thus in [CO(NH3)(,]3+ the 38— charge on the
N atom of each NH; points towards the Co**. This theory is simple. It
has been remarkably successful in explaining the electronic spectra and
magnetism of transition metal complexes, particularly when allowance is
made for the possibility of some covalent interaction between the orbitals
on the metal and ligand. When some allowance is made for covalency, the
théory is often renamed as the ligand field theory. Three types of inter-
action are possible: o overlap of orbitals, n overlap of orbitals, or dn-pn
bonding (back bonding) due to n overlap of full d orbitals on the metal
with empty p orbitals on the ligands.

'Molecular orbital theory

Both covalent and ionic contributions are fully allowed for in this theory.

Though this theory, is probably the most important approach to chemical
bonding, it has not displaced the other-theories. This is because the quan-
titative calculations involved are difficult and lengthy, involving the use
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. of extensive computer time. Much of the qualitative description can be
obtained by other approaches using symmetry and group theory.

VALENCE BOND THEORY

The formation of a complex may be considered as a series of hypothetical
steps. First the appropriate metal ion is taken, e.g. Co®>*. A Co atom has
the outer electronic structure 3d”4s?. Thus a Co>* ion will have the
structure 3d%, and the electrons will be arranged:

fult

e GEEEL O (10 [TLIT]

shell
If this ion forms a complex with six ligands, then six empty atomic orbitals
are required on the metal ion to receive the coordinated lone pairs of
electrons. The orbitals used are the 4s, three 4p and two 4d. These are
hybridized to give a set of six equivalent sp>d? hybrid orbitals. A ligand
orbital containing a lone pair of electrons forms a coordinate bond by
overlapping with an empty hybrid orbital on the metal ion. In this way a
o bond is formed with each ligand. The d orbitals used are the 4d,._,:
and 4d,:. In the diagrams below, electron pairs from the ligands are shown

as 1.

fult

ad - '
inner l'ﬂlf [+ [+ ] l .
shell -

[l TT]

S T
(sp°d? hybridization)
octahedral shape -
outer orbital complex
high-spin complex

Since the outer 4d orbitals are used for bonding this is called an outer
orbital complex. The energy of these orbitals is quite high, so that the
complex will be reactive or labile. The magnetic moment depends on the
number of unpaired electrons. The 3d level contains the maximum number
of unpaired electrons for a d° arrangement, so this is sometimes called a
high-spin or a spin-free complex. An alternative octahedral arrangement is
possible when the electrons on the metal ion are rearranged as shown
below. As before, lone pairs from the ligands are shown as 1} .

full 4d

re [[n[ufals [?eL?ZIﬂ REERN

shell

1
(d?sp® hybridization)
octahedral shape
.- inner orbital complex
low-spin complex
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Since low energy inner d orbitals are used.this is called an inner orbital
complex. Such compléxes.are more. stable than the outer orbital com-
plexes. The unpaired electrons in the metal ion have been forced to pair
up, and so this is now a low-spin complex. In this particular case all the
electrons are paired, so the complex will be diamagnetic.

The metal ion could also form four-coordinate complexes, and two dif-
ferent arrangements are possible. It must be remembered that hybrid
orbitals do not actyally exist. Hybridization is a mathematical manipulation
of the wave equations for the atomic orbitals involved.

full 4p 4d
l EEE (111
]
(sp® hybndlzanon)
tetrahedral shape
wll -34 4s | .4p | ad
me [l R RRO O]
| . —
. (dsp-z‘h;;ridization)
square planar shape

The theory does not explain the colour and spectra of complexes. The
theory shows the number of unpaired electrons. From this the magnetic
moment can be calculated (see Chapter 18). However, it does not explain
why the magnetic moment varies with temperature.

CRYSTAL FIELD THEORY

The crystal field theory is now much more widely accepted than the valence
bond theory. It assumes that the attraction between the central metal and
the ligands in a complex is purely electrostatic. The transition metal which
forms the central atom in the complex is regarded as a positive ion of
charge equal to the oxidation state. This is surrounded by negative lig‘ands
or neutral molecules which have a lone pair of electrons. If the hgand isa
neutral molecule such as- NHj, the negatlve end of the dipole in the
molecule is directed towards the metal ion. The electrons on the central
metal are under repulsive forces from those on the ligands. Thus the
electrons occupy the 4 orbitals furthest away from the direction of ap-
proach of ligands. In the crystal field theory the following assumptions

are made.

1. ngands are treated as point charges.

2. There is no interaction between metal orbitals and hgand orbitals.

3. The d orbitals on the metal all have the same energy (that is degenerate)
in the free atom. However, when a complex is formed the ligands
destroy the degeneracy of these orbitals, i.e. the orbitals now have
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different energies. In an isolated gaseous metal ion, the five d orbitals
do all have the same energy, and are termed degenerate. If a spherically
symmetrical field of négative charges surrounds the metal ion, the d
orbitals remain degenerate. However, the energy of the orbitals is
raised because of repulsion between the field and the electrons on the
metal. In most transition metal complexes, either six or four ligands
surround the metal, giving octahedral or tetrahedral structures. In both
of these cases the field produced by the ligands is not spherically
symmetrical. Thus the d orbitals are not all affected equally by the
ligand field. '

Octahedral complexes

In an octahedral complex, the metal is at the centre of the octahedron, and
the ligands are at the six corners. The directions x, y and z point to three
adjacent corners of the octahedron as shown in Figure 7.7.

The lobes of the e, orbitals (d,2-,2 and d;:) point along the axes x, y and
z. The lobes of the £, orbitals (dxy, d,,and d 2) point in between the axes.
It follows that the approach of six hgands aIOng thex,y, z, —x, —yand —z
directions will increase the energy of the d,._,: and d,: orbitals (which
point along the axes) much more than it increases the energy of the d,y, d,,
and d,, orbitals (which point between the axes). Thus under the influence
of an octahedral ligand ﬁeld the d orbitals split into two groups of dlfferem
energies (Figure 7.8).

Rather than referring to the energy level of an isolated metal atom the
welghted mean of these two sets of perturbed orbitals is taken as the zero:
this is sometimes called the Bari centre. The difference in energy between
the two d levels is given either of the symbols A, or 10 Dq. It follows that

= €
Energy d orbitals are
split into two
groups
t2g
|
Free metal ion Metal ion
(five degenerate in octahedral
d orbitals) field

Figure 7.8 Crystal field splitting of eniergy levels in an octahedral field.

I
A

Vx
Figure 7.7 The directionsin :
octahedral complex.
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Figure 7.9 Diagram of the energy levels of 4 orbitals in an octahedral field.

the e, orbitals are +0.6A, above the average level, and the f,, orbitals are
—0.44A,, below the average (Figure 7.9).

The size of the energy gap A, between the 5, and e, levels can be
measured easily by recording the UJV-visible spectrum of the complex.
Consider a complex like [Ti(H,0)¢J**. The Ti** ion has one d electron. In
the complex this will occupy the orbital with the lowest energy, that is one
of the t,, orbitals (Figure 7.10a). The complex absorbs light of the correct
wavelength (energy) to promote the electron from the f,, level to the ¢,
level (Figure 7.10b).

The electronic spectrum for [Tl(HZO)]H is given in Figure 7.11. The
steep part of the curve from 27000 to 30 000cm ™" (in the UV region) is due
to charge transfer. The d--d transition is the single broad peak with a
maximum at 20300cm™". Since 1kJmol~™' = 83.7cm™', the value of A,

@ o | (0)
Figure 7.10 4" configuration: (a) ground state, (b) excited state.
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Figure 7.11 Ultraviolet and visible absorptién spectrlim of [Ti(H,0)s]**.

for [Ti(H,0))** is 20300/83.7 = 243kJ mol~'. This is much the same as
the energy of many normal single bonds (see Appendix F).

The above method is the most convenient way of measuring A, values.
However, A, values can also be obtained from values of observed lattice
energies and . those calculated using the Born-Landé equation (see
Chapter 3).

Solutions containing the hydrated Ti** ion are reddish violet coloured.
This is because yellow and green light are absorbed to excite the elec-
tron. Thus the transmitted light is the complementary colour red—violet
(Table 7.7).

Because of the crystal field splitting of d orbitals, the single d electron in
[Ti(H,0)** occupies ah energy level 2/5A, below the average energy of
the d orbitals. As a result the complex is more stable. The crystal field
stabilization energy (CFSE) is in this case 2/5 X 243 = 97kJmol™'.

The magnitude of A, depends on three factors: ~

Table 7.7 Colours absorbed and colours observed

Colour absorbed Colour observed Wavenumber
observed (cm™")

yellow—green : red-violet 24000-26 000
yellow © indigo 23000-24 000
orange blue 21000-23000
red blue~-green 20000-21 000
purple : green 18000-20000
red-violet yellow-green 17300-18000
indigo yellow 16400~17300
blue - orange "~ 15300~16400

blue-green red 12800-15300

11207]
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Table 7.8 Crystal field splittings by various ligands

Complex ‘ B Absorption peak
(em™) (kJmol™")
[crVC) - 13640 163
[Cr"'(HZO) ]3+ 17830 213
[Cr'(NH;)e]** 21680 259
[Cr™(CN)sJ*- 26280 314

1. The nature of the ligands.
2. The charge on the metal ion.
3. Whether the metal is in the first, second or third row of transition

elements.

Examination of the spectra of a series of complexes of the same metal
with different ligands shows that the position of the absorption band (and
hence the value of A,) varies depending on the ligands which are attached
(Table 7.8).

Ligands which cause only a small degree of crystal field sphttmg are
termed weak field ligands. Ligands which cause a large splitting are called
strong field ligands. Most A values are in the range 7000cm™! to

-30000cm™!. The common ligands can be arranged in ascending order of
crystal field splitting A. The order remains practically constant for different
metals, and this series is called the spectrochemical series (see Further
Reading Tsuchida, 1938; Jargensen; 1962).

Spectrochemical series
weak field ligands '
I" <Br~ < $* < (ClI” <NOj < F~ < OH~ < EtOH < oxalate < H,0
< EDTA < (NH; and pyridine) < ethylenediamine < dipyridyl
< o-phenanthroline < NO; < CN™ < CO
) strong field ligands

The spectrochemical series is an experimentally determined series. It is
difficult to explain the order as it incorporates both the effects of o and n
bonding. The halides are in the order expected from electrostatic effects.
In other cases we must consider covalent bonding to explain the order. A
pattern of increasing o donation is followed:

halide donors < O donors <N donors < C dqnors

The crystal field splitting produced by the strong field CN~ ligand is about
double that for weak field ligands like the halide ions. This is attributed to
n bonding in which the metal donates electrons from a filled #,, orbital into
a vacant orbital on the ligand. In a similar way, many unsaturated N donors
and C donors may also act as n acceptors.

. The -magnitude of A, increases as the charge on the metal ion increases.
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Table 7.9 Crystal field splittings for hexa-aqua complexes of M** and M**

Oxidation Ti v Cr Mn Fe Co Ni Cu

state

(+I1) Electronic L & d* a’ a4 B &
configuration ' '
A,inem™ ~ 12600 13900 7800 10400 9300 8500 12600
Ajinkimol™! - 151 (166) 93 124 111 102 (151)

(+III) Electronic d! a2 a4} d* a4’ A L L
configuration
Ayinem™! 20300 18900 17830 21000 13700 18600 - -
Ay in kI mol™ 243 226 213 (251) 164 222 - -

Values for 4* and d° are approximate because of tetragonal distortion.

Table 7.10 A, crystal field splittings in one group

cm™! kI mol™~!
[Co(NH,)s}** 24800 296
[Rh(NHa)eJ** 34000 406

[Ir(NH;)eJ* 41000 490

For first row transition metal ions, the values of A, for M** complexes are
roughly 50% larger than the values for M?* complexes (Table 7.9).

The value of A, also ificreases by about 30% between adjacent members
down a grouip of transition €lements (Table 7.10). The crystal field stabiliz-
ation energy in [Ti(H,0)q]**, which has a d' configuration, has previously
been shown to be —0.4A,. In a similat way, ¢compléexes containing a metal
jon with a d? configuration will have a CFSE of 2 x —0.4A, = —0.8A, by
singly filling two of the f,, orbitals. (This is in agreement with Hund’s rule
that the arrangement with the maximum number of unpaired electrons
is the most stable.) Complexes of d* metal ions have a CFSE of 3 X
-0.44, = —1.2A,. ‘ _ '

Complexes with a metal ion with a d* configuration would be expected
to have an electroni¢ arrangement in. accordance with Hund’s rule (Figure
7.12a) with four unpaired electrons, and thé CFSE will bé (3 X —0.4A,) +
(0.64,) = —0.6A,. An alternative arrangement of electrons which does
not comply with Hund’s rulé is shown in Figure 7.12b. This arrangement
has two unpaired electrons, and the CFSE is (4 x —0.4A,) = —1.6A,.
The CFSE is larger than in the previous case. However, the energy P used
to pair the electrons must be allowed for, so the total stabilization energy is
-1.6A, + P. These two arrangements differ in the number of unpaired
electrons. The one with the most unpaired electrons is called *high-spin’ or
‘spin-free’, and the other one the ‘low-spin’ or ‘spin-paired’ arrangement.
Both arrangements have been found to exist. Which arrangement occurs
for any particular complex depends 6n whether the energy to promote an
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Figure 7.12 High- and low-spin complexes: (a) d* high-spin arrangement (weal
ligand field); (b) 4" low-spin arrangement (strong ligand field).

Table 7.11 CFSE and pairing energy for some complexes

Complex Configuration A, P Predicted Found
‘ (cm™)  (em7Y) -

[Fe!!(H,0),]** y 10400 . 17600  high spin  high spi

[Fe''(CN)s]*~ . d® 32850 17600  lowspin  low spir

[Co™Ff~ " 47 . 13000 21000  highspin high spi

[Co™(NH;) 4 23000 21000 lowspin  low spir

electron to the upper ¢; level (that is the crystal field splitting A,) is greate
than the energy to pair electrons (that is P) in the lower t,, level. For
given metal ion P is constant. Thus the amount of crystal field splitting i
determined by the strength of the ligand field. A weak field ligand such ¢
C1™ will only cause a small splitting of energy levels A,. Thus it will b

‘more favourable energetically for electrons to occupy the upper e, levt
-and have a high-spin complex, rather than to pair electrons. In a simil:

way, strong field ligands such as CN™ cause a large splitting A,. In this cas
it requirés less energy to pair the electrons and form a low-spin complex

Similar arguments apply to high- and low-spin complexes of metal ior
with d*, d® and d” configurations. These are summarized in Table 7.12.

EFFECTS OF CRYSTAL FIELD SPLITTING

In octahedral complexes, the filling of t,, orbitals decreases the energy of
complex, that is makes it more stable by —0.4A,, per electron. Filling «
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Table 7.12. CFSE and electronic arrangements in octahedral complexes

Number Arrangement in weak ligand field Arrangement in strong ligand field
of d -
electrons by e,  CFSE Spin only by e,  CFSE Spin only

A, magnetic A, magnetic
moment moment
us(D) (D)

d' [T]-04 17 [(T]-04 11

P [T]-08 28 [T ]-08 283

& [(T]-12 38 [[]-12 387
~1.2

4 T T ] +o.60’6 490 MM ]~16 28

[T]-20 17

[T ]-24 o000

]

N

-1.2
a3 +1.-200 5.9

[==13

' -1.6
d® +1.204 4.9

~

-2.0 =24
d’ +1.20 . 3.8 +06 173
. = — N = —’1.8

w

_ _-24 o . =24
d® +1.2 2 2.8 +1.2 ) 2.83
. = —61_ = _1.

w

24 24
& H8 17 H8 1.73
= —0. ' = -0.

o
o

. -24 : =24
d" '+264 .0 +2.4 0.00
' =00 = 0.0

orbitals increases t.‘hebenergy ._by_‘+0-.6A° ber ¢lectron. The total crystal field
stabilization enérgy is given by :

) CFSE(ociahcdrhl) = '—0.4n(,1!)' + 0.6’1(61)
where ng,,, and n( , are the number of electrons occupying the f,; and e,
orbitals respectively. The CESE is zero for ions with d° and d' con-
figurations in both strong and weak ligand fields. The CFSE is also zero
for d° configurations in a weak field. All the other arrangements have some
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Table 7.13 Measured and calculated lattice energies

Compound “Structure Measured Calculated - Difference
lattice lattice (measured -
energy energy calculated)

(kI mol™") (kJmol™") (kJ mol™")

NaCl Sodium chloride —764 —764 0

AgCl Sodium chloride =916 -784 -132

AgBr Sodium chloride —908 -759 -149

MgF, Rutile -2908 —-2915 +7

MnF, Rutile -2770 —-2746 -24

FeF, Rutile —-2912 -2752 - 160

NiF, Rutile ~3046 -2917 -129

CuF, Rutile ~3042 ~2885 -157

CFSE, which increases the thermodynamic stability of the complexes.
Thus many transition metal compounds have a higher measured lattice
energy (obtained by calculations using the terms in the Born—Haber cycle)
than is calculated using the Born-Landé, Born—~Meyer or Kapustinskii
equations. In contrast, the measured (Born-Haber) and calculated values
for compounds of the main groups (which have no CFSE) are in close
agreement (Table 7.13). There is also close agreement in MnF, which hasa
d’ configuration and a weak field ligand: hence there is no CFSE.

A plot of the lattice energies of the halides of the first row transition
elements in the divalent state is given in Figure 7.13. In the solid, the
coordination number of these metals is 6, and so the structures are
analogous to octahedral complexes. The graphs for each halide show a

- minimium at Mn?*, which has a d* configuration. In a weak field this has a

high-spin arrangement with zero CFSE. The configurations d° and d'° also
have zero CFSE. The broken line through Ca?*, Mn?* and Zn?* repre-
sents zero stabilization. The heights of other points above this line are the

crystal field stabilization energies.
The hydration energies of the M2* ions of the first row transition

elements are plotted in Figure 7.14a.
M + excess H,O — [M(H,0)**

" The ions Ca®*, Mn?* and Zn?* have d°, d° and d'® configurations, anc

have zero CFSE. An almost straight line can be drawn through these

-points. The distance of the other points above this line corresponds to the

CFSE. Values obtained in this way agree with those obtained spectroscopi
cally. A similar graph of the M** ions is shown in Figure 7.14b: here the
d®, d* and d'° species are Sc**, Fe3* and Ga®*. ‘

The ionic radii for M2* ions might be expected to decrease smoothl:
from Ca®* to.Zn?* because of the increasing nuclear charge, and the poo
shielding by d electrons. A plot of these radii is given in Figure 7.15. The
change in size is not regular.

A smooth (broken) line is drawn through Ca?*, Mn?* and Zn**. Thes
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Figure 7.15 Octahedral jonic radii of M** for first row transition elements.

have d°, d° and @' configurations as the d orbitals are empty, half full or
full. These arrangements constitute an almost spherical field round the
nucleus. In Ti?* the d electrons occupy orbitals away from the ligands,
providing little or no shielding of the nuclear charge. Thus the ligands are
drawn closer to the nucleus. The increased nuclear charge has an even
greater effect in the case of V2*. At Cr®* the eg level contains one electron.
This is concentrated in the direction of the ligands, thus providing very
good shielding. Thus the ligands can no longer approach so closely and the
ionic radius increases. This increase. in size is continued with the filling of
the second e, -orbital at Mn?*. The screening by the e, orbitals is so good
that the radius of Mn?* is slightly smaller than it. would be if it were in a
truly spherical field. The same sequence of size changes is repeated in the.
second half of the series.

TETRAGONAL DISTORTION OF oCT AHEDRAL COMPLEXES
(JAHN —TELLER DISTORTION) ‘

The shape of transition metal complexes is determined by the tendency of
electron pairs to occupy positions as.far away from each other as possible.
This is the same as for the main group compounds and complexes. In
addition, the shapes of transition metal complexes are affected by whether
the d orbitals are symmetncally or asymmetrically filled. '

Repulsron by six ligands in an octahedral complex splits the d orbitals
on the central metal into f,, and ¢, levels. It follows that there is a
corresponding repulsion between the d electrons and the ligands. If the d
electrons are symmetrically arranged, they will repel all six ligands equally.
Thus the structure will be a completely regular octahedron. The symmetri-
cal arrangements of d electrons are shown in Table 7.14.

All other arrangements have an asymmetrical arrangement of d elec-
trons. If the d electrons are asymmetrically arranged, they will repel
some ligands in the complex more than others. Thus the structure is
distorted because some ligands are prevented from approaching the metal
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Table 7.14 Symmetrical electronic arrangements

Electronic ty e Nature of Examples
configuration ligand field

Ti'VO,, [Ti'VFg*-

a’ I I l | [- l ' Strong or weak  [pIvey 2

[Cr'*(oxalate);]*~

4 IT lf IT l l I I Strong or weak [Cr(H,0)*

& [t ft] [t ]  weak g}?:,f:]]:_—

a° [MIRR] [T strone e e 5+
- ATl (5] wea NE
P [IH]r]  [1]1]  strong or weak {%2::%:?5;:}2:

as closely as others. The e, orbitals point directly at the ligands. Thus
asymmetric filling of the e, orbitals results in some ligands being repelled
more than others. This causes a-significant distortion of the octahedral
shape. In contrast the £, orbitals do not point directly at the ligands, but
point in between the ligand directions. Thus asymmetric filling of the t,,
orbitals has only a very small effect on the stereochemistry. Distortion
caused by asymmetric filling of the 15, orbitals is usually too small to
measure. The electronic arrangements which will produce a large distor-
tion are shown in Table 7.15. '

The two eg orbitals d,._,: and d,. are normally degenerate. However, if
they are asymmetrically filled then this degeneracy is destroyed, and the
two orbitals are no longer equal in energy. If the d,: orbital contains one

Table 7.15 Asymmetrical electronic arrangements

Electronic f2p 2 Nature of - Examples
conifiguration ligand field

| — Weak field '

dt i) ot (high-spin complex) ~ Cr(+11), Mn(+11I)

» ~ Strong field .
d : IN l_N INJ _ IT l (ltor?vr-,sgpinecomplex) Co(+I1), Ni(+11I)
L Eith
e [N BT orwem Cu(+11)
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more electron than the d,._,. orbital then the ligands approaching along
+z and -z will encounter greater repulsion than the other four ligands.
The repulsion and distortion result in elongation of the octahedron along
the z axis. This is called tetragonal distortion. Strictly it should be called
tetragonal elongation. This form of distortion is commonly observed.

If the d,_,: orbital contains the extra electron, then elongation will
occur along the x and y axes. This means that the ligands approach more
closely along the z axis. Thus there will be four long bonds and two short
bonds. This is equivalent to compressing the octahedron along the z axis,
and is called tetragonal compression. Tetragonal elongation is much more
common than tetragonal compression, and it is not possible to predict
which will occur.

For example, the crystal structure of CrF, is a distorted rutile (TiO,)
structure. Cr?* is octahedrally surrounded by six F~, and there are four
Cr—F bonds of length 1.98-2.01A, and two longer bonds of length
2.43 A. The octahedron is said to be tetragonally distorted. The electronic
arrangement in Cr** is d*. F™ is a weak field ligand, and so the ,, level
contains three electrons and the e, level contains one electron. The d,:_,
orbital has four lobes whilst the d,:-orbital has only two lobes pointing at

. the ligands. To minimize repulsion with the ligands, the single ¢, electron

will occupy the d,: orbital. This is equivalent to splitting the degeneracy of
the e, level so that d.: is of lower energy, i.e. more stable, and d,:_: is of
higher energy, i.e. less stable. Thus the two ligands approaching along the
+z and -~z directions are subjected to greater repulsion than the four
ligands along +x, —x, +y and —y. This causes tetragonal distortion with
four short bonds and two long bonds. In the same way MnF; contains
Mn?* with a d* configuration, and forms a tetragonally distorted octa-
hedral structure.

Many Cu(+II) salts and complexes also show tetragonally distorted
octahedral structures. Cu?* has a d® configuration: '

b2 €y
ITiIT;'Tll IN;I»T I

To minimize repulsion with the ligands, two electrons occupy the d,:
orbital and one electron occupies the d,z_,: orbital. Thus the two ligands
along —z and —z are repelled more strongly than are the other four ligands
(see Chapter 27, under +II state for copper).

The examples above show that whenever the d,: and d,._,. orbitals are
unequally occupied, distortion occurs. This is known as Jahn-Teller dis-
tortion. The Jahn-Teller theorem states that ‘Any non-linear molecular
system in a degenerate electronic state-will be unstable, and will undergo
some sort of distortion to lower its symmetry and remove the degeneracy’.
More simply, molecules or complexes (of any shape except linear), which
have an unequally filled set of orbitals (either £, or ¢;), will be distorted. In
octahedral complexes distortions from the f,, level are too small to be
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detected. However, distortions resulting from uneven filling of the e,
orbitals are very important.

Energy

Pyl ]

Figure 7.16 d® arrangement in weak octahedral field.

Energy e,
de_y2
| by o
b o
|
KRR
Fi[ 1) | e e
(@) (b)

Figure 7.17 d* arrangement in very strong octahedral field. Tetragonal distortion
splits (a) the e, level; and (b) also splits the £, level. The d,, orbital is higher in
energy than the d,, or d,.. (For sifplicity this is sometimes ignored.)

SQUARE PLANAR ARRANGEMENTS

If the central metal ion in a complex has a d 8 configuration, six electrons
will occupy the t,, orbitals and two electrons will occupy the e, orbitals.
The arrangement is the same in a complex with weak field ligands. The
electrons are arranged as shown in Figure 7.16. The orbitals are symmetri-
cally filled, and a regular octahedral complex is formed, for example by
[Ni''(H,0)q)** and [Ni"(NH;)e]**.
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The single electron in the d,._,. orbital is being repelled by four ligands,
whilst the electron in the d,: orbital is only being repelled by two ligands.
Thus the energy of the d,._,. increases relative to that of d,.. If the ligand
field is sufficiently strong, the difference in energy between these two
orbitals becomes larger than the energy needed to pair the electrons.
Under these conditions, a more stable arrangement arises when both the ¢,
electrons pair up and occupy the lower energy d,: orbital. This leaves the
d,:_,: orbital empty (Figure 7.17). Thus four ligands can now approach
along the +x, —x, +y and —y directions without any difficulty, as the
d,._,. orbital is empty. However, ligands approaching along the +2z and
—z directions meet very strong repulsive forces from the filled d,: orbital
(Figure 7.18). Thus only four ligands succeed in bonding to the metal. A
square planar complex is formed, the attempt to form an octahedral com-
plex being unsuccessful.

The amount of tetragonal distortion that occurs depends on the par-
ticular metal ion and ligands. Sometimes the tetragonal distortion may
become so large that the d.: orbital is lower in energy than the d,, orbital as
shown in Figure 7.19. In square planar.complexes of Co'!, Ni'' and Cu'" the
d;: orbital has nearly the same energy as the d,; and d,, orbitals. In
[PtCl4}*~ the d,: orbital is lower in energy than the d,, and d,. orbitals.

Square planar complexes are formed by d® ions with strong field ligands,
for example [Ni''(CN),J*~. The crystal field splitting A, is larger for second
and third row transijtion elements, and for more highly charged species. All
the complexes of Pt(+11) and Au(+11]) are square planar - including those
with weak field ligands such as halide ions. )

2 2
€9
dxz
d,2
lag
d. and d,,

Figure 7.19 Tetragonal distortion.
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Table 7.16 Ions that form square planar complexes

Electronic Tons Type of Number of
configuration field unpaired
; electrons
d* Cr(+II) ‘Weak 4
d° Fe(+1I) (Haem) 2
d’ Co(+11) Strong 1
d® Ni(+II), Rh(+I), Ir(+I) Strong 0
Pd(+II), Pt(+1I), Au(+III)  Strong and weak 0
i Cu(+II), Ag(+ID) - Strong and weak 1

Square planar structures can also arise from ¢* ions in a weak ligand
field. In this case the d,: orbital only contains one electron.

TETRAHEDRAL COMPLEXES

A regular tetrahedron is related to a cube. One atom is at the centre of the
cube, and four of the eight corners of the cube are occupied by ligands as
shown in Figure 7.20.

The directions x, y and z point to the centres of the faces of the cube.
The e, orbitals point along x, y and z (that is to the centres of the faces).
The t,, orbitals point between x, y and z (that is towards the centres of the
edges of the cube) (Figure 7.21). .

The direction of approach of the ligainds does not coincide exactly with

Y4

()

— P | .
== i -
// } ,/
7Y /
dy22 d,2
A = §
: | T
AN\ . AN - -
7 e ' v
/7 / / '
dyy dyz dyz

Figure 7.21 Orientation of d orbitals relative to a cube.
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Figure 7.20 Relation ofa
tetrahedron to a cube.
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d orbitals are
split into two
groups

Energy

Free metal ion ‘Metal ion
(five degenerate in tetrahedral
d orbitals) field

Figuré 7.22 Crystal field splitting of energy levels in a tetrahedral field.

either the e, or the £, orbitals. The angle between an ¢, orbital, the central
metal and the ligand is half the tetrahedral angle = 109°28'/2 = 54°44'. The
angle between a £y, orbital, the central metal and the ligand is 35°16'. Thus
the £, orbitals are nearer to the direction of the ligands than the e, orbitals.

" (Alternatively the r,; orbitals are half the side of the cube away from the
~ approach of the ligands, whilst the ¢, orbitals are half the diagonal of the

cube away.) The approach of the ligands raises the energy of both sets of
orbitals. The energy of the f,; orbitals is raised most because they are
closest to the ligands. This crystal field splitting is the opposite way round
to that in octahedral complexes (Figure 7.22). .

- The 1,5 orbitals are 0.44, above the weighted average energy of the two
groups (the Bari centre) and the e, orbxtals are 0.6A, below the average
(Figure 7.23).

The magnitude of the crystal field splitting A, in tetrahedral complexes is
considerably less than in octahedral fields. There are two reasons for this:

1. There are only four ligands instead of six, so the ligand field is only two
thirds the size: hence the ligand field splitting is also two thirds the size.

2. The direction of the orbitals does not coincide with the direction of the
ligands. This reduces the crystal field splitting by roughly a further two
“thirds.

Thus the tetrahedral crystal field sphttmg A is roughly 2/3 X 2/3 = 4/9 of
the octahedral crystal field splitting A,. Strong field ligands cause a blgger
energy difference between f; and e, than weak field ligands. However, the
tetrahedral sphttmg A, is always much smaller than the octahedral splitting
A,. Thus it is never energetlcally favourable to pair electrons, and all
tetrahedral complexes are high-spin.
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Energy

tyg

__ Average energy
level (Bari centre)

Average energy Metal ion

of metal ion in tetrahedral
in spherical field

field

Figure 7.23 Energy levels for d orbitals in a tetrahedral field.

The CFSE in both octahedral and tetrahedral environments is given in

Table 7.17. This shows that for d°, d*® and d'® arrangements the CFSE is
zero in both octahedral and tetrahedral complexes. For all other electronic
arrangements there is some CFSE, and the octahedral CFSE is greater
than the tetrahedral CFSE. It follows that octahedral complexes are
generally more stable and more common than tetrahedral complexes. This
is partly because there are six bond energy terms rather than four, and
partly because there is a larger CFSE term. Despite this some tetrahedral
complexes are formed, and are stable. Tetrahedral complexes are favoured:

I.

2.

Where the ligands are large and bulky and could cause crowding in an
octahedral complex.

Where attainment of a regular shape is important. For tetrahedral
structures d°, d2, @°, d” and d' configurations are regular. Some tetra-
hedral complexes which are regular are:. TI'VCl4 (el tzF) [MnV"O4]
(eg: 139), [Fewodz_ (egv 13,), [Fe''CL)™ (el, 3), [COl CLP~ (eg, 13)
and [Zn"'CLJ*~ (€5, 13D).

When the ligands are weak field, and the loss in CFSE is thus less
important. -

Where the central metal has a low oxidation state. This reduces the
magnitude of A.

Whetre the electronic configuration of the central metal is d°, d5 ord"
as there is no CFSE.

Where the loss 6f CFSE is small, e.g. d' and d® where the loss in CFSE
is 0.13A, or d? and d” where the loss is 0.27A,.

Many transition metal Chlorldes bromldes and iodides form tetrahedral
structures.
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Table 7.17 CFSE and electronic arrangements in tetrahedral complexes

Number Arrangement Spin only Tetrahedral Tetrahedral Octahedral
of d of electrons magnetic CFSE CFSE scaled CFSE A,
electrons moment for comparison —
with octahedral  Weak  Strong
values, field field
assuming
e, Iy u(D) A, A, = §Ay
d' ClL L] rwms -oe -0.27 -0.4  -04
a? D] L] 2.83 -1.2 ' -0.53 -08  -08
& O] BT T 38 -12+04=-08 -0.36 -2 -12
d* ] [Pl 4.90 -1.2408=-0.4 ~0.18 -06 ~-16
ds fh] ] s -12+412=00 0.00 0.0  -20
d* [MIr] [t r] 490  -18+12=-06 -0.27 -04 24
d; v ] 3.87 ~24+12=-12 -0.53 -08 -18
d* (] [fr]t] 283 -24+16=-08 —0.36 -12 -2
& (W] [tnfr] 113 -24+20=-04 -0.18 0.6  —06
av ] [nn] 000 o -24424=00 0.00 0.0 0.0
CHELATES
Some of the factors that favour complex formation have already been
mentioned:

1. Small highly charged ions with suitable vacant orbitals of the right
energy.

2. The attainment of a noble gas structure (effective atomic number rule).

3. The attainment of a symmetrical shape and a high CFSE.

In some complexes a ligand occupies more than one coordination position.
Thus more than one atom in the ligand is bonded to the central metal. For
example, ethylenediamine forms a complex with copper ions:
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| | - CHELATES
H, -NH, [CH,—NH, NH,—CH, |**
N
Cu*t +2 - Cu
7N
CHZ * NH2 CHz—NHz NHZ—CHZ

In this complex the copper is surrounded by four —NH, groups. Thus each
ethylenediamine molecule is bonded to the copper in two places. For this
reason ethylenediamine is called a bidentate group or ligand. (Bidentate
means literally‘two teeth!) A ring structure is thus formed (in this case a
pair of five-membered rings) and such ring structures are called chelates.
(Chelos is the Greek word for crab.) Chelated complexes are more stable
than similar complexes with unidentate ligands, as dissociation of the
complex involves breaking two bonds rather than one. Some ¢ommon
polydentate ligands are listed in Figure 7.24.

The more rings that are formed, the more stable the complex is. Chelat-
ing agents with three, four and six donor atoms are known and are termed
tridentate, tetradentate and hexadentate ligands. An important example of
the latter is ethylenediaminetetraacetic acid. This bonds through two N
and four O atoms to the metal, and so forms five rings. Due to this

C\Ha 0o -
- — 0 (o}

‘ /‘ /c/‘_ \c/ ~ \
CH . | EtN "Ci
‘oo’ /o N7
/ o =
CH,

Acetylacetonato ion Oxalate ion N,N’-Diethylthiocarbamate
ion

Z ) “~o @__L, J ‘ >
\ —
NS e Xy, -——N\ /

o
Salicylaldehyde anion 2,2 -Dxpyndyl' 1,10-Phenanthroline
’ : (o-phenanthroline)
s s
c— C v 7 As\(\_CHa,'z
!
/
| AN AS(CH,)
-~ NS oH 32
8-Hydroxyquinolinol ion Dimethylglyoxime o-Phenylenebisdimethyl-
(oxine) ahion arsine (diarsine)

Figure 7.24 Some common polydentate ligands.



[224]]

COORDINATION COMPOUNDS ' 4"

HOOC.CH, __ CHz.COOH
"oN——CHy—CHy—N-
HOOC.CH, = ™ CH.COOH
(+ = donor atom)
Figure 7.25 EDTA.

-cua\ CH'3\
N \
N AN 2
cH M = CcH M N—M—N
N N o /TN
CH3/ CH3/ L'—__/ N

Resonance in acetylacetone chelate Porphyrin complex

Figure 7.26 Some chelate complexes.

bonding, EDTA can form complexes with most metal ions. Even com-
plexes with large ions such as Ca®* are relatively stable. (The Ca’* —~EDTA
complex is only formed completely.at pH 8, not at lower pH.)

Chelate compounds are even more stable when they contain a system of
alternate double and single bonds. This is. better represented as a system
in which electron density is delocalized and spread over the ring. Examples
of this include acetylacetone and porphyrin complexes with metals (Figure
7.26).

Several chelate compounds are of biological importance. Haemoglobin

in the red blood cells contains an iron—porphyrincomplex. Chlorophyll in

green plants contains a magnesium-porphyrin complex. Vitamin By, is a
cobalt complex and the cytochrome oxidase enzymes contain iron and
copper. The body contains. several materials which will form chelate
compounds with metals, for example adrenaline, citric acid and cortisone.
Metal poisoning by lead, copper, iron, chromium and nickel results in
these materials forming unwanted complexes, thus preventing normal
metabolism. For this reason dermatitis from chromium or nickel salts is
treated with EDTA cream. Lead and copper poisoning are treated by
drinking an aqueous solution of EDTA. This complexes with the unwanted
lead or copper ions. Unfortunately it also complexes with other metal ions
which are needed, particularly Ca®*. The metal-EDTA complexes are
excreted in the urine. (The problem of excreting Ca®* may be partly
overcome by using the Ca—EDTA complex rather than EDTA itself.)
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The magnetic moment can be measured using a Gouy balance (see Chapter
18). If we assume that the magnetic moment arises entirely from unpaired
electron spins then the ‘spin only’ formula can be used to estimate n,
the number of unpaired electrons. This gives reasonable agreement for
complexes of the first row of transition metals.

ps = yn(n + 2)

Once the number of unpaired electrons is khown, either the valence bond
or the crystal field theory can be used to work out the shape of the
complex, the oxidation state of the metal, and, for octahedral complexes,
whether inner or outer d orbitals are used. For example, Co(+I11I) forms
many complexes, all of which are octahedral. Most of them are diamagne-
tic, but [CoFg]*~ is paramagnetic with an observed magnetic moment of
5.3 BM. Crystal field theory explains this (Figure 7.27).

Co(+1I) forms both tetrahedral and square planar four-coordinate com-
plexes. These can be distinguished by magnetic measurements (Figure
7.28). '

However, orbital angular momentum also contributes to a greater or
lesser degree to the magnetic moment. For the second and third row
transition elements not only is this ¢ontribution significant, but spin orbit
coupling may occur. Because of this, the ‘spin only’ approximation is no
longer valid, and there is extensive temperature dependent paramagnetism.
Thus the simple interpretation of magnetic moments in terms of the
number of unpaired electrons cannot be extended from the first row of

Co** octahedrat complex with strong field ligands

[t

t2g Strong field ligands, e.g. [Co(NHz)e]**
no unpaired electrons
alternatively TL]. hence diamagnetic

Co®* octahedral complex with weak field ligands

_ o Weak field ligands, e.g. [CoFs)®~
our g eon
assuming ps = VAN + 2) = V4(4 + 2) = 4.90 BM
Figure 7.27 Co™* in high-spin and low-spin complexes.
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Co®* in a tetrahedral field
Energy

€y
3 unpaired electrons, p = V3(3 + 2) = ¥15 =" 3.87BM

Co?* in square planar complex‘

Energy v . da o

d,, and d,,

1 unpaired electron, p = V1T1' + 2).= V3 = 1.73BM
Figure 7.28 Co®” in tetrahedral and square planar complexes.

transition elements to the second and third rows. The temperature de-
pendence is explained by ‘the spin ‘orbit coupling. This removes the
degeneracy from the lowest energy level in the ground state. Thermal
energy then allows a variety of levels to be populated.

EXTENSION OF THE CRYSTAL FIELD THEORY TO ALLOW
FOR SOME COVALENCY

The crystal field theory is based on purely electrostatic attraction. At first
sight this seems to be a most 1mprobable assuinption. Nevertheless, the
theory is remarkably successful in explaining the shapes of complexes,
their spectra and their magnetic properties. Calculations can be carried out
quite simply. The disadvantage of the theory is that it ignores evidence
that some covalent bonding does occur in at least some transition metal
complexes:

1. Compounds in the zero oxidation state such as nickel carbonyl
[Ni%CO),) have no electrostatic attraction between the metal and the
ligands. Thus the bondmg must be covalent.

2. The order of ligands in the spectrochemical series cannot be explained
solely on electrostatic grounds.

3. There is some evidence from nuclear magnetic resonance and electron
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spin resonance that there is some unpaired electron density on the
ligands. This suggests the sharing of electrons, and hence some

covalency.

The Racah interelectron repulsion parameter B is introduced into the
interpretation of spectra. This makes some allowance for covalency arising
from the delocalization of d electrons from the metal onto the ligand. If B
is reduced below the value for a free metal ion, the d electrons are
delocalized onto the ligand. The more B is reduced the greater the delo-
calization and the greater the amount of covalency. In a similar way an
electron delocalization factor k& can be used in interpreting magnetic
measurements.

MOLECULAR ORBITAL THEORY

The molecular orbital theory incorporates covalent bonding. Consider a
first row transition element forming an octahedral complex, for example

Antibohding MOs

B HTH -~ —— 1 H 1

................... Non-bonding MOs

each contain 2 electrons

- »
o (WTT—/

/
\\ fﬁL J
, 1=

Atomic arbitals Molecular orbitals Atoric orbitals
in metal ion : in ligands
Figure 7.29 Molecular orbital diagram for [Co™ (NH3)e]**.
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[Co"™(NH;)]**. The atomic orbitals on Co** which are used to make
molecular orbitals are 3d,:,2, 3d, 4s, 4p,, 4p, and 4p,. A 2p atomic
orbital from each NH; containing a lone pair is also used to make
molecular orbitals. Thus there are 12 atomic orbitals, which combine to
give 12 molecular orbitals (six bonding MOs and six antibonding MOs).
The 12 electrons from the six ligand lone pairs are placed in the six bonding
MOs. This accounts.for the six bonds. The transition metal Co™* has other
d orbitals, which have so far been ignored. These are the 3d,,, 3d,, and
3d,, orbitals. These form non-bonding MOs, and in Co™* they contain six
electrons, but contribute nothing to the bonding. The antibonding MOs
are all empty. The arrangement is shown in Figure.7.29. We would predict
that the complex should be diamagnetic as all the electrons are paired. The
complex should be coloured since promotion of electrons from the non-
bonding MOs to the antibonding e MOs is feasible. The energy jump A,
is 23000 cm™'. The six non-bonding d electrons are paired in this complex
because A, is larger than the pairing energy of 19000cm™".

A similar MO diagram can be drawn for the complex [Co''F.}*~.

bt A

Non-bonding MOs

Molecular orbitals .

in ligands

Figure 7.30 Molecular orbital diagram for [CoF}'~.
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However, the energies of the 2p orbitals on F~ are much lower than the
energy of the corresponding orbital on N in NH,. This alters the spacing of
the MO energy levels (Figure 7.30). Spectroscopic measurements show
that A, is 13000Cm™". Thus the gap between the non-bonding MOs and
the antibonding e MOs is less than the pairing energy of 19000cm™".
Thus the non-bonding d electrons do not pair up as in the [Co(NH;)e)>*
complex because there is a net gain in energy if electrons are left unpaired.
Thus [CoF)*~ has four unpaired electrons and is a high-spin complex,
whilst [Co(NH;)s)** has no unpaired electrons and is a low-spin complex.

Thus the MO theory explains the magnetic. properties and spectra of
comiplexes equally as well as the crystal field theory. Both theories rely on
spectra to measure the energy of A,,. Either theory may be used depending
on which is the most convenient.

The MO theory is based on wave mechanics and so has the disadvantage
that enthalpies of formation and bond energies cannot be calculated
directly. So far we have considered ¢ bonding between ligands and the
central metal. The MO theory has the great advantage that it is easily
extended to cover n bonding. Pi bonding helps to explain how metals in

low oxidation states (e.g. [Ni%(CO),4]) can fortn complexes. It is impossible

to explain any attractive force in such a complex using the crystal field
theory because of the lack of charge on the metal. Pi bonding also helps to
explain the position of some ligands in the spectrochemical series. There
are two cases: -

1. Where the ligands act as © acceptors, by accepting electrons from the
- central metal. Examples include CO, CN~, NO™* and phosphines.

2. Where the ligands act as n donors and transfer charge from ligand to
metal in & interactions as well as ¢ interactions. Pi bonding of this kind
commonly occurs in oxoions of metals in high oxidation states, e.g.
[MnY"0,]~ and [CrY'O4)%".

T acceptors

Ligands such as CO, CN~ and NO™* have empty = orbitals with the correct
symmetry to.overlap with the metal t,; orbitals, forming n bonds. This is
often described as back bonding. Normally the n orbitals on the ligands are
of highiér energy than the metal ¢,, orbitals. No more electrons are added
to the scheme as the ligand = orbitals are empty, but the n interaction
increases the value of A,. This accounts for the position of these ligands
as ‘strong field ligands’ at the right of the spectrochemical series.”

tt donors

The ligand has filled = orbitals which overlap with the metal b orbitals,
giving a n bond. Thus electron density is transferred from the ligand to the
metal. The o bonding also transfers charge to the metal. This type of
complex is favoured when the central metal has a high oxidation state,



COORDINATION COMPOUNDS ]

and ‘is short-of electrons’. The ligand & orbitals are lower in energy than
the metal 5, orbitals. Delocalizing n electrons from the ligand to the
metal in this way reduces the value of A. It is not always clear if n donor
bonding has occurred, but it is most likely with ligands at the left of the
spectrochemical series. '

NOMENCLATURE OF COORDINATION COMPOUNDS

The International Union of Pure and Applied Chemistry (TUPAC) publi-
cation Nomenclature of Inorganic Chemistry (1989), Blackwell Scientific
Publishers, contains the rules for the systematic naming of coordination
compounds. The basic rules are summarized here.

1.
2.

3.

The positive ion is named first followed by the negative ion.

When writing the name of a complex, the ligands are quoted in
alphabetical order, regardless of -their charge (followed by the metal).
When writing the formula of complexes, ligands are named before the
metal. The coordinated groups are listed in the order: negative ligands,
neutral ligands, positive ligands (and alphabetically according to the
first symbol within cach group).

(a) The names of negative ligands end in -o, for example:

F~™ fluoro H™  hydrido HS™ mercapto
Cl~ chloro  OH~ hydroxo  $*~ thio

Br~ bromo 0O?" oxo CN~  cyano

I”  iodo 03 peroxo NO5; nitro

(b) Neutral groups have. no special endings. Examples include NH;
ammine, H,O aqua, CO carbonyl and NO nitrosyl. The ligands N,
and O, are called dinitrogen and dioxygen. Organic ligands are
usually given their common names, for example phenyl, methyl,
ethylenediamine, pyridine, triphenylphosphine.

(c) Positive groups end in -ium, e.g. NH,—NH, hydrazinium.

Where there are several ligands of the same kind, we normally use the

prefixes di, tri, tetra, penta and hexa to show the number of ligands of

that type. An exception occurs when the name of the ligand includes a

number, e.g. dipyridyl or ethylenediamine. To avoid confusion in such

cases, bis, tris and tetrakis are used instead of di, tri and tetra and the
name of the ligand is placed in brackets.

The oxidation state of the central metal is shown by a Roman numeral

in brackets immediately following its name (i.e. no space, e.g.

titanium(II1)).

Complex positive ions and neutral molecules have no special ending but

complex negative ions end in -ate. :

If the complex contains two or more metal atoms, it is termed

polynuclear. The bridging ligands which link the two metal atoms to-

gether are indicated by the prefix p-. If there are two or more bridging
groups of the same kind, this is indicated by di-p-, tri-p- etc. Bridging
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groups are listed alphabetically with the other groups unless the
symmetry of the molecule allows a simpler name. If a bridging group
bridges more than two metal atoms it is shown as 3, s, Hs OF e tO
indicate how many atoms it is bonded to.

8. Sometimes a ligand may be attached through different atoms. Thus
M-—NO; is called nitro and M—ONO s called nitrito. Similarly the
SCN group may bond M—SCN thiocyanato or M—NCS isothiocyanato.
These may be named systematically thiocyanato-S or thiocyanato-N to
indicate which atom is bonded to the metal. This convention may be
extended to other cases where the mode of linkage is ambiguous.

9. If any lattice components such as water or solvent of crystallization are
present, these follow the name, and are preceded by the number of
these groups in Arabic numerals.

These rules are illustrated by the following examiples:

Complex dujohs /Qﬁ A

[Co(NH3)]Cl3 Hexaamminecobalt(III) chloride
[CoCI(NH3)s]?* Pentaamminechlorocobalt(111) ion
[CoSO4(NH;3)4]NO; Tetraamminesulphatocobalt(11I) nitrate
[Co(NO,)3(NH3)s]) Triamminetrir}itrocobalt(lII)
[CoCl-CN-NO,+ (NH5);]  Triamminechlorocyanonitrocobalt(I11)
[Zn(NCS)4J** Tetrathiocyanato-N-zinc(1I)
[CA(SCN),J** Tetrathiocyanato-S-cadmium(1I)
Complex chtibms Anion.
LifAIH,] ' Lithium tettahydridoaluminate(I1I)
(lithium aluminium hydride)
Nay[ZnCl] ~ Sodium tetrachlorozincate(II)
K4[Fe(CN)g] Potassium hexacyanoferrate(1I)
K;[Fe(CN)sNOJ Potassium pentacyanonitrosylferrate(II)
K,[OsCIsN] Potassium pentachloronitridoosmate(VI)
Nas[Ag(S;03)2] - ~ Sodium bis(thiosulphato)argentate(l)
K,[Cr(CN),0,(0,)NH;]  Potassium amminedicyanodioxoperoxo
: chromate(VI) _
Organic groups
[Pt(py)a)[PtCly) - Tetrapyridineplatinum(II) -
: tetrachloroplatinate(1I)
[Cr(en);]Cl, d or | Tris(ethylenediamine)chromium(111)
chloride
[CuCl,(CH;3;NHy),] Dichlorobis(dimethylaniine)copper(1I)
Fe(CsHs). Bis(cyclopentadienyl)iron(I1)

[Cr(CeH6)2) Bis(benzene)chromium(0)
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Bridging groups o
[(NH3)sCo-NH,- ‘u-amidobis[pentaamminecobalt(III)] nitrate
Co(NH3)5](NO3)s -
[(CO)sFe(CO);Fe(CO)s]  Tri-u-carbonyl-bis(tricarbonyliron(0))

(di iron enneacarbonyl)

[Be4sO(CH3COO0)) Hexa-p-acetato(0,0’)-ps-0x0-
tetraberyllium(II)
(basic beryllium acetate)
Hydrates S _
AIK(SO4)2 12H20 Aluminium potassium sulphate 12-water
ISOMERISM

Compounds that have the same chemical formula but different structural
arrangements are called isomers. Because of the complicated formulae of
many coordination compounds, the variety of bond types and the number
of shapes possible, many different types of isomerism occur. Werner's
classification into polymerization, ionization, hydrate linkage, coordina-
tion, coordination position, and geometric and optical isomerism is still
generally accepted.

Polymerization isomerism

This is not true isomerism- because it occurs between compounds hav-
ing the same empirical formula, but different molecular weights. Thus
[Pt(NHx)zClz] [Pt(NH1)4][PtCI4] [Pt(NH3)4][Pt(NH3)CI3)2 and
[Pt(NH;)aCllz[PtCl“] all have the same empirical formula. Polymerization
isomerism may be due to a different number of nuclei in the complex, as
shown in Figure 7.31.

3- 6~

OH OH .
. / \ N
(NH3)3.Co— OH—=Co(NHy); and Co, Co(NH3),
7
3

OH OH

Figure 7.31 Polymerization isomers.

Ionization isomerism

This type of isomerism is due to the exchange of groups between the
complex ion and the ions outside it. [Co(NH;)sBr]SO, is red—violet. An
aqueous solution gives a white precipitate of BaSO4 with BaCl, solu-
tion, thus confirming the presence of free SO~ ions. In contrast
[Co(NH;)sSO4]Br is red. A solution of this complex does not give a
positive sulphate test with BaC12 It does give a cream-coloured precipitate
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of AgBr with AgNO;, thus confirming the presence of free Br™ ions. Note
that the sulphate ion occupies only one coordination position even though
it has two negative charges. Other examples of ionization isomerism are
[Pt(NH3)4Cl2]Br2 and [Pt(NH3)4Br2]C]2, and [CO(en)2N02 . Cl]SCN,
[Co(en),NO; - SCN]CI and [Co(en),Cl- SCNINO,.

Hydrate isomerism

Three isomers of CrCl;-6H,0 are known. From conductivity measure-
ments and quantitative precipitation of the ionized chlorine, they have
been given the following formulae:

[Cr(H,0)6]Cl3 violet (three ionic chlorines)
[Cr(H,0)5CI]Cl; - H,0 green (two ionic chlorines)
[Cr(H,0)4Cly) - Ct-2H,O - dark green  (oné ionic chlorine)

Linkage isomerism

Certain ligands contain more than one atom which could donate an elec-
tron pair. In the NO3 ion, either N or O atoms could act as the electron

~ pair donor. Thus there is the possibility of isomerism. Two different
complexes [Co(NH;)sNO,]Cl, have been prepared, each containing the
NO; easily decomposed by acids to give hitrous acid. It contains Co—ONO
and is a nitrito ¢complex. The other complex is yellow and is stable to
acids. It contains the Co-—NO, group and is a nitro compound. The two
materials are represented in Figure 7.32. This type of isomerism also
occurs with other ligands such as SCN™.

NH,' Bk - NH, 24
HN l _ONO | HN l _ No,
Co " and Co
N T N, N ] ™ NH,
NH, NH,
red yellow

nitritopentamminecobalt (I1IT) nitropentamminecobalt(III)
ion ion

Figure 7.32" Nitrito and nitro complexes.

Coordination isomerism

When both the positive and negative ions are complex ions, isomerism may
be caused by the interchange of ligands between the anion and cation, for
example [Co(NH3)6][Cr(CN)g] and [Cr(NH;)s][Co(CN)e]. Intermediate
types between these extremes are also possible. .
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cl NH,

cl NH,

cis

cl NH,

]

VH, ci

trans

4 Cis and trans

NH, 7
s

(NH,),Co\O /Co(NH,),C_l, cl,
2

J

NH, .
Cl(NH,),Co\ Co(NH,),CI | Cl,

Oz -

Figure 7.33 Coordination position isomers.

Coordination position isomerism

In polynuclear complexes an interchange of ligands between the different
metal nuclei gives rise to positional isomerism. An example is given in

- Figure 7.33.

Geometric isomerism or stereoisomerism

In disubstituted complexes, the substituted groups may be adjacent or
opposite to each other. This gives rise to geometric isomerism. Thus square
planar complexes such as [Pt(NH3)2'Clz]. can be prepared in two forms, cis
and trans: If the complex is prepared by adding NH,OH to a solution of
[PtCl,J*~ ions, the complex has a finite dipole moment and must therefore
be cis. The complex prepared by treating [Pt(NH;),]** with HCI has no
dipole,. and must therefore be trans. The two complexes are shown in
Figure 7.34. The same sort of isomerism can also occur in square planar
chelate complexes if the chelating group is not symmetrical. An example of
cis—trans isomerism is found in the complex between glycine and platinum
(Figure 7.35). :

In a similar way disubstituted octahedral complexes such as
[Co(NH3),Cl,]* exists in cis and trans forms (Figure 7.36). (This method of
drawing an octahedral complex might suggest that the positions in the
square are different from the up and down positions. This is not the case as
all six positions are equivalent.)

Ct ' Ci
NHs ct NH, NH;
Co Co
NH3 Hs 'NH; NH3
NH; _ | o
cis ' ' © 0 troms |
{violet) (green)

Figure 7.36 Cis and trans octahedral complexes.
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Optical isomerism

At one time it was thought that optical isomerism was associated only with
carbon compounds. It exists in inorganic molecules as well. If a molecule is

CH,—NH, NH,—CH, CH,—NH, O0——CO
N < N
/Pt N and Pt
) LN
CO 0 O0——CO CO———0 NH,—CH,

Figure 7.35 Cis and trans glycine complexes.

asymmetric, it cannot be superimposed on its mirror image. The two forms
have the type of symmetry shown by the left and right hands and are called
an enantiomorphic pair. The two forms are optical isomers. They are
called either dextro or laevo:(often shortened to d or /). This depends on
the direction they rotate the plane of polarized light in a polarimeter. (d
rotates to the right, / to the left.) Optical isomerism is common in octahe-
dral complexes involving bidentate groups. For example, [Co(en),Cl,]*

Ct mir'r'or Cct ) CciL

1
ct : Ct
en | en
l en’ en
|
en } en
— . , t
enantiomorphic pair trans dichloro bis(ethy]enediamine')
d and [ cis dichloro bis cobait(III) ion

(ethylenediamine)cobalt(II) ion
Figure 7.37 Isomers of [Co(en),Cly]*.

en NO,[\en : eh NOp en en/] NO, en
| \ ‘
|
I .
| .
|
. en | . A
en NH2 { en NHz2 en en 2 en
dand | forms meso form

Figure 7.39 d, | and meso forms.

NO,

AN

(en),Co
N
Figure 7.38

/

AN
C
7
H

2

o(en),
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shows cis and trans forms (geometric isomerism). In addition the cis form is
optically active and exists in d and / forms, making a total of three isomers
(Figure 7.37). Optical activity occurs alsa in polynuclear complexes, such
as that shown in Figure 7.38. This has been resolved into two optically
active forms (d and /) and an optically inactive form which is internally
compensated and is called the meso form (Figure 7.39).
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PROBLEMS

1. List and explain the factors which affect the stability of coordination
complexes.

2. Describé the methods by which the presence of complex ions may be
detected in solution.
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10.

11.

12.

13.

14.

Draw all of the isomers-of an octahedral complex which has six
unidentate ligands, two of type A and four of type B.

Draw all of the isomers of an octahedral complex which has three
unidentate ligands of type A and three unidentate ligands of type B.

Draw all of the isomers of an octahedral complex which has three
identical bidentate ligands. '

Draw all of the isomers of both tetrahedral and square planar com-
plexes which have two unidentate ligands of type A and two unidentate
ligands of type B.

Draw each of the possible stereoisomers of the octahedral complexes
listed: (a) Masbed, (b) Masbede and (c) M(AA)(AA)cd. The lower

“case letters a, b, c, d, and e represent monodentate ligands, and upper

case letters (AA) represent the donor atoms of a bidentate ligand.
Indicate which isomers are optically active (chiral). .

. Draw the shapes of the various 4 orbitals, and explain why they are

split into two groups f,, and e, in an octahedral ligand field.

Draw a diagram to show how the d orbitals are split into groups with
different energy in an octahedral ligand field. Some electronic con-
figurations may exist in both high-spin and low-spin arrangements in
an octahedral field. Draw all of these cases, and suggest which metal
ions and which ligands might give rise.to each.

Draw an energy level diagram to show the lifting of the degeneracy of
the 34 orbitals in a tetrahedral ligand field: ’

Draw energy level diagrams arid indicate the occuparcy of the orbitals
in the following complexes: ' '

(a) d®, octahedral, low-spin

(b) d°, octahedral with tetragonal elongation

(c) d?, square planar

(d) db, tetrahedral.

Calculate in units of A, the difference in crystal field stabilization
energy between complexes (a) and (d) assuming that the ligands are
strong field ligands. '

(Answer: octahedral —2.4A,, tetrahedral -0.274,, difference
—2.134,.)

Calculate the crystal field stabilization energy for a d® ion such as Ni2*
in octahedral and tetrahedral complexes. Use units of 4, int both
cases. Which is the most stable? State any assumptions tade.

Calculate the spin only magnetic moment for a d8 ion in octahedral,
square planar and tetrahedral ligand fields.

Show by means of a diagram how the pattern of d orbital splitting
changes as’an octahedral complex undergoes tetragonal distortion and
eventually becomes a square planar complex.
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15..

16.

17.
18.

19.

20.

21.

22,

23.

24,

25.

26.

Why are d--d electronic transitions forbidden? Why are they weakly
absorbing and why do they occur at all?

Why are compounds of Ti** and Zn?* typically white? Why are Mn?*
compounds very pale in colour? What d—d transitions are spin allowed

for a d° ion?

What is the spectrochemical series, and what is its importance?

Given that the maximum absorption in the d—d peak for [Ti(H,0)J**

occurs at 20300cm™!, predict where the peaks will occur for
[Ti(CN)oJ*~ and [Ti(Cl),}*". '

Describe how A, changes as the charge on the central metal changes
from M?* to M?*, and how it changes in a vertical group or triad
between a first row, second row or third row transition element.

What would you expect the crystal field stabilization energy to be,
and what value of magnetic moment would you expect, for the fol-
lowing complexes: (a) [CoFg]*~, (b) [Co(NH;)e]**, (c) [Fe(H;0}2",
(d) [Fe(CN)]*~ and (e) [Fe(CN)¢}*~.

In the crystal structure of CuF,, the Cu?* is six-coordinate with four
F~ at a distance of 1,93 A and two F~ at 2.27 A. Explain the reason for
this. '

Describe and explain the Jahn-Teller effect in octahedral complexes
of Cr** and Cu®*. '

The complex {Ni(CN),J*~ is diamagnetic, but [NiCL]* is paramagne-
tic and has two unpaired electrons. Explain these observations and
deduce the structures of the two complexes..-

What methods could be used to distinguish between cis and trans
isomers of a complex?

Name the individual isomers of each of the following:
(a) [Pt(NH;),Cl,]

(b) CrCl36H,0

(¢) [Co(NH3)sNO,J(NOs),

(d) Co(NH;)s(SO4)(CI)

(e} NH,

(en),Co Co(en), | Bry

NO
(f) Co(en),NH,BrSO,
(g) [Pt(NH3)(H,0)(CsHsN)(NO,)]CL.

Account for the following:

(2) Ni(CQ), is tetrahedral

(b) [Ni(CN),J?~ is square planar
(c) [Ni(NH3)eJ** is octahedral.
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217.

28.

29.

What is the oxidation number of the metal in each of the followmg
complexes:

(a) [Co(NH;)6]Cl