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STATISTICS FOR MANAGEMENT  

                                                                                                                               Unit one

Probability distributions
1.1. Introduction

Dear students, I hope you still remember the concepts that you learned in basic statistic. In this course we are going to see the applications of these concepts to management and business. 
   There are a number of problems in life involving decisions under uncertainty situations. The desire to deal with uncertainty leads to what is known as probability theory. In most statistical process, outcomes occur randomly. Each of the descriptive measures such as mean, variance, standard deviation and so on computed from these outcomes could give further information for decision by studying their probability distributions , which is the rule that shows the nature and properties of these outcomes.  

     Objectives 
    Upon completion of this unit you will be able to: 
· Understand and define the concept of random variable 

· Understand probability distribution of a random variable

· Understand expected value and standard deviation of a random 

              variable

· Identify the various types and properties of probability distributions  
   Let us start the unit with the phrase random variable. What is a random 
   variable? What does it represent?
1.2   Random variable
In probability theory random experiment is a statistical process that can be repeated and in every single trial the outcome of which is unpredictable. 
Tossing two cons together and record the number of heads obtained, recording the monthly profit of a business, tossing a die once and record the number of dots that show up, recording the number of defective items from a set of items produced daily and so on are some examples of random experiments. Note that outcome of each of such experiments is a number and is unpredictable, that varies from trial to trial over a specified range in each experiment. This is called a random variable and the possible outcomes each random variable are values of the random variable. Note also that a random variable has more than one value.
A random variable is thus a rule that assigns a numerical value to every event of the sample space. The set of all values so obtained is called the range space of the random variable. Hence a random variable is a variable whose value is determined by the outcome of a random experiment. It is a numerical value (quantity) whose value is determined by chance or by the random experiment.
Example1 

Toss a coin twice times. Let x be the number of tails obtained. 

The sample space associated with the random experiment is

   S = {HH, HT, TH, TT}

Therefore, x is a random variable with values 0, 1, 2.

That is, every event can be attached to the numerical value of

                 x (HH) = 0                                                                                                                         

                 x (HT) = x(TH) = 1                 
                 x (TT) = 2
Therefore, the range space of the random variable x is {0, 1, 2}.

Example 2
Consider the daily sales of a certain business. Let x be the amount of money in Birr sold daily.

Here again x is a random variable whose possible values vary from 0 to n, where n is the maximum daily sales in Birr. Therefore the range space in this case is {0 ( x ( n}

Random variables are either discrete or continuous, depending on the type of variable under study.
A random variable x is said to be discrete if the set of possible values that x can assume may be listed as x1, x2, x3, -------, xn, ---. 

The list could be finite or infinite . They take on values only at a certain points over a given interval. They always have gaps between one value and the next value. The random variable in example 1, above is a discrete variable. 

A random variable x on the other hand is said to be continuous if it can assume any value in an interval. Continuous variables have no gaps or unassumed value between any two values. The random variable in example 2, above is a continuous random variable that takes any numerical value between 0 and n. That is, any real number between 0 and n is a possible sale in Birr of the business.

Activity 1

Identify whether the following are discrete or continuous random variables and determine their possible values

1.  The number of defects in a batch of 50 items.

2.  The life span of an electric bulb in hours.

3. The amount of money earned by a company each month.

4. Counting the number of people who visit a bank in one hour.

Let us now discuss each of these two types of random variables 
1.3. Discrete random variable

Definition: Let x be a discrete random variable with finite number of values x1, x2, ----------, xn and corresponding probabilities

  f(xi) = p(X = xi), i = 1,2 3,--------,n. Then the function f(x) is called the probability function of x if the following conditions are satisfied.

i. f(xi) ( 0, for all x

ii. 
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The collection of all pairs [xi, p(xi)], i = 1, 2, --------, n, is called the probability distribution of x. 

1.4. Mean and standard deviation of discrete random variable       The mean or expected value of a discrete random variable is the exact number that summarizes it in terms of typical value, in much the same way that the average summarizes a list of data. In general, the expected value of a random variable is the long- run average of occurrences, which is a weighted average of the values using the probabilities as weights.

The standard deviation of a discrete random variable indicates approximately how far you expect it to be from its mean. In many business situations, the standard deviation indicates the risk by showing just how uncertain the situation is. Many decisions in business and science are made on the basis of what the outcomes of specific decisions will be. Expected value is very useful in making decision in business and was originally developed for and is frequently in gambling.

Definition: Let x be a discrete random variable with the following probability distribution. 

	 xi
	x1         x2         x3------------ xn

	p(xi)
	p(x1)    p(x2)     p(x3)---------- p(xn)


The expected value or mathematical expectation of the random variable x, denoted by E(x), and is defined as 

             E(x) = 
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This number, E(x), is also known as the mean or average value of the random variable x.

Let again E(x) = ( be the mean of the random variable x. The variance of x, denoted by (x2 or Var(x), is defined as

      Var(x) = (x2 = E [(x - ()2 ] = 
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And the standard deviation of x is

            (x = 
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Example 3 

Suppose that a study on a given institute provides the following data of the number of absentees of workers from work in one day and their respective probabilities.
             Number of absentees                    Probability
                          0                                         0.01

                          1                                          0.1
                          2                                          0.1
                          3                                          0.2

                          4                                          0. 3

                           5                                         0.2

                           6                                         0.09
Find the expected number and standard deviation of number of absentees of workers in any particular working day.
Solution 

Let x be number of absentees of workers in any given day.
The expected number of absentees = (  = E(x) = 
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                             = 0x0.01+1x0.1+2x0.1+3x0.2+4x0.3+5x0.2+6x0.09
                                        = 3.64
The expected number of absentees of workers on a given day is 3.64 workers.
The standard deviation of absentees = ( = 
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    = 1.45
The fore, the management of the institution should expect 4.64 or nearly 4 absentees of workers on any given working day with fluctuation of 1.45 absentees from this expected number. 
Activity 2
Suppose you toss a coin 4 times and you receive Birr 1 for each head that results. How much would you expect to win each time you played if you played a large number of times?

1.5. Continuous random variable
 A continuous random variable is a random variable whose set of values (range) is an interval on the real line. This interval may be open or closed; and it may be bounded or unbounded. The probability distribution of a continuous random variable is thus specified by probability density function (x).

Definition: Let x be a continuous random variable defined over an interval (a, b). Then the function f(x) is called the probability density function of the random variable x if the following conditions are satisfied.

i. f(x) ( 0 for all real x((-(, ()

ii. 
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 = 1. That is, the total area under the normal curve, f(x) and above x-axis is equal to 1.

iii. The probability that x lies in the interval [c,d] is given by

       P(c ( x ( d) = 
[image: image9.wmf]ò

d

c

dx

x

f

)

(


 Example 4
 Given the probability density function f(x) = 
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Find,

a) p( 0.25 <x < 0.75)

b)  p( x > 0.25)

Solution

                                                     f(x) = 1

                1


    0        1

First of all f(x) ≥ 0, 0 < x < 1 and area under the curve f(x), above the x- axis from x = 0 to x = 1 is 1. That is, 
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= 1. Therefore, f(x) is a probability density function (p.d.f).  

a) p(0.25 < x <) = 
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b)     p(x > 0.25) = p(0.25 < x < 1) = 
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1.6. Mean and standard deviation of continuous random variable.
The expected values of a continuous random variable, like that of a discrete random variable, can be viewed as the long- run average of many repetitions. This is also true of the variance. Both of them can be computed from the probability density function.

 Let f(x) be the probability density function for a continuous random variable x. The expected value, or mean, of x is

      ( = E(x) = 
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The variance of x is 

      V(x) = (2 = 
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And the standard deviation is  ( = 
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Example 5
Find the mean, variance and standard deviation for

   f(x) = 
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Solution

          ( = E(x) = 
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                                            = 3/10 - (1/2)2 = 1/20

1.7. Properties of expected values

The following are some of the properties of expected value of random variable. All the laws listed below are valid for both discrete as well as continuous random variables.

i. The expected value of a constant is the constant itself. That is, 

             E (c) = c, for a constant c.

ii. The expected value of the product of a constant and a random variable is equal to the product of the constant with the expected value of the random variable.

              E(cx) = cE(x)

iii. The expected value of the sum or difference of two random variables 

    is equal to the sum or difference of the expected values of the  

    individual random variables.

             E(x ( y) = E(x) ( E(y)

iv. The expected value of the product of two independent random  

     variables is equal to the product of their individual expected values.

           E (xy) = E(x).E(y)

iv. E[x - E(x)] = 0   
 1.8. Probability distributions                                                               
 The set of all possible values of a random variable along with their probabilities is called the probability distribution. Depending on the nature of the type of random variable under study, there are also two types of probability distributions, discrete and continuous probability distributions, where, under each category we are going to discuss different common distributions.

1.9. Discrete probability distributions           

In general, if x is a discrete random variable that can assume values x1, x2, ----, xn with respective probabilities p1, p2, ---- pn, then the probability distribution will be completely known if all pi's are known. These probabilities are easily computed if we know what is the '' probability law'' governing various values of x. There are some well-known probability laws for the value of x under different sets of conditions. These probability laws can be classified in to two categories, discrete and continuous, depending upon whether the random variable is discrete or continuous. Now, let us discuss two of the main distributions from the discrete category, binomial and Poisson distributions. 

1.9.1. Binomial distribution                                                                                        It is a discrete distribution. Quite often, we come across situations where outcomes can be classified into two mutually exclusive categories, which are usually called '' success'' or '' failure''. Many practical examples of such situations could be given here.
1. Recording whether defective or nondefective while inspecting an item from production line.

2. While digging for water, we record whether we get water or no water.

3. When throwing a coin we record whether head or tail comes.

Such sequences of n trials is called a sequence of n Bernoulli trials or binomial trials if the following conditions or assumptions are satisfied 

1. The experiment involves n independent trials.

2. Each trial results in one of the two possible mutually exclusive outcomes which are arbitrarily denoted by success (s) and failure (f)

3. The probability of success or probability of failure is remains constant from trial to trial.

4. Trials are independent, that is, the outcomes of any given trial neither influences nor is influenced by the outcomes of any other trial.

The basic assumption for a sequence of Bernoulli trials is that the experiment is repeated under the same condition.

Consider a sequence of n Bernoulli trials with a constant probability of success for each trial. Let x denote the number of success obtained in these n trials. Then x is a random variable that can take values 0, 1, 2, -----, n. Thus the values of x obey a certain probability law, which is a binomial probability law. This probability law can be generalized by the following definition.

Definition: If X is a binomial random variable in n independent trials with probability p of success and q = (1- p) of failure on a single, then the probability function of the random variable X is called Binomial distribution, which is given by

    P (X = x) = nCx px qn-x, x = 0, 1, 2, -----, n. 
     Where, nCx = 
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The probability law is known as the binomial probability law and the corresponding probability distribution is known as the binomial distribution. It is often expressed by writing that x is binomial variate with parameters n and p or symbolically, x ~ (n, p). Therefore, this distribution is completely characterized if n and p are known. Actually binomial distributions are family of distribution, giving different binomial distribution for every different value of n and/or p. therefore; tables for binomial distribution are available for various combinations of n and p. 

Example 6 

Suppose that it is known that 30% of items produced by a factory are defective. If a random sample of 10 items produced by the factory is selected , what is the probability that it will be?

a) Exactly 4 defective items.

b) As least one defective item.

Solution

Let x be the number of defective items obtained

 x is a random variable with values x = 0, 1, 2, ----, 10.

Therefore, x is a binomial random variable since it satisfies all the assumptions of a binomial random variable given above.

    n = 10, p = 0.3 and q = 1-p = 0.7

p(X = x) = 10Cx(0.3)x(0.7)10-x, x = 0, 1, 2, ----, 10.

a) p(x = 4) = 10C4(0.3)4(0.7)10-4 = 0.20

b) p(x ( 1) = 1 - p(x ( 1) = 1 - p(x = 0) 

                                     = 1 - 10C0(0.3)0(0.7)10-0

                                     = 1 - 0.028 = 0.972

1.9.2. Mean and standard deviation of binomial distribution
The mean or expected value a binomial distribution, denoted by (, is given by ( = np and the variance, denoted by (2, is given by

            (2 = Var(x) = npq = np(1-P) 

Therefore, the standard deviation of a binomial distribution is given by

            ( =
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Example 7
It is known from past record that 2% of workers of an organization are absent from their work every day. If a random of 7 workers are selected
a) What is the probability that there will not be any absentee in a given one day?

b) How many are expected to be absent in a given day and with what standard deviation if the organization has 2000 workers?

Solution

Let x = number of workers absent in given day. Thus for n = 7, x is a random variable with values x = 0, 1, 2, 3, 4, 5, 6, 7
But x is a binomial random variable with n = 7, p = 0.0.02 and                              q = 1 -p = 0.98
 Therefore, p(X = x) = 7Cx (0.02)x (0.98)7-x, x = 0, 1, 2, 3, 4, 5, 6, 7
a) p(X = 0) = 7C0(0.02)0(0.98)7-0 = 0.868
b) The expected value of x, which is, the expected number of absentees in a given day is

         E(x) = np = 2000x 0.02 = 40
  And the standard deviation of x is

         = 
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This means that, the organization can reasonably expect 40 or 6 more or less than the 40 it expects.

Activity 3
A showed that 1% of babies admitted to a hospital die of a certain diseases. If a random sample of a random sample of 6 babies is selected from the hospital, then what is the probability that at most 3 babies will survive. Find also the expected number and standard deviation of the number of babies die of the diseases if 500 babies are examined.
1.9.3. The Poisson distribution.

The Poisson distribution is another discrete distribution. This distribution is applied to many situations where we can expect a fixed number of events per unit time or in specific area or volume. 

Many examples of random variables having Poisson distribution could be given here. 

1. The number of orders your firm receives tomorrow.

2. The number of people who apply for a job to your human recourse division in one month

3. The number of defects in a finished product in one day.

4. The number of errors a secretary makes in a page.

More over, a Poisson random variable must satisfy the following conditions.

1. The physical events (situations) must be considered rare events. As an example consider all the medical emergencies that might occur, only rare one's.

2. The physical events must be random and independent of each other.

The Poisson distribution is described by a single parameter, ( (lambda), which are the average occurrences of events per unit.
Suppose that during one hour (one unit) interval an event occurs ( 

times. That is, ( is the average number of events per unit time, or  

area or volume, depending on the type of unit. Then (T is the  

average number of events in a time interval length T. If x is the 

number of events in a time interval of length T, thus the random  

variable x follows the law of a Poisson distribution given by

             P(X = x) =
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Where, e is an irrational number whose value is approximated as

e ≈ 2.71826. This distribution is called the Poisson distribution  

with the parameter (. Once ( has been determined, we can 

calculate the average occurrences for any multiple units (segment), 

T, which is (T, where ( and T must be in compatible units.                                  

  If T = 1, then the Poisson distribution reduces to the commonly occurring form

    P(X = x) =
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 Every value of ( determines a different Poisson distribution. 

 Therefore, for selected values of ( the Poisson distribution has 

 been prepared as a table.

1.9.4. Mean and standard deviation of Poisson distribution.

If the random variable x has a Poisson distribution with the  

parameter (, then it can be shown that the expected value or mean 

value of x is given by

           ( = E(x) = 
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And the variance is given by

      Var (x) = (2 = E (x -() 2p(x) = (
Therefore, the standard deviation of x is, ( =
[image: image29.wmf]l

. Thus, for those processes that can be assumed to follow a Poisson distribution, variance can be controlled directly by controlling the mean. The variance can be considered as a measure of uncertainty, then for those applications where a Poisson distribution applies; the uncertainty can be controlled by controlling the mean.                                                                               
Example 8
Suppose that on a given day, the mean number of trees cut have mea 

0.7. What is the probability that 

a) Exactly two trees are cut in one day?

b) At most one tree is cut in 4 days?

c) At least two trees are cut in 12hrs?

Solution

Let x be the number of tree cut in one day.

X is a random variable with values x = 0, 1, 2, ---- n
But ( = be the average number of trees cut in one day is given. Which is , ( = 0.7trees per day. Therefore, x is a Poisson random variable.
a) ( = 0.7 and T = 1 ⇒ (T = (
p(x = 2) = 
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Note that the value e-0.7 can be read from an exponential table, which is,    

 e-0.7 = 0.2966.

b)  ( = 0.7 and T = 4 ⇒ (T = 2.8
p(x ≤ 1) = p(x = 0) + p(x = 1)   

                 = 
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            = e-2.8 + 2.8e-2.8
            = 0.0608+ 2.8(0.0608) = 0.23104
c) ( = 0.7 and T = 0.5 ⇒ (T = 0.35
p(x ( 2) = p( x = 2, 3, 4, 5, ----- )

            = 1 - p(x < 2)

            = 1- p(x = 0) - p(x =1) 
            = 1 - 
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            = 1 - 
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Activity 4

It was found that on the average 2.2 customers arrive at a supper market per minute on weekends. Then find the following
  a) The probability that exactly two customers arrive at the supper 

      market in three minutes

  b) The probability that at most three customers arrive at the supper 

       market in one minute.

  c) The expected number and standard deviation of customers arriving 

       at the supper market in one minute  

1.10. Poisson approximation to binomial distribution
The Poisson distribution is also arises as an approximation to the binomial distribution. Suppose that x is distributed as binomial with parameters n and p, that is, x ( B (n, p). Then, if n is large and p is small such that np = ( is a small number, it could be shown that the probability law of x reduces to the Poisson probability law. That is, x could be approximated to the Poisson random variable with parameter,(, which is expressed symbolically as x ( p((). And

                p(X = x) ( 
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Example 9
Suppose that in a population of cows the proportion of cows that 

have a certain disease is 0.01. Estimate the probability that in a 

random sample of 200 cows at least 4 will have the disease.

Solution

Let X be the number of cows that have the disease.

X is a binomial random variable with parameters n = 200 and                 

p = 0.01, that is, X ( B (200, 0.01)

But ( = np = (200)(0.01) = 2, which is a small number. Therefore, X 

can be approximated by the binomial distribution.

 p(X = x) ( 
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p( at least 4 will have the disease) = p(X ( 4)

                                                    = 1 - p(X < 4)

                                                    = 1 - 
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1.11. Continuous probability distribution

The probability laws and distributions we discussed so far are specific to discrete random variable only. The probability distribution of a continuous random variable instead is specified by a density function, whose definition is given in earlier. The mathematical expression representing the probability density function can also be obtained like the discrete distributions from the theoretical considerations governing the behavior of the random variable under study. There are many types of continuous probability distributions. Here, we shall discuss the most important and commonly occurring continuous distribution called the normal distributions.

1.11.1. Normal distribution

The normal distribution is widely used and the most important  

distribution. This distribution is not only the most commonly occurring              

distribution, but also serves as a highly accurate approximation to other 
distributions. Almost all the probability distributions tend to normal 
distribution under certain limiting conditions. It is continuous 
distribution. A continuous random variable x is said to have a normal 
distribution if its probability distribution function (Pdf) is given by

                   f(x) =
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Where the constants ( and ( are mean and standard deviation 

respectively. The other constants e and ( are irrational numbers 

whose values are approximately 2.71826 and 3.1416 respectively.

Therefore, the normal distribution is characterized by two 

Parameters,(, the population mean and (, population standard 

deviation. If a random variable x is normally distributed with mean  

( and variance (2, then it is symbolically expressed as x( N ((,(2)

The graph of the normal pdf, popularly known as the normal curve,  

is the familiar bell- shaped curve.

    y

                                                  

                                                 f(x)

   


                          (                            X

  The normal curve has the following properties.

1. It is symmetrical about x =(, with mean, median and mode identical.

2.  The function f(x) has its maximum at x =(, that is, it is unimodal peaking at a single value f(x) =(.

3. Area to the left of x = ( is equal to the area to the right of x =(. 

4. The total area below f(x) and above the x- axis equals to 1.This is also one of the criteria that f(x) is a pdf.

5. The graph (curve) of this distribution is different for different ( and (. As ( increases, the curve becomes more and more flat and vise versa.

  A normal distribution with mean zero and standard deviation one is   

  known as the standard normal distribution with the resulting pdf  

 f(z) = 
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 The Z- score for any score x is found by determining how many standard deviations x is from the mean (. This is done by the transformation formula

                       Z =
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The principle behind the standard normal distribution is that all normal distributions can be converted to a common normal distribution with a common mean and standard deviation.  
Most of the statistical tables of the normal curve given in any standard statistics books (tables) are standard normal tables. Therefore, to find area under normal curve whose means and standard deviations are not 0 and 1respectively, we have to convert the x's into Z's and then use the standard normal table                

 Reading from a standard normal table is possible if it is between o and z, which is the area under the normal curve between 0 and  z, where z is a positive number less than or equal to 3.
  
                        P(0< Z < z)


                                                                  f(z)

                                           0        z

  Let z be a standard normal variable, that is, z has a mean value 

  of 0 and a standard deviation of 1. If we want to get the area        

  between 0 and z, where z is a positive number less than or equal    

  to 3, it is not easy to compute the area from the normal curve. But this area for any value of z is given on a table, which is known as the normal table.                                                                                                            As an example for z = 2.14, the value p (0 < Z < 2.14) = 0.4838 from the normal table. And since the standard normal curve is symmetrical about 0, the area between -z and 0 is equal or the same as the area between 0 and z. The negative sign indicate only that the area is to the left side of the distribution. In general, if we seek the area between two z scores, we find the area from 0 to each of the z scores, and then

a) Add the areas if the z scores have opposite signs.

b) Subtract the areas if the two-z scores have the same signs.

Example 10
The age of group of babies in a given center is normally distributed with mean of 3 years and standard deviation of 2 years. If a baby is selected at random, what is the probability that it lies 

a) Below 4 years of age

b) Between 5 and 6 years of age

c) Between 1 and2 years of age
Solution

Let x be the age of the randomly selected baby.  X ( N(3, 22)

a) p( x<4) = p(
[image: image43.wmf])
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= p(Z < 0.5) = 0.5 + p(0 < Z <0.5)

                                                         = 0.5 + 0.1915 = 0.6915

b) p(5 < x < 6) = p(
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 = p( 1 < Z < 1.5) 

                                                    = p( 0 <Z <1.5) - p( 0 < Z <0.5)

                                                    = 0.4332 - 0.1915 = 0.2427

c) p( 1 < x < 2) = p( 
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) = p( -1 < Z < -0.5) 

                                                    = p( 0 < Z < 1) - p( 0 < Z < 0.5)

                                                    = 0.3413 - 0.1915 = 0.1498

Activity 5 

The monthly wages of 1000 workers of a factory are normally distributed with a mean of 70 Birr and standard deviation of 5.2 Birr. Find the probability that a randomly chosen worker has salary 

a) Above 82 Birr

b) Below 65 Birr

c) Find the percentage of workers of the factory whose wages is between 62 and 76 Birr

On the other hand, when the area between any two points under the normal curve is known or the probability is given we can find the values of the scores by simply reversing the process of the above procedures of finding the probability or area under the normal curve between any two values (scores). 
Example 11.

The height of workers of a factory is normally distributed with mean of 110 cms and standard deviation of 10 cms. Find 

a) The height so that 30% of the workers have height above it.

b) The height so that 80% of the workers have height below it.

c) The limits within which the central 70% of the heights lie.
Solution
Let x be the point in which the area under the curve beyond it is 30%                                    

 

                                                                     30%

                                             20%


                                        ( = 110    x

                                        ( = 10

        z1 = 
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[image: image47.wmf]s

m

-

x

  ) = 20% =0.2

           z1 = 
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 = 0.52       ( x = ( + z1(
       ( x =110 + 0.52x 10 = 115.2

Therefore, 30% of the workers have heights above 115.2 cms.

c) Let x be the point below which 80% of the workers lie.

    


                                        50%   30%

                            

                                              ( = 110    x 

                                              ( = 10                                   

                  Z2 = 
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 and P(0 < Z < z2) = 0.3   

               Z2 = 
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 = 0.84

                  X = ( + 0.84( = 110 + 0.84x10 = 118.4

  This means that 80% of the workers have heights below 118.4cms

d) Let x1 and x2 be values within which the central 70% of the heights lie.

                                 35%                 35%

  


                                       X1  (=110  X2  

                                            (= 10   

The above diagram shows that 35% of the heights lie between the mean and x2      

        ( Z3 =  
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      p (0< z < z3) = 0.35   

     ( Z3 = 
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= 1.04

     ( x2 = ( + z3(  = 110 + 1.04x10 = 120.4

Similarly, x1 = ( - z3( = 110 - 1.04x10 = 99.6

Hence the limits within which the central 70% of the heights lie are 99.6cms and 120.4 cms. 
1.12. Normal approximation to binomial          

Computing probabilities from the binomial formula is obviously tedious if n is large. But as n increases the graph of the binomial distribution tends to become bell shaped. This suggests that for large sample size n and neither p nor q very small, the binomial distribution approaches the shape of the normal curve. That is, n is large and the probability p is not too close to 0 or 1. The general guideline for using normal approximation to binomial distribution is adequate whenever both of the following holds: np > 5 and n(1-p) = nq > 5.

Here, we use the normal distribution as an approximation of the binomial distribution by approximating the random variables with mean 
(() and standard deviation (() as  ( = np and (  =
[image: image53.wmf]npq

.  

When we use such an approximation we have to make sure that the normal distribution is good enough approximation of the normal distribution. The empirical rule states that approximately 99.7%, or almost all, of the values of a normal curve lie within three standard deviation of the mean. For a normal curve approximation of a binomial distribution problem to be acceptable, all possible x values should fall between 0 and n, which are the lower and upper limits respectively of a binomial distribution. That is, if ( ( 3( do not lie between 0 and n, do not use the normal distribution as approximation to binomial distribution.

 The other problem is the translation of a discrete distribution to a continuous distribution. Most of the binomial problem's information is correctly transferred to the normal curve analysis by the correction of +0.50 or -0.50 depending on the nature of the problem. This correction is known as the correction for continuity. In general, the following rules of thumb should be followed to use the correction 

	Required in Binomial
	 Correction

	           X >
	    +0.50

	           X(
	    - 0.50

	           X<
	    - 0.50

	           X(
	    + 0.50

	          (X(
	- 0.50 and + 0.50

	          <X<
	+ 0.50 and - 0.50

	           X =
	- 0.50 and + 0.50


 As an example use a normal approximation for the binomial problem of p(x ( 25) with n = 60 and p = 0.3.

Here ( = np = 60x0.3 = 18 and   ( = 
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First test if normal approximation is close enough

  Test: ( ( 3( = 18 ( 3x3.55 = 18 (10.65 = 7.35 to 28.35.

This range falls between 0 and 60, so the approximation is close enough.

        P(x ( 25) = P(x ( 24.5) with ( = 18 and ( = 3.55

             Z =
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 = 1.83

         ( P (Z ( 1.83) =0.5 - 0.4664 = 0.0336

Had this problem been worked out using binomial formula, the answer would have been 0.0361. Therefore, the error of approximation is 

0.0361 - 0.0336 = 0.0025.

Activity 6
A recent survey of a certain product showed that 40% have at least some defect. If a random sample of 50 products is randomly selected, what is the probability that more than 15 are defective? Use normal approximation.
Self assessment questions
1. Suppose that X is normally distributed with mean ( =1 and standard 

     deviation, ( = 2. Find a number x0 such that 

a) p( x > x0) = 0.1        b) p (x >x0) = 0.6   c) p( x< xo) =0.6

2. The mean dying rate of mice administered to a given dosage of an      

     experimental drug is 45 with a variance of 25. What is the probability 

     that among the mice, which received the drug, more than 50, will 

     die? Assume normality.   
3. Suppose 10% computers bought from a dealer are returned for repair 

    within one year of sales. A company bought 10 computers from this 

    dealer recently.
       a) What is the chance that at least one of the computers will be 

           returned for repair within one year’s time?

       b) How many of the 10 computers are expected to need repair within 

           a year’s time?

       c) What is the standard deviation in the number of computers that 

           need repair within one year’s time?
Summary questions for the unit
1. Suppose that x has the following probabilities. For each of the 
    following identify whether or not they are probability functions 

a) P(x1) = p(x2) = p(x3) = p(x4) = ¼
b) P(x) = (x+1)/5, for x = 0, 1, 2, 3, 4.
c) P(x1) = ½, p(x2) = ¼, p(x3) = ¼, p(x4) = ½

d) P(x) = 1/5, for x = 0, 1, 2, 3, 4, 5.

2. For question1, above, if your answer is yes determine the probability 
     distribution for each and compute the expected value and standard 
     deviation of x.
3. The mean blood pressure of males 18-44 years of age is 125 with a 

    standard deviation of 13.7. The blood pressure is normally distributed. 

    What is the probability that a man of this age group selected at 

    random has a blood pressure 

a) Above 147.5         c) Between 110 and 140

b) Below 110
4. Consider the following probability distribution of the random variable
	X
	P (x)

	0
	0.04

	1
	0.10

	2
	0.20

	3
	0.30

	4
	0.20

	5
	0.10

	6
	0.06


          Compute the mean and standard deviation of the probability 

           distribution.    
5. Suppose that bank customers arrive randomly and independently on 
      a weekday afternoons at an average of 3.2 customers every 4 
      minutes. What is the probability that

a) Exactly 2 customers arrive in a 4minutes interval on a weekday afternoon?

b) At most 1 customer arrives in 1-minute interval?
6. Find the mean and standard deviation of a binomial distribution     

  with the following values.

      a)  n = 20 and p = 0.70

      b) n = 70 and p = 0.35

      c) n = 100 and p = 0.50

7. Convert the following binomial distribution problems to normal   

      distribution problems. Use the correction for continuity.

a) P (X ( 16(n = 30 and p = 0.70)
b) P (20 <X ( 40(n = 50and p = 0.50)
c) P (X = 40(n = 60 and p = 0.70)
d) P (X > 25(n = 30 and p = 0.45)
Unit Two

 Sampling distributions

2.1. Introduction

Sampling distribution is a basic concept in statistical investigation. It deals with the study of the properties or characteristic of all possible samples of size n taken from a population of size N. In most statistical investigations, the main purpose is to make sound generalization about the parameters of the populations based on samples taken from these populations. Studies based on the information of the whole population are not always practical.                                                                                           In this unit we shall discuss the basic concept s of sampling distribution and reach to a vary important generalization that will be useful in statistical inference. 

Objectives
At the end of this unit you will be able to understand
· The concept of sampling distribution

· Definition and concept of sampling distribution of the mean
· The central limit theorem and its application

· Concept of the sampling distribution of difference of two means 

· Concept of sampling distribution of proportion and difference of    

     two proportions.

To discuss about the concept of sampling distribution let us begin with the definition and concepts of the following important terms 
2.2. Definition of terms 

2.2.1. Variable

Statistical data are the result of successive observations of some characteristic of a group. The characteristic being observed or measured is the variable. The observations, which are recorded as the corresponding magnitudes or numbers, are the values of variable. For example, if we want to study the prices of major commodities over the last 10 years in the country, the set of all commodities are the population of the study, price is the variable of the study and the different particular prices of in Birr for each particular commodity at each particular time is the values or measurements of the variable. Variables are of two types. Variables like weight, height, time distance and so on whose values take any numerical values between any two ranges and can be obtained by measuring from a continuous scale are called continuous variables. On the other hand, variables that take only certain or fixed or integral values and no intermediate values are called discrete variables. The number of children, family size, number of workers coming late in one week, number of animals vaccinated during one month and so on are some examples of discrete variables. 

2.2.2.  Parameter and statistic

 The summary descriptive characteristic measure of a population is called a parameter. It is often possible to have a good idea of the population from a few descriptive measures. A measure, which is calculated from all the observations of the population, is a parameter of the population. As an example, an average or a standard deviation or range or any other descriptive measure computed from the set of all observations on the population is a population parameter. A corresponding descriptive measure can be computed from the observations of a sample of a population. Such descriptive measure of some characteristics computed from the observations in a sample is called a statistic. An average computed from the observation of a sample of a population is an example of a statistic. If there are 10,000 workers in a company and out of them 1000 are sample units, the measurements like the average salary on 1000 workers is a sample observation but measurement on the 10,000 workers is a population observation. Thus the sample average salary of the workers is a statistic and the population average salary is a parameter.  

2.2.3. Precision and accuracy. 
Precision and accuracy are often confusing in statistical works    

Precision refers to the difference between a sample result and the result of a complete census enumeration taken under the same condition. It is simply the clustering of sample values about their own average. This difference is also called sampling error or the reliability of the sample result. Accuracy on the other hand is the deference between the sample result and the true state of the universe. It refers to the success of estimating the true value of a quantity. Thus this difference or accuracy may include in addition to sampling error other types of error such as clerical errors, computational errors, errors of incorrect answers due to unclear questions on surveys and so on. These errors, which are called non - sampling errors, could occur while in complete census as well as while taking a sample. Therefore, accuracy may be absent because of bias, lack of precision or both. A badly biased estimate may be precise but it can never be accurate. 

The standard error of a statistic is the measure of the precision of the estimate. The smaller the standard error, the greater the precision of the estimate and the smaller the sampling error is. 

 Bias is seldom desirable, but it is not a cause for panic. It is something a sampler may have to live with. Its complete elimination may be costly. The important thing is to recognize the possible sources of bias and to weigh the effects against the cost of reducing or eliminating it. Therefore, sampling error, in addition to chance can also be caused by sampling bias, which is a tendency to favour the selection of units that have particular characteristics. 

Non- sampling error is another main cause of unrepresentative sample. It is an error caused solely from the manner in which the observations are made and processed. In principle, every operation of a survey, whether a census or a sample is being used, is a potential source of non-sampling errors. They can be categorized as errors due to non- response, measurement errors and processing errors.

In general, unlike sampling error, errors due to bias and non- sampling errors increase with the size of the sample. It is also true that bias can cause both sampling and non- sampling errors.

3. Sampling distributions 

Let us now start discussing the concept of sampling distribution of a statistic, which is one of the most basic and important concept in statistical inference. Many practical problems require that an inference be made about some population parameter mostly on the basis of information in a sample with a computed value called statistic. The amount of information a sample statistic contains about the population is reflected by its sampling distribution. 
Now consider the selection of n samples from a population of size N. How many possible samples of size n can be selected from the population of size N? The answer obviously depends on how we sampled. There are two types of selections, with and without replacement.

Sampling with replacement is the method of selection of a unit from a population in which the unit is returned to the population before the next selection is made after recording the required characteristics. Therefore, the population size at each selection remain the same (constant), which implies that in this method of selection a unit can have a chance of selection more than once. Thus, under this method there are Nn possible samples of size n. Note also that the probability at each selection of a unit is the same. On the other hand, in sampling without replacement a unit selected from a population is not returned or replaced to the population for the next selection. Therefore, the population size reduces by one for each selection from the immediate preceding one. Hence, there are NCn (N combination of n) possible samples under this method. The probability of selection, therefore, is not constant at each selection, 1/N for the first unit, 1/(N-1) for the next, 1/(N-2) for the third and so on

The theoretical mechanism of drawing a sample could be with or without replacement. In practice, however, sampling is almost always done without replacement. But to help us understand some essential concepts, we will also consider here sampling with replacement in which every elementary unit has an equal chance of being selected for each successive observation. It is also evident that sample outcomes are statistically independent when sampling with replacement and statistically dependent when sampling without replacement.

As an example, consider a sample of size 5 from a population of size 20. Obviously, there will be 205 = 3200000 possible samples if selection is with replacement and 20C5 = 15504 possible samples if selection is done without replacement.

For each of the different samples we can compute the different statistics such as mean, standard deviation, proportion and so on. It is to be noted that each sample will give its own value for the statistic under consideration. That is, these statistics vary from sample to sample. Therefore, they are random variables. All these values of the statistic, together with their relative frequencies with which they occur constitute the sampling distribution of the corresponding statistic. In general, the distribution of all possible values that can be assumed by some statistic, computed from the samples of the same size randomly drawn from the same population, is called the sampling distribution of that statistic. Therefore, the sampling distribution of a statistic is nothing but simply the probability distribution of that statistic.

Given a discrete and finite population, the steps in the construction of sampling distribution of any statistic can be outlined as follows.

1. Draw randomly all possible samples of size n (with or without  

    replacement) from the finite population of size N.

1. Compute the value of the statistic of interest for each sample.

2. Form two columns, where, in one column list the different observed values of the statistic and in the other column list the corresponding frequency of occurrence (probability) of each observed value of the statistic. 

 As in most statistical analysis, in business data the three characteristics mean, variance and its functional form (how it looks when graphed) are of much interest. The form of a given sampling distribution could be compared with the shape of the population by simply constructing the histogram for the discrete case. The two can have the same or different forms.

When the population we are sampling from is infinite, it is not possible to construct an exact sampling distribution. In that case, we can only approximate the sampling distribution of the statistic of interest by taking a large number of samples.

Although, it is always possible to construct the sampling distribution of any statistic, in this material we shall only see the sampling distribution for the two most widely used statistics in business, mean and proportion.

2.3.1. Sampling distribution of the mean  

Consider all possible samples of size n taken from a population of size N; the sample mean of each sample (
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) along with its probability of occurrence (relative frequency) is called the sampling distribution of the mean.
As an example, consider the finite population of size 5 with elements 3, 5, 7, 9 and 11. Let us try to construct the sampling distribution of the mean for the possible samples of size 2 selected both with and without replacement.

For the case of sampling without replacement, there will be 5C2 = 10 possible samples. The possible samples and their respective means could be summarized in the table below.

       Sample number          Sample          Sample mean
                 1                        1, 5                        4

                 2                        3, 7                        5

                 3                        3, 9                        6

                 4                        3, 11                      7

                 5                        5, 7                        6

                 6                        5, 9                        7

            7                        5, 11                      8

            8                        7, 9                        8

            9                        7, 11                      9

           10                       9, 11                      10

Thus the distribution of the sample mean of the above data could also be given as follows.

          Sample mean (
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                 4                            1                                  1/10

                 5                            1                                  1/10

                 6                            2                                  2/10

                   7                            2                                  2/10

                   8                            2                                  2/10

                   9                            1                                  1/10

                   10                          1                                  1/10
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This is called the sampling distribution of the sample means. We say that the sample mean is a random variable because it has a sampling distribution, and this varies from sample to sample with the results of random selection process.

For the case of samples with replacement, there will be 52 = 25 possible samples, which again can be summarized as follows.

        3, 3         5, 3         7, 3           9, 3          11, 3

        3, 5         5, 5         7, 5           9, 5          11, 5

        3, 7         5, 7         7, 7           9, 7          11, 7

        3, 9         5, 9         7, 9           9, 9          11, 9

       3, 11        5, 11       7, 11         9, 11        11, 11

Similarly, the sampling distribution of the sample mean with replacement case is also given below.

           Sample mean (
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                      3                                         1/25

                      4                                         2/25

                      5                                         3/25

                      6                                         4/25

                      7                                         5/25                 

                      8                                         4/25

                 9                                          3/25

                     10                                         2/25

                     11                                         1/25
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Further useful information about the sampling distribution of the sample mean could be obtained by calculating its mean,
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, and its standard deviation, 
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refers to the mean of the sampling distribution of the means and 
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 refers to standard deviation of the sampling distribution of the means. 

Therefore, the mean and standard deviation of the sampling distribution of the sample means for the case of sampling without replacement from table 2.2, is given as
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Similarly, for sampling with replacement case, from table 2.3
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The standard deviation of the sampling distribution of the sample means, measures the extent to which we expect the means from the different samples to vary because of this chance error in the sampling process. Thus, the standard deviation of the distribution of a sample statistic is known as the standard error of the statistic. It indicates not only the size of the chance error that has been made but also the accuracy we are likely to get if we use a sample statistic to estimate a population parameter. Therefore, the standard deviation of the sample mean is called the standard error of the mean.  

Now let us go back to the example given above and compute the population mean,(, and population standard deviation, (, for the same population of size 5 and compare it with the mean and standard deviation of the sampling distribution of the means computed above.
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This shows that the mean of the sampling distribution of the sample means (with or without replacement) equals to the mean of the population and the standard deviation of the sampling distribution of the sample means (with or without replacement) is smaller than the population standard deviation. Therefore, for random sample of size n taken from a population of size N having population mean, (, and population standard deviation, (, the theoretical sampling distribution of the sample mean,
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if population is finite or if sampling is without replacement.

The factor 
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is called finite population correction factor. In practice, it is omitted unless the sample constitutes at least 5% of the population for otherwise it is close to 1, which has little effect on the value of 
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In general, the above concepts and the shape or form of the sampling distribution could be summarized by a theorem called the central limit theorem, which is given just after the example below.

Example 1
Suppose that we have a population of size 5 with observations1, 3, 5, 11 and15, find the following by considering a sample size of 3 without and with replacement.

a) The mean of the population

b) The standard deviating of the population.

c) The sampling distribution of the means.

d) The mean of the sampling distribution of the means.

e) The standard deviation of the sampling distribution of the means or the standard error of the means.

Solutions

a) ( = 
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b) ( = 
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i) Without replacement 

 Here, there will be 5C3 = 10 possible samples. 

All possible sample means and their respective relative frequency for this case is given in table below. It is called the sampling distribution of the means, when sampling is done without replacement.

     Values of sample mean           Relative frequency
                     3                                    1/10

                     5                                    1/10

5.67                               1/10

                     6.33                               2/10

7                                    1/10

7.67                               1/10

                          9                                    1/10

                     9.67                               1/10

                    10.33                              1/10
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c) The mean of the sampling distribution of the mean is given by                
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d) The standard deviation of the sampling distribution of the mean is          
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ii) With replacement 

In this case, there are 53 = 125 possible samples and one can imagine the difficulty to construct the sampling distribution for such large samples. Therefore, we can simply apply (2.1) and find
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Activity1
Consider the population of size 10 with observations 4, 10, 2, 8, 6, 5, 3, 12, 11, and 7. Suppose you take a random sample of size 4, find the following both with and without replacement

a)  The sampling distribution of the means.

b) The mean of the sampling distribution of the means.

c) The standard deviation of the sampling distribution of the means or the standard error of the means.

 2.3.1.1. The central limit theorem 

Suppose that a sample of size n is randomly taken from a population having mean ( and standard deviation of (, if the sample size n is large (n ( 30), then sample means, 
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 regardless  of the shape of the population distribution. If the population is normally distributed, the sample means are normally distributed for any sample size. Therefore, it can be shown that the mean of the sample means,
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, is equal to the population mean and the standard deviation of the sample means,
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, is equal to the standard deviation of the population divided by the square root of the sample size.                      

Thus the central limit theorem creates the potential for applying the normal distribution to many problems when sample size is sufficiently large. This means that sample means that have been computed for random samples drawn from normally distributed populations are normally distributed. However, the real advantage of the central limit theorem is that sample data drawn from populations not normally distributed or from population of unknown shape also can be analyzed by using the normal distribution, because the sample means are normally distributed for sufficiently large sample size. Therefore, sample means can be analyzed by using Z- scores. That is, 
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Example 2
Suppose that the mean expenditure per customer of a certain store is Birr 80.00, with a standard deviation of Birr 8.00. If a random sample of 35 customers is taken, what is the probability that the sample average expenditure per customer for this sample will be Birr 82.00 or more?

Solution
Since the sample size is more than 30, according to the central limit theorem, the sample means are normally distributed.
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Therefore, p(x ( 82.00) = p (Z ( 1.48) = 0.5 - p (0 ( Z < 1.48)

= 0.5 - 0.4306

                                              = 0.0694

Which means that 6.94% of the time a random sample of 35 customers from the population will yield a mean expenditure of Birr 82.00 or more?

Activity 2
In a given town it was found that the average electric power consumption of households is Birr 120 with standard deviation of Birr 40. If a random sample of 100 households is taken from the town, find the probability that the average electric power consumption for the sample is at least Birr 115.
2.3.2. Sampling distribution of difference between two means

There are several situations in life where difference between two population means is of interest. We might be interested in the average age difference between workers of two industries or difference between average daily productions of two different industries and so on. The properties of the sampling distribution of difference between two population means could similarly be shown as in the single mean case, above, by making an inference from the difference between two sample means drawn randomly from these populations. Suppose we take random samples of size n1 and n2 from the two populations. Then compute the mean for each sample and form the differences of all possible pairs of sample means, taking one mean from the first population and the other from the second population. The values of sample mean differences along with their frequencies of occurrences then formed is the sampling distribution of the difference between two means. Then computing the mean and variance of this sampling distribution of difference of two means can be shown to give mean difference between population means
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                                                                                                                                   The procedure is valid when samples n1 and n2 are equal or different,   when variances (12 and (22 are equal or different. 

In general, by central limit theorem, given any two populations with 
mean (1 and (2 and variances (12 and (22 respectively, the sampling distribution of the difference between two means, 
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Example 3
Two companies A and B claims a mean net profit per year of 400 and 350 million Birr with standard deviation of 14.9 and 12.6 million Birr respectively. Suppose that a random sample of 10 years profit of company A and an independent sample of 8 years profit of company B have been taken. Assuming that profits of both companies are normal, what is the probability that the difference between the mean profits of the two companies will be more than 40 million Birr?

Solution

(A = population mean profit of company A

(B = population mean profit of company B

The sampling distribution of the sample mean profit difference, 
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                         = 0.5 + P (0< Z < 1.54)

                         = 0.9382
2.3.3. Sampling distribution of proportions (or percentages)

 Let N be the population size and if x be the number of items in the population satisfying a certain characteristic, then the population proportion, denoted by P, and is given by                              

                P = 
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And if x is the number of items in a sample that possess the characteristic and n is the number of items in the sample then the sample proportion, denoted by 
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From a population of 20,000 workers a sample of 1000 was taken.                      If 5, 000 of them from the population are graduates then the population proportion of graduate workers is 5,000/20,000 = 0.25 0r 25%. If 750 workers from the sample are male, then the sample proportion of male workers is 750/1000 = 0.75 or 75% are male.                                                                       

There are several situations where it would be useful to analyze the sample proportion, 
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 than the sample mean, 
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. This is particularly useful in the analysis of qualitative data as opposed to the quantitative data of the mean or average. The mean is computed by averaging a set of values, where as the sample proportion computed by dividing the frequency that a given characteristic occurs in a sample by the number of items in the sample.

The sample proportion is widely used statistic usually for qualitative data, which is commonly computed on questions involving yes or no answers.
 We would also like to relate sample proportions or percentages to population proportions or percentages. The central limit theorem also applies to sample proportions in such a way that the normal distribution approximates the shape of the distribution of a sample proportion,
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, if n.P ≥5 and n.Q ≥ 5, where, P is the population proportion and Q = 1 - P. It can be shown that the mean of the sampling distribution of the sample proportions, 
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Note that we can illustrate the above results by taking a random sample of size n from a population of size N for a qualitative data just as we showed the sampling distribution of the mean above.       
Therefore, the mean of the sampling distribution of proportion of random samples of size n is equal to the population proportion. The standard deviation of the sampling distribution of the proportion, which is also called the "standard error of the proportion”, denoted by 
[image: image157.wmf]p

ˆ

s

, can be computed for finite population as 
[image: image158.wmf]
               
[image: image159.wmf]p

ˆ

s

 = 
[image: image160.wmf]1

)

1

(

-

-

-

N

n

N

n

P

P


where, 
[image: image161.wmf]1

-

-

N

n

N

 is the correction factor for finite populations. But if the size of the population is large compared to the sample size, and then
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Example 4
Suppose that 80% of consumers of a certain product liked it. What is the probability that a random sample of 200 consumers taken from these consumers reveal less than 75% liked the product?

Solution

The population proportion or percentage of consumers who liked the product is 80%. This also means that if all possible samples of size 200 were taken from the population of consumers, then the various sample proportions are normally distributed with the average of 80%. That is,

  E (
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Since, nP = 200 x 0.8 = 160 > 5 and nQ = 200x 0.2 = 40 > 5, by central limit theorem, 
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Hence, n = 200, P = 0.80, 
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Therefore, p (x < 0.75) = p (Z < - 1.79) = 0.5 - p (0 < Z < 1.79) = 0.0367.

Activity 3
According to a study conducted recently, 25% of all workers of a given industry are smokers. Suppose you take a random sample of 500 workers of the given industry. Find 
 a) The probability that more than 150 of them are smokers

 b) The expected and standard deviation of the percentage of workers of 

     the industry who smoke.
2.3.4. Sampling distribution of the difference between two 

          proportions
The procedure of constructing the sampling distribution in this case is similar to that of sampling distribution of difference of two means given above.
Take all possible samples of size n1 and n2 from the given two populations. Compute the proportions of each of all possible samples of first and the second population. The values of the differences between all possible pairs of sample proportions along with their relative frequencies gives the sampling distribution of difference between two proportions.                                                                  In a similar argument as in the previous cases, it can be shown that the mean or expected value of the sampling distribution of difference of two proportions, 
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In general, suppose that random samples of size n1 and n2 are drawn from two populations P1 and P2 of a certain characteristic of interest respectively. If n1P1, n2P2, n1(1- P1), and n2(1- P2) are all greater than 5, then by central limit theorem, the distribution of the difference between sample proportions, 
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Example 5 
A study showed that 40% of certain community prefers a newly produced item of a factory to an old one. In another community it was found that only 20% of them prefer it. If the study is correct, what is the probability that a random sample of 144 people from each community yield a difference in the proportion of preference to the item is not more than 10%?

Solution
Here, P1 = 0.4, P2 = 0.2, n1 = n2 = 144

Since n1P1, n1P2, n1(1-P1), and n2(1-P2) are all greater than 5, then the sample difference in proportion (
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Self- assessment questions.

1. Consider a population of size 10 with population mean, ( = 140 and 

     population standard deviation, ( = 50, and all possible samples of 

     size 5. Find the following
    i) if sampling is without replacement.

a)   Number of possible samples 

b) Mean of the sampling distribution of the sample means.

c)  Standard deviation of the sampling distribution of the sample means.

     ii) Repeat and answer the questions (i), above, for the case of   

         sampling with replacement. 

2. The mean age of the whole workers of an industry is 32 years with   

     standard deviation of 5 years, what is the probability that a random    

     sample of 50 workers have mean age of 
a) Greater than 30 years 

b) Between 30 and 31 years.

3. If 25% of the loan applications received by a bank are refused, what 

    is the probability that among 250 loan applications at least 50 will 

    be refused? 
Summary questions for the unit
1. How many different samples of size n = 4 can be selected from a finite 
     population of size N if a) N = 10     b) N = 12     c) N = 25?

i) If selection is without replacement

ii) If the selection is with replacement
2. Explain briefly the meaning of each of the following terms.

a) Bias                               e) Parameter

     b) Discrete variable            f) sampling error                   
     c)  Continuous variable      g) Non – sampling error       
     d) Statistic

3. Random samples of size 2 are drawn from the finite population, which 
     consists of the numbers 5, 6, 7, 8, 9 and 10. 

a) Show that the mean of this population is ( = 7.5 and its standard deviation is ( =
[image: image196.wmf]12

35

.

b) List the 15 possible random samples of size 2 that can be drawn from this finite population and calculate their means.

c) Using the result of part (b) and construct the sampling distribution of the mean for random samples of size 2 from the given finite population.

d) Calculate the mean and standard deviation of the sampling distribution of the mean obtained in part (c)
4. A random sample of 64 observations is drawn from a population with    

    mean equal to 16 and standard deviation equal to 5. 

     a) Give the mean and standard deviation of the sampling 
          distribution of the sample mean.

      b) Calculate the standard normal value corresponding to the 
          sample mean equal to 15.5

5. For the problem 4, above, find the probability that

a) The sample mean greater than 17

b) The sample mean is less than 15.6

          c).The sample mean falls between 15 and 18.
6. If 5% of productions of a part by a factory are defective, what is the 
    probability that out of 200 randomly selected parts less than12 are    

    defective?

UNIT THREE

Statistical Estimation

3.1. Introduction

Statistical estimation is one of the most important applications of statistics. It is the part of statistics that relates sample characteristics to population characteristics. It is basically concerned with the making of inferences or conclusions about the population parameters based on sample values. In this unit we shall discuss the methods of estimating population values or parameters using sample values or statistics. Although it is possible to estimate any population value, in this unit we shall discuss estimation for the population mean and proportion only.
Objectives
Upon completion of this unit you will be able to 
· Identify the need and properties of estimation

· Identify the types of estimation

· Construct confidence interval for single and difference of two means

· Construct confidence interval for single and difference of two proportions
3.2. Estimation

 The main objects of  statistical estimation is to estimate unknown population quantities such as population mean, population standard deviation, population proportion and others, which are called parameters. These population values (parameters) can be estimated from knowledge of corresponding sample quantities or values such as sample mean, sample standard deviation, sample proportion and others, which are also called statistics.
If the sample taken from the population under study is a representative sample, then the sample values are estimates of the population values. The difference between the sample estimate and the true population value is called sampling error. The objective of this unit is to make a reliable estimate of population parameters, which are usually unknown, by sample data.

There are two types of estimations, point estimation and interval estimation. Let us start with point estimation.
3.2.1. Point estimation.
 Point estimation is the method of estimating a population parameter by a single value. The best method of point estimation is to use statistics; which are formulae which are used to compute from sample data. The statistics with which we estimate parameters are called estimators. The sample mean,
[image: image197.wmf]X

, is an estimator of the population mean,
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. The sample median and mode are also estimators of
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. The sample variance, s2, is a point estimate of the population variance,
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, where n is the sample size and x is the number of items in the sample possessing a certain characteristics, is the point estimate of the population proportion, P.
 For example, if we want to know the average age of workers of all industries of a country, we take a random sample of workers from the industries and calculate the sample mean,
[image: image203.wmf]X

, of their ages. Then this would be the point estimate of the population mean,
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, of the age of the whole workers of the industries of the country.
In point estimation, we use the sample statistics such as
[image: image205.wmf]X

, s2, s and others as a measure for computing sample observations as best estimators of the corresponding population parameters. Thus an estimator is a sample statistic or a formula for computing a value which is used as a guess for the value of the population parameter. The actual number computed from the data is called an estimate. The error of estimation is defined as the estimate minus the population parameter and is usually unknown. But how can those sample statistics are taken to be the best estimators? We mean by best estimator is that the value of the sample statistic should be as close to the population parameter as possible. As an example, which of the averages, mean, median or mode would best describe the population mean,
[image: image206.wmf]m

? 
 In general, the best estimator should be highly reliable and suited to the given problem and have the following desirable properties.
3.2.2. Properties of estimators
i. Unbiasdeness

A sample statistic is said to be unbiased estimator of the population parameter if its expected value equals the value of the parameter. A statistic that does not, on the average tends to yield values equal to the parameter is said to be biased. 
For example, sample mean, median and mode are estimators of the population mean,
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,.The sample mean,
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, is an unbiased estimator of the population mean,
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 and E (Mode) ( 
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, median and mode are not unbiased estimators of
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ii. Consistency

     Consistency refers to the effect of sample size on the accuracy of the estimator. A statistic is considered to be consistent estimator of the population parameter if it gets closer to the value of the parameter as the sample size increases. In other words, a statistic whose standard error becomes smaller as the sample size becomes larger.

iii. Efficiency

An estimator is said to be efficient if its value remains the same or stable as the sample changes. An efficient estimator is the one that have the best sampling stability. It is the one with the least standard error. Therefore, one statistic is more efficient estimator than another if its standard error is smaller for the same sample size. As an example, among the possible point estimators of the average, the mean, median and the mode, the mean is the best estimator since it is the least variant.
 iv. Sufficiency

An estimator is said to be sufficient if it uses all the information about the population parameter contained in the sample. In this regard the mean takes into account all the items in the sample than the mode and median and hence again is the best estimator.
	The following are some examples of parameters and their best 
 estimators.
Parameter                  
Statistic (Estimator)
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	3.3. Interval estimation
	


An interval estimate is a statement showing that a population parameter has a value lying between two specific limits. It is a method where a population parameter is estimated to be within a range of values rather than just a single point. The range of the interval would depend upon the probability with which the population parameter is expected to fall in that range. If we have two statistics T1 and T2 and can determine the probability that the interval (T1, T2) contains the parameter, then this is known as interval estimation.  The probability that the population parameter is included within the confidence interval is called the confidence level or confidence coefficient, which is set by tradition at 95% and 99%, although, levels of 90%, 99.9% and more others are also commonly used. 
As an example consider the population with values 1, 3, 5, and 7. Take a random sample of size 2 with replacement and find the sampling distribution of the mean.
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 Here the mean and the standard deviation of the population as well as that of the sampling distribution could be calculated (see unit 2) and obtain                                                                                                                                                
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 Use these values and compute the interval
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 How many sample means from the sampling distribution fall in this interval?

Obviously 10 possible sample means with the proportion 
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This probability statement is equivalent to the fact that in continuous sampling from the given population 63% of all intervals of the form 
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. Moreover, 63% is called the confidence coefficient and the interval is called confidence interval. Therefore, a confidence interval is a range of numbers believed to include an unknown population parameter.  We are 63% sure that the population parameter is some where between the estimator minus one of the estimator’s standard error and the estimator plus one of its standard error  or we are approximately 63% confident that the unknown population parameter fall in the given interval. This confidence could be increased by increasing the width of the interval.
On the other hand, from the above argument, 37% of the sample means may not be included in the interval. This will decrease as the confidence level increases and is called level of significance and is denoted by α.  Usually ( equals 0.01, 0.05 or 0.1 which really means that there is 1% or 5% or 10% probability that the population mean, (, may not be contained in the interval. 

3.4. Confidence intervals for means.

The mean is one of the most widely used parameter in business. Most business data are summarized and represented by the mean for many practical purposes. For example, the mean or average profit of a business, the mean price increase of commodities in a given year, mean age of workers of an industry and so on.  It is one of the most frequently estimated parameter in business. In confidence interval estimation of the mean, the knowledge of the nature of the population from which the sample is taken is important. The confidence interval for mean depends on whether the population is normal or not. It also depends on the sample size and the knowledge of the population standard deviation of the population from which the sample is taken. The possible combination of these elements and the resulting confidence interval for the population mean is discussed below.

 3.4.1. Normal population, population variance known, Large or 
           small sample  
Suppose we take a random sample of size n, where n is small or large, from a normal population, where 
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 is known, the objective in this case is to construct a 100(1 – α)% confidence interval estimate for the population mean, µ. The best point estimator of µ is 
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 be the probability that the population mean may not be contained in the confidence interval and hence 1 – α will be our confidence level.
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This can be simplified to
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) is a 100(1- () % confidence interval for ( for this case.                                                       
One can take a desired level of significance to estimate the population mean, µ. If ( = 0.05, then
  (
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) is a 95% confidence interval for (, where Z.025 =1.96, from the standard normal table. The value of Z is determined by the level of confidence desired. To have 100% confidence that the population mean actually falls into a computed confidence interval is virtually impossible, since the estimation is done base on sample data. The researcher must select a desired level of confidence, some of the more common of which are 90%, 95%, 98%, 99% and more others.
Example 1
Suppose that we take a random sample of 100 families in a given town and found out that their average monthly income is Birr 600 with standard deviation of income of all families is Birr 50. It is also known that income is normally distributed in the town. Then,
a) Find the point estimate for the average monthly income of all families of the town.
b) Construct a 90% confidence interval estimate for the average monthly income of all families of the town.

Solution
a) The point estimate of the population mean, (, is the sample mean, 
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 Therefore, the point estimate for the average monthly income of all families of the town is 
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b) 1- ( = 90% = 0.90. Hence ( = 0.05

 Here, population is normal; sample size is large, and ( is known to be Birr 50.  Thus the appropriate statistical distribution is z- distribution.

Therefore, a 90% confidence interval estimate for the average monthly income of all families of the town is 
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                                               = (591.775, 608.225)

This shows that we are 90% confident that the average monthly income of all families is between Birr 591.775 and 608.225.
Activity1
Consider once again the problem in example 1, above, and construct a 95%, 99% and 99.9% confidence interval for the average profit of all banks in the country.                      
3.4.2. Non-normal population, large sample, variance known or unknown
In this case, since the sample is large, by the central limit theorem the sample average is approximately normal. That is,
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Therefore, an approximate 100% confidence interval for ( in this case is the same as in (i) above, which is
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When the population standard deviation, , is unknown, it can be estimated by the sample standard deviation, S. When sample sizes are large (n ( 30), the sample standard deviation is a good estimate of the population standard deviation and can be used as an acceptable approximation of the population standard deviation in Z- formula. Therefore, in this case the 100(1- () % confidence interval estimate of the mean, (, is
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 Example 2                           
Construct a 95% confidence interval estimate for the mean age of all workers of an industry if a random sample of 49 workers produced average age of 40 years and the standard deviation of age of the sample workers 5 years.
   Solution 

 Here, 1- ( = 0.95 ( ( = 0.05
Population is non- normal, sample is large and population standard deviation,(, is unknown and is estimated by sample standard deviation  S = 5. Hence we use Z- distribution.
          Z
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 Therefore, a 95% confidence interval for (, mean age of all workers of the industry, is 
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3.4.3.   Normal population, small sample, ( is unknown                                 In some cases, even though population is normal, sample size could be small and population standard deviation, , may be unknown. In this case, the sample average cannot be normal. It has a special distribution called t- distribution. That is, 
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That is, T follows the t- distribution with (n-1) degree of freedom.                         

Degree of freedom refers to the freedom of variation among a set of scores (values). It shows the number of observations or data that are free to vary when s certain restriction is imposed on one of the observation. Given n observations, fix one of them, then the rest n – 1 are free to vary.  Every sampling distribution has at least one parameter that depends at least partly on sample size and is referred to as degree of freedom (df). That is, the exact form of a sampling distribution depends on its degree of freedom. Essentially, df always represents in some sense the number of observations that can be varied without violating some conditions or constraints of the problem. In particular types of problems, df depends not only on sample size, but also on the ways the data are classified and the number of parameters estimated from the data.

Properties of t- distribution
This distribution is another important distribution in statistics which is used in small sample cases. It is described by one parameter, which is its degree of freedom. Therefore, the shape of the t- distribution is determined by the degree of freedom, n-1. 
Whenever the population from which the sample is selected is normally distributed with unknown standard deviation and small sample, the sampling distribution for 
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 will be described by t distribution with  n-1 degree of freedom. This distribution is sometimes called Student t distribution after a person who first developed it with a cover name “Student".
 The t distribution has the following important properties.

1. It is symmetrical, ranging from -( to (.

2. It is a continuous distribution.

3. The standard distribution with n-1 degrees of freedom has a mean of zero and a variance greater than 1. 
Therefore, the t and Z (normal) distributions have similarities and differences. Both of them are symmetrical, continuous and have mean zero when standardized. Their difference is in their spread. The t curve is down at the mean, that is, it is more spread out or flatter at the centre and higher at the tails compared to Z curve. As the sample size increases, the variance of t distribution approaches to 1. Thus as the sample size increases, the t distribution approaches the standard normal distribution (Z -distribution) in shape and characteristics. Therefore, the t – distribution converges to the normal distribution as the degree of freedom   increases 

                                                                                                                                                                                                                                                                                                   Since the t- distribution like the standard normal distribution is symmetrical about its mean ( =0, we can now duplicate the argument       given in constructing confidence interval for the mean , above, and arrive at 100(1-()% small- sample confidence interval for ( as
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Example 3.
If a random sample of 25 businessmen in a given town showed a mean monthly profit of Birr 1200 with a standard deviation of Birr 500, establishes a 99% confidence interval estimate for the mean monthly profit of all businessmen in the town. Assume that profit is normal.
Solution

 1- (  = 0.99 ( ( = 0.01
 Since population is normal with respect to the variable of study, sample n is small and population standard deviation, , is unknown, the sample mean has a t- distribution with n-1 degrees of freedom. Therefore, a 99% confidence interval estimate of (, the mean monthly profit of all businessmen in the town is
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Activity 2
Repeat the problem in example 3, above, and construct a90% confidence interval estimate if sample size increases to 50.
3.5. Sample size determination when estimating population mean.

It is in general obvious that the larger the sample size, the closer the sample statistic will be to the population parameter. Therefore, the degree accuracy and the degree of confidence in our estimate are the main factors in the choice of the sample size. 
Let us assume that the population from which we want to sample is normal or the sample we would like to take is large and finite population correction factor is omitted. In the previous sections, we have seen that by central limit theorem, if n is large then the sample mean is normal with mean ( and variance  
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Estimating reliability may therefore be described in terms of the normal curve.  
 The difference between 
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 and ( is the error of estimation or reliability level. It is also obvious that if 
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where, Z is a value to be read from normal table for any given level of significance, . 
Therefore, the two important factors that must considered seriously when estimating the sample size are

i. The maximum allowable error in our estimate (E)

ii. The standard deviation of the population (().                         The population variance ((2) or population standard deviation (() may not be given or known in most cases. There are several ways of estimating it. Some times the information is available from the previous surveys. In the absence of this information, a small preliminary survey might be made in order to obtain an estimate of the variance. When, as often happens, neither of these solutions is feasible, a very crude estimate can be made from the relationships 
S2 = 
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where, R = estimated range from the smallest to the largest unit value likely to be encountered in sampling. Note that this approximation procedure should be used only when no other estimate of the variance or standard deviation is available.
Note also that from (3.16) above, E = Z/2 
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, which is one-half the width of the confidence interval in estimating the population mean for a given  level. Therefore, the maximum allowable error could be taken as half the width of the confidence interval estimate of the population mean at the required  level in determining sample size in this case.

Example 4
A battery manufacturer knows that the standard deviation of the life in hrs of a certain type of battery is around 4.5. The manufacturer wants to estimate the average life of all batteries of this kind to within one hr with 95% confidence. What sample size is required for the purpose? 
Solution 

Here, E =
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 - µ = 1 year.                                                                                        The Z value for 95% is 1.96.

The population standard deviation is known to be  = 4.5
Then, n = 
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= 77.7924
The required sample size is 78 battries.
3.6. Confidence interval estimation for single proportion

 We have seen in chapter two of central limit theorem, that when samples of size n are selected from a population of having a proportion of P, if nP>5 and nQ>5, then the sample proportion,
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         Z = 
[image: image355.wmf]n

PQ

p

p

-

ˆ

 
Where, P = population proportion, Q = 1 - P
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And the standard deviation of the proportion, (p, is given as  
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Solving for P in (3.5) is a bit complicated, for p is both in the numerator and denominator. Hence we shall estimate 
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And as usual let us assume ( as the probability that the population proportion may not be contained in the interval.
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Therefore, a 100(1 - () % confidence interval for the population proportion, p, is given by 
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)   is a 95% confidence interval for P.
Example 5
Suppose that a sample survey of 1000 people was taken at a certain polling station for election of candidates of city council. If 450 of them prefer a candidate A. Then construct a 95% confidence interval estimate for the proportion of all people, who prefer candidate A.

Solution

 The sample proportion of people who prefer candidate A is 
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Since P is not known, we approximate 
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for P and it is true that nP>5 and nQ>5, where, Q = 1 - P
Therefore, by central limit theorem a 95% confidence interval estimate of population proportion, P, is
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               = (0.4192, 0.4808)
                   Or (41.92%, 48.08%)

In general one can conclude that when sampling from the same population using a fixed sample size, the higher the confidence level, the wider the confidence interval and when sampling from the same population using a fixed confidence level, the larger the sample size, the narrower the confidence interval.

Note also that confidence intervals could be one - tailed or two – tailed. The confidence intervals we constructed so far are called two – tailed or two – sided confidence intervals, in which, we are interested in finding both lower and upper bounds for the parameter of interest. It is also possible to construct a one – tailed or one – sided confidence interval, when we are interested in finding lower bound only or upper bound only. Such confidence intervals are useful when we are interested that that the population parameter is no greater than a specific value, in which we construct a right – hand confidence interval for the population parameter. Similarly when we are interested that the population parameter is no smaller than a specific value, we construct a left – hand confidence interval for the population parameter.

As an example a right – hand 100(1- )% confidence interval for the population mean, μ, is given by
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And a left – hand 100(1 - )% confidence interval for μ is 
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Example 6.
A company wants to estimate its minimum daily production. It wanted to estimate a 99% lower bound for the average daily production. A sample of 49 days production produces mean of 2200 units with standard deviation of 400 units.

 Solution 
A left – hand 99% confidence interval for the population mean, μ, is 
                   [
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3.7. Determination of sample size when estimating population proportions

As shown in the previous cases, by central limit theorem if p is population proportion, np> 5 and nQ > 5 then the Z value for sample proportions is,
             Z =  
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, which is one-half the desired confidence interval width in estimating the population proportion. And solving for n gives the sample size,
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This formula assumes that the population proportion, P, is known. If the actual value of P is not known prior to the study, similar studies might have generated or a sample proportion,
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, could be a good approximation of P. Note also that in this case if no better estimate of P is available, we must use 0.5, which is a very crude estimate of P.

Example 7
A survey was conducted to know the proportion of consumers who buy a newly produced soap. The study wanted to be 99% confident that the estimate is within ( 2% of the true population proportion. What sample size should be taken if a previous survey showed that 40% of consumers buy it?
Solution 

For 99% level of confidence, the value of Z0.01/2 = Z 0.005 = 2.58.

P = 0.4, E = 0.02 then, n = 
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Therefore, the sample size that must be taken is 3994consumers 

3.8. The finite population correction factor
In the construction of confidence intervals in all of the cases so far we assumed infinite population that implies, the populations are much larger than the samples, which is the case in most practical works. But as stated in chapter 2, if we sample from a finite population and when the size of the sample, n, constitutes at least 5% of the size of the population, N, we have to use a finite population correction factor and modify the standard error of the estimators. In such cases, we have seen in chapter 2 that the standard error of the sample mean,
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Therefore, a large – sample 100(1- )% confidence interval for, μ, using the finite population correction factor is given by
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Similarly, a large – sample 100(1 - )% confidence interval for the population proportion, using a finite  population correction factor is 
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Example 8
A company has 10,000 workers. To estimate the average income per month of these workers, a random sample of 600 workers are chosen and found average income of Birr 800 per month with standard deviation of Birr 150. Construct a 95% confidence interval for the average income per month of all workers.

Solution

Here, N = 10,000 and n = 600. Since the sample fraction,                             n/N = 600/10000 = 0.06, greater than 0.05, we have to use a confidence interval with a finite population correction factor.
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Therefore, a 95% confidence interval for the average income of all workers is (788.36, 811.64)

3.9. Confidence intervals for the difference between two population    

         means. 

3.9.1.  Normal population, (1 and (2 known, samples large or small.
Suppose that a random sample of size n1 from a N ((1,(12) population and n2 from another independent N ((2, (22) population are drawn and 
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Then the Z value is
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where, (1 = the mean of population 1 and (2 = the mean of population 2

By similar argument of the above cases, 
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where, ( is the probability that the difference in the population means may not be contained in the confidence interval. 

Thus, a 100(1 - () % confidence interval for the difference in the population means,(1 - (2, is given as 
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                           Example 9
Suppose that a study showed that a sample of 150 professional working men earn average monthly salary of Birr 3000 with standard deviation of Birr 800 and a sample of 100 professional working women earn monthly salary of Birr 2500 with standard deviation of Birr 600.  Assuming that salary is normal, construct a 99% confidence interval estimate for the difference in average salary between professional working men and professional working women.

Solution
Let µA= population average salary of all professional working men.

      µB = population average salary of all professional working women.

The objective is to construct a 99% confidence interval estimate for the difference in salary of all professional working men and women, µA- µB,
Here, populations are normal and population standard deviations, A and B are known to be 800 and 600 hrs respectively. Therefore, a 99% confidence interval for the difference in population salary is given by
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                    nA = 150                         nB = 100

1 -  = 99% = 0.99   (  = 0.01

  Z(/2 = Z0.005 = 2.58
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    = (500 – 88.69, 500 + 88.69)

    = (511.31, 588.69)

3.9.2. Non- normal population, large samples, 
This case again by central limit theorem, can be shown to be approximately similar to case 3.5.1.above, which is the 100(1 - () % confidence interval for (1 - (2 is 
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Here, if (12 and (22 are not known, they can be estimated by the sample variances, S12 and S22, where, 
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Example 10
The following is summary data of sample information from two different populations, A and B.

                  Sample A                    Sample B
                    nA = 60                        nB = 100
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 = 54.5 Birr              
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                   SA= 2.3 Birr                 SB = 2.1 Birr

 Construct a 99% confidence interval for the difference in the means of the two populations.
Solution

 1 - ( = 0.99 ( ( = 0.01, Z
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Since samples are large, by central limit theorem, 99% confidence interval estimate for the difference of the population means, (1 - (2, is 

 [54.5-42.3)-2.58
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3.9.3. Normal population, Small samples, Variances unknown.

Suppose that we have a random sample of size n1 from a N ((1,(12) population and another independent sample of size n2 from a N ((2, (22) population. If (12 and (22 are unknown, estimate them by
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, has t- distribution with different degrees of freedom and pooled variance, Sp2, to be determined in the following two cases.
Case 1: When population variances are equal, which is, (12 = (22 = (2
Here, although the population variances are unknown, if it is known that they are equal, the sample variances are estimated by the pooled variance, Sp2, given by
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Thus the confidence interval estimate of, (1 - (2, of this case can be shown to be
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  With degree of freedom = n1+n2-2.

Case 2: When population variances are not equal, that is, (12 ≠ (22
In this case, 
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Where the degree of freedom, ν, is estimated by                                                           

                        ν = 
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That gives the confidence interval estimate for ((1 - (2 i) in this case is 
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Example 11
A transport company wants to see the difference in fuel efficiency of two types of lorries it operates. It obtains data from samples of the two types of lorries, A and B with the following result.

	
	           Lorry type

	
	    A
	B

	Average mileage per liter
	12.9
	10.0

	Standard deviation
	2.3
	2.0

	Sample size
	20
	25


 Assuming that for each lorry, the fuel efficiency is normally distributed and population variances are assumed to be equal, construct a 95% confidence interval to estimate for the difference in the averages fuel efficiency of the two lorries.
Solution

Here, 
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Since sample sizes are small and population variances are unknown, we use t- distribution. And since population variances are equal, that is,              (A2 = (B2 = (2, and then we take the first case. Therefore, the 95% confidence interval for ((A - (B) is given by
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, with (nA+nB-2) degree of freedom.

For σ = 0.05, t = t0.05/2(43) = t0.025(43) = 2.01. Hence,

(12.9 – 10.0) ± (2.01)
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= 2.9 ± 1.29
                                                                     = (1.61, 4.09)    
Activity 3
Repeat example 11 above if the population variances (A2 and (B2 are not equal.

3.10. Confidence interval estimation for the difference of two 
      Population proportions
There are also several situations in business where it would be necessary to estimate the difference in two population proportions. It would be necessary to know if there is any difference in the market share proportion of two products or it would be necessary to know the difference in the proportion of trained workers in two different departments of an organization.

The procedure for constructing confidence interval estimate for the difference in two population proportions is simply the extension of the procedure for constructing confidence interval estimation of single proportion given in section 3.4

By the central limit theorem as given in 2.13 and 2,14, the sampling distribution of difference between two sample proportions,
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Solving for P1–P2, which is the difference in the two population proportions gives the confidence interval estimate
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Therefore, this expression gives a 100(1-)% confidence interval estimate for the difference in the two population proportions, where Z(/2 is to be read from normal table for any significance level .

Example 13
Consider that we have a random sample of 200 workers of an industry of which 50 are graduates and 250 workers of a second industry 80 are graduates. Construct a 99% confidence interval estimate for the difference in the proportion of graduates in the two industries. 

Solution
Here, n1=200, n2=250
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Therefore, a 99% confidence interval for the difference in the proportions of foreigners in the two economic sectors is 
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Self- assessment questions
1. A scientist wants to study the effect of communication on working 

       capability of teams. A sample of 16 teams of workers completed a 

       specific task in an average of 26.4 minutes with a standard deviation 

       of 4.0 minutes. 

    a) Assuming normality construct a 95% confidence interval for the    

        mean time required to complete the task.

     b).Suppose the population standard deviation was known to be equal 

     to 2.3 minutes, assuming normality construct a 99% confidence 

          interval.

    c) In addition to the information in (b) if the sample size is 120 teams,  

         reconstruct the confidence interval.

2. Suppose that a production facility purchases a particular component 
    part in large lots from a supplier. The production manager wants to    

    estimate the proportion of defective parts received from this supplier. 
    She believes that the proportion of defects is no more than 0.20 and 
    wants to be within0.02 of the true proportion of defects with a 90% 
    level of confidence.
     a) How large a sample should she take?

     b) If the samples in (a) produces sample proportion of 0.30, construct    

         a 99% confidence interval estimate for the proportion of all      

         defective parts.

Summary questions for the unit
1. Read the value of t for which the area to the right is 

       a) 0.10    i) with 10 degree of freedom

                     ii) with 18 degree of freedom

       b) 0.05    i) with 5 degree of freedom

                     ii) with 27 degree of freedom

       c) 0.025   i) with 8 degree of freedom

                      ii) with 13 degree of freedom       

2. A sample of 40 workers has an average salary of Birr 564 with a 
       standard deviation of Birr 60. Construct the 90% and 99%     

       confidence interval estimation for the average salary of all workers.

3. Suppose that a random sample of 85 items has been taken from a population and 40 of the items contain the characteristic of interest. Use this information to calculate a 90% confidence interval to estimate the proportion of the population that possesses the characteristic of interest. Calculate also 95% and 99% confidence intervals. As the level of confidence changed and the other sample information stayed constant, what happened to the confidence interval?

4. Suppose that the number of times villagers visit a nearby supermarket is normally distributed. A random sample of 25 villagers was taken producing an average number of visiting times per month is 7 days with variance 1.6 days. Construct a 99% confidence interval for the population mean of all villagers who visit the supper market.

5. Use the following sample information to construct a 95% confidence   

      interval for the difference in the two population means in each case:

      a)     Sample 1                  sample 2 
               n1 = 32                   n2 = 35
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 = 32.4               
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= 36.2

              S1 = 3.6                  S2 = 4.2

       b)     Sample 1              Sample 2
               n1 = 120               n2 = 110
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 = 56.4             
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= 58.1

                S1 = 5.3                S2 = 5.0

  c) In addition to the information in (a) if populations are normal and  

     having equal population standard deviation more over n1 and n2 

          are changed to 24 and 27 respectively.                                                                       6. The following is data of profit in million Birr of an investment for 

    the last 18 years.

                    10.7       8.2         10.2         9.0         6.7        14.0

                    11.6       7.4         11.0         13.4       8.9        10.8

                    13.1       9. 5        12.0          9.6        10.3       9.8

Assuming that profit is normally distributed, construct a 98% 

confidence interval for the profit of the investment. What is the 

 point estimate for the population profit?                                                     

Unit Four

Tests of hypotheses

4.1. Introduction 
Hypothesis testing is a method of analysis that makes inferences about population parameters or relationship of variables from sample data. The procedure is that we make an assumption about the population parameter or the relationship variables under study and then test the assumptions on the basis of sample information or data. It is one the major techniques of statistical inference, which is used to solve many practical problems in business and in any field in general. 
Objectives  
Upon completion of this unit you will be able to                                                                                                         

· Define hypothesis and statistical tests
· Identify the types of hypothesis and types of errors
· Know level of significance and power of a test

· Test about means 

· Test about proportions 

· Make analysis of variance
4.2. Definition of hypothesis
A hypothesis is a statement or assumption made about the population parameters, which may or may not be true. It also takes the form of a statement or assumption about relationship between two variables, an independent variable (cause) and a dependent variable (effect).                                   A hypothesis is not necessarily true, it can be either right or wrong, and we use a sample data to help us decide. If we know every thing, there is no need for statistical hypothesis testing. When there is uncertainty, statistical hypothesis testing will help us learn as much possible from the information available to us. In broader view, hypothesis testing is one component of the decision- making process.  
As an example consider the following.

1. The proportion of educated people in Ethiopia is not less than 30%.

2. The average monthly income of families of AA is less or equal to  Birr 800.
3. The cause of high number of Aids patients in Africa is poverty.

The first two examples are assumptions about population parameters, proportion of educated people in Ethiopia and average family monthly income respectively. The third example shows assumption about the relationship of two variables, poverty and number of aids patients. In all cases of the above examples, we need to draw conclusions or make decisions about the specified population parameters or relationship of variables on the basis of sample information. These decisions are called statistical decisions. These assumptions about the population parameters or relationship of variables are called hypotheses. Such main statements (assumptions) are also called null hypotheses which are usually denoted by Ho.  A hypothesis accepted when Ho is rejected is called an alternative hypothesis which is also denoted by Ha or H1. The alternative hypothesis, which is also called research hypothesis, is to be accepted only if there is convincing statistical evidence that would rule out the null hypothesis as a reasonable possibility. Hence, hypotheses are composed of both the null and alternative hypotheses and are always formulated as opposite, so that when one is true the other is false. Therefore, the above assumptions are not full hypotheses, for they represent only the null hypothesis, which is the most likely assumption. Let us now try to rewrite the above assumptions into full flagged hypotheses. 
1. Ho: The proportion of educated people in Ethiopia is not less than 

           30%.
   Ha: The proportion of educated people in Ethiopia is less than 

         30%.
     Or                Ho: P ≥ 0.3

                        Ha: P < 0.3
2. Ho:  The average monthly income of families of AA is less or equal to 
            Birr 800.          
     Ha: The average monthly income of families of AA is more than  

            Birr 800.         
           Or        Ho: µ ≤ 800 

                       Ha: µ > 800 

3.  Ho: The cause of high number of Aids patients in Africa is poverty.

    Ha: The cause of high number of Aids patients in Africa is not poverty.
Based on sample values we either accept or reject Ho. If Ho is rejected then the alternative hypothesis, Ha, is accepted. Rejecting Ho could either be the assumption is truly wrong or due to chance that the sample data is wrong. If the decision cannot be explained as being probably due to solely to chance, the difference is said to be statistically significant. Tests devised to check whether this is so are called significant tests. The set of outcomes or values of the random sample for which we reject Ho is known as the rejection or critical region, while the set of values for which Ho is accepted is known as the acceptance region. Thus, a test of hypotheses is the partitioning of the set of outcomes into the critical and the acceptance region.  
In testing hypothesis we always consider the following assumptions 

  1. The data set is a random sample from the population of interest, and 

  2. Either the quantity being measured is approximately normal, or else the sample size is large enough that the central limit theorem ensures that the sample average is approximately normally distributed. 
Let us now consider the hypothesis about thee average monthly family income of AA given above 

                        Ho: µ ≤ 800 

                       Ha: µ > 800  
The objective here is to check if the claim or assumption made about the average family income is correct or not.

The decision as to whether or not to approve the assumption will depend on the test results from the sample data. Therefore, the decision will be based on the level of the sample mean,
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, which is referred to as the test statistic.

To make test suppose we take a random sample of 500 families and decide to reject Ho if 
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 > 800 and accept Ho if 
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 ≤ 800.
The value 800 is commonly referred to as critical value. The test statistic is then used to formulate a decision rule to translate sample evidence into a course of action. Therefore, the decision is accept Ho              
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 ≤ 800 and reject Ho if 
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 > 800.
Therefore, the set of values {
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 > 800} is called critical or rejection region and the set of values {
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 ≤ 800} ia called acceptance region.
When testing such hypotheses we always make errors since the test depends on sample data. There are two types of such errors, type I and type II errors. Type I error is made when Ho is wrongly rejected, while Type II error is made when Ho is wrongly accepted. These two types of errors can be summarized as follow

	
	Accept Ho
	Reject Ho

	Ho True
	No error
	Type I error

	Ho False
	Type II error
	No error


Notation

The probability of type I error is denoted by ( and the probability of type II error is denoted by (.
    P (Type 1 error) = P (rejecting Ho ( Ho is true) = (
    P (Type 11 error) = P (accepting Ho ( Ho is false) = (
Level of significance. The probability of rejecting Ho when it is infact true is denoted by ( and is known as a level of significance. That is,

   Level of significance = ( = P (reject Ho/ Ho is true)
                                      = P (type I error)

   ( is usually taken as 0.05 or 0.01.
Power of a test. The power of a test is defined as the probability of rejecting the null hypothesis Ho when it is actually false or the probability of accepting Ho when it is actually false. That is,

      Power of a test = P (rejecting Ho/ Ho is false)

                              = 1 – P (accept Ho/ H0 is false)

                                 = 1 – P (type II error)

                                 = 1 - (
where ( is the probability of type II error. 

In a similar manner we show that,

Power of a test = 1 - (                                                                                              This shows that the smaller the two types of errors, ( and (, the stronger the power of the test. Therefore, the objective of any test is to minimize the two types of errors. However, it can be shown that we cannot simultaneously minimize the two types of errors. Hence when testing hypothesis, 
We determine the critical values by first specifying alpha ((), the probability of committing type I error. If the cost of committing type I error is high, the decision makers should specify a small alpha. A small alpha results in a small rejection region. If the rejection region is small, the sample mean is less likely to fall there, and the chances of rejecting a true null hypothesis are small. If the acceptance region is large, the probability of committing a type II error (() will also tend to be large. A decrease in ( will increase in (. However, the increase in ( will not equal the decrease in (. Decision makers must examine carefully the costs of committing type I and type II errors and, in light of these costs, attempt to establish acceptable values of ( and (.

The goodness of the choice of the critical value 9 depends on the attitude of the decision towards the two types of errors, Type I and Type II errors. The smaller the two types of errors, the better the test. These errors can be computed for any particular test. It can be shown that when one of the probabilities is decreased the other tends to increase. Therefore, the general agreement is that we fix the probability of type one error at ( and try to minimize type two error (.
Hypotheses in general are of two forms 
Tests of the form,                                                                                                         
              Ho: ( = (o        or            Ho: ( = (o                                                                                                      

             Ha:  ( N (o                       Ha: ( ( (o,                                                                                                            

in which the critical region includes either large or small values of the test statistic are called one- sided or one –tailed tests.                                                                                                                             

A test statistic is a formula which is used for computing from the data in testing hypothesis. The value of the test statistic is used in determining whether or not we may reject the null hypothesis.
And those of the form,

                           Ho:  ( = (o

                                        Ha:  ( ( (o

Including both large and small values of the test statistic are called                two – tailed tests.
Steps in testing hypotheses
In general statistical testing of hypothesis follows certain steps that are more or less taken by most researchers. 

1. Formulate the hypothesis. That is, rewrite the problem to a testable   

     form.

2. Determine alpha (( ), which is usually given 

3. Determine the appropriate statistical distribution used.

4. Determine the test statistic. 

5. Establish the critical region of the test statistic or give the decision 

    rule. The decision rule of a statistical hypothesis test is a rule that   

    specifies the conditions under which the null hypothesis may be 

    rejected.

6. Gather data.

7. Calculate the value of the test statistic and find the tabulated value.

8. Make a decision, that is, accept or reject the null hypothesis, Ho.

4.3. Tests about a single mean
Hypotheses tests about means, just like confidence interval estimation about means considered in the previous unit, are dependent on whether the population is normal or not, samples large or small and population standard deviation known or unknown. Let us see the different possible combinations of these cases and make tests about mean.

4.3.1. Normal population, variance known, large or small sample 

Suppose we take a random sample of size n (large or small) from an                 N ((,
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 is known. We want to test 

                           Ho: (  = (o

                                         Ha: ( (  (o, where (o is a specific value.
 Since the best estimator of ( is 
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, the test statistic must depend on
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But in this case, 
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is the test statistic for testing single mean.
 If ( is really greater than (o, 
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 would most probably be greater than (o and therefore, Z = 
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where, the constant C = Z
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, the value of which is found using the level of significance (
[image: image530.wmf]a

) from the normal table.
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  Critical region for testing the above hypothesis is                       
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          Ha:  (  (  (o

  In a similar argument as above, the critical region is,
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  To test the two- tailed tests,  
                   Ho: (  = (o

                            Ha: (  (  (o, there is no difference between the believed population mean and the specified value.

 Critical region can be shown to be,               

                        (
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Example 1
According to a car manufacturing company, their cars averaged at least 32 miles per gallon in the city. From past records it is known that mileage is normally distributed with standard deviation of 2.5 miles per gallon.  Tests on 16 cars showed that mean mileage in the city is 31.5 miles per gallon. Do the data support the claim of the company at 1% level of significance? 
Solution

The appropriate hypothesis is,

           Ho: ( ≥ 32
           Ha: ( < 32
Here, population is normal, sample size, n = 16, is small and population standard deviation,  = 2.5, is known, and hence we use the normal distribution for the test.
Let ( = 0.01
Here, we have to reject Ho if 
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[image: image536.wmf]n

X

o

s

m

-

( = (
[image: image537.wmf]5

105

.

0

1

985

.

0

-

 ( = 0.728
 Z tab = - Z = - Z0.01 = - 2.33

Since Zcal > Z tab, accept Ho.
Therefore, the claim of the company is correct or the data support the claim of the company.
Activity1
A producer of an electric bulb claims that the average life length of its product is more than 1800hrs. Consumer’s protection agency on the other hand doubts the claim. Therefore, it takes a random sample of 400 bulbs and found out that the mean life length is 1780hrs with standard deviation of 200hrs. Assuming that life length of bulbs is normal, should the agency support the producer’s claim at 5% level of significance?

4.3.2. Non-normal population, large sample, ( known or unknown
We wish to test,

            Ho: (  = (o

                  Ha: (  ( (o

Here, since n is large by the central limit theorem, 
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is approximately normally distributed. Therefore,
          Z = 
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Thus the test statistic and critical region are the same as the above case,
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The critical regions for Ha: (  ( (o and Ha: (  ( (o could similarly be shown to be the same as above.
Note that if 
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 is unknown it could be estimated by S, the sample standard deviation given by
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Example 2
Workers of a given industry complain that their average monthly salary is at most birr 600. Workers union wanted to test the claim of the workers and takes a random sample of 100 workers of the factory that produce a mean monthly salary of Birr 610 with a standard deviation of Birr 50. What should the workers union conclude about the claim of the workers at 5% level of significance?
Solution 
The hypothesis is 

         Ho: ( ( 600
        Ha: ( > 600
Here, ( is unknown and n is large. Therefore, by central limit theorem, the test distribution is Z-distribution.

Critical region is  
[image: image543.wmf]n

s

X

m

-

(  Z(
 
[image: image544.wmf]n

s

X

m

-

 = 
[image: image545.wmf]100

50

600

610

-

= 2
For ( = 0.05, Z0.05 = 1.645
Since Zcal > Z tab, then Ho is rejected. Therefore, the workers union should reject the claim of the workers.
4.3.3.   Normal population, small sample, ( unknown
In some cases of testing hypotheses, because of reasons such as time, money, convenience or availability, is able to gather only a small random sample of data. We usually say n is small if n ( 30. In such cases, if the data are normally distributed in the population and 
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 is known, the Z- test can be used. 
However, if population standard deviation,
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, is unknown the Z test cannot be used but rather the t - test based on the t - distribution is applicable. Here again we replace 
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Suppose we wish to test   Ho: (  = (o    
                                       Ha: ( ( (o         
We have seen earlier that in this case, 
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 has a t- distribution with (n-1) degree of freedom, 
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Critical region is 
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Example 3     

It is known that the average body temperature of human beings is a normal variable with mean 370c. A medical person took the temperatures of ten patients as 39, 37, 41, 35, 37, 37, 34, 38, 40, and 39 in 0 c. Test at the 5% level of significance whether these sample data are consistent with the specified human body temperature.
Solution
The hypothesis is 

       Ho: ( = 37
       Ha: ( ( 37
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At ( = 0.05, ttab = t /2(n – 1) = t 0.025 (9) = 2.26
Since t cal < ttab, accept Ho.
Therefore, the sample data are consistent with the specified body temprature.
Activity2
In a particular school District the I.Q. is known to have a normal distribution with mean of 110. From one school a sample of 25 students were taken and found that their average I.Q. is 115 with variance 100. Is the average in this school different from the district average?
4.4. Test about a single population proportion
As shown in the previous sections, proportion is a value between 0 and 1 that shows the number of items possessing a certain characteristics in the population or sample. There are many situations in business in which we must test the validity of statements about population proportions or percentages. A business man can claim that 90% of population of consumers like his product. A random sample of consumers could be taken test this claim in a similar manner as above.
The method here is to compare the sample proportion with the specified population value or to analyze the qualitative data where we test the presence or absence of a certain characteristics bases on sample values. 

By the central limit theorem, if nP > 5 and nQ > 5, it can be shown that the sample proportion,
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That is if nP > 5 and nQ > 5, then 
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is the test statistic for testing single proportion.

The test procedure is the same as that of the mean, shown in the previous sections. That is the computed value of Z is compared with the table value of Z, which is also known as the critical value of Z.

If the hypothesis is       Ho: P = Po
                                    Ha: P > Po, where Po is a specific value 
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 > Z( ) = , where  is probability of type I error

Therefore, the critical region is 
[image: image571.wmf]n

PQ

p

p

-

ˆ

> Z(                                                    

Similarly, if Ho: P = Po
                   Ha: P < Po
 Critical region is 
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 For the two – tailed hypothesis

                 Ho: P = Po
                 Ha: P ≠ Po
The critical region is  (
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Example 4
A survey on the workers of an industry indicates that 240 workers out of a randomly selected sample of 500 workers are not professionals. But workers union believes that less than or equal to half of the workers are professionals. Test at α = 0.05 the claim of workers union.
Solution
The appropriate hypothesis is 

       Ho: P ≤ 0.5
       Ha: P > 0.5
Here, P = 0.5, Q = 1 – P = 0.05,                                                                               Sample proportion = 
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The calculated value of Z is 

   Zcal = 
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= 0.89                                                                                            For ( = 0.05, the tabulated value is 

 Ztab =Z( = Z0.05 = 1.645.

Since Zcal < Ztab , accept the Ho.                                                                                               

Therefore, the claim of workers union is correct. 
Activity 3

A medical expert claims that at least 60% of diseases of a given community are related to lack of sanitation. A researcher who wanted to test the claim takes a random sample of 500 patients from the community and found out that 350 of the cases are related to sanitation. Test at 1% level of significance if the claim of the medical expert is correct or not.
4.5. Tests involving finite populations
The same way as in the construction of confidence intervals with finite population containing N elements and the sample size, n, constitute at least 5% of the population, we need to use the finite population correction factor, 
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, in tests of hypotheses too. In this case also the standard error of the respective estimators must be multiplied by the finite population correction factor.

In the case of hypothesis tests about the population mean, μ, we incorporate a finite population correction factor by using the standard error, 
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 . When the population standard deviation is unknown, we substitute the sample standard deviation, s, for it.

Similarly, for testing hypotheses about population proportion, P, with finite population and the sample constitutes at least 5% of the population, we incorporate the finite population correction factor to get a standard error of the sample proportion, 
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Example 5
Suppose that a random sample of 200 electric bulbs from a total of 2000 bulbs produces average life length of 12,000 hrs with a standard deviation of Birr 1500 hrs. Test at 5% level of significance that the average life length of the 2000 electric bulbs is at most 11,800 hrs.
 Solution 
For N = 2000 and n = 200, the sampling fraction, n/N = 200/2000 = 0.1, which is more than 0.05. Therefore, the finite population correction factor must be used in the test.

The hypothesis is

             Ho: μ ≤ 11,800

             Ha: μ > 11,800

The test statistic is 
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The critical region is 
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Reject Ho. Therefore, the average life length of the electric bulbs is more than 11,800 hrs.
4.6.   Tests about difference of two means
The comparison of two population means is another important and frequently used statistical technique in business. In testing hypotheses about difference of two means the assumptions we saw in testing hypotheses on single mean are also applicable.
   4.6.1. Normal populations, variances known

Suppose that we have a random sample of size n1 from first population and another independent sample of size of n2 from the second population. The problem here is to see whether there is significant difference between the two population means based on the sample mean difference, 
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Here, it is obvious that the difference in the sample means is normally distributed with mean, μ1- μ2 and variance 
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Suppose we wish to test,
               Ho: (1 = (2    or    Ho: (1 - (2 = 0
               Ha: (1 ( (2              Ha: (1 - (2 > 0         
Here under Ho, the test statistic becomes  
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This gives the critical region as
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If the test is of the form,

            Ho: (1 = (2          or    Ho: (1 - (2 = 0
            Ha: (1 ( (2                   Ha: (1 - (2 < 0
Critical region becomes           
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Similarly if the test is a two- tailed test
              Ho: (1 = (2    or Ho: (1 - (2 = 0  
              Ha: (1 ( (2       Ha: (1 - (2 ≠ 0  
The critical region is                  

            ( 
[image: image604.wmf]2

2

2

1

2

1

2

1

n

n

X

X

s

s

+

-

 (  (   Z
[image: image605.wmf]2

a


Example 6                                                                                                                            A sample of 200 students graduated from college in 1990 produce an average age of 25 years and another sample of 250 students graduated from college in 2005 produce an average age of 23.5. Test at 5% level of significance that the average age of graduation decreases in 2005, assuming normal population and standard deviation of ages of graduation of both years are equal to be 5 years.
Solution
Let (1 = the average age of all students graduated in 1990

      (2 =  the average age of all students graduated in 2005
The required test is 

        Ho: (1 = (2
        Ha: (1 > (2    

Here, populations are normal, 1 = 2 = 5, then the test distribution is normal. Therefore, critical region is
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   = 3.16
 Ztab = Zα = Z0.05   = 1.645                                                                                                  Therefore, we reject Ho, which means that the average age of graduation decreases from that of 1990 significantly. 
4.6.2.   Non- normal population, large samples
Here, since samples are large, by central limit theorem the sample mean difference is approximately normal, and hence the test statistic and critical regions for the various tests in this case is the same as above.  It must be noted that in this case results are only approximate. If 
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are sample means of the first and the second populations respectively.
4.6.3. Normal population, variances unknown, small samples
  The objective again is to test hypotheses about difference of means of two populations in this case. We have two cases here.
Case1: When population variances are equal, which is, 
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. Because the population variances are equal, 
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is logically estimated by the pooled sample variances, Sp2, given as                

                  Sp2 = 
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Suppose we wish to test 

             Ho: (1 = (2
             Ha: (1 ( (2
Under Ho,  
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Thus the critical region for the above test is
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Critical region is
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Similarly for the test
          Ho: (1 = (2
          Ha: (1 ( (2
Critical region is

         (  
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Example 7  

A transport company wants to compare the fuel efficiency of two types of lorries it operates. It obtains data from samples of the two types of lorries, A and B with the following result.
	
	           Lorry type

	
	    A
	B

	Average mileage per liter
	10.9
	10.0

	Standard deviation
	2.3
	2.0

	Sample size
	20
	25


The population variances, although unknown, are assumed to be equal. Assuming normal population, test at 1% level of significance if there is significance difference in the fuel efficiency between the two lorries.
Solution

  The test could be put as

          Ho: (A = (B
           Ha: (A ≠ (B
The critical region is │
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At ( = 0.05, ttab = t 0.025(43) = 2.01                                                                             Accept Ho. Therefore, there is no significance difference in fuel efficiency between the two lorries.
Case2: When population variances are not equal, which is, 
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where, the degree of freedom = ( = 
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Suppose that Ho: (1 = (2
                     Ha: (1 ( (2

Under Ho,   
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Critical region is, 
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Similarly the critical region for the tests with alternative hypotheses                        Ha: (1 ( (2 and Ha: (1 ( (2 respectively are      
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Activity 4

 Repeat problem 7, above, if population variances are assumed not equal, that is, 
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4.7. Tests about several means.                                                                     

We often want to make comparisons among three, four, five or more 
samples or groups. For instance, we may seek to decide on the basis of 
sample data whether there really is a difference in the effectiveness of 
three teaching methods or we may seek to compare the average yields per 
acre of several varieties of maize, and so on. The method we shall 
introduce for this purpose is a powerful statistical tool called analysis of 
variance, ANOVA. It is in general involved in determining if there 
are significant differences among various sample means, from which 
conclusions can be drawn about the difference among various population 
means.
Suppose that (1, (2, --------, (k are the means of the k populations from which the samples are drawn, the hypothesis to test if there is significant differenence among them is given by the form,
                   Ho: (1= (2 = ---------- = (k
                   Ha: these means are not equal (at least two means are equal)
This null hypothesis would be supported if the difference among the sample means are small, and the alternative hypothesis would be supported if at least some of the differences among the sample are large.
Analysis of variance is a statistical methodology based upon the following assumptions.

i. The populations are normally distributed, so that sample statistics tends to reflect the characteristics of the population.

ii. Each sample is independent of the other samples and each sample of size n is drawn randomly.

iii. The populations from which the samples are drawn have equal variances.

The technique in conducting analysis of variance is to split up the total variation into two meaningful components, the distance of the raw scores from their group means known as variation within groups and the distance of group means from one another referred to as variation between groups.     

A good criterion for testing the above hypothesis, that is, the hypothesis that whether the population means are the same or not in all cases is simply the computation of a quantity known as the variance ratio or F- ratio. This quantity is based on the ratio of the two component variances, which is, 

    F =
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Now let us see the computations of the F ratio. Even if samples are randomly taken from the same population, there are always variations both between samples and within samples, which comprises the total variation. This total variation is also known as “total sum of squares" or SST, and is the sum of squared differences between each observation and the overall mean, that is 

                SST = 
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where, Xji represents individual observations for all samples and 
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is the grand mean of all sample means. The computational formula for SST is

               SST = 
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where, 
            N = n1+ n2 + ----------+ nk = total number observations in all samples.
             T = the total sun of all observations
This total sum of squares is contributed by the two component variations,  

variance between samples (groups) and variance within samples (groups).

The variation between samples (groups),(2 between, is due to the effect of differences in treatments, that is, inter- sample (group) variability. It is known as sum of squares between samples (groups), which is denoted by SSB. It is also given by the formula,

                SSB =
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where, nj = the number of observations in the jth group (sample)
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 The computational formula for SSB is,

            SSB = 
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Where, Tj = total of the jth sample (group)
The variance within samples (groups), (2 within, which is also known as sum of squares within samples (groups), denoted by SSW, could be due to sampling error or other natural causes. Some chance variations could still occur to samples that come from the same population.
The sum of squares within samples (groups) is usually obtained from the relationship,

                  SSW = SST – SSB 
Or it can be computed as,

                   SSW = 
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Or by the computational formula,

                   SSW = 
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The mean of the sum of squares could therefore be calculated as follows

Mean of squares between samples (groups) is given by,

            MSB = 
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And mean squares within samples (groups) is also given by,

            MSW = 
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Where, d.fB = between samples (groups) degree of freedom = k-1. These degrees of freedom are also known as numerator d.f. 
             d.fW = within sample (groups) degree of freedom = N-k. These are also called denominator d.f.
              k = the number of samples (groups)
The difference between variance between and variance within could be expressed as a ratio to be designated as F-ratio or variance ratio, which is given as
            F = 
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If population means are exactly the same or equal, then (2 between will be equal to (2 within and the value of F will be equal to 1.

The sampling distribution of the variance ratio is the continuous distribution called F-distribution. The values of F are given on the table called F-distribution table for different ( levels and the two degree of freedoms, d.fB and d.fW, that can be found in any standard statistics book just like the other distributions. That is,
Ftabulated = Fα (k-1, N-k)
 4.8. Properties of the F- distribution
 The F- distribution is a contiuous distribution characterized by degrees of freedom. F- Statistic is defined as the ratio of two chi-square distributions, and a specific F- distribution is described by the degree of freedom (d.f) for the numerator chi-square and the degree of freedom for the denominator chi-square. Therefore, a pair of degrees of freedom, numerator d.f and denominator d.f describes this distribution. This means that this distribution is identified by the two parameters, the numerator and denominator degrees of freedom.

 The curves for the F- distribution when the degrees of freedom for the numerator and denominator varies are shown below
                 R.f                      

                                                 d.f = (30, 30)

                 0.4                             d.f = (20, 6)

                 0.3

                 0.2                                d.f = (6, 6)

                 0.1

                                                                                  F

                         0     1        2       3       4                           

 Since this distribution is the ratio of two sum of squares, it is always positive and is bounded by zero from below. Therefore, it is one- tailed test. The F- distribution is a right- skewed or positively skewed distribution. The F- distribution is most commonly used in Analysis of variance (ANOVA).

The F-distribution is a right- skewed distribution as shown in the curve below. 

 The F- distribution

                                                              

                                                             (

                       0                          F(
 We reject the null hypothesis at the given level of significance, (, and accept the alternative hypothesis when the observed value or calculated value of F exceeds F(. Which means the critical region is                              F > F (k-1, N- k)
Analysis of variance or ANOVA could be summarized by a table called ANOVA table. The following ANOVA table shows the general form of the table for analysis of variance.

                                                     ANOVA table

	Sources of          Sum of        Degree of         Mean 

Variation           squares         freedom           square                    F

	Treatment          SSB                k-1              MSB = 
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Within               SSW               N-k              MSW =
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[image: image661.wmf]MSW

MSB




Example 8    
The following table shows 4 samples from each of 4 different populations. Check if there is any significant difference between the means of the four populations at ( = 0.05 and 0.01.
	x1
	x2
	x3
	x4

	1
	1
	1
	3

	2
	3
	2
	2

	1
	2
	2
	1

	2
	2
	2
	1


Solution

The required hypothesis is,

      Ho: (1 = (2 = (3 = (4
      Ha: Ho is not true or at least one of the means is different. 
	x1
	x2
	x3
	x4

	1
	1
	1
	3

	2
	3
	2
	2

	1
	2
	2
	1

	2
	2
	2
	1

	(x1= 6
	(x2= 8
	(x3= 7
	(x4= 7


  Means   
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= 0.50

             SSW = SST – SSB = 7- 0.50 = 6.50

               d.fB = k-1 =4-1 = 3

               d.fW = N-k =16-4 =12

               MSB = 
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                MSW = 
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                   F = 
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For ( = 0.05, F0.05 (3, 12) =3.49

For ( = 0.01, F0.01 (3, 12) =5.95
Since F calculated is less than F tabulated, we accept the null hypothesis at both ( levels. Therefore, we can conclude that there is no significant difference between the four populations.
The analysis of variance done above can be summarized by the ANOVA table as follows.

                                               ANOVA table

	Sources of          Sum of        Degree of         Mean 

Variation           squares         freedom           square                       F

	Treatment          SSB =0.5         k-1= 3        MSB = 0.17          
[image: image674.wmf]MSW

MSB

=0.31                                                                                                                                                      

Within               SSW = 6.5       N-k= 12      MSW = 0.54

Total                   SST= 7




Activity 5
Five different teaching methods are to be compared with respect to effectiveness in teaching. A common test was administered to 6 students thought by each method. The scores for each student from each method are given below. Test at significant levels, 0.01 and 0.05 if there is any significant difference in the effectiveness of the methods.
	
	Section1

Scores (x1)
	Section2

Scores (x2)
	Section3

Scores (x3)
	Section4

Scores (x4)
	Section5

Scores (x5)

	
	8
	7
	10
	12
	9

	
	10
	12
	13
	15
	11

	
	12
	12
	11
	10
	10

	
	10
	10
	12
	13
	14

	
	5
	8
	12
	12
	10

	
	9
	10
	14
	10
	12

	
	
	
	
	
	


Self – assessment problems 

1. In order to be profitable, a new industrial product sale per customer   

   must average more than or equal to 4.2 units. A random sample of 64     

   customers is selected and their advance order for the new product is 
   recorded, and the sample mean and standard deviation are 4 units 
   and 1.8 units, respectively. At 1% level, check whether the product is 

   profitable or not.

2. A survey by workers union has shown that 10% of factory workers are   

   smokers. Tobacco producers on the other hand believe that the figure 

   is higher than this. To test this claim a neutral body takes a random   

   sample of 550 factory workers and 110 of them replied that they  

   smoke regularly. Is the claim of tobacco producers correct at  = 0.05?

3. Three varieties of wheat A, B, and C where sown in 4 plots each and 

    the following yields in quintals per acre were obtained. Test at 1% level 

    of significance if there is significant difference in productivity of the 

    three varieties of wheat.
                                                          Variety
                              Plot                 A         B        C       

                                1                    10      9         4

                                2                     6       7         7

                                3                     7       7         7

                                4                     9       5         6

Summary questions for the unit
1. A random sample of 12 graduates from a normally distributed 
   secretarial school population averaged 73.8 words per minute and 
   standard deviation of 7.9 words per minute on a typing test. Use the    

   level of significance ( = 0.01 to test an employer’s claim that the 
   school’s graduates average less than 75.0 words per minute.

2. Suppose that you are studying a phenomenon. There are five 

   treatment levels and 55 total people in the study. Each treatment 

   level has the same sample size. Complete the following ANOVA.                    

                    Source of variation         SS            df        MS          F

                        Treatments               583.39       

                         Error                        972.18

                         Total                        1555.57

3. Test each of the following hypotheses using the given information, 
    assuming that the populations are normally distributed

a) Ho: ( = 16

Ha: ( ( 16 for  = 0.05, n = 20, 
[image: image675.wmf]x

= 16.45, S = 3.59

b) Ho: ( = 540

Ha: ( ( 540 for n = 25, 
[image: image676.wmf]x

= 557, ( = 50.4

 c) Ho: μ1 = μ2
Ha: μ1 > μ2, for = 0.01, 
[image: image677.wmf]1

x

= 40, 
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x

= 38, n1 = 30, n2 = 50,                  1 = 10, 2 = 20.

             d) Ho: μ1 = μ2
Ha: μ1 < μ2, for = 0.05, 
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x

= 246, 
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x

= 253, n1 = 12, n2 = 20,                  s1 = 9.2, s2 = 10.5. Assuming that 1 = 2
4. The following is data of profit gained in different months in millions of 
    Birr of two banks A and B.    
	
	                   Profit

	Bank A
	2.3    5.4    0.5    3.6    7.9    4.3

	Bank B
	1.6    2.9    7.6    4.4    5.9


       Test at  = 0.05 if there is a difference in the average profit of the 

       two banks, assuming that the population variances of the two 

       banks are different.

5. Check whether there is a significant difference in the means of the     

    following 3 populations at  = 0.05.

                                     1             2              3
                                    2              5              3

                                    1              3              4
                                    3              6              5

                                    3              4              5

                                    2              5              3

                                    1              4              5

Unit 5

The chi-square tests
5.1. Introduction 
In this unit we will discuss another important distribution known as the chi- square distribution and different tests made using this distribution. The chi – square tests differ significantly from the previous tests in such a way that it provides hypothesis tests for qualitative data, where you have categories instead of numbers. The previous tests we discussed are used to test hypotheses for quantitative data. 
Objectives
Upon completion of this unit, you will be able to                                           

    -    Identify the properties of the chi- square distribution.

    -   Identify the purposes of the chi – square tests
    -   Make the various hypothesis tests using the chi – square    

         Distributions
     -    Make tests about independence 

     -    Make tests about homogeneity

     -     Make test about goodness – of- fit

5.2. Properties of the chi- square distribution
The chi-square distribution is denoted by a Greek letter (2. Like the t- distribution, this distribution has associated with a single degree of freedom. The mean of a chi- square distribution is equal to its degree of freedom, d.f, and its variance is equal to two degrees of freedom, 2(d.f). The shape or curve of this distribution is depends on the number of the degrees of freedom. As the d.f increases, the chi-square distribution looks more and more like a normal distribution. In fact, as d.f increases, the chi-square distribution approaches a normal distribution with mean d.f and variance 2(d.f). 
The chi- square distribution is based on a sum of squares as we shall see it below. Therefore, the value of (2 is always larger than or equal to zero. Hence, the chi-square random variable cannot be negative . The resulting distribution has a positive skew or skewed to the right and the skewness is less with more degrees of freedom. Another characteristic of this distribution is that it is not symmetrical and is always positively skewed.                                                                                                   Shape of the chi-square distribution looks as follows
                  


                            1- (

                      (21-(/2                    (2(/2
The chi – square distribution is a statistical distribution that can be used to test if an observed series of values differ significantly from what is expected. Therefore, the chi- square tests are most commonly used in studies dealing with qualitative data, usually expressed by their frequencies.             
A statistic that measure the discrepancy between k observed value frequencies f1, f2, ----, fk and their corresponding expected frequencies,                 e1, e2, ----, ek is called the chi- square ((2) statistic, which is defined by 

                       (2 = 
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The chi-square statistic is thus measures the difference between the actual count and the expected counts. It implies that if the actual results exactly as expected then actual minus expected equals zero for each item in the series and (2 works out at zero. On the other hand, the bigger the difference between actual and expected, the bigger the squares of these differences and therefore the bigger (2 becomes.                                             

Therefore, we usually reject the null hypothesis (Ho) if the value of (2 is significantly larger than zero or more precisely, the critical region is                         (2 calculated is greater than (2 tabulated, that is, reject Ho if (2 > (2tab.
Where the tabulated chi – square value can be obtained from a table called chi – square table with a single degree of freedom for any α – level.
5.3. The chi-square tests.

The chi – square tests differ from the previous tests in such a way that these tests are mainly applicable to qualitative data where we have to make comparisons of frequancies rather than mean scores. 

The chi-square tests require the following assumptions.

1. The data set is a random sample from the population of interest.

2. At least five counts are expected in each category.

If these assumptions are satisfied, the chi – square test is applicable in many practical problems. Let now discuss the most important chi –square tests in business problems. 
5.3.1. Tests of independence.

More often we are interested to know whether or not two variables may be considered to be independent of one another. For example, blood type and prevalence of diseases, advertizing and amount of sales, and so on are some of the situations in which one might be interested to know whether there is any relation or association between them or not, that is, whether one variable is independent of the other. Two qualitative variables are said to be independent if knowledge about the value of one variable does not help predict the other, that is, the probabilities for one variable are the same as the conditional probabilities given the other variable.   

To study this, what we actually do is, take a random sample of size n from the population of interest and classify them according to two criteria. The observed frequencies can then be presented in the form of table known as contingency table. The analysis performed from this table is sometimes referred to as contingency analysis. Probably the most common application of the (2 test is to a contingency table situation. The (2- square test for independence is used to decide whether two qualitative variables are independent or not, based on a table of observed counts from a bivariate qualitative data set. It is computed from a table that gives the counts you would expect if the two variables were independent. 

The appropriate hypothesis in this case is usually given as  

       Ho: The two variables are independent of one another

       Ha: The two variables are associated; they are not independent of 

              one another 

Assumptions in using contingency table in testing independence are 

1. The data set is a random sample from the population of interest.

2. The sample size, n, will be large enough so that for every cell the 

     expected count will be equal to 5 or more. 

 Expected count is computed by         
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Suppose we have a sample of n observations from a single population. We classify the n observations according to two variables A and B. Assume classification A has r classes, A1, A2, ------ Ar and classification B has c classes, B1, B2, ------- Bc. This can be shown by a (r X c) contingency table shown below.
	
	
	
	
	
	

	Classification A
	B1
	B2
	       …
	Bc
	Total

	A1
	f11
	f12
	         …
	f1c
	n1.

	A2
	f21
	f22
	         …
	f2c
	n2.

	     (
	(
	(
	      (
	  (
	  (

	Ar
	fr1
	fr2
	          …
	frc
	nr.

	Total
	n.1
	n.2
	          …
	f.c
	n


To test the above hypothesis we apply the (2 test.

Compute (2 =
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Compare this computed value with the value from the chi-square table ((2() with degree of freedom (r-1)(c-1).                                                                                 

Reject Ho if the computed (2 is larger than (2( [(r-1)(c-1)], where r and c are number of rows and columns respectively.

Example 1
A research team studying the relationship between blood type and severity of a certain condition in a population collected data on 1500 subjects as displayed in the following contingency table.

	
	
	
	
	
	

	Severity
	A
	B
	AB
	O
	Total

	Severity absent
	543
	211
	90
	476
	1230

	Condition mild
	44
	22
	8
	31
	105

	Sever
	28
	9
	7
	31
	75

	Total
	615
	242
	105
	538
	1410


 Are these data compatible with the hypothesis that the severity of condition and blood type are independent?

Solution 
We have to test 

      Ho: Severity of condition and blood type are independent.

       Ha: Ho is not true (they are not independent).

     Compute the expected frequencies, eij = 
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Thus the corresponding eij's are as follows.
	541.2
	212.96
	92.40
	473.44

	43.05
	16.94
	7.35
	37.66

	30.75
	12.10
	5.25
	29.90


               (2 = 
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 = 5.12

For ( = 0.05 and degree of freedom (3-1)(4-1) = 6, the (20.05(6) = 12.592.

Accept Ho, that is, severity of condition and blood types are independent.

In contingency table analysis, the problem of small expected frequencies case is often a threat in the chi- square tests. Some cells could yield small expected frequencies that could pose a possible threat to the validity of the chi- square tests. Although there is a general disagreement on how to handle this problem, Cochran, recommended the following. For contingency tables with more than 1 degree of freedom, a minimum expected frequency per cell of 1 is permissible if no more than 20% of the cells have expected frequencies less than 5. Otherwise, he suggested that we may combine adjacent rows and/or columns as long as this does not violet the logic of the classification scheme.

The 2 x 2 contingency table or contingency table with 1 degree of freedom is also affected by the problem of small expected frequencies. In this case Cochran recommended that we should not use the chi-square test if                n < 20, or if 20 < n < 40 and any expected frequency is less than 5.  More over, if n is greater than 40, no expected frequency in a 2 x 2 contingency table should be less than 1. 

In a 2 x 2 contingency analysis, F. Yates in 1934, suggested a better way of handling this problem. In situations where the chi-square is used, the observed frequencies are discrete and the chi-square distribution used in the test is continuous. In such cases, it is often recommended that the value of the statistic be “corrected” so that its discrete distribution will be better approximated by the continuous chi-square distribution. This correction is thus called Yates’ correction and involves subtracting 0.5 from the absolute value of the difference between the observed and the expected counts before squaring them.

The Yates – corrected form of the statistic is given by 

    Yates – corrected (2 = 
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The correction yields a smaller computed value. In many cases the correction will not significantly change the results of the analysis and many now recommended that the correction not be used. To show this let us see the following example.

Example 2
In a market research for the preference of two types of bear A and B in the age group of the young and old consumers, 176 young out of 225 preferred A and 188 young consumers preferred B out of 310 consumers. The study wishes to know whether these data provides sufficient evidence at the 0.05 level of significance to indicate a relationship between preference of bear and age.

Solution
The hypothesis is 
       Ho: preference or the bears is independent of age

       Ha: Preference for the bears is dependent of age

Arrange the data in a contingency table form

         Type of bear
	Age
	A                           B
	Total

	Young
	176                      188
	364

	Old
	49                         122
	171

	Total
	225                       310
	535


Compute the expected frequencies, eij = 
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and the corresponding expected frequencies are

     e11 = 
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 = 18.522

(20.05(1)= 3.841

Since (2cal > (2tab, reject Ho. Therefore, there is a relationship between preference for bear and age.

Applying the correction procedure for the given data gives 

(2 = 
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= 17.7

Again we reject Ho. Hence, the result is the same as above. 

Although, the correction procedure has greatest effect when n is less than 100, it will have very little difference on the result of the analysis.

Activity1
A psychologist wanted to see if there is a relationship between various levels of crime and age. In a sample survey of 200 people taken from police records he summarized the following data
	
	Age

	Crime
	young
	Middle
	old

	Light
	51
	30
	18

	Serious
	44
	35
	22


Test at 5% level of significance if crime is independent of age.

5.3.2. Tests of Homogeneity
The objective in this test is to see if a given characteristic is the same or identical in several populations. A business man might be interested in knowing whether the demand for a given commodity is the same or uniform in different populations. The analysis of tests of homogeneity is carried out in exactly the same way as in the tests of independence. In this case, we assume that we have several independent samples from several populations. We arrange the data in the cells to population- characteristic combination, and for each cell, we compute the expected count based on its row and column totals. The chi-square statistic is computed exactly as before. The analysis of tests of homogeneity differs from that of tests of independence in the following two ways. First, we identify our population of interest before the analysis and sample directly from these populations in this case. Contrast to this, in the tests of independence case, we sample from one population and then cross- classify according to two criteria. Second, because we identify populations and sample from them directly, the size of the samples from the different populations of interest are fixed. Thus tests of homogeneity are called a chi-square analysis with fixed marginal totals.                                               Here we usually want to answer the question of whether the samples drawn from the populations are homogeneous or not with respect to some criterion of classification.
The hypothesis to be tested could also be put as follows.
        Ho: the populations are homogeneous.

        Ha: Ho is not true.

To test this, compute.

              (2 =
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Reject Ho if this is greater than the value from the table of (2 with degree of freedom (r-1)(c-1) if the data have r rows and c columns.

Example 3
A researcher, studying the extent of drug usage among college students who were professed users of drugs, selected from this group a sample of 150 freshmen, 135 sophomores, 125 juniors and 100 seniors. Each student completed a questionnaire in which he or she indicated the extent of his or her use of drugs as experimental, casual or moderate to heavy. The results are shown below. 
	Years
	Extent of drug use
Experimental        casual            Moderate       

                                                           to                      

                                                        heavy
	Total

	Freshmen

Sophomore

Junior

Senior
	      57                         50                    43

      57                         58                    20

      56                         45                    24

      45                         22                    33
	150

135

125

100

	Total
	    215                       175                     120
	510


Are these data compatible with the hypothesis that the four populations are homogeneous with respect to the extent of drug usage?
Solution   
       Ho: the populations are homogeneous.

       Ha: Ho is not true.

The corresponding eij's values for the data in the table are given below by              

             eij = 
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	63.24
	51.47
	35.29

	56.91
	46.32
	31.76

	52.70
	42.89
	29.41

	42.16
	34.31
	23.53


                   (2 = 
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  = 19.4

 For ( = 0.05 and degree of freedom (4-1)(3-1) = 6, (20.05(6) = 12.592.

Reject Ho. Therefore, the conclusion is that populations are not homogeneous with respect to drug use.
Activity 3.
A sales manager is determining a marketing strategy. To do this, 

she must determine whether her product’s appeal is generally 

broad or whether it varies from region to region. A sampling study 

has produced the following regional data

	
	East      Central      South        West

	Number preferring 

Number not preferring
	21            29             23              16

39            41             27              24


  Should the manager conclude that her product is equally preferred in 

  all regions at ( = 0.01

5.3.3. Goodness- of - fit tests
The chi-square test is used to find out closeness of fit. This is a test that shows how close a given data fits a known probability distribution or a curve. When we fit an ideal frequency curve whether normal or some other type to the data, we are interested in finding out as to how well this curve fit with the observed facts.                                                                                    

 Although by inspection one may say whether the fit is good or not, precision can be secured by applying the (2 test. The chi- square goodness – of – fit test can be applied to business situations in many ways. The following are some illustrative examples where this test is applicable in business areas.

1. In the paper industry, manufacturers can use the chi-square 

     goodness-of – fit test to determine whether the demand for paper  

    follows a uniform distribution throughout the year.

2. The chi-square goodness- of –fit test can be used to determine whether 

    the observed arrivals at teller’s windows at a bank are Poisson 

    distributed, as might be expected.

In general a goodness- of- fit test is appropriate when we wish to test if a given frequency distribution is compatible with some preconceived or hypothesized distribution such as binomial, normal, Poisson, uniform, and so on.
Suppose we have a frequency distribution of the following form.
	x
	Observed frequency

	0
	f0

	1
	f1

	2
	f2

	3
	f3

	(
	      (


	n
	fn


We might be interested to see whether a given distribution such as binomial, Poisson, normal and so on fits these data.
Suppose we want to see if the binomial distribution with parameters n and p (number of trials and probability of success) fits these data.                                  

The hypothesis is

              Ho: fit a binomial distribution
              Ha: Ho is not true or does not fit a binomial distribution

We first compute the expected frequencies, ei, using ei = Np {x = i},                                                            where N = (fi and p {x = i} = 
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If (2 = 
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 is greater than the value (2( with n-1 degrees of freedom, then reject Ho. Otherwise do not reject Ho.                                                                                                      If p is not given or known, estimate it by 
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, and get                                         ei = Np {x = i}, where, p {x = i} = nCi
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 is greater than the value from the (2( with n-2 degrees of freedom, reject Ho. This is because that if we have to use the data for estimating the parameters of the probability distribution stated in the null hypothesis, then for every parameter we estimate from the data, we lose an additional degree of freedom.

Suppose again we want to see if the Poisson distribution with parameters  ( fits these data.                                                                                                                   

The required hypothesis is 

       Ho: Data fit a Poisson distribution 
       Ha: Ho is not true or does not fit Poisson distribution 
Similarly, we first compute ei = Np {x = i},   where N = (fi and
 P {x = i} =
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Then, if (2 = 
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 is greater than the value (2( with n-1degrees of freedom reject Ho. 
                                                                                                                                                 If ( is not given estimate it by
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And adjust the degree of freedom to n-2, since there is one more estimated variable.

Example 4
The following table gives the number of boys in families of 4 children

Number of boys (xi)          0        1         2         3       4

Number of families (fi)     10      27       60      37       16

Fit a binomial distribution and test for goodness of fit.

Solution
The required test is 

Ho: Has a binomial distribution (fit a binomial distribution)

Ha: Ho is not true (does not fit a binomial distribution)

 Since p is not given, estimate it by, 
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 = 0.54
   P {X = x} = 4Cx (.54)x (.46)4-x, x = 0, 1, 2, 3, 4.

p {x = 0} = 0.04 ,p {x = 1} = 0.21, P{x = 2} = 0.37,p {x = 3} = 0.29
p {x = 4} = 0.09

ei = Np {X = x}, where, x = 0, 1, 2,3,4 and N = (fi = 150
e0 = (150)(0.04) = 6, e1 = (150)(0.21) = 31.5, e2 = (150)(0.37) = 55.5
e3 = (150)(0.29) = 43.5, e4 = (150)(0.09) = 13.5

          (2 = 
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Degree of freedom = k – 2 = 5 – 2 = 3 and for ( = 0.05. (20.05(3) = 7.815

Since (2cal is less than (2tab, accept Ho. Therefore, the data fit the binomial distribution.

Care must be taken when using the chi-square goodness- of –fit test. When the expected values of a category or a cell are small, a large chi-square value can be obtained erroneously, leading to a type I error. Therefore, if the expected number of counts in some cells or categories is too small the approximation may not be valid. To control for this potential error, the chi-square goodness- of –fit should not be used when any of the expected frequencies is small.  A good rule of thumb that specifies the minimum expected count is that the chi- square distribution may be used as long as the expected count in every cell is at least 5.0. If the expected count in a cell is less than 5.0 and we want to continue the analysis, we may combine cells or categories that have small expected counts if possible and meaningful. Instead of combining groups or cells or categories we may also choose to increase the sample size. 

 Example 5
 A random sample of 102 families of a given Kebele in Addis Ababa shows the following number of children.
	Number of 

children 
	Number of families (fi)

	0
	12

	1
	14

	2
	20

	3
	15

	4
	13

	5
	11

	6
	9

	7
	8

	
	N = 102




Test if the data fits a Poisson distribution if the mean number children of of the family is equal to 3.

Solution
The required test is 

   Ho: Data fit a Poisson distribution with a mean equal to 3.

   Ha: Ho is not true (does not fit Poisson distribution with mean of 3)

            P {x = i} =
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p (x = 0) = 
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 = e-3 = 0.0498, p (x = 1) = 0.1494  , p (x = 2) = 0.2241 ,                           p (x = 3) = 0.2241,  p (x = 4) = 0.1681, p (x = 5) = 0.1008,                                  p (x = 6) = 0.0504, p (x = 7) = 0.0216

And ei = Np (x = i), where, i = 1, 2, ---- 7 and (fi = 102 
e0 = (102)(0.0498) =5.08,                                                                                                                                e1= (102)(0.1494) =15.24,                                                                                                 e2  =(102)(0.2241)=22.86
e3= (102)(0.2241)= 22.86,                                                                                     e4 =(102)(0.1681)= 17.15,                                                                                               e5 = (102)(0.1008)=10.28
e6 = (102)(0.0504) = 5.14,                                                                                              e7 = (102)(0.0216) = 2.20

Since the expected count for the last cell or category is less than 5.00, therefore we combine the last cell with the adjacent 6th cell with observed and expected counts 17 and 7.34 respectively and continue the analysis.

	Number of days absent 
	fi
	ei
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	0
	12
	5.08
	9.43

	1
	14
	15.24
	0.10

	2
	20
	22.86
	0.36

	3
	15
	22.86
	2.70

	4
	13
	17.15
	1.00

	5
	11
	10.28
	0.05

	6
	17
	 7.34
	12.71

	
	N = (fi = 40
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  Thus, (2cal= 26.35.
For ( = 0.05 and d.f = k-1 = 7-1 = 6, then (2critical = (20.05(6) = 12.59. Since (2cal   is greater than (2tab.reject Ho. Therefore, the data does fit a Poisson distribution.                                                                                                          

Let us now see whether a given frequency distribution fit a normal distribution with parameters mean ( and standard deviation (. The normal distribution is a continuous distribution. Therefore, the frequency distribution is a grouped frequency distribution. The test hypothesis in this case is  

            Ho: Fit the normal distribution 

           Ha: Does not fit the normal distribution

The expected frequencies are computed using the Z- table, the mean, μ and the standard deviation, .  And expected frequencies can be obtained by multiplying each class probability by the total frequency. That is, ei = npi, i = 1, 2, --- k , where, k is the number of classes or categories and the expected probability, pi, is the probability in the ith category, which is the difference between the probabilities of the upper bound and the lower bound of the ith category or class. If (2 = 
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 is greater than the value ((2 with n -1 degree of freedom, reject Ho.  

If the mean, μ and the standard deviation,  are not known, they are computed from the grouped frequency distribution as follows
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Where, fi =frequency of the ith class

           mi = mid- point of the ith class and n = (fi
Here, if(2 = 
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 is greater than the value ((2 with n -3 degree of freedom, reject Ho.  Since the two parameters ( and ( are estimated values, degree of freedom= (k-1)-2 = k – 3.

 Example 6                                                                                                 Suppose that the attitude of consumers of a certain commodity has been scaled in four categories. The scores were found to vary from 0 to 40.                    A random sample of 80 consumers produced the following data

                         Score category           f
                               10—15               14

                               15—20               22

                               20—25               28

                               25—30               16

Test at ( = 0.05 if a normal distribution is fit for the data.

Solution

The required hypothesis is

      Ho: attitude data are normally distributed

     Ha: attitude data are not normally distributed

Here there are four categories, that is, k = 4.

          Score category     fi          mi          fimi           fimi2     

              10—15            14        12.5       175          2187.5

              15—20            22        17.5       308          6737.5

              20—25            28         22.5       630         1417.5

              25—30            16         27.5       440         12100
                                                         (Fimi=1553  (fimi2=35200  
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                      Expected probabilities
       For 10—15                                                   Pi
   Z = 
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Expected probability = 0.3810 – 0.2088 = 0.1722

     For 15—20
  Z = 
[image: image726.wmf]8

41

.

19

15

-

 = -0.55                                         0.2088

  Z = 
[image: image727.wmf]8

41

.

19

20

-

 = 0.074                                        0.0279

Expected probability = 0.2088 + 0.0279 = 0.2367

      For 20—25
   Z = 
[image: image728.wmf]8

41

.

19

20

-

 = 0.07                                           0.0279
   Z = 
[image: image729.wmf]8

41

.

19

25

-

 = 0.70                                           0.2580

Expected probability = 0.2580 – 0.0279 = 0.2301

       For 25—30                
   Z = 
[image: image730.wmf]8

41

.

19

25

-

 = 0.70                                          0.2580

   Z = 
[image: image731.wmf]8

41

.

19

30

-

 = 1.32                                           0.4066

Expected probability = 0.4066 – 0.2580 = 0.1486

More over, the probability of < 10 category = 0.5000 – (0.1722+0.2088) 

                                                                   = 0.1190

The probability of > 30 category = 0.5000 – (0.0279 + 0.2301+ 0.1486)                                  
                                                 = 0.0934

          Category                Pi            Expected frequency (ei)
               < 10               0.1190                  9.52

             10—15             0.1722                 13. 776  

             15—20             0.2367                 18. 936              

             20—25             0.2301                 18.408            

             25—30             0.1486                 11. 888

                 > 30             0.0934                  7.472 

                                     1.0000                   80

As the scores are between 10 and 30, the categories <10 and > 30 are combined with the adjacent categories.
             Category         fi            Pi              Expected frequency (ei)
               10---15        14        0.2912                     23.296

               15---20        22       0.2367                      18.936

               20---25        28       0.2301                      18.408

               25---30        16       0. 2420                     19.360

                                  80        1.0000                     80.0000

(2 = 
[image: image732.wmf]i
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 = 9.786

For (= 0.05 and df = k -3 = 4 – 3 = 1, (20.05(1) = 3.841

Since (2Cal > (2tab, reject Ho. Therefore, the data are not normally distributed.

Activity 4
The following is the mark of 60 students of a class 
                    Mark                       Number of students
                  0  – 10                                 1

                 10 - 20                                  3

                 20 - 30                                  6
                 30 – 40                                12

                 40 – 50                                15

                 50 – 60                                10

                 60 – 70                                  8

                 70 – 80                                  4

                 80 – 90                                  1

 Test at α = 0.05 if the data fits a normal distribution.

Self-assessment questions                                                                                
1. Two machines M1 and M2 producing outputs were inspected with     

    respect to producing defective items. Out o0f 200 items produced by 

    machine1, 20 were defective while 50 out of 700 produced by 

    machine 2 were defective. Test if defective is independent of type of 

    machine at ( = 0.01.

2. A study was conducted on 1st, 2nd and 3rd year extension students as   

    to what was the purpose of their study in the college, pass time, 

    knowledge only, for employment and for improving private business. A 

    sample of 200 1st year, 140 2nd year and 110 3rd year students were 

    selected and each student completed a questionnaire about his or her  

    purpose of joining the college. The results were as follows 

	
	Pass time 
	Knowledge only
	Employment 
	  Private     

 business
	Total

	1st year 

2nd year 

3rd year
	63

50

42
	52

58

25
	48

20

31
	37

12

12
	200

140

110

	Total
	155
	135
	99
	61
	450


      Are the data compatible with the hypothesis that the three 

      populations are homogeneous with respect to the purpose of the  

      study at α = 0.05?
Summary questions for the unit
1. Read the value of (2 for which the area to the right is 
      a) 0.995 with  i) 3df    ii) 8 df     iii) 29 df

      b) 0.975 with  i) 5 df   ii) 20 df   iii) 25 df
      c) 0.95  with   i) 1 df   ii) 15 df   iii) 19 df

      d) 0.025 with i) 6 df    ii) 17 df   iii) 27 df,                                                                     

       where df = degree of freedom                                                                                

2. Analyze the following 3x3 table and decide at the ( = 0.05 level of  

   significance whether the probabilities of choosing the three 

   alternatives are the same for the three groups. 

	
	Single 
	Married
	Widowed or

divorced
	Total

	Friends and

Social life

Job or primary

Activity

Health and

Physical Educ.
	41 

27

12
	49

50

21
	42

33

25
	132

110

58

	Total
	80
	120
	100
	300


3. A market research organization wants to determine, on the basis of 

   the following information, whether there is a relationship between 

   the sizes of a tube of tooth- paste which a shopper buys and the 

   number of persons in the shopper’s household.

                                             Number of persons in household                       

	
	
	 1--2
	   3--4
	  5--6
	7 or more
	Total

	Size of tube 

bought
	Great

Large

Small
	23

54

31
	116

25

68
	78

16

39
	43

11

8
	260

106

146

	
	Total
	108
	209
	133
	62
	512


  At the level of ( = 0.01, is there a relationship between them?

4. The following data are the number of seeds germinating out of 10 on 

    damp filter for 80 sets of seeds. Test at 1% level of significance if the   

    data is binomial or not  

        x     0      1       2         3      4      5      7      8       9        10      

        f     6      20      28      12     8      6       0      0       0        0 

5. The following table shows the number of junior and senior workers  

    responding to a new change of working schedule proposed by the  

    administration office.   
	Response
	Junior           Senior
	Total

	Positive

Neutral

negative
	200                  120

120                   96

50                     60
	320

216

110

	Total
	370                   276
	646


       Test whether experience has an effect on the response of the 

       change of schedule.
6. The following is data of ages of people who visit a nearby supper  

    market in one week.

                         Age              Number of people
                        10---20                6

                        20---30               14

                        30---40               30

                        40---50               38

                        50---60               25

                        60---70               10

                        70---80                 7

       Use ( = 0.01 and ( = 0.05 to test whether the data is normally 

       distributed or not.               
Answers to self- assessment questions
Unit 1
1. a) 3.56            b) 0.5           c) 1.5
2. 0.3413

3. a) 0.6513         b) 1              c) 0.95

Unit 2
1. i)  a) 252           b) 140           c) 1.67

   ii)  a) 100,000    b)  140           c) 2.236

2. a)  0.9977            b) 0.077       
3. 0.9573

Unit 3
1. a) (24.27, 28.53)     b) (25.454, 27.346)      c) (26.06, 26.74)
2. a) 1082          b) (0.2641, 0.3359) or (26.41%, 33.59%)

Unit 4
1. The product is profitable.
2. The claim of tobacco producers is correct.

3. There is no significant difference in the productivity of the 

     three varieties of wheat.

Unit 5
1. Defectiveness is independent of type of machine.
2. The three populations (the three year groups) are not 

     homogeneous (uniform) with respect to the purpose of  

     study.
Statistical tables
[image: image733.png]TABLE 4  Areas Under the Standard Normal Curve
from 0 toz

[r(0<x <x)=nl0sZ<2)]

z |0.00 0.01 0.02 0.03 0.04 005 |0.06 0.07 0.08 10.09

0.0 | 0.0000 | 0.0040 | 0.0080 | 0.0120 | 0.0160 | 0.0199 | 0.0239 | 0.0279 | 0.0319 | 0.0359
0.1|0.0398 | 0.0438 | 0.0478 | 0.0517 | 0.0557 | 0.0596 | 0.0636 | 0.0675 | 0.0714 | 0.0753
0.2 0.0793 | 0.0832 | 0.0871 | 0.0910 | 0.0948 | 0.0987 | 0.1026 | 0.1064 | 0.1103 | 0.1141
0.30.1179 | 0.1217 | 0.1255 | 0.1293 | 0.1331 | 0.1368 | 0.1406 | 0.1443 | 0.1480 | 0.1517
0.4 | 0.1554 | 0.1591 | 0.1628 | 0.1664 | 0.1700 | 0.1736 | 0.1772 | 0.1808 | 0.1844 | 0.1879

0.5/ 0.1915 | 0.1950 | 0.1985 | 0.2019 | 0.2054 | 0.2088 | 0.2123 | 02157 | 0.2190 | 0.2224
0.6]0.2257 | 02291 | 0.2324 | 0.2357 | 0.2389 | 0.2422 | 0.2454 | 0.2486 | 0.2518 | 0.2549
0.7 0.2580 | 0.2612 | 0.2642 | 0.2673 | 0.2704 | 0.2734 | 0.2764 | 0.2794 | 0.2823 | 0.2852
0.8 | 02881 | 02910 | 0.2939 | 0.2967 | 0.2995 | 0.3023 | 0.3051 | 0.3078 | 03106 | 0.3133
0903159 | 03186 | 0.3212 | 0.3238 | 0.3264 | 0.3289 | 0.3315 | 0.3340 | 0.3365 | 0.338¢

1.0| 03413 | 03438 | 0.3461 | 0.3485 | 0.3508 | 0.3531 | 0.3554 | 0.3577 | 0.3599 | 0.3621,
1.1]03643 | 03665 | 0.3686 | 0.3708 | 0.3729 | 0.3749 | 0.3770 | 0.3790 | 0.3810 | 0.3830
1203849 | 03869 | 0.3888 | 0.3907 | 0.3925 | 0.3944 | 0.3962 | 03980 | 0.3997 | 0.4015
13| 0.4032 | 0.4049 | 0.4066 | 0.4082 | 0.4099 | 0.4115 | 0.4131 | 0.4147 | 0.4162 | 0.4177
1.4|0.4192 | 0.4207 | 0.4222 | 0.4236 | 0.4251 | 0.4265 | 0.4279 | 0.4292 | 0.4306 | 0.4319

15| 0.4332 | 0.4345 | 0.4357 | 0.4370 | 0.4382 | 0.4394 | 0.4406 | 0.4418 | 0.4429 | 0.4441
1.6 | 0.4452 | 0.4463 | 0.4474 | 0.4484 | 0.4495 | 0.4505 | 0.4515 | 0.4525 | 0.4535 | 0.4545
1.7 0.4554 | 0.4564 | 0.4573 | 0.4582 | 0.4591 | 0.4599 | 0.4608 | 0.4616 | 0.4625 | 0.4633
1.8 | 0.4641 | 0.4649 | 0.4656 | 0.4664 | 0.4671 | 0.4678 | 0.4686 | 0.4693 | 0.4699 | 0.4706
1.9] 04713 | 0.4719 | 0.4726 | 0.4732 | 0.4738 | 0.4744 | 0.4750 | 0.4756 | 0.4761 | 0.4767

2.0]0.4772 | 0.4778 | 0.4783 | 0.4788 | 0.4793 | 0.4798 | 0.4803 | 0.4808 | 0.4812 | 0.4817
2.1|0.4821 | 0.4826 | 0.4830 | 0.4834 | 0.4838 | 0.4842 | 0.4846 | 0.4850 | 0.4854 | 0.4857
22104861 | 0.4864 | 0.4868 | 0.4871 | 0.4875 | 0.4878 | 0.4881 | 0.4884 | 0.4887 | 0.4890
23| 0.4893 | 0.4896 | 0.4898 | 0.4901 [ 0.4904 | 0.4906 | 0.4909 | 0.4911 | 0.4913 | 0.4916
2.4|0.4918 | 0.4920 | 0.4922 | 0.4925 | 0.4927 | 0.4929 | 0.4931 | 0.4932 | 0.4934 | 0.4936

2.5|0.4938 | 0.4940 | 0.4941 | 0.4943 | 0.4945 | 0.4946 | 0.4948 | 0.4949 | 0.4951 | 0.4952
2.6|0.4953 | 0.4955 | 0.4956 | 0.4957 | 0.4959 | 0.4960 | 0.4961 | 0.4962 | 0.4963 | 0.4964
2.7 0.4965 | 0.4966 | 0.4967 | 0.4968 | 0.4969 | 0.4970 | 0.4971 | 0.4972 | 0.4973 | 0.4974
2.8|0.4974 | 0.4975 | 0.4976 | 0.4977 | 0.4977 | 0.4978 | 0.4979 | 0.4979 | 0.4980 | 0.4981
2.9|0.4981 | 0.4982 | 0.4982 | 0.4983 | 0.4984 | 0.4984 | 0.4985 | 0.4985 | 0.4986 | 0.4986

3.0 | 0.4986 | 0.4987 | 0.4987 | 0.4988 | 0.4988 | 0.4989 | 0.4989 | 0.4989 | 0.4990 | 0.4990
3.110.4990 | 0.4991 | 0.4991 | 0.4991 | 0.4992 | 0.4992 | 0.4992 | 0.4992 | 0.4993 | 0.4993
3.2(0.4993 | 0.4993 | 0.4994 | 0.4994 | 0.4994 | 0.4994 | 0.4994 | 0.4995 | 0.4995 | 0.4995
3.3 0.4995 | 0.4995 | 0.4995 | 0.4996 | 0.4996 | 0.4996 | 0.4996 | 0.4996 | 0.4996 | 0.4997
3.4|0.4997 | 0.4997 | 0.4997 | 0.4997 | 0.4997 | 0.4997 | 0.4997 | 0.4997 | 0.4998 | 0.4998

3.5(0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998
3.6 | 0.4998 | 0.4998 | 0:4999 | 0.4999 | 0.4999 \[ -0.4999 | 0.4999 | 0.4999 | 0.4999 | 04999
3.7]0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999
3.8 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.5000 | 0.5000 | 0.5000
3.9 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000





TABLE 5
     Value of e-x 

 x     
 e-x
   x
    e-x      x         e-x        x        e-x         x          e-x
.10   .9048
 1.90
 .1495   3.60    .027     5.40   .0045   7.10   .0008

.20   .8187
 2.00
 .1353   3.70    .0247   5.50    .0041   7.20
  .0007

.30   .7408


    3.80   .0224

           7.30  .0007

.40   .6703
  2.10
  .1225   3.90   .0202   5.60    .0037   7.40
  .0006

.50   .6065
  2.20
  .1100   4.00   .0183   5.70    .0033   7.50
  .0006  

                     2.30
   .1003
                 5.80    .0030

.60   .5488
  2.40
   .0907   4.10   .0166   5.90    .0027   7.60   .0005

.70    .4966
  2.50
   .0821   4.20   .0150   6.00    .0025   7.70    .0005

.80
.4493


      4.30   .0135


   7.80   .0004

.90
.4066
  2.60
  .0743    4.40   .0123   6.10    .0022   7.90   .0004

1.00
.3679
  2.70
  .0672     4.50   .0111   6.20    .0020    8.00   .0003

                     2.80
  .0608

         6.30    .0018

1.10
.3329
  2.90
  .0550      4.60   .0101   6.50     .001     8.10   .0003

1.20
.3012
  3.00
  .0498      4.70   .0091   6.50    .0015


1.30
.2725


       4.80    .0082


     8.20   .0003

1.40
.2466
  3.10
  .0450     4.90    .0074   6.60    .0014    8.30   .0002

1.50
.2231
  3.20
  .0408     5.00    .0067   6.70    .0012    8.40   .0002

                     3.30
  .0364


 6.80    .001      8.50   .0002

1.60
.2019   3.40
  .0334     5.10     .0061
 6.90    .0010

1.70
.1827
  3.50
  .0362     5.20     .0055
 7.00    .0009    9.00    .0001

1.80
.1653


      5.30
.0050

              10.00   .0001

[image: image734.png]TABLE 5 t Distribution Area Table
lP(T )= (x]
a
v 0.10 0.05 0.025 0.01 0.005
b 3.078 6.3138 12.706 31.821 63.657
2 1.886 2.9200 4.3027 6.965 9.9248
3 1.638 23534 3.1825 4.541 *5.8409
4 1.533 2.1318 2.7764 3.747 4.6041
5 1476 2.0150 2.5706 3.365 4.0321
6 1.440 1.9432 24469 3.143 3.7074
7 1415 1.8946 2.3646 2.998 3.4995
8 1.397 1.8595 2.3060 2.896 3.3554
9 1.383 1.8331 22622 2.821 3.2498
10 1372 1.8125 22281 2.764 3.1693
11 1.363 1.7959 22010 2718 3.1058
12 1.356 1.7823 2.1788 2.681 3.0545
13 1.350 1.7709 2.1604 2.650 3.0123
14 1.345 1.7613 2.1448 2.624 2.9768
15 1.341 1.7530 2.1315 2.602 2.9467
16 1337 1.7459 2.1199 2583 2.9208
17 1.333 1.7396 2.1098 2567 2.8982
18 1.330 1.7341 2.1009 2552 2.8784
19 1.328 1.7291 2.0930 2539 2.8609
20 1:325 1.7247 2.0860 2.528 2.8453
21 1323 1.7207 2.0796 2518 2.8314
22 1321 1711 2.0739 2.508 2.8188
23 1319 1.7139 2.0687 2.500 2.8073
24 1318 1.7109 2.0639 2492 2.7969
25 1.316 1.7081 2.0595 2485 2.7874
26 1.315 1.7056 2.0555 2479 2.7787
27 1314 1.7033, 2.0518 2473 2.7707
28 1313 1.7011 2.0484 2467 2.7633
29 1311 1.6991 2.0452 2462 2.7564
30 1.310 1.6973 2.0423 2457 2.7500
35 1.3062 1.6896 2.0301 2438 2.7239
40 1.3031 1.6839 2.0211 2423 2.7045
45 1.3007 1.6794 2.0141 2412 2.6896
50 1.2987 1.6759 2.0086 2403 2.6778
60 1.2959 1.6707 2.0003 2.390 2.6603





[image: image735.png]TABLE 6

{P(x2 >15)= a}

Chi-Square Disribution Area Table
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