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Preface

This volume contains the papers presented at CISIM 2012, the 11th International
Conference on Computer Information Systems and Industrial Management held
during September 26–28, 2012, in Venice.

CISIM provides a forum for researchers from all over the world to discuss ef-
fective software support for widespread use of information systems technologies.
The main focus of this edition was on data management in (possibly) untrusted
networks, addressing the issue of securing computer networks so as to ensure
reliable data management and delivery. The conference is supported by IFIP
TC8 Information Systems.

Topics covered by CISIM include network and application security models
and tools, security requirements definition and modelling, formal verification
of security-relevant properties, security testing of legacy systems, data analy-
sis, biometric security, advanced biosignal processing and modelling, biometric
performance management, classification and indexing of multimedia information
objects, multimedia security and protection, access control and data protection,
Web security, security of SaaS in cloud computing environments, software engi-
neering for cloud and ubiquitous computing, business process engineering and
execution support, data protection in ERP systems, industrial applications: gov-
ernment, finance, retail, etc.

This year, 80 papers were submitted to CISIM. The volume contains 35
papers selected by the Program Committee based on anonymous reviews and
discussions through EasyChair. The main selection criteria were relevance and
quality. Every paper was reviewed by two to five reviewers, and the articles pre-
sented in this volume were deeply improved based on the reviewers’ comments.

The CISIM program included three keynote lectures by Roy Maxion (Carnegie
Mellon University, USA), Pierpaolo Degano (University of Pisa, Italy), and
Young Im Cho (University of Suwon, Korea).

We would like to thank all the members of the Program Committee, and the
external reviewers for their dedicated effort in the paper selection process. We
thank also the Honorary Chair of the conference, Ryszard Tadeusiewicz, and the
Organizing Committee Chair, Andrea Marin.

We thank SAP, our industrial sponsor; the Venice chapter of ISACA; the
DAIS Department of Ca’ Foscari University; the University of Calcutta; AGH
Krakow; the Polish Academy of Sciences; AICA; Kairos Consulting; and Venezia
Congressi.
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We are also grateful to Andrei Voronkov, whose EasyChair system eased the
submission and selection process, and greatly supported the compilation of the
proceedings.

July 2012 Agostino Cortesi
Nabendu Chaki

Khalid Saeed
S�lawomir Wierzchoń
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S�lawomir Wierzchoń Polish Academy of Sciences, Poland



VIII Organization

Additional Reviewers

Adamski, Marcin
Albanese, Massimiliano
Albarelli, Andrea
Almasi, Adela
Baranga, Andrei
Bergamasco, Filippo
Bhattacharjee, Debotosh
Bodei, Chiara
Bolosteanu, Iulia
Cai, Weidong
Chakrabarti, Amlan
Chanda, Bhabatosh
Constantinescu, Liviu
Costantini, Giulia
De Benedictis, Alessandra
Dinu, Liviu P.
Ferrari, Gian-Luigi
Grossi, Roberto
Hashizume, Ayako
Hristea, Florentina
Khodaei, Katayoun
Le, Meixing

Luccio, Fabrizio
Marin, Andrea
Montangero, Carlo
Morogan, Luciana
Mukherjee, Dipti Prasad
Murthy, C.A.
Olimid, Ruxandra
Orlando, Salvatore
Paraschiv-Munteanu, Iuliana
Rossi, Sabina
Roy, Samir
Rybnik, Mariusz
Sarkar, Anirban
Sengupta, Sabnam
Simion, Emil
Tabedzki, Marek
Tataram, Monica
Togan, Mihai
Torsello, Andrea
Xia, Yong
Zhang, Lei

Sponsors



Table of Contents

Invited Talks

Formalising Security in Ubiquitous and Cloud Scenarios . . . . . . . . . . . . . . 1
Chiara Bodei, Pierpaolo Degano, Gian-Luigi Ferrari,
Letterio Galletta, and Gianluca Mezzetti

Designing Smart Cities: Security Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Young Im Cho

Security, Access Control and Intrusion Detection

Certificate-Based Encryption Scheme with General Access Structure . . . . 41
Tomasz Hyla and Jerzy Pejaś
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Formalising Security
in Ubiquitous and Cloud Scenarios�

Chiara Bodei, Pierpaolo Degano, Gian-Luigi Ferrari,
Letterio Galletta, and Gianluca Mezzetti

Dipartimento di Informatica, Università di Pisa
{chiara,degano,giangi,galletta,mezzetti}@di.unipi.it

Abstract. We survey some critical issues arising in the ubiquitous com-
puting paradigm, in particular the interplay between context-awareness
and security. We then overview a language-based approach that addresses
these problems from the point of view of Formal Methods. More precisely,
we briefly describe a core functional language extended with mechanisms
to express adaptation to context changes, to manipulate resources and
to enforce security policies. In addition, we shall outline a static analysis
for guaranteeing programs to securely behave in the digital environment
they are part of.

1 Introduction

We can be connected at any time and anywhere. Internet is de facto becom-
ing the infrastructure providing us with wired or wireless access points for our
digitally instrumented life. A great variety of activities and tasks performed by
individuals are mediated, supported and affected by different heterogenous digi-
tal systems that in turn often cooperate each other without human intervention.
These digital entities can be any combination of hardware devices and software
pieces or even people, and their activities can change the physical and the vir-
tual environment where they are plugged in. For example, in a smart house,
a sensor can proactively switch on the heater to regulate the temperature. An
emerging line is therefore integrating these entities into an active and highly
dynamic digital environment that hosts end-users, continuously interacting with
it. Consequently, the digital environment assumes the form of a communication
infrastructure, through which its entities can interact each other in a loosely
coupled manner, and they can access resources of different kinds, e.g., local or
remote, private or shared, data or programs, devices or services. The name ubiq-
uitous computing is usually adopted to denote this phenomena.

Some illustrative, yet largely incomplete, cases of computational models and
technologies towards the realisation of this approach have been already developed
and deployed. Among these, the most significant are Service Oriented Comput-
ing, the Internet of Things and Cloud Computing. Each of them is fostered by
� This work has been partially supported by IST-FP7-FET open-IP project ASCENS

and Regione Autonoma Sardegna, L.R. 7/2007, project TESLA.

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 1–29, 2012.
c© IFIP International Federation for Information Processing 2012
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and addresses different aspects of the implementation and the usage of ubiqui-
tous computing as follows.

In the Service Oriented Computing approach, applications are open-ended,
heterogenous and distributed. They are built by composing software units called
services, which are published, linked, and invoked on-demand by other services
using standard internet-based protocols. Moreover, applications can dynamically
reconfigure themselves, by re-placing the services in use with others. Finally, ser-
vices are executed on heterogeneous systems and no assumptions can be taken
on their running platforms. In brief, a service offers its users access remote re-
sources, i.e. data and programs.

A further step towards ubiquitous computing is when software pervades the
objects of our everyday life, e.g. webTV, cars, smartphones, ebook readers, etc.
These heterogenous entities often have a limited computational power, but are
capable of connecting to the internet, coordinating and interacting each other,
in the so-called “plug&play” fashion. The real objects, as well as others of virtual
nature (programs, services, etc.), which are connected in this way, form the In-
ternet of Things. Objects become points where information can be collected and
where some actions can be performed to process it, so changing the surrounding
environment.

Cloud computing features facilities that are present on both the approaches
above. Indeed, it offers through the network a hardware and software infrastruc-
ture on which end-users can run their programs on-demand. In addition, a rich
variety of dynamic resources, such as networks, servers, storage, applications and
services are made available. A key point is that these resources are “virtualised”
so that they appear to their users as fully dedicated to them, and potentially
unlimited.

The three approaches briefly surveyed above share some peculiar aspects,
in that the objects they manipulate are highly dynamic, open-ended, available
on-demand, heterogeneous, and always connected. At the same time, also the
infrastructure hosting the digital entities needs to efficiently support connectiv-
ity, elastic re-configuration, and resource access and handling. Mechanisms are
therefore in order to adapt the shape and modalities of the interactions among
digital entities, making their behaviour context-aware. These can join and leave
the digital environment at will, so the infrastructure must protect itself and the
users by supplying security guarantees.

Many different techniques and approaches are being proposed to tackle the
issues typical of the ubiquitous computing scenario. In spite of their importance,
we shall completely neglect the social and legal aspects, and refer the interested
reader to [96]. In this paper, we shall instead rely on Formal Methods, in par-
ticular from a language-based perspective. Being formal offers the mathematical
bases supporting a well-established repertoire of techniques, methods and tools
for a rigorous development of applications. In turn, these are to be implemented
in a programming language with high-level constructs, endowed with a clear
semantics.
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More precisely, we shall focus on adaptivity and security. Adaptivity is the
capability of digital entities to fit for a specific use or situation; in a pervasive
computing scenario this is a key aspect. Security is mandatory because the ap-
parent simplicity of use of the new technologies hides their not trivial design and
implementation, that become evident only when something goes wrong. In gen-
eral, the risk is exchanging simplicity for absence of attention. For example, [71]
reports on an easy attack to a wireless insulin pump, that enables the intruder,
who bypasses authentication, to dangerously quadruple the dose remotely.

The next section will briefly survey the security issues of context-aware sys-
tems developed in the fields of Service Oriented Computing, the Internet of
Things and Cloud computing. In Section 3 we shall discuss the interplay be-
tween context-awareness and security, and in Section 4 we shall introduce our
recent proposal through a running example. Section 5 briefly overviews our pro-
posal more technically [53]. We describe a core functional language extended with
mechanisms to express adaptation to context changes, to manipulate resources
and to enforce security policies. In addition, we shall outline a static analysis
for guaranteeing programs to safely adapt their behaviour to the changes of the
digital environment they are part of, and to correctly interact with it.

2 State of the Art and Challenges

There is a very rich literature about ubiquitous computing, from different points
of view, including social, political, economical, technological and scientific ones.
By only considering the approaches within the last two viewpoints, a large num-
ber of technological and scientific communities grew in a mesh of mostly over-
lapping fields, each one with its own methodologies and tools.

Below, we focus on three branches, and related technologies, that we consider
pivotal in ubiquitous computing from a developer perspective. We think that
security and context-awareness are among the main concerns of ubiquitous com-
puting, and so we mainly report on the results of the formal method community
on these aspects.

2.1 Service Oriented Computing

Service Oriented Computing (SOC) is a well-established paradigm to design dis-
tributed applications [81,80,79,50]. In this paradigm, applications are built by as-
sembling together independent computational units, called services. Services are
stand-alone components distributed over a network, and made available through
standard interaction mechanisms.

The main research challenges in SOC are described in [80]. An important as-
pect is that services are open, in that they are built with little or no knowledge
about their operating environment, their clients, and further services therein
invoked. Adaptivity shows up in the SOC paradigm at various levels. At the
lower one, the middleware should support dynamically reconfigurable run-time
architectures and dynamic connectivity. Service composition heavily depends on
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which information about a service is made public; on how those services are se-
lected that match the user’s requirements; and on the actual run-time behaviour
of the chosen services. Service composition demands then autonomic mechanisms
also driven by business requirements. The service oriented applications, made up
by loosely coupled services, also require self management features to minimise
human intervention: self-configuring, self-adapting, self-healing, self-optimising,
in the spirit of autonomic computation [67].

A crucial issue concerns defining and enforcing non-functional requirements
of services, e.g. security and service level agreement ones. In particular, service
assembly makes security imposition even harder. One reason why is that services
may be offered by different providers, which only partially trust each other. On
the one hand, providers have to guarantee the delivered service to respect a given
security policy, in any interaction with the open operational environment, and
regardless of who actually called the service. On the other hand, clients may want
to protect their sensible data from the services invoked. Furthermore, security
may be breached even when all the services are trusted, because of unintentional
behaviour due, e.g. to design or implementation bugs, or because the composition
of the services exhibits some unexpected and unwanted behaviour, e.g. leakage
of information.

Web Services [8,88,94] built upon XML technologies are possibly the most
illustrative and well developed example of the SOC paradigm. Indeed, a variety of
XML-based technologies already exists for describing, discovering and invoking
web services [45,28,12,2]. There are several standards for defining and enforcing
non-functional requirements of services, e.g. WS-Security [14], WS-Trust [11] and
WS-Policy [29]. The kind of security taken into account in these standards only
concerns end-to-end requirements about secrecy and integrity of the messages
exchanged by the parties.

Assembly of services can occur in two different flavours: orchestration or chore-
ography. Orchestration describes the interactions from the point of view of a
single service, while choreography has a global view, instead. Languages for or-
chestration and choreography have been proposed, e.g. BPEL4WS [12,72] and
WS-CDL [70]. However these languages have no facilities to explicitly handle
security of compositions, only being focussed on end-to-end security. Instead,
XACML [3] gives a more structured and general approach, because it allows for
declaring access control rules among objects that can be referenced in XML.

It turns out that the languages mentioned above do not describe many non-
functional requirements, especially the ones concerning the emerging behaviour
obtained by assembling services.

The literature on formal methods reports on many (abstract) languages for
modelling services and their orchestration, see [56,27,60,73,20,77,74,97,38,34]
just to cite a few; [23] is a recent detailed survey on approaches to security
and related tools, especially within the process calculi framework, [76] provides
a formal treatment for a subset of XACML. An approach to the secure composi-
tion of services is presented in [19,20]. Services may dynamically impose policies
on resource usage, and they are composed guaranteeing that these policies will
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actually be respected at run-time. The security control is done efficiently at static
time, by exploiting a type and effect system and model-checking.

The problem of relating orchestration and choreography is addressed in [40,46],
but without focusing on security issues.

Recently, increasing attention has been devoted to express service contracts
as behavioural or session types [65]. These types synthesise the essential aspects
of the interaction behaviour of services, while allowing for efficient static verifi-
cation of properties of composed systems. Through session types, [91] formalises
compatibility of components and [33] describes adaptation of web services. Se-
curity has also been studied using session types, e.g. by [26,17,16].

2.2 Internet of Things

In 1988, Mark Weiser described his vision about the coming age of ubiquitous
computing.

“Ubiquitous computing names the third wave in computing, just now
beginning. First were mainframes, each shared by lots of people. Now we
are in the personal computing era, person and machine staring uneasily
at each other across the desktop. Next comes ubiquitous computing, or
the age of calm technology, when technology recedes into the background
of our lives.”

In this world, sensors and computers are commodities available everywhere and
surrounding people anytime. This idea has given rise to what is now called the
“Internet of Things” [15] or “Everyware” [58]. Due to the pervasive integration
of connectivity and identification tags, real objects are represented by digital
entities in the virtual environment supported by dynamic opportunistic net-
works [82] or by the Internet. This is the case, e.g., of a fridge, that becomes an
active entity on the Internet ready to be queried for its contents.

Such an intelligent space is then made of smart things, physical and endowed
with software pieces, or fully virtual, that are highly interconnected and mutually
influence their behaviour.

The software of intelligent spaces has then to be aware of the surrounding
environment and of the ongoing events, to reflect the idea of an active space re-
acting and adapting to a variety of different issues, e.g. arising from people, time,
programs, sensors and other smart things. Besides being assigned a task, a de-
vice can also take on the responsibility of proactively performing some activities
with or for other digital entities.

The Ambient calculus [41] is among the first proposals to formalise those as-
pects of intelligent, virtual environments that mainly pertain to the movement
of (physical devices and) software processes. The processes are hosted in virtual,
separated portions of the space, called ambients. Processes can enter and leave
ambients, and be executed in them. This calculus has been used, e.g. in [36] to
specify a network of devices, in particular to statically guarantee some properties
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of them, e.g. for regulating rights to the provision and discovery of environmental
information.

Security plays a key role in the Internet of Things, not only because any dig-
ital entity can plug in, but also because the smart things may be devices, with
also specific physical dimensions. The key point here is that information and
physical security became interdependent, and traditional techniques that only
focus on digital security are inadequate [39]. For example, there are some pa-
pers facing these issues with suitable extensions of the Ambient calculus, among
which [75,37,31,30,93], but these proposals do not address the protection of the
physical layer of smart things.

In addition, since spaces are active, the digital entities composing them may
easily collect sensible information about the nearby people and things. Privacy
may therefore be violated, because people are not always aware that their sensible
data may be collected, nor that their activities are always context-aware, either.
Even worse: it is possible through data mining to disclose pieces of information,
possibly confidential, so originating a tension with a tacit assumption or an
explicit guarantee of privacy. For example, the analysis of behavioural patterns
over big data can infer the actual identity of the individuals, violating their
assumed anonymity [89].

Although some workshops and conferences are being organised on the new
security topics of the Internet of Things, to the best of our knowledge little
work is done in the area of formal methods, except for studies on protocols that
guarantee anonymity (for brevity, we only refer the reader to the discussion on
related work and to the references of [99]).

2.3 Cloud Computing

The US National Institute of Standards and Technology defines Cloud computing
as follows:

Cloud computing is a model for enabling convenient, on-demand network
access a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provi-
sioned and released with minimal management effort or service provider
interaction.

Cloud computing refers therefore to both the applications therein deployed and
made available on the Internet and to the hardware infrastructures that makes
this possible. The key characteristics of Cloud computing include on-demand
self-service, ubiquitous network access, resource pooling. Also, Cloud systems
are characterised by some peculiar adaptivity characteristics called elasticity
and measured services [10]. These are related to the two different viewpoints of
the Cloud that customers and providers have. Elasticity refers to the ability of
the provider to adapt its hardware infrastructure with minimal effort to the re-
quirements of different customers, by scaling up and down the resources assigned
to them. Measured services indicates load and resource usage optimisation. It
refers then to scalability from the provider point of view, usually achieved by
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multi-tenancy, i.e. by the capability of dynamically and accurately partitioning
an infrastructure shared among various consumers.

The Cloud offers different models of services: “Software as a Service”, “Platform
as a Service” and “Infrastructure as a Service”, so subsuming SOC. These three
kinds can be organised in a stack hierarchy where the higher ones are built on
the lower ones. At the lowest level, the Cloud provider offers an infrastructure
made up by virtual machines, storages, network interconnections, etc. The whole
application environment is granted to the user, who takes the responsibility for
it. When suppling a platform as a service, the provider gives a basic software
stack, usually including the operating system and a programming environment.
At the highest level, we have Software as a Service, i.e. the provider enables its
users to run on-demand one of its software service.

These aspects have been recently tackled within the formal methods approach.
A formal calculus for defining the architecture of virtualised systems has been
proposed in [22]. Elasticity has been studied and formalised in [32] through a cal-
culus of processes with a notion of groups. A core functional language extended
with explicit primitives for computational resource usage has been proposed
in [24]. A process calculus with explicit primitives to control the distributed
acquisition of resources has been presented in [25].

The most relevant security issues in Cloud computing deal with access to
resources, their availability and confidentiality [90]. Due to the distributed na-
ture of the computation carried on in the Cloud, one challenge is to ensure that
only authorised entities obtain access to resources. A suitable identity manage-
ment infrastructure should be developed, and users and services are required
to authenticate with their credentials. However such a feature may affect the
level of interoperability that a Cloud needs to have, because of the management
of the identity tokens and of the negotiation protocols. In addition, providers
should guarantee the right level of isolation among partitioned resources within
the same infrastructure, because multi-tenancy can make unstable the borders
between the resources dedicated to each user. Virtualisation usually helps in
controlling this phenomenon.

Moreover users should protect themselves from a possibly malicious Cloud
provider, preventing him from stealing sensible data. This is usually achieved by
encryption mechanisms [10] and identity management. It is worth noting that
whenever a program running in the Cloud handles some encrypted data, and the
attacker is the provider itself, encryption is useless if also the encoding key is on
the Cloud. For a limited number of cases, this problem can be circumvented by
using homomorphic encryption schemata [57,6]. There are providers that sup-
port working groups (e.g. [1]) who are aiming at making efficient homomorphic
encryption so to commercially exploit it in the Cloud [78].

Note in passing that the Cloud can be misused and support attacks to security.
Indeed, the great amount of computational resources made easily available can
be exploited for large-scale hacking or denial of service attacks, and also to
perform brute force cracking of passwords [4].
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In the currently available systems, the responsibility for dealing with secu-
rity issues is often shared between customer and providers. The actual balance
depends on the service level at which security has to be enforced [9].

3 Adaptivity and Security

In the previous sections, we overviewed a few technological and foundational fea-
tures of ubiquitous computing, focussing on the Service Oriented Computing, the
Internet of Things and the Cloud paradigms, from the developers’ perspective.
An emergent challenge is integrating adaptivity and security issues to support
programming of applications and systems in the ubiquitous setting.

Adaptivity refers to the capability of a digital entity, in particular of its soft-
ware components, to dynamically modify its behaviour reacting to changes of
the surrounding active space, such as the location of its use, the collection of
nearby digital entities, and the hosting infrastructure [86,35]. Software must
therefore be aware of its running environment, represented by a declarative and
programmable context.

The notion of context assumes different forms in the three computational
models discussed earlier. The shape of contexts in Service Oriented Computing
is determined by the various directories where services are published and by the
end-points where services are actually deployed and made available, as well as
by other information about levels of service, etc. In the Internet of Things, the
context is a (partial) representation of the active space hosting and made of the
digital entities; so each entity may have its own context. In the Cloud, a context
contains the description of the computational resources offered by the centralised
provider, and also a measure of the available portion of each resource; note that
the context has to show to the provider the way computational resources are
partitioned, for multi-tenancy.

A very short survey of the approaches to context-awareness follows, essentially
from the language-based viewpoint (see, e.g. SCEL [51]). Other approaches range
on a large spectrum, from the more formal description logics used to representing
and querying the context [43,95,59] to more concrete ones, e.g. exploiting a
middleware for developing context-aware programs [84].

Another approach is Context Oriented Programming (COP), introduced by
Costanza [49]. Also subsequent work [63,5,69,13] follow this paradigm to ad-
dress the design and the implementation of concrete programming languages.
The notion of behavioural variation is central to this paradigm. It is a chunk of
behaviour that can be activated depending on the current working environment,
i.e. of the context, so to dynamically modify the execution. Here, the context
is a stack of layers, and a programmer can activate/deactivate layers to repre-
sent changes in the environment. This mechanism is the engine of context evolu-
tion. Usually, behavioural variations are bound to layers: activating/deactivating
a layer corresponds to activating/deactivating a behavioural variation. Only a
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few papers in the literature give a precise semantic description of the languages
within the Context Oriented Programming paradigm. Among these, we refer the
reader to [48,68,64,47,52], that however do not focus on security issues.

Security issues, instead, have been discussed in [42], even though this sur-
vey mainly considers specific context-aware applications, but not from a general
formal methods viewpoint. Combining security and context-awareness requires
to address two distinct and interrelated aspects. On the one side, security re-
quirements may reduce the adaptivity of software. On the other side, new highly
dynamic security mechanisms are needed to scale up to adaptive software. Such
a duality has already been put forward in the literature [98,39], and we outline
below two possible ways of addressing it: securing context-aware systems and
context-aware security.

Securing context-aware systems aims at rephrasing the standard notions of
confidentiality, integrity and avaiability [83] and at developing techniques for
guaranteeing them [98]. Contexts may contain sensible data of the working en-
vironment (e.g. information about surrounding digital entities), and therefore
to grant confidentiality this contextual information should be protected from
unauthorised access. Moreover, the integrity of contextual information requires
mechanisms for preventing its corruption by any entity in the environment. A
trust model is needed, taking also care of the roles of entities that can vary from
a context to another. Such a trust model is important also because contextual in-
formation can be inferred from the environmental one, provided by or extracted
from digital entities therein, that may forge deceptive data. Since information is
distributed, denial-of-service can be even more effective because it can prevent
a whole group of digital entities to access relevant contextual information.

Context-aware security is dually concerned with the definition and enforce-
ment of high-level policies that talk about, are based on, and depend on the
notion of dynamic context. The policies most studied in the literature control
the accesses to resources and smart things, see among the others [98,66,100].
Some e-health applications show the relevance of access control policies based
on the roles attached to individuals in contexts [7,54].

Most of the work on securing context-aware systems and on context-aware
security aims at implementing various features at different levels of the infras-
tructures, e.g. in the middleware [84] or in the interaction protocols [62]. Indeed,
the basic mechanisms behind security in adaptive systems have been studied
much less. Moreover, the two dual aspects of context-aware security sketched
above are often tackled separately. We lack then a unifying concept of security.

Our proposal faces the challenges pointed out above, by formally endowing a
programming language with linguistic primitives for context-awareness and se-
curity, provided with a clear formal semantics. We suitably extend and integrate
together techniques from COP, type theory and model-checking. In particular,
we develop a static technique ensuring that a program: (i) adequately reacts to
context changes; (ii) accesses resources in accordance with security policies; (iii)
exchanges messages, complying with specific communication protocols.
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4 An Example

In this section a working example intuitively illustrates our methodology, made
of the following three main ingredients:

1. a COP functional language, called ContextML [53,52], with constructs for
resource manipulation and communication with external parties, and with
mechanisms to declare and enforce security policies, that talk about con-
text, including roles of entities, etc. We consider regular policies, in the style
of [61], i.e. safety properties of program traces;

2. a type and effect system for ContextML. We exploit it for ensuring that
programs adequately react to context changes and for computing as effect
an abstract representation of the overall behaviour. This representation, in
the form of History Expressions, describes the sequences of resource manip-
ulation and communication with external parties in a succinct form;

3. a model check on the effects to verify that the component behaviour is cor-
rect, i.e. that the behavioural variations can always take place, that resources
are manipulated in accordance with the given security policies and that the
communication protocol is respected.

Consider a typical scenario of ubiquitous computing. A smartphone app remotely
uses a Cloud as a repository to store and synchronise a library of ebooks. Also
it can execute locally, or invoke remotely customised services. In this example
we consider a simple full-text search.

A user buys ebooks online and reads them locally through the app. The pur-
chased ebooks are stored into the remote user library and some books are kept
locally in the smartphone. The two libraries may be not synchronised. The syn-
chronisation is triggered on demand and it depends on several factors: the actual
bandwidth available for connection; the free space on the device; etc.

This example shows that our programmable notion of context can represent
some of the environmental information briefly discussed in Section 3. In partic-
ular, the context is used to represent the location where the full-text search is
performed; the status of the device and of the resources (synchronised or not)
offered by the Cloud; and the actual role of the service caller. We specify below
the fragment of the app that implements the search over the user’s library.

Consider the context dependent behaviour emerging because of the different
energy profiles of the smartphone. We assume that there are two: one is active
when the device is plugged in, the other is active when it is using its battery.
These profiles are represented by two layers: ACMode and BatMode. The func-
tion getBatteryProfile returns the layer describing the current active profile
depending on the value of the sensor (plugged):

fun getBatteryProfile x = if (plugged) then ACMode else BatMode

Layers can be activated, so modifying the context. The expression

with(getBatteryProfile()) in exp1 (1)
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activates the layer obtained by calling getBatteryProfile. The scope of this
activation is the expression exp1 in Fig. 1(a). In lines 2-10, there is the following
layered expression:

ACMode. 〈do search〉,
BatMode. 〈do something else〉

This is the way context-dependent behavioural variations are declared. Roughly,
a layered expression is an expression defined by cases. The cases are given by the
different layers that may be active in the context, here BatMode and ACMode. Each
layer has an associated expression. A dispatching mechanism inspects at runtime
the context and selects an expression to be reduced. If the device is plugged in,
then the search is performed locally, abstracted by 〈do search〉. Otherwise,
something else gets done, abstracted by 〈do something else〉. Note that if the
programmer neglects a case, then the program throws a runtime error being
unable to adapt to the actual context.

In the code of exp1 (Fig. 1(b)), the function g consists of nested layered expres-
sions describing the behavioural variations matching the different configurations
of the execution environment. The code exploits context dependency to take into
account also the actual location of the execution engine (remote in the Cloud at
line 3, or local on the device at line 4), the synchronisation state of the library, at
lines 5,6, and the active energy profile at lines 2,10. The smartphone communi-
cates with the Cloud system over the bus through message passing primitives, at
lines 7-9. The search is performed locally only if the library is fully synchronised
and the smartphone is plugged in. If the device is plugged in, but the library
is not fully synchronised, then the code of function g is sent to the Cloud and
executed remotely by a suitable server.

Lines 7-10 specify some communications of the service, in quite a simple
model. Indeed, we adopt a top-down approach [44] to describe the interac-
tions between programs, based on a unique channel of communication, the bus,
through which messages are exchanged. For simplicity, we assume the opera-
tional environment to give the protocol P governing the interactions.

In Fig. 1(a) we show a fragment of the environment provided by the cloud.
The service considered offers generic computational resources to the devices con-
nected on the bus, by continuously running f . The function f listens to the bus
for an incoming request from a user identified by id. Then the provider updates
the billing information for the customer and waits for incoming code (a function)
and an incoming layer. Finally, it executes the received function in a context ex-
tended with the received layer. Note that before executing the function, the
Cloud switches its role from Root, with administrator rights, to the role Usr.

In the code of the Cloud there are two security policies ϕ, ϕ′, the scopes
of which are expressed by the security framings ϕ[. . . ], ϕ′[. . . ]. Intuitively, they
cause a sandboxing of the enclosed expression, to be executed under the strict
monitoring of ϕ and ϕ′ respectively. The policy ϕ specifies the infrastructural
rules of the Cloud. Among the various controls, it will inhibit a Usr to become
Root. Indeed, being context-aware, our policies can also express role-based or
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location-based policies. Instead ϕ′ is enforced right before running the received
function g and expresses that writing on the library write(library) is forbidden
(so only reading is allowed). In this way, we guarantee that the execution of
external code does not alter the remote library.

The viable interactions on the bus are constrained by a given protocol P . We
assume that the given protocol P is indeed an abstraction of the behaviour of
the various parties involved in the communications. We do not address here how
protocols are defined by the environment and we only check whether a program
respects the given protocol.

In our example the app must send the identifier of the user, the layer that
must be active active and the code implementing the search. Eventually, the
app receives the result of the search. This sequence of interactions is precisely
expressed by the following protocol.

P = (sendτidsendτ sendτ ′receiveτ ′′)∗

The values to be sent/received are represented in the protocol by their type: τid,
τ , τ ′, τ ′′. We will come back later on the usage of these types. The symbol ∗

means that this sequence of actions can be repeated any number of times.
Function getBatteryProfile returns either layer value ACMode or BatMode.

So the function is assigned the type ly{ACMode,BatMode} meaning that the returned
layer is one between the two mentioned above.

Function g takes the type unit and returns the type τ ′′, assuming that the
value returned by the search function has type τ ′′. The application of g de-
pends on the current context. For this reason we enrich the type with a set of
preconditions P where each precondition υ ∈ P is a set of layers. In our example
the precondition P is

P = {{ACMode, IsLocal, LibrarySynced} , {ACMode, IsCloud} , . . .}
In order to apply g, the context of application must contains all the layers in υ,
for a preconditions υ ∈ P. Furthermore, we annotate the type with the latent
effect H . It is a history expression and represents (a safe over-approximation of)
the sequences of resource manipulation or layer activations or communication
actions, possibly generated by running g. To summarise the complete type of g

is unit
P|H−−→ τ ′′.

Our type system guarantees that, if a program type-checks, the dispatching
mechanism always succeeds at run-time. In our example, the expression (1) will
be well-typed whenever the context in which it will be evaluated contains either
IsLocal or IsCloud, and either LibraryUnsynced or LibrarySynced. The pre-
conditions over ACMode and BatMode coming from exp1 are ensured in (1). This
is because the type of getBatteryProfile guarantees that one among them will
be activated in the context by the construct with.

Effects are then used to check whether a client complies with the policy and
the interaction protocol provided by the environment. Verifying that the code
of g obeys the policies ϕ and ϕ′ is done by standard model-checking the effect



Formalising Security in Ubiquitous and Cloud Scenarios 13

1 : fun f x =
2 : ϕ[with(Root) in
3 : let id = receiveτid in
4 : cd(/billing);write(bid_id)
5 : cd(../lib_id)
6 : ;
7 : with(Usr) in
8 : let lyr = receiveτ in
9 : let g = receiveτ ′ in
10 : ϕ′[with(lyr) in
11 : let res = g() in
12 : sendτ ′′(res)
13 : ]
14 : ]; f()

(a)

1 : fun g x =
2 : ACMode.
3 : IsCloud.search(),
4 : IsLocal.
5 : LibrarySynced.search(y),
6 : LibraryUnsynced.
7 : sendτid(myid);
8 : sendτ (ACMode);
9 : sendτ ′(g);
10 : receiveτ ′′

11 : BatMode. 〈do something else〉

(b)

Fig. 1. Two fragments of a service in the Cloud (a) and of an app (b)

of g (a context-free language) against the policies (regular languages). Since in
our example the app never writes and never changes the actual role to Root, the
policies ϕ′ and ϕ are satisfied (under the hidden assumption that the code for
the BatMode case has an empty effect).

To check compliance with the protocol, we only consider communications.
Thus, the effect of exp1 becomes:

Hsr = sendτid · sendτ · sendτ ′ · receiveτ ′′

Verifying whether the program correctly interacts with the Cloud system consists
of checking that the histories generated by Hsr are a subset of those allowed by
the protocol P = (sendτidsendτ sendτ ′receiveτ ′′)∗. This is indeed the case here.

5 ContextML

Context and adaptation features included in ContextML are borrowed from
COP languages [63] discussed above. Indeed, ContextML is characterised by:
(i) a declarative description of the working environment, called context, that is
a stack of layers; (ii) layers describing properties about the application current
environment; (iii) constructs for activating layers; (iv) mechanism for defining
behavioural variations.

The resources available in the system are represented by identifiers and can
be manipulated by a fixed set of actions. For simplicity, we here omit a construct
for dynamically creating resources, that can be dealt with following [20,18].

We enforce security properties by protecting expressions with policies: ϕ[e].
This construct is called policy framing [18] and it generalises the standard sand-
box mechanism. Roughly, it means that during the evaluation of the program
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e the computation performed so far must respect the policy ϕ in the so-called
history-dependent security.

The communication model is based on a bus which allows programs to interact
with the environment by message passing. The operations of writing and reading
values over this bus can be seen as a simple form of asynchronous I/O. We
will not specify this bus in detail, but we will consider it as an abstract entity
representing the whole external environment and its interactions with programs.
Therefore, ContextML programs operate in an open-ended environment.

5.1 Syntax and Semantics

Let N be the naturals, Ide be a set of identifiers, LayerNames be a finite set of
layer names, Policies be a set of security policies, Res be a finite set of resources
(identifiers) and Act be a finite set of actions for manipulating resources. The
syntax of ContextML is as follows:

n ∈ N x, f ∈ Ide L ∈ LayerNames

ϕ ∈ Policies r ∈ Res α, β ∈ Act

v, v′ ::= values
| n | funf x ⇒ e | () | L

lexp ::= layered expressions
| L.e | L.e, lexp

e, e′ ::= expressions
| v value Core ML
| x variable Core ML
| e1 e2 application Core ML
| e1 op e2 operation Core ML
| if e0 then e1 else e2 conditional expression Core ML
| with(e1) in e2 with Context
| lexp layered expressions Context
| α(r) access event Resource
| ϕ[e] policy framing Policy
| sendτ (e) send Communication
| receiveτ receive Communication

In addition, we adopt the following standard abbreviations: let x = e1 in e2 �
(fun_ x ⇒ e2) e1 and e1; e2 � (funf x ⇒ e2) e1, with x, f not free in e2.

The core of ML is given by the functional part, modelled on the call-by-value
λ-calculus.

The primitive with models the evaluation of the expression e2 in the context
extended by the layer obtained by the evaluation of e1. Behavioural variations are
defined by layered expression (lexp), expressions defined by cases each specifying
a different behaviour depending on the actual structure of the context.

The expression α(r) models the invocation of the access operation α over the
resource r, causing side effects. Access labels specify the kind of access operation,
e.g. read, write, and so on.
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A security policy framing ϕ[e] defines the scope of the policy ϕ to be enforced
during the evaluation of e. Policy framings can also be nested.

The communication is performed by sendτ and receiveτ that allow the in-
teraction with the external environment by writing/reading values of type τ (see
Subsection 5.3) to/from the bus.

Dynamic Semantics. We endow ContextML with a small-step operational seman-
tics, only defined, as usual, for closed expressions (i.e. without free variables).

Our semantics is history dependent. Program histories are sequences of events
that occur during program execution. Events ev indicate the observation of criti-
cal activities, such as activation (deactivation) of layers, selection of behavioural
variations and program actions, like resource accesses, entering/exiting policy
framings and communication. The syntax of events ev and programs histories η
is the following:

ev ::= �L | �L |Disp(L) |α(r) | [ϕ | ]ϕ | sendτ | receiveτ (2)
η ::= ε | ev | η η (ε is the empty history) (3)

A history is a possibly empty sequence of events occurring at runtime. The
event �L (�L) marks that we begin (end) the evaluation of a with body in a
context where the layer L is activated (deactivated), the event Disp(L) signals
that the layer L has been selected by the dispatching mechanism. The event
α(r) marks that the action α has been performed over the resource r; the event
[ϕ (]ϕ) records that we begin (end) the enforcement of the policy ϕ; the event
sendτ/receiveτ indicates that we have sent/read a value of type τ over/from the
bus.

A context C is a stack of active layers with two operations. The first C − L
removes a layer L from the context C if present, the second L :: C pushes L over
C − L. Formally:

Definition 1. We denote the empty context by [ ] and a context with n elements
with L1 at the top, by [L1, . . . , Ln]. Let C = [L1, . . . , Li−1, Li, Li+1, . . . , Ln], 1 ≤
i ≤ n then

C − L =

{
[L1, . . . , Li−1, Li+1, . . . Ln] if L = Li

C otherwise

L :: C = [L,L1, . . . , Ln] where [L1, . . . , Ln] = C − L

The semantic rules of the core part are inherited from ML and we will omit
them. Below, we will show and comment only the ones for the new constructs.

The transitions have the form C � η, e → η′, e′, meaning that in the context
C, starting from a program history η, in one evaluation step the expression e
may evolve to e′, extending the history η to η′. Initial configurations have the
form (ε, e). We write η � ϕ when the history η obeys the policy ϕ, in a sense
that will be made precise in the Subsections 5.2 and 5.4.
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with1

C � η, e1 → η′, e′1
C � η,with(e1) in e2 → η′,with(e′1) in e2

with2
C � η,with(L) in e → η �L,with(L̄) in e

with3

L :: C � η, e → η′, e′

C � η,with(L̄) in e → η′,with(L̄) in e′

with4
C � η,with(L̄) in v → η �L, v

The rules for with(e1) in e2 evaluate e1 in order to obtain the layer L (with1)
that must be activated to eventually evaluate the expression e2 (with3). In ad-
dition, in the history, the events �L and �L mark the beginning (with2) and the
end (with4) of the evaluation of e2. Note that being within the scope of layer L
activation is recorded by using L (with2). When the expression is just a value
the with is removed (with4).

lexp
Li = Dsp(C, {L1, . . . , Ln})

C � η, L1.e1, . . . , Ln.en → η Disp(Li), ei

In evaluating a layered expression e = L1.e1, . . . , Ln.en (rule lexp), the current
context is inspected top-down to select the expression ei that corresponds to the
layer Li, selected by the dispatching mechanism illustrated below. The history
is updated by appending Disp(Li) to record that the layer Li has been selected.
The dispatching mechanism is implemented by the partial function Dsp, defined
as

Dsp([L′
0, L

′
1, . . . , L

′
m], A) =

{
L′
0 if L′

0 ∈ A

Dsp([L′
1, . . . , L

′
m], A) otherwise

It returns the first layer in the context [L′
0, L

′
1, . . . , L

′
m] which matches one of

the layers in the set A. If no layer matches, then the computation gets stuck.

action
C � η, α(r) → η α(r), ()

The rule (action) describes the evaluation of an event α(r) that consists in ex-
tending the current history with the event itself, and producing the unit value ().

framing1

η−[] � ϕ

C � η, ϕ[e] → η[ϕ, ϕ[e]

framing2

C � η, e → η′, e′ η′−[] � ϕ

C � η, ϕ[e] → η′, ϕ[e′]

framing3

η−[] � ϕ

C � η, ϕ[v] → η]ϕ, v
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The policy framing ϕ[e] enforces the policy ϕ on the expression e, meaning that
the history must respect ϕ at each step of the evaluation of e and each event
issued within e must be checked against ϕ. More precisely, each resulting history
η′ must obey the policy ϕ (in symbols η′−[] � ϕ). When e is just a value, the
security policy is simply removed (framing3). As for the with rules, placing a
bar over ϕ records that the policy is active. Also here, in the history the events
[ϕ/]ϕ record the point where we begin/end the enforcement of ϕ. Instead, if η′
does not obey ϕ, then the computation gets stuck.

send1

C � η, e → η′, e′

C � η, sendτ (e) → η′, sendτ (e
′)

send2
C � η, sendτ (v) → η sendτ , ()

receive
C � η, receiveτ → η receiveτ , v

The rules that govern communications reflect our notion of protocol, that ab-
stractly represents the behaviour of the environment, showing the sequence of the
pair direction/type of messages. Accordingly, our primitives carry types as tags,
rather than dynamically checking the exchanged values. In particular, there is no
check that the type of the received value matches the annotation of the primitive
receive. Our static analysis in Subsection 5.4 will guarantee the correctness of
this operation. More in detail, sendτ (e) evaluates e (send1) and sends the ob-
tained value over the bus (send2). In addition, the history is extended with the
event sendτ . A receiveτ reduces to the value v read from the bus and appends
the corresponding event to the current history. This rule is similar to that used
in the early semantics of the π-calculus, where we guess a name transmitted over
the channel [85].

5.2 History Expressions

To statically predict the histories generated by programs at run-time, we in-
troduce history expressions [87,20,18], a simple process algebra providing an
abstraction over the set of histories that a program may generate. We recall
here the definitions and the properties given in [18], extended to cover histories
with a larger set of events ev, also endowing layer activation, dispatching and
communication.

Definition 2 (History Expressions). History expressions are defined by the
following syntax:
H,H1 ::= ε empty H1 +H2 sum

ev events in (2) H1 ·H2 sequence
h recursion variable μh.H recursion
ϕ[H ] safety framing, stands for [ϕ·H ·]ϕ
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ε ·H ε−→ H α(r)
α(r)−−−→ ε μh.H

ε−→ H{μh.H/h}

H1
α(r)−−−→ H ′

1

H1 ·H2
α(r)−−−→ H ′

1 ·H2

H
α(r)−−−→ H ′

H1 +H2
α(r)−−−→ H ′

1

H2
α(r)−−−→ H ′

2

H1 +H2
α(r)−−−→ H ′

2

Fig. 2. Transition system of History Expressions

The signature defines sequentialisation, sum and recursion operations over sets
of histories containing events; μh is a binder for the recursion variable h.

The following definition exploits the labelled transition system in Fig. 2.

Definition 3 (Semantics of History Expressions). Given a closed history
expression H (i.e. without free variables), its semantics �H� is the set of histories
η = w1 . . . wn (wi ∈ ev ∪ {ε}, 0 ≤ i ≤ n) such that ∃H ′. H w1−−→ · · · wn−−→ H ′.

We remark that the semantics of a history expression is a prefix closed set of
histories. For instance, μh.(α(r) + α′(r) · h · α′′(r)) comprises all the histories of
the form α′(r)nα(r)α′′(r)n, with n ≥ 0.

Back to the example in Section 4, assume that H is the history expression
over-approximating the behaviour of the function g. Then, assuming τ = lyACMode,
the history expression of the fragment of the Cloud service (Fig. 1(b)) is

μh.ϕ[

�Root·receiveτid · cd(/billing) · write(bid_id) · cd(../libid)·�Root·
�Usr·receiveτ · receiveτ ′ · ϕ′[�ACMode·H · sendτ ′′�ACMode]�Usr

] · h

Closed history expressions are partially ordered: H � H ′ means that the ab-
straction represented by H ′ is less precise than the one by H . The structural
ordering � is defined over the quotient induced by the (semantic-preserving)
equational theory presented in [20] as the least relation such that H � H and
H � H +H ′. Clearly, H � H ′ implies �H� ⊆ �H ′�.

Validity of History Expressions. Given a history η, we denote with η−[]

the history purged of all framings events [ϕ, ]ϕ. For instance, if η =
α(r)[ϕα

′(r)[ϕ′ [α′′(r)]ϕ]ϕ′ then η−[] = α(r)α′(r)α′′(r). For details and other ex-
amples, see [20].

Given a history η, the multiset ap(η) collects all the policies ϕ still active,
i.e. whose scope has been entered but not exited yet. These policies are called
active policies and are defined as follows:

ap(ε) = { } ap(η [ϕ) = ap(η) ∪ {ϕ}
ap(η ev) = ap(η) ev �= [ϕ, ]ϕ ap(η ]ϕ) = ap(η) \ {ϕ}

The validity of a history η (|= η in symbols) is inductively defined as follows,
assuming the notion of policy compliance η � ϕ of Subsection 5.4.
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� ε

� η′ev if � η′ and (η′ev)−[] � ϕ for all ϕ ∈ ap(η′ev)

A history expression H is valid when |= η for all η ∈ �H�.
If a history is valid, also its prefixes are valid, i.e. validity is a prefix-closed

property, as stated by the following lemma.

Property 1. If a history η is valid, then each prefix of η is valid.

For instance, if the policy ϕ amounts to “no read(r) after write(r)”, the history
write(r)ϕ[read(r)write(r)] is not valid because write(r)read(r) � ϕ and re-
mains not valid after, e.g. also write(r)read(r)write(r) � ϕ. Instead, the history
ϕ[read(r)]write(r) is valid because both ε � ϕ, read(r) � ϕ and read(r)write(r) �
ϕ . The semantics of ContextML (in particular the rules for framing) ensures
that the histories generated at runtime are all valid.

Property 2. If C � ε, e → η′, e′, then η′ is valid.

5.3 ContextML Types

We briefly describe here our type and effect system for ContextML. We use it for
over-approximating the program behaviour and for ensuring that the dispatching
mechanism always succeeds at runtime. Here, we only give a logical presentation
of our type and effect system, but we are confident that an inference algorithm
can be developed, along the lines of [87]. All the technical properties that show
the correctness of our type systems are detailed in [53]. Here, we only state the
most intuitive results.

Our typing judgements have the form 〈Γ ;C〉 � e : τ �H . This reads as “in the
type environment Γ and in the context C the expression e has type τ and effect
H .” The associated effect H is a history expression representing all the possible
histories that a program may generate.

Types are integers, unit, layers and functions:

σ ∈ ℘(LayerNames) P ∈ ℘ (℘(LayerNames))

τ, τ1, τ
′ ::= int | unit | lyσ | τ1 P|H−−→ τ2

We annotate layer types with sets of layer names σ for analysis reason. In lyσ,
σ safely over-approximates the set of layers that an expression can be reduced
to at runtime. In τ1

P|H−−→ τ2, P is a set of preconditions υ, such that each υ over-
approximates the set of layers that must occur in the context to apply the func-
tion. The history expression H is the latent effect, i.e. a safe over-approximation
of the sequence of events generated while evaluating the function.

The rules of our type and effect system are in Fig. 3. We show and comment
in detail only the rules for the new constructs; the others are directly inherited
from that of ML. For the sake of simplicity, we also omit some auxiliary rules
and the rules for subeffecting and for subtyping that can be found in [53].
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(Tly) 〈Γ ;C〉 � L : ly{L} � ε

(Tfun)
∀υ ∈ P. 〈Γ, x : τ1, f : τ1

P|H−−−→ τ2;C′〉 � e : τ2 � H |C′| ⊆ υ

〈Γ ;C〉 � funf x ⇒ e : τ1
P|H−−−→ τ2 � ε

(Tapp)
〈Γ ;C〉 � e1 : τ1

P|H−−−→ τ2 � H1 〈Γ ;C〉 � e2 : τ1 � H2 ∃υ ∈ P.υ ⊆ |C|
〈Γ ;C〉 � e1e2 : τ2 � H1 ·H2 ·H

(Twith)
〈Γ ;C〉 � e1 : ly{L1,...,Ln} � H′ ∀Li ∈ {L1, . . . , Ln}.〈Γ ;Li :: C〉 � e2 : τ � Hi

〈Γ ;C〉 � with(e1) in e2 : τ � H′ ·∑Li
�Li

·Hi·�Li

(Tlexp)
∀i.〈Γ ;C〉 � ei : τ � Hi L1 ∈ |C| ∨ · · · ∨ Ln ∈ |C|

〈Γ ;C〉 � L1.e1, . . . , Ln.en : τ �
∑

Li∈{L1,...,Ln}
Disp(Li) ·Hi

(Talpha) 〈Γ ;C〉 � α(r) : unit � α(r)
(Tphi)

〈Γ ;C〉 � e : τ � H

〈Γ ;C〉 � ϕ[e] : τ � [ϕ·H·]ϕ

(Trec) 〈Γ ;C〉 � receiveτ : τ � receiveτ
(Tsend)

〈Γ ;C〉 � e : τ � H

〈Γ ;C〉 � sendτ (e) : unit � H · sendτ

Fig. 3. Typing rules

The rule (Tly) asserts that the type of a layer L is ly annotated with the
singleton set {L} and its effect is empty. In the rule (Tfun) we guess a set of
preconditions P, a type for the bound variable x and for the function f . For all
preconditions υ ∈ P, we also guess a context C′ that satisfies υ, i.e. that contains
all the layers in υ: in symbols |C′| ⊆ υ, where |C′| denotes the set of layers active
in the context C′. We determine the type of the body e under these additional
assumptions. Implicitly, we require that the guessed type for f , as well as its
latent effect H , match those of the resulting function. In addition, we require
that the resulting type is annotated with P.

The rule (Tapp) is almost standard and reveals the mechanism of function
precondition. The application gets a type if there exists a precondition υ ∈ P sat-
isfied in the current context C. The effect is obtained by concatenating the ones
of e2 and e1 and the latent effect H . To better explain the use of preconditions,
consider the technical example in Fig. 4. There, the function funf x ⇒ L1.0

is shown to have type int
{L1}−−−→ int (for the sake of simplicity, we ignore the

effects). This means that in order to apply the function, the layer L1 must be
active, i.e. must occur in the context.

The rule (Twith) establishes that the expression with(e1) in e2 has type τ ,
provided that the type for e1 is lyσ (recall that σ is a set of layers) and e2 has
type τ in the context C extended by the layers in σ. The effect is the union of
the possible effects resulting from the evaluation of the body. This evaluation is
carried on the different contexts obtained by extending C with one of the layers
in σ. The special events �L and �L mark the limits of layer activation.

By (Tlexp) the type of a layered expression is τ , provided that each sub-
expression ei has type τ and that at least one among the layers L1, . . . Ln occurs
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〈Γ, x : int, f : τ
{|C′|}−−−−→ int;C′〉 � 0 : int L1 ∈ C′

〈Γ, x : int, f : τ
{|C′|}−−−−→ int;C′〉 � L1.0 : int

〈Γ ;C〉 � funf x ⇒ L1.0 : int
{|C′|}−−−−→ int 〈Γ ;C〉 � 3 : int |C′| ⊆ |C|

〈Γ ;C〉 � (funf x ⇒ L1.0) 3 : int

Fig. 4. Derivation of a function with precondition. We assume that C′ = [L1], L1 is
active in C, LayerNames = {L1} and, for typesetting convenience, we ignore effects.

in C. When evaluating a layered expression one of the mentioned layers will
be active in the current context so guaranteeing that layered expressions will
correctly evaluate. The whole effect is the sum of sub-expressions effects Hi

preceded by Disp(Li).
The rule (Talpha) gives expression α(r) type unit and effect α(r). In the rule

(Tphi) the policy framing ϕ[e] has the same type as e and [ϕ·H ·]ϕ as effect.
The expression sendτ (e) has type unit and its effect is that of e extended

with event sendτ . The expression receiveτ has type τ and its effect is the event
receiveτ . Note that the rules establish the correspondence between the type de-
clared in the syntax and the checked type of the value sent/received. An ad-
ditional check is however needed and will be carried on also taking care of the
interaction protocol (Subsection 5.4).

The history expression H obtained as effect of an expression e safely over-
approximates the set of histories η that may actually be generated during the
execution of e. More formally:

Theorem 1 (Correctness)
If 〈Γ ;C〉 � e : τ � H and C � ε, e →∗ η, e′, then η ∈ �H�.

In [53] we also proved a more general result, long to state here: our type and
effect system is sound. Its direct consequence is that a well-typed program may go
wrong only because of policy violations or because the communication protocol
is not respected. We take care of these two cases in the next subsection.

5.4 Model Checking

We discuss here our model-checking machinery for verifying whether a history
expression is compliant with respect to a policy ϕ and a protocol P . To do this
we will use the history expression obtained by typing the program.

Policy checking. A policy ϕ is actually a safety property [61], expressing that
nothing bad will occur during a computation. Policies are expressed through
Finite State Automata (FSA). We take a default-accept paradigm, i.e. only the
unwanted behaviour is explicitly mentioned. Consequently, the language of ϕ is
the set of unwanted traces, hence an accepting state is considered as offending.
Let L(ϕ) denote the language of ϕ.
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q0 q1

write(library)

ϕ′

q0

q1

q2

q′1

�Root

�Usr

�Usr

�Root

�Root

�Usr

ϕ

q0 q1 q2

write(library)�Usr

�Usr

ϕ′′

Fig. 5. Some examples of security policies. For clarity we omit the self loops in each
state, that however are necessary to capture security unrelated events; they are labelled
with those actions not in any outgoing edge.

The policies ϕ′, ϕ described in the example of Section 4 are in Fig. 5. The
automaton for ϕ′ expresses that writing in the library is forbidden. The one for
ϕ describes as offending the traces that activate a layer Root (event �Root) while
Usr is still active (after �Usr but before �Usr), or viceversa. The automaton for ϕ′′

is an example of context-aware policy. In particular it states a role-based policy
where writing in the library is forbidden when Usr is impersonated. Note that
also ϕ′′ is an infrastructural policy, just as it was ϕ in the example of Section 4.

We now complete the definition of validity of a history η, η � ϕ, anticipated
in Section 5.2. Recall also that a history expression is valid when all its histories
are valid.

Definition 4 (Policy compliance). Let η be a history without framing events,
then η � ϕ iff η /∈ L(ϕ).

To check validity of a history expression we first need to solve a couple of
technical problems. The first is because the semantics of a history expression
may contain histories with nesting of the same policy framing. For instance,
H = μh. (ϕ[α(r)h] + ε) generates [ϕα(r)[ϕα(r)]ϕ]ϕ. This kind of nesting is redun-
dant because the expressions monitored by the inner framings are already under
the scope of the outermost one (in this case the second α(r) is already under the
scope of the first ϕ). In addition, policies cannot predicate on the events of open-
ing/closing a policy framing (because definition of validity in Subsection 5.2 uses
η−[]). More in detail, a history η has redundant framing whenever the active poli-
cies ap(η′) contain multiple occurrences of ϕ for some prefix η′ of η. Redundant
framings can be eliminated from a history expression without affecting the valid-
ity of its histories. For example, we can rewrite H as H↓= ϕ[μh. (α(r)h + ε)]+ ε
that does not generate histories with redundant framings. Given H , there is a
regularisation algorithm returning his regularised version H↓ such that (i) each
history in �H↓� has no redundant framing, (ii) H↓ is valid if and only if H is
valid [20]. Hence, checking validity of a history expression H can be reduced to
checking validity of a history expression H↓.
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The second technical step makes a local policy to speak globally, by trans-
forming it so to trap the point of its activations. Let {ϕi} be the set of all the
policies ϕi occurring in H . From each ϕi it is possible to obtain a framed au-
tomaton ϕ

[]
i such that a history without redundant framings η is valid (� η)

if and only if η /∈ L(
⋃
ϕ
[]
i ). The detailed construction of framed automata can

be found in [20] and roughly works as follows. The framed automaton for the
policy ϕ consists of two copies of ϕ. The first copy has no offending states and is
used when the actions are performed while the policy is not active. The second
copy is reached when the policy is activated by a framing event and has the
same offending states of ϕ. Indeed, there are edges labelled with [ϕ from the first
copy to the second and ]ϕ in the opposite direction. As a consequence, when a
framing is activated, the offending states are reachable. Fig. 6 shows the framed
automaton used to model check a simple policy ϕ2 that prevents the occurrence
of two consecutive actions α on the resource r. Clearly, the framed automaton
only works on histories without redundant framing. Otherwise, it should record
the number of nesting of policy framings to determine when the policy is active,
and this is not a regular property.

Validating a regularised history expression H against the set of policies ϕi

appearing therein amounts to verifying that �H↓�∩⋃L(ϕ
[]
i ) is empty. This pro-

cedure is decidable, since H↓ is context-free [18,55],
⋃
L(ϕ

[]
i ) is regular; context-

free languages are closed by intersection with regular languages; and emptiness
of context-free languages is decidable.

Note that our approach fits into the standard automata-based model check-
ing [92]. Therefore there is an efficient and fully automata-based method for
checking validity, i.e. � relation for a regularised history expression H [21].

Protocol compliance. We are now ready to check whether a program will well-
behave when interacting with other parties through the bus. The idea is that the
environment specifies P , and only accepts a user to join that follows P during
the communication. We take a protocol P to be a sequence S of sendτ and
receiveτ actions, possibly repeated (in symbols S∗), that designs the coordination
interactions, as defined below:

P ::= S | S∗ S ::= ε | sendτ .S | receiveτ .S

q0 q1 q2

α(r) α(r)
q0 q1 q2

q′0 q′1 q′2

α(r)

α(r)

]ϕ[ϕ ]ϕ[ϕ [ϕ ]ϕ

α(r)

α(r)

Fig. 6. On the left: a policy ϕ2 that expresses that two consecutive actions α on r are
forbidden. On the right: the framed automaton obtained from ϕ2.
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A protocol P specifies the regular set of allowed interaction histories. We require
a program to interact with the bus following the protocol, but we do not force the
program to do the whole specified interaction. The language L(P ) of P turns out
to be a prefix-closed set of histories, obtained by considering all the prefixes of
the sequences defined by P . Then we only require that all the histories generated
by a program (projected so that only sendτ and receiveτ appear) belong to L(P ).

Let Hsr be a projected history expression where all non sendτ ,receiveτ events
have been removed. Then we define compliance to be:

Definition 5 (Protocol compliance). Let e be an expression such that
〈Γ,C〉 � e : τ � H, then e is compliant with P if �Hsr� ⊆ L(P ).

As for policy compliance, also protocol compliance can be established by using
a decidable model checking procedure.

Note that, in our model, protocol compliance cannot be expressed only through
the security policies introduced above. As a matter of fact, we have to check that
Hsr does not include forbidden communication patterns, and this is a require-
ment much similar to a default-accept policy. Furthermore, we also need to check
that some communication pattern in compliance with P must be done, cf. the
check on the protocol compliance of the e-book reader program made in the
example of Section 4.
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Abstract. Smart city means an intelligent city called post-ubiquitous city. 
However, to be a smart city, there are some issues to consider carefully. The 
first is the security issues having platform and intelligent surveillance function 
and analysis function as well as inference. The second is the governance issues 
between government and cities which are developing. And the third is the 
service issues to be realized in the cities. In this paper, we are mainly 
concentrated on the first security issue. Here we propose a speech recognition 
technology in emenrgency situation for secure cities. For the emergency 
detection in general CCTVs(closed circuit television) environment of our daily 
life, the monitoring by only images through CCTVs information occurs some 
problems especially in emergency state. Therefore for detecting emergency 
state dynamically through CCTVs as well as resolving some problems, we 
propose a detection and recognition method for emergency and non-emergency 
speech by Gaussian Mixture Models(GMM). The proposed method determines 
whether input speech is emergency or non-emergency speech by global GMM 
firstly. If this is an emergency speech, then local GMM is performed secondly 
to classify the type of emergency speech. The proposed method is tested and 
verified by emergency and non-emergency speeches in various environmental 
conditions. Also, we discuss about the platform issues having analysis and 
inference function of big data in smart city. 

Keywords: Smart city, security, big data, speech recognition, platform. 

1 Introduction 

In 1988, Mark Weiser introduced a new phrase to describe a new paradigm of 
computing. That phrase was ubiquitous computing and it refers to ‘smart’ and 
networked devices embedded within our environments. Now we are living in the era 
of ubiquitous computing. Ubiquitous computing is roughly the opposite of virtual 
reality. Usually, virtual reality puts people inside a computer-generated world, but 
ubiquitous computing forces the computer to live out here in the world with people. 
Virtual reality is primarily a horse power problem, but ubiquitous computing is a very 
difficult integration of human factors, computer science, engineering, and social 
sciences. Ubiquitous computing is a post-desktop model of human-computer 
interaction in which information processing has been thoroughly integrated into 
everyday objects and activities. The core technology of ubiquitous computing is an 
autonomic collaboration model for ubiquitous fusion services in ubiquitous 
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computing environment. To do some action in ubiquitous computing, many elements 
coordinate to complete such action. Ubiquitous networking in ubiquitous computing 
is completed by the collaboration of many types of networks, city technologies, city 
sociology and governance[1,2,3]. 

Ubiquitous city is a city with a virtual overlay on top of its physical construct that 
allows people to interact with their environment everywhere and in real time for their 
convenient better quality life.  

Nowadays, the pervasiveness of smart phones, tablets and laptops has led to instant 
communication via the web, and that has profoundly changed human behavior. We 
make a blog, tweet and share status messages to a global audience with little cost. 
Information and social or otherwise is overabundant and cheap. The internet or the 
ubiquitous platform has been with us for a while and all of that is really obvious.  

In short, smart city is a ubiquitous city having high intelligent capability with a lot 
of smart device and software. Nowadays smart city us more popular than ubiquitous 
city. Smart city is not a 20th century city with a few computers and screens thrown at 
it. It is not a just conventional city with its citizens carrying mobile phones. So, it 
needs a different planning or designing concept.  

Actually, there are a lot of different typed-data to be analyzed especially in smart 
city. Because many smart devices and software produce a lot of data with or without 
our intention. So, it is very important to deal with security strategy for abundant data 
in smart city. 

In this paper, we will survey and discuss some important security issues when we 
designing smart cities at this paper.  

2 The Concept of Smart City 

In computerized generation, industrial society paradigm was popular. That means that 
making some products by industry was so important at that time. After that as time 
goes by, in ‘e’ generation and ‘u’ generation, information society paradigm is more 
popular. That means that information is very important thing[3].  

Main keywords in new paradigm are the power of people, collective intelligence 
and new ecosystem. The power of people use mobile device and social media 
increasing the power of people in life. Collective intelligence is the creation of value 
by collective intelligence as well as collective power. New ecosystem is the creation 
of additional value by new ecosystem using open as well as sharing. 

Actually, the goal of ubiquitous computing is to make the safety, security and 
peace of mind society. The key technology to be a ubiquitous society is ubiquitous 
sensor network, in short USN. There are many application areas that use USN, such 
as home control, health medical care, welfare, hospital, school or education, traffic, 
culture, sports, environments, tracking of produce, anti-disaster, city security, etc. 

Nowadays smart society is dawning. If we disregard this changes or needs, we will 
degenerate from information ages. Smart paradigm is just an extension of ubiquitous 
paradigm, so called post-ubiquitous age.  

There are four types of viewpoints in ubiquitous computing. In the aspect of 
computing paradigm, the technology is changed from static community to automatic 
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community. In the aspect of technical principle, the technology is changed from 
situation aware to self growing. However, in the aspect of application domain, the 
technology is changed from healthcare to environment preservation. The fourth aspect 
concerns the application area, the technology is changed from home or building to 
society[1,3]. 

Smart city can be identified (and ranked) along six main axes or dimensions[4,5]. 
These axes are smart economy, smart mobility, smart environment, smart people,  
smart living, and smart governance. These six axes connect with traditional regional 
and neoclassical theories of urban growth and development. In particular, the axes are 
based -respectively- on theories of regional competitiveness, transport and ICT 
economics, natural resources, human and social capital, quality of life, and 
participation of citizens in the governance of cities. 

A city can be defined as ‘smart’ when investments in human and social capital and 
traditional and modern ICT communication infrastructure fuel sustainable economic 
development and a high quality of life, with a wise management of natural resources, 
through participatory governance. 

Why the smart city is necessary? It is for maximizing the utilization and 
functionality of space as well as increasing the value of the city. Also, it is for 
providing a better quality of life. For that linking the city internationally is very 
important. Nowadays the environment of our life is very important, so reducing many 
kinds of pollution is another goal of smart city. 

Among many application areas of ubiquitous, smart city is the constructed city by 
ubiquitous technologies and paradigm. Usually many ubiquitous services and hybrid 
technologies using RFID, USN, IPv6, sensing devices, monitoring, auto-control, real-
time management etc. make smart city.  

However, there are three important issues to be s smart city as of now. Firstly, the 
most important issue is the research about the infra structure of smart city such as 
platform, security, service scenario etc. The second issue is the research about the 
paradigm of smart city such as role play between government and local government to 
perform smart city etc. The third issue is the research about the consulting of smart 
city such as the best service model according to many types of organs, and business 
model, and so on. 

In short, smart city is a combination of safety and security for the sake of peaceful 
society. Now many services of ICT mobile devices are provided with personalized 
manners. For completion of real ubiquitous space through smart city, the standard 
model and some platforms should be a prerequisite condition for success.  

In this paper, our research is mainly focused on the first issue such as security issue 
and platform in designing smart city.  

3 Security Issues 

3.1 Speech Recognition Issue 

In smart city, how to implement secure city is important issue. To give a smart 
capability in smart city, it is usually used CCTV(closed circuit television) for 
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monitoring the city. However, many CCTVs catch or sense a lot of image information 
from the defined area rather than speech sound. However, even though they sense 
speech sound, it is hard to manage the emergency state or situation. For example, if 
somebody is in some emergency situation, he or she shouts as loud as possible. In this 
case, because the CCTVs only catch the images from the restricted or defined area, in 
case of the emergency speech or sound is a far from the CCTVs, it is hard to manage 
the emergency situation quickly. But if the sound is not an emergency sound, it is no 
problem. Only emergency sound is to be managed as soon as possible for secure city. 
To realize this concept is necessary for secure smart cities.  

However, the difficult for speech recognition is the background noise. As the noise 
is the main cause for decreasing the performance, the place or environment is very 
important in speech recognition[6]. Here, we propose a simulated classification 
method for emergency and non-emergency speech.  

For the purpose that, we use GMM(Gaussian Mixture Model). GMM is among the 
most statistically mature method for clustering (though they are also used intensively 
for density estimation). We introduce the concept of clustering, and see how one form 
of clustering in which we assume that individual data points are generated by first 
choosing one of a set of multivariate Gaussians and then sampling from them can be a 
well-defined computational operation. We see how to learn such a thing from data, 
and we discover that an optimization approach. This optimization method is called 
Expectation Maximization (EM). We spend some time giving a few high level 
explanations and demonstrations of EM, which turns out to be valuable for many 
other algorithms beyond Gaussian Mixture[7,8,9]. 

Therefore the proposed method determines whether input speech is emergency or 
non-emergency speech by global GMM. If the sensing speech is classified as an 
emergency speech, then local GMM is performed to recognize the type of emergency 
speech. By the simulation result, the proposed method is well classified whether the 
speech has noise or not([Fig.3]).  

One of the key factors in the speech recognition is quite different from the 
controlled environment of the speech laboratory. However, the surrounding noises are 
a particularly difficult problem in the real speech recognition. The difference in the 
controlled environment and the real environment in speech recognition comes into 
play in three distinct processes: signal process, feature space process, and model 
process. Of these three processes, the difference is most evident in the signal 
process[10]. Here, the noise in the speech data after the signal process is filtered by a 
novel digital filtering system. A FIR(Finite Impulse Response) filter [6,10] is first 
used to separate the speech region and the noise region, and then a Wiener filter is 
used to improve the overall speech recognition ([Fig.1]).   

Generally, the speech recognition system is configured by six stages. In stage 1, 
voice data are inputted by converting the audio signals into the electrical digital 
signals. In stage 2, the voice signals are separated from the surrounding noises. In 
stage 3, useful traits in speech recognition are extracted by using a speech recognition 
model. In stage 4, a standard speech pattern database is formed by speech recognition 
training. In stage 5, the new voice data are compared to the standard speech pattern a 
base, and the closest match is searched. In the final stage of 6, the matched result is 
put to use through the user interface. 
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Fig. 1. Speech recognition summary 

In the preprocessing (noise elimination) stage of 2, analog audio signals from a 
CCTVs or sensors are digitized and then fed to the digital filter. The digital filter, 
which is widely used and proven, selects the pass-band and filter out the stop-band.  

Depending on the presence of feedback processes, the digital filter is divided into 
IIR(Infinite Impulse Response) and FIR filters. The latter is known to be less error-
prone. For noise elimination, the Wiener and Kalman filters[4] are widely used. In 
emergency situations that require accurate interpretation of a rather brief voice data, 
the Wiener filter is usually preferred. The general model-based Wiener filtering 
process can be expressed as follows: 

 ))()((*)()(
^

tntstgts +=                    
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^

ts  is the speech to be recognized, )(ts is the speech data containing noise, 

)(tn is the noise, and )(tg is the Wiener filter. In Eq. (1), )(
^

ts is being sought. In it, an 
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^
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by using )(tn . In order to achieve a better approximation of )(
^

ts , the GMM as expressed 
below in Eq.(2) is used. It expresses mathematically the general characteristic of speech 
data. 
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Based on Eq. (2), the model-based Wiener filter is designed per following steps: In 
the inputted current frame, the noise region is determined by a statistically-based 
VAD. In the noise region found, the noise model is renewed to the previous value. In 
the preprocess-WF block, a temporally noise-free clean speech is estimated using the  



 Designing Smart Cities: Security Issues 35 

 

decision-directed Wiener filter. Using the estimated values from the previous step, the 
Gaussian post probabilities of the GMM are calculated. In the final, the probabilities 
are used to estimate the noise-free clean speech. The estimated noise-free speech and 
the noise model are used to design the final Wiener filter. The current frame is 
processed using the Wiener filter designed, and the noise-free clean speech is 
obtained. Then the above five steps are repeated for the next frame.  

Because of the reason of the performance, we propose a fast recognition filtering 
method for emergency detection. The basic concept is to selectively use the audio 
signal being transmitted from the CCTVs'. That is, from the transmitted signal, only 
the audio energy spectrum that is relevant to the speech is to be selected, digitized, 
and saved for further analysis. A high-performance FIR Wiener filer can be used to 
digitally filter out the unwanted portion of the audio signal, prior to actual speech 
recognition.  

Fig.2 is the proposed detection and recognition algorithm of emergency speech. 
After speech sound is detected, noise filtering and speech detection algorithms are 
applied. And then, through the feature extraction and similarity method by GMM we 
can decide whether the sound is emergency sound or not. After determination, we can 
apply the sound to emergency models in DB, and then finally we decide the sound 
and display on the dedicated screen. 

 

Fig. 2. The proposed detection and recognition process for emergency speech 

In this paper we construct the global GMM and local GMM. Global GMM is for 
detection whether the sound is emergency sound or not. Global GMM is constructed 
based on the feature extraction of emergency sound.  If the sound is in emergency 
sound, the type or the speech of the emergency sound is determined in local GMM 
process. 

Finally, Fig.3 is shown the results of our method.  
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  (a) Before noise filtering          (b) After noise filtering 

 
 (c) Before noise filtering         (d) After noise filtering 

 
(e) Before noise filtering           (f) After noise filtering 

Fig. 3. The estimation results of GMM (upper: in case of white noise, middle : in case of 
having general noise, lower :in case of having automobile noise) 

3.2 Platform Issue 

Smart city has to have the following functions such as instrumented, interconnected 
and intelligent functions. To realize those functions, smart city has to have a standard 
protocol(platform) to manage many kinds of activities. Platform is the structure and 
law for easy transaction among groups. Usually the platform of a smart city is as 
important as services. Platform is a system structure for information service of special 
area. The role of platform is for communication between side A and side B. For the 
purpose of that, they have to have platform having architecture and some rule for 
protocol. If not, it is hard to communicate each other as well as share some 
information. The goal of smart city is for collaboration. To reach this goal, the 
platform should prepare first of all. 
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Fig.4 is a smart city platform which is developed by Korea government at 2009[11] 
firstly. But it is updated as of now. In Fig.4, the number 1 is for infra interface, 
number 2 is for external service interfaces. The number 3 is for core utility services, 
so security functions are included here. The number 4 is for workflow management, 
so situation awareness or event management functions are implemented here. The 
number 5 is for information hub, and finally number 6 is for integrated databases. 
From the platform, we can realize that the number 3 and 4 modules have lots of 
important or core functions to be a smart city.  

Now intelligent surveillance technologies are developed in the platform. So, the 
framework of platform is like Fig.5. Smart platform should have analysis capability of 
many kinds of data or situation. So inference capability should include here.  

 

Fig. 4. Smart city platform 

 

Fig. 5. Surveillance framework in platform 
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In information technology, the ‘big data’ is a loosely-defined term used to describe 
data sets so large and complex that they become awkward to work with using on-hand 
database management tools. Difficulties include capture, storage, search, sharing, 
analysis, and visualization. The trend to larger data sets is due to the additional 
information derivable from analysis of a single large set of related data, as compared 
to separate smaller sets with the same total amount of data[12]. 

Data from citizens, systems, and general things are the single most scalable 
resources available to smart city stakeholders today. This big data is constantly 
captured through sensors and from open data sources. More and more data services 
for city officials, utility services, and citizens become available, which allows 
efficient access and use of big data, a necessary requirement for smart cities.  

Advances in digital sensors, communications, computation, and storage have 
created huge collections of data, capturing information of value to business, science, 
government, and society[13]. To many, the term ‘big data’ refers to algorithms and 
software programs that help companies or researchers make discoveries and unearth 
trends by allowing them to visualize and analyze information better. But it has 
another meaning too. Big data literally means big data, dizzying amounts of customer 
records, sound recordings, images, text messages, Facebook comments and technical 
information that has to be stored, retrieved and understood in its proper context to be 
any good to anyone. 

Historically, data analytics software hasn’t had the capability to take a large data set 
and use all of it—or at least most of it—to compile a complete analysis for a query. 
Instead, it has relied on representative samplings, or subsets, of the information to 
render these reports, even though analyzing more information produces more accurate 
results. 

Our approach is changing with the emergence of new big data analytics engines, 
such as Apache Hadoop, LexisNexis’HPCC Systems. These new platforms are 
causing ‘the disappearing role of summarization’. So, we propose a comprehensive 
personalized multi-agent based information retrieval platform to support the big data 
analysis and process in Fig.6.  

 

Fig. 6. Comprehensive personalized information retrieval platform 
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There are two main functions of user agent: first, it interacts with users and accepts 
the users’ retrieval query and returns the retrieval results back to users; second, it 
analyses the received user’s query and matching the preference base of each user, then 
returns the estimated proposals back to the user for choosing the best one and finally 
sends the refined query to the Information Retrieval Agent. The main function of the 
Query Process Agent is to analyze which domain the query may belong to according 
to the domain ontology base and knowledge base. For different type of data, we us 
Map/Reduce function to analyze and process data. Map/Reduce computing model, 
reasoning algorithm was designed to process mass data. Query was also transformed 
into Finite Semantic Graph, and semantic matched with full graph. Different kinds of 
data should use different Map/Reduce function, and find the optimal Map/Reduce 
function.  

4 Conclusion 

Urban performance currently depends not only on the city's endowment of hard 
infrastructure, but also, and increasingly so, on the availability and quality of 
knowledge communication and social infrastructure. The latter form of capital is 
decisive for urban competitiveness. It is against this background that the concept of 
the ‘smart city’ has been introduced as a strategic device to encompass modern urban 
production factors in a common framework and to highlight the growing importance 
of ICT technologies, social and environmental capital in profiling the competitiveness 
of cities. The significance of these two assets - social and environmental capital - 
itself goes a long way to distinguish smart cities from their more technology-laden 
counterparts, drawing a clear line between them and what goes under the name of 
either digital or intelligent cities. 

In this paper, we deal with the speech recognition issue firstly. This is for the 
recognition of emergency or non-emergency sound to detect the emergency situation 
in smart city. Unlike the controlled environment where a speech recognition system 
can easily filter out the extraneous noises, it is rather difficult in the real environment 
where sensors, such as CCTVs, collects abundant noises from various human, 
mechanical, and natural sources. The success of speech recognition in the real 
environment thus depends critically on how well these noises are filtered. Just as 
important, the processing time for noise filtering needs to be reduced, as time is the 
most critical element in emergency situations. Thus, effective noise filtering 
combined with fast processing time is considered to be the essence of speech 
recognition. Towards these goals, an improved speech recognition system is proposed 
in this work. The system has the FIR and Wiener filters as the key elements and 
effectively filters out the extraneous noises and produces clean noise-free speech data 
in a reasonable time. Here, we proposed the classification method between emergency 
sound and non-emergency sound by GMM. This method can do that if some sound is 
in emergency sound, the sound can be recognized by local GMM algorithm. From the 
simulation results, we can conclude that the recognition ratio is more that 80%, so that 
this method can apply in real situation. 
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And secondly we discuss with platform issue having the functions for not only 
analysis but also inference. Big data is another inference issue. We discuss the 
structure of big data platform here. 
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Abstract. The protection of sensitive information is very important, but also a 
difficult task. It usually requires a centralised access policy management and 
control system. However, such solution is often not acceptable in the era of  
users’ mobility. In the paper we propose a certificate-based group-oriented 
encryption scheme with an effective secret sharing scheme based on general  
access structure. The special design of the scheme ensures that the shared secret 
(encryption key information), a collection of shareholders, and the access 
structure can be dynamically changed without the need to update the long-term 
keys and shares owned by shareholders. It is also possible to delegate the access 
rights to another member of the qualified subgroup or to a new entity from 
outside the current access structure. 

Keywords: Information protection, general access structure, cryptographic 
access control, certificate-based cryptosystems. 

1 Introduction 

The user and information mobility is an important feature of IT systems, which have 
to be considered during the design of the mechanisms for protection of sensitive 
information. The mobility enables creation of many new and exciting applications, 
and makes life much easier for mobile workers as well. Mobile devices, i.e. laptops, 
tablets and smartphones, often contain sensitive information, e.g. personal data, 
address books, files with valuable information (e.g. contracts, orders, projects). The 
information is usually downloaded from the network, where it can be stored by third 
parties. 

The ability to download information from the network is crucial for the working 
comfort of the mobile user: regardless of where the user is, the information is always 
at hand. On the other hand the information stored in network by third parties subject 
to the risks and vulnerabilities associated with information security, i.e. anonymity, 
information retrieval, loss, theft and interception.  

One method to reduce some of these risks is to store the information in an 
encrypted form. However, such solution limits the users’ ability to selectively share 
their encrypted information at a fine-grained level. We need to control the access to 
the information, but the access control mechanisms should allow granting access 
according to a number of different constraints depending on the user privileges. 
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The most effective solution of the user and information mobility problem can be 
achieved by using cryptographic access control mechanisms. These mechanisms 
allow to store the information in the network in an encrypted form and to be 
decrypted only by authorised users. 

Cryptographic access control mechanisms are typically implemented in two stages. 
At the first stage the information is encrypted (according to some pre-defined access 
control policy) and is made available on a public server. At the second stage the 
encrypted information can be collected by any entity. However, the information can 
be read only by an entity that meets the requirements specified in the access policy 
related to the encrypted information. A group-oriented cryptosystem, where a group 
of participants cooperatively decrypt the ciphertext, is the solution to this kind of task. 

1.1 Related Works 

The concept of a group-oriented cryptosystem was first introduced by Y. Desmedt in 
[1] and is based on cooperation of designated authorized subsets of participants (an 
access structure). In group-oriented cryptography a sender firstly determines an access 
structure suitable to a receiving group of users and then sends an encrypted 
information or stores it in some localisation. Only authorized subsets of users in the 
group can cooperatively recover the message.  

Many group-oriented decryption schemes are based on a traditional certificate-
based PKI, on an identity-based public key cryptography (ID-PKC) or on a 
certificateless public key cryptography (CL-PKC). However, the need for PKI 
supporting certificates is considered as the main drawback for deployment and 
management of the traditional PKI. On other hand, the main disadvantages of ID-
PKC and CL-PKC are the lack of authentication of TAs and end users. C. Gentry in 
[2] introduced the solution that comes naturally. This solution combines the merits of 
traditional public key infrastructure (PKI) and identity-based cryptography. Primarily 
it was used for encryption and was called certificate-based encryption, but it was 
quickly generalised for certificate-based signature schemes [3]. 

There are many works on ID-based threshold decryption scheme [4, 5] that 
combines ID-based cryptography with threshold decryption. Considerable less effort 
is devoted to ID-based group-oriented decryption scheme with general access 
structure [6-8]. This is due to the greater popularity of threshold secret sharing 
methods and their simplicity in the case of a large number of subgroups belonging to 
the access structure. However, to realise the selective access control to information, 
i.e. to solve the problem of the user and information mobility, the ID-based group-
oriented decryption schemes with general access structure are more suitable.  

1.2 Our Contributions 

In this work we firstly contribute the definition, formalization and generic feasibility 
of group encryption. Next, we construct a new certificate and ID-based group-
oriented decryption scheme with general access structure (CIBE-GAS), and 
investigate its related practical and theoretical properties. The CIBE-GAS scheme is 
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more suitable, comparing to threshold secret sharing methods, when the same access 
rights to decrypt data should be selectively assigned to all participants belonging to 
the same well defined group of users.  

The proposed certificate-based encryption scheme with general access structure 
(CIBE-GAS, Section 3) combines three different ideas: the secret sharing scheme [9], 
publicly available evidence of being a member of a particular group [10] and Sakai-
Kasahara IBE (SK-IBE) scheme [11] with technique introduced by Fujisaki and 
Okamoto [12]. Such approach allows to achieve the new group encryption scheme 
with following features: 

(a) the originator is not required to know the structure of qualified subsets, 
members of which are authorised to decrypt the information; he simply 
encrypts it, no designated group having in mind, and then decides who should 
be able to decrypt it (the value C5 by Eq. (14) can be calculated at any time); 

(b) there is no need to designate a specific recipient of encrypted information - 
each member within a qualified subset can decrypt it (Section 3, Decryption 
algorithm); moreover, a sender can temporarily remove some subgroups from 
having access rights to encrypted information, i.e. a sender can arbitrarily select 
the recipients by overlaying the appropriate filter on the access structure; 

(c) the CIBE-GAS scheme is the certificate and ID-based encryption scheme 
(Section 3); it means, compared to the certificateless schemes, that partial key 
created by TA is published as a certificate and allows simplifying the user’s 
identity verification. 

Furthermore, the CIBE-GAS scheme has special construction of the public 
component ki,j (Section 3, Eq. (7)), which (a) protects the scheme against dishonest 
shareholders and unauthorised changes of the secret values being in possession of all 
users, and (b) allows any shareholder Uui ∈  to check if he is a member of an 

authorised group Aj. This component allows also any member of qualified subset to 
delegate his rights to any entity, which belongs or doesn’t belong to the set of all users 
(Section 4). 

We proved that the CIBE-GAS scheme is correct and secure against chosen-
plaintext attacks IND-CID-GO-CPA (Section 5). The proposed encryption scheme 
was implemented and tested using a freely available PBC library written by Ben Lynn 
[13]. 

1.3 Paper Organisation 

The paper is organized as follows. In Section 2, the bilinear maps and their properties 
are reviewed. Then, we present the Discrete Logarithm problem and its variations, 
on which our scheme is based. This Section introduces also some basic definitions of 
secret sharing schemes with general access structures, which works under certificate 
and ID-based scenarios. In Section 3 we present the group-oriented encryption 
scheme CIBE-GAS with general access structures. Section 4 presents an extension to 
the CIBE-GAS scheme allowing delegations to be specified from an authorized user 
to any another user. The analyses and discussions concerning the proposed scheme 
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are given in Section 5. Section 6 shows a practical implementation of the group-
oriented decryption scheme and summarizes the results of tests. Finally, conclusions 
are presented.  

2 Preliminaries 

2.1 Bilinear Groups and Security Assumptions 

Below, we summarise some concepts of bilinear pairings using notations similar to 
those presented by Al-Riyami, S., et al. [14]. 

Definition 1. Let (G1, +) and (G2, ·) be two cyclic groups of some prime order q>2k 
for security parameter k∈N. The bilinear pairing is given as 211 GGG:ê →×  and 

must satisfy the following three properties: 

1. Bilinearity: ( )bQ,aPê  = ( )Q,abPê  = ( )abQ,Pê  = ( )abQ,Pê  for all P, Q∈ 1G  and 

all a, b ∈ *
qZ ; this can be restated in the following way: for P, Q, R ∈ 1G , 

( )R,QPê +  = ( ) ( )R,QêR,Pê  and ( )RQ,Pê + = ( ) ( )R,PêQ,Pê . 

2. Non-degeneracy: some P, Q∈ 1G  exists such that ( )
2G1Q,Pê ≠ ; in other words, if 

P and Q are two generators of 1G , then ( )Q,Pê  is a generator of 2G . 

3. Computability: given P, Q∈ 1G , an efficient algorithm computing ( )Q,Pê  exists. 

To construct the bilinear pairing we can use, for example, the Weil or Tate pairings 
associated with an elliptic curve over a finite field. 

2.2 Security Assumptions and Hard Problems 

A few definitions presented below are important for security reduction techniques 
used to design the CIBE-GAS scheme and prove its security. We start from three 
classical hard problems: the DL (Discrete Logarithm) and BDH (Bilinear Diffie–
Hellman) problems. Then we describe a problem presented in [15], called the k-BDHI 
(Bilinear Diffie-Hellman Inversion) problem. 

Assumption 1 (DL problem). For *
1GQ,P ∈  finding an integer k, which satisfies Q = 

kP is hard. 

Assumption 2 (BDH problem [16]). For *
1GQ,P ∈  and given (P, aQ, bQ, cQ), 

where *
qZc,b,a ∈ , computing ( )abcQ,Pê  is hard. 

Assumption 3 (k-BDHI problem [15]). For an integer k, *
qR Zx∈ , *

1GQ,P ∈  and 

given (P, xQ, x2Q, …, xkQ), computing ( ) x
1

Q,Pê  is hard. 

Obviously, if it is possible to solve DL problem then it is also possible to solve 
BDH problem (given Q, aQ, bQ and cQ we can take discrete logarithms to obtain a, b 
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and b, which allows computing ( )abcQ,Pê ). It is not known whether the k-BDHI 

problem, for k > 1, is equivalent to BDH [15]. However, solving the k-BDHI problem 
is no more difficult than calculating discrete logarithms in G1. 

2.3 General Access Structure 

An access structure is a rule that defines how to share a secret, or more widely, who 
has an access to particular assets in IT system. Access structures can be classified into 
structures with and without threshold [17]. Although threshold access structures are 
frequently used (e.g. the most familiar examples are (n, n) and (t, n) secret sharing 
schemes given by Shamir or by Asmuth-Bloom), the non-threshold structures are 
more versatile. It is especially visible when the sender of the information defines 
special decryption rules that have to be met by the document recipient (e.g., the 
recipient should belong to a specific users’ group). 

Let us assume that }u,...,u,u{U n21=  is a set of n participants. The set 

=Γ { U2A∈ : a set of shareholders, which are designated to reconstruct the secret} 
is an access structure of U, if the secret can be reconstructed by any set Γ∈A . All 
sets in access structure Γ  are called authorized or qualified subsets. A desirable 
feature of each access structure is its monotonicity. It means that every set containing 
a subset of privileged entities is also a collection of the privileged entities. The set of 
all minimal subsets Γ∈C  is called the access structure basis 0Γ  (or alternatively, 

the minimal access structure) and is expressed mathematically by the following 
relation: 

 { }ΓΓΓΓ ∉∀∈=⊇ ⊂ B:C CB0  (1) 

Due to the monotonicity of the set Γ , the access structure basis 0Γ  may be always 

extended to the set Γ  by including all supersets generated from the sets of 0Γ . 

The access structure ( )n,tΓ  of the threshold scheme (t, n) is defined as follows: 

 ( ) { }tA:2A U
n,t ≥∈=Γ   (2) 

It is easy to notice, that in case of the access structure ( )n,tΓ  of the threshold scheme 

(t, n), all users have the same privileges and credentials. G.J. Simmons in [18] 
generalized a secret threshold sharing scheme (t, n) and gave the definition of 
hierarchical (multilevel) and compartmented threshold secret sharing. In such 
approach, in contrast to the classical threshold secret sharing, trust is not uniformly 
distributed among the members of the qualified subsets. It means that participants are 
divided into several subsets and only participants belonging to the same subset play 
the equivalent roles. 

We say that the structure is useful, when it is possible to implement the access 
structure Γ . An example of the access structures realization is the approach proposed 
by Benaloh-Leichter [19]. However, the application of access structures for the 
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construction of group-oriented decryption scheme is effective only when it is possible 
to reuse shares being in possession of participants. The discussion how to meet this 
requirement is presented in the work [9, 10, 20, 21]. 

3 Full Certificate-Based Encryption Scheme with General 
Access Structure 

Assume that there are given: n–element set containing all shareholders 
}u,...,u,u{U n21= , m–element access structure }A,...,A,A{ m21=Γ , dealer 

UD ∉ and combiner UCom ∈ . Then proposed Certificate-Based Encryption scheme 
with General Access Structure (CIBE-GAS) consists of eight algorithms: Setup, 
SetSecretValue, CertGen, SetPublicKey, ShareDistribution, Encryption, 
SubDecrytpion and Decryption. 

The ShareDistribution algorithm is based on ideas taken from [9, 10] and allows 
to generate shares and evidences used during a message decryption (the 
SubDecrytpion and Decryption algorithms). In turn, group Encryption and 
Decryption algorithms with general access structure are built on basis of the non-
group SK-IBE scheme [11]. A detailed description of all algorithms of CIBE-GAS 
scheme is presented below. 

Setup. For cyclic additive group ( 1G , + ) and cyclic multiplicative group ( 2G ,× ) of 

the same prime order q a trusted authority TA chooses randomly its main key  
*
qR Zs∈ , defines a bilinear pairing ê  and generates encryption scheme parameters 

params: 

 211 GGG:ê →×  (3) 

 params = { }654321021 ,,,,,,,,,̂,, HHHHHHPPqeGG  (4) 

where P is a primitive element of 1G , sPP0 =  is a public key, 

{ } *
111

*
1 GGG1,0:H →×× , { } *

q11
*

2 ZGG1,0:H →×× , { } *
q

*
23 Z1,0G:H →× , 

{ } { } *
q

pp
4 Z1,01,0:H →× , { }p

25 1,0G:H →  and { } { }pp
6 1,01,0:H →  are secure 

hash functions. Last two hash functions are used to transform a message M of p bits: a 
cryptographic hash function 5H  hashes elements of 2G  into a form that can be 

combined with the plaintext message M, which is a bit string of length p. 

SetSecretValue. Every shareholder Uui ∈  with an identity IDi chooses a random 

number *
qRi Zs ∈  (i=1, ..., n), calculates PsX ii = , 0ii PsY =  and sends them to 

TA. The dealer UD ∉  performs similar actions: chooses secret *
qRd Zs ∈ , 

calculates PsX dd =  and 0dd PsY = . 
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CertGen. TA checks equation ( ) ( )0ii P,YêP,Xê =  for every shareholder identity IDi 

(i=1, ..., n). If test results are positive, then TA calculates iteratively for i=1, ..., n 
hash values ( )ii1i Pk,IDHQ = , where ( )iii Y,XPk = , and participant’s certificate 

ii sQCert = . In similar way dealer’s certificate dd sQCert =  is calculated, where 

( )dd1d Pk,IDHQ =  and ( )ddd Y,XPk = . TA publishes all issued certificates. 

SetPublicKey. Every shareholder with an identity IDi tests authenticity of received 
certificate iCert  using equation ( ) ( )0ii P,QêP,Certê = . If the verification passes, 

then the shareholder Uui ∈  (i=1, ..., n) publishes his or her public keys 

( )iii Y,XPk = . The dealer proceeds similarly and publishes his or her public key 

( )ddd Y,XPk = . 

ShareDistribution. The dealer UD∉  tests public keys of all shareholders Uui ∈ , 

verifying equations ( ) ( )iiii Y,QêX,Certê =  (i=1, ..., n). If test results are positive, 

then the dealer: 
(a) for i=1, ..., n calculates values 

 ( ) ( ) id s

did

s

iidi Y,CertCertêY,CertCertêh +=+=′  (5) 

 ( ) ( ) is
di

ds
iii Y,CertêY,Certêh ==′′  (6) 

(b) chooses Γ=m  different values { }1\Zd qRj ∈ , (i=1, ..., m); these values 

should unambiguously identify qualified subsets of an access structure 
}A,...,A,A{ m21=Γ ; 

(c) chooses secret *
qR Zy∈  and two random numbers *

qR Z, ∈βα ; keeps the 

number α  secret and then constructs first-degree polynomial ( ) xyxf α+= ; 

(d) calculates ( )1f  and 

 ( ) ( ) ′−= ∈ jAjiu jji3jj d,hHdf βγ  (7) 

for each subset { } Γ∈= ,u,uA
j2j1j , j=1, ..., m; 

(e) for every shareholder ji Au ∈  (i=1, ..., n; j=1, ..., m) calculates the evidence 

in the form: 

 
( ) ( )( )

( ) X
Pk,IDHs

d,hHyd,hH
k

dd2d

ji3
1

ji3
j,i +

′′−′
=

− ββ
 (8) 

(f) publishes β , ( )1f , yPY = , PyY 1
1

−
− = , ( )j,ijj k,,d γ  for j=1, ..., m and  i=1, 

..., n; it should be noted that every shareholder Uui ∈  might verify whether 

his secret value is  is related with parameters published by TA and the dealer: 
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( )( )
( )( )

( )( ) )Yd,Y,CertêH

Pd,Y,CertCertêH,P(ê

ks,XPPk,IDHê

1j
is

di3

j
is

did3

j,i
1

iddd2

−

−

−

−+

=+

β

β  (9) 

This verification can be repeated for each qualified group, in which a shareholder 
Uui ∈ is a member. Moreover, special construction of the evidence j,ik  protects from 

dishonest shareholders, preventing from unauthorised changes of the secret value is  

as well as value of j,ik . 

Encryption. To encrypt the message { }p1,0M ∈  the dealer D selects a random value 

{ }p
,10∈σ  and: 

(a) calculates ( )M,Hr 4 σ= ; 

(b) sets the ciphertext ( )654321 C,C,C,C,C,CC =  as follows: 

 ( )( )ddd21 XPPk,IDHrC +=  (10) 

 ( )( )r
52 Y,PêHC ⊕=σ  (11) 

 ( )σ63 HMC ⊕=  (12) 

 ( )( )r4 P1f,PêC =  (13) 

 ( ){ }mr
kk5 2Fk,P,PêvC ⊆∈∀== γ  (14) 

 16 rYC −=  (15) 

The set F  in 5C  plays the role of the filter, which superimposed on the access 

structure Γ  allows decrypting information only by privileged groups, which indexes 
belong to F . 

SubDecryption. Every shareholder from the privileged subset Γ∈∈ jji Au  ( Fj∈ ) 

partially decrypts ciphertext ( )654321 C,C,C,C,C,CC =  using his share 
jis and 

returns to the combiner the following value: 

 ( ) ( )( )( )6j
jis

dji3j,ji
1

ji1j,ji Cd,Y,CertêH,Pêks,Cê βδ −=  (16) 

Decryption. Let us assume further that one of privileged shareholders, e.g. 
{ }jjjk A,,1k,Au ∈∈  , will play the combiner role. To decrypt the ciphertext 

( )654321 C,C,C,C,C,CC = , the combiner jjk AuCom ∈=  from (belonging to?) 

any authorised group performs the following steps: 
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(a) gathers all partial values 
j,

jjAj,1Comj,Comj,1Comj,j1 ,,,,,, δδδδδ  +−  and 

calculates 

 1jd

1

21jd

jd

1 −
−

− ⋅= ΔΔΔ  (17) 

where 5j Cv ∈  and 

 ∏⋅=
=

∈ Com\jAjiu
j,jij,Comj2

41

v

C

δδΔ
Δ

 (18) 

(b) calculates 

 ( )Δσ 52 HC ⊕=  (19) 

(c) calculates 

 ( )σ63 HCM ⊕=  (20) 

(d) recovers ( )M,Hr 4 σ= ; 

(e) if ( )( )ddd21 XPPk,IDHrC +≠ , then raises an error condition and exits; 

otherwise sets the plaintext to M. 
Thus the plaintext M can be obtained from the ciphertext ( )654321 C,C,C,C,C,CC =  

and the combiner can decide if the decrypted ciphertext is correct. 

4 Rights Delegation 

The CIBE-GAS scheme allows to decide who can have access to the information (i.e. 
allows to describe each member of the access structure, who is able to gather enough 
number of partial values 

j,
jjAj,j1 ,, δδ   (j=1, ..., m)). Moreover, we can easily 

introduce delegation operation to the proposed scheme. 
Assume that delegation rule is implemented as follows: (a) the user Uui ∈  

requests the dealer to delegate his right to any entity pu  (belonging or not belonging 

to set U) to be a member of a group jA ; the entity pu  cannot forward this right 

further, (b) dealer issues to the entity pu  evidence j,pk  and publish it. The evidence 

j,pk  has the following form: 

 
( ) ( )( )

( ) p
dd2d

jp3
1

ji3
j,p X

Pk,IDHs

d,hHyd,hH
k

+
′′−′

=
− ββ

 (21) 
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where ( ) ( ) ps
dp

ds
ppp Y,CertêY,Certêh ==′′ , and pCert  is the certificate of entity pu .  

The entity pu  can calculate his partial share using owned by himself evidence j,pk  

and the ciphertext ( )654321 C,C,C,C,C,CC = :  

 
( ) ( )( )( )

( )( )( ) j,ij
is

did3

5j
ps

dp3j,p
1

p1j,p

Pd,Y,CertCertêH,rPê

Cd,Y,CertêH,Pêks,Cê

δβ

βδ

=+

== −

 (22) 

which is equal to the share j,iδ  of entity Uui ∈  (compare the proof of Theorem 1). It 

follows, that the entity pu  indeed represents the entity Uui ∈ . Hence, the entity can 

not only be a provider (on behalf of the entity Uui ∈ ) of the share j,iδ , but might play 

a combiner role and decipher encrypted message. 

5 Analysis and Discussion 

5.1 Correctness 

Assume that the ciphertext ( )654321 C,C,C,C,C,CC =  was generated using the 

Encryption algorithm. Then, according to properties of bilinear parings, the 
following theorem shows that the users in some access instance jA  can cooperate to 

recover the message M. 

Theorem 1. Any user  { }jjk A,,k,AComu
j

1∈∈=  (i.e. the combiner), which is the 

member of authorised subgroup jA  referenced by index j belonging to the set F (see 

Eq. (14)) can decrypt the message M encrypted in the equation (12). 

Proof. From Eq. (16), for each { }jjji A,,1i,Au ∈∈  we have: 

( ) ( )( )( )== −
6j

jis
dji3j,ji

1

ji1j,ji Cd,Y,CertêH,Pêks,Cê βδ  

( )( )
( ) ( )( )

( ) ⋅













+

′′−′
+=

−
−

i
dd2d

jji3
1

jji31

jiddd2 X
Pk,IDHs

d,hHyd,hH
s,XPPk,IDHrê

ββ
 

( )( )6jji3 Cd,hH,Pê β′′⋅ , by Eqs.(8) and (10) 

( ) ( )( )( ) ( )( )Pryd,hH,PêPd,hHyd,hH,rPê 1
jji3ji3

1
ji3

−− ′′′′−′= βββ , by Eq.(15) 

( )( )( )Pd,Y,CertCertêH,rPê j
jis

djid3 β+=  by Eq. (5). 

With this partially decrypted ciphertext { }jj,ji A,,1i, ∈δ  from all participants of 

authorised subset jA  the combiner { }jj A,,1k,ACom ∈∈  can get: 

{ }
∏⋅=

∈ Com\jAjiu
j,jij,Comj2 v δδΔ , 
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( ) ( )( )∏
∈

′⋅=
jji

ji
Au

ju

r

j Pd,hH,rPêP,Pê βγ 3  by Eq. (14) and calculated 
j,jiδ  

( ) ( )( ),Pdrf,PêPd,hH,rPê j
Au

juj
jji

ji
=















 ′+= ∏
∈

βγ 3  by Eq. (7)  

The obtained value of 41 C=Δ  and the reconstructed value 2Δ  are related with two 

points on line ( ) xyxf α+= , and allow to make an implicit interpolation (using 

Langrange’s polynomial interpolation) of the secret y: 

 

( ) ( ) ( ) ( ) ( )ryjdf
1jd

1
1f

1jd

jd

1jd

1

21jd

jd

1

Y,PêrP,PêrP,Pê ===

=⋅=

−
−+

−

−
−

− ΔΔΔ
 (23) 

Thus the plaintext M can be obtained from Eqs (11) and (12) as follows: 

( ) ( )( ) ( )ΔσΔσ 5
r

552 HY,PêHHC ⊕⊕=⊕=′ , by Eq. (11) 

( ) ( ) σΔΔσ =⊕⊕= 55 HH , by Eq. (23) 

( )σ ′⊕=′ 63 HCM , 

( ) ( ) MHHM 663 =′⊕⊕= σσ  by Eq. (12). 

If ( )( )ddd21 XPPk,IDHrC +≠ , the message M′ calculated by (20) is the message M. 

This ends the proof. □ 

5.2 Security Analysis 

The CIBE-GAS is the secret sharing group-oriented decryption scheme based on 
Sakai and Kasahara non-group IBE (SK-IBE) scheme [11]. L. Chen and Z. Cheng  
prove in [16] that the SK-IBE scheme is secure against chosen-plaintext attacks (IND-
ID-CCA) in the random oracle model. They prove also that the security of SK-IBE 
can be reduced to the hardness of the k-BDHI problem. 

In CIBE-GAS scheme an adversary can obtain public information related to all 
participants, i.e. j,ik , ( )iii Y,XPk = , iCert  (i=1, …, n; j=1, …, m). In notice board 

service are also available other parameters like β , ( )1f , yPY = , PyY 1
1

−
− =  and 

( )jj ,d γ  for each group of participants (j=1, …, m). However, this information doesn’t 

affect the security of the scheme, while the hardness of the CIBE-GAS scheme is 
reduced from the k-BDHI problem to the DL problem. 

Theorem 2. The proposed CIBE-GAS scheme is secure against chosen-plaintext 
attacks IND-CID-GO-CPA in the standard model, assuming that (1) the hash function 
H3 is collision-resistant and (2) the DL assumption holds in group G1. 

Proof (sketch). A group-oriented certificate and ID-based cryptosystem is secure 
against chosen-plaintext attacks IND-CID-GO-CPA if no polynomially bounded 
adversary has a non-negligible advantage against the cryptosystem in the game like 
this defined in [12]. In this game “an adversary makes an attack on an authorised 
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subset jA , which the member number is jA . We allow the adversary to possess the 

most advantageous conditions that he could obtain the private keys of any 1−jA  

participants in the authorised subset, and furthermore, he could also obtain the 
private keys of any number of participants other than those in the authorised subset 

jA ” [8].  

Assume that the participant jk Au
j
∈ and his secret key 

jks  are the adversary’s 

targets of attacks. Then for the key 
jks  chosen by the adversary and from (18) 

follows: 

{ } { }

( )( ) ( )( )( ) 















−

+




 ′

⋅

⋅























 





 ′+=∏⋅=

−−

−

∈∈

Pd,Ys,CertêHssd,Ys,CertêHy

Pd,hHss,rP
ê

Pd,hH,rPêv

jdjkjk3jk
1

jkjdjkjk3
1

jjiu3jk
1

jk

jku\jAjiu
jjiu3j

jku\jAjiu
j,jij,jkuj2

ββ

β

βγδδΔ

 

The value of 2Δ  will be valid only if *
qkk Zss

jj
∈=− 11 . This means that the adversary 

will succeed in solving the DL problem for *

k
GX,P

j
1∈ . Hence, if the CIBE-GAS 

scheme is not secure against an IND-CID-GO-CPA adversary, then the corresponding 
DL assumption is flawed. 

6 Implementation and Practical Performance 

The scheme was implemented using the PBC library created and maintained by Benn 
Lynn [13]. The library consists of API, which is abstract enough, so only basic 
understanding of bilinear pairings is required from a programmer. The test operating 
system was Ubuntu 11.04 running on a virtual machine on Windows 7 host system. 
The host system machine was Intel Xeon W3520@2,67 GHz with 4GBRAM. We 
have run several tests that confirmed that our scheme is correct (the decrypted 
message was equal to the original message). In our tests we have used “Type A” 
pairing which are constructed on the curve y2 = x3 + x over the field Fq for a 512- bit 
prime q = 3 mod 4, and thus the pairing result are in 2q

F  (see details on PBC library 

specification [10]). 
The second purpose of the tests was to verify algorithms’ performance. The 

primary code analysis has shown that the most time consuming are encryption and 
decryption algorithms. The encryption time depends on the number of shareholders 
and on the cardinality #A of the qualified subset A. The encryption time of a sample 
case ( { }141 A...,,A=Γ  with six shareholders and average cardinality #A of the A 

equals three) is around 168ms. 
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Fig. 1. Decryption time 

The decryption time depends on the cardinality #A of the set A. The tests results for 
decryption for the different cardinality #A of the qualified subsets A are presented in 
the Fig.1. The results show that decryption time increases linearly with increasing the 
cardinality #A of the set A. It is also noteworthy that the most time consuming 
operation is paring calculation. The time for pairing calculation without pre-
processing is around 4ms. 

7 Summary 

The proposed encryption scheme CIBE-GAS provides sensitive information 
protection in accordance with any general access structure. In this scheme we use the 
idea of a secret sharing scheme with general access structure given by Sang, Y., et al. 
[9] and the idea of a dynamic encryption scheme presented by Long, Y, et al. [10] 
(with modifications by Kitae, K., et al [21]). 

We proved that our group-oriented certificate and ID-based cryptosystem is secure 
against chosen-plaintext attacks IND-CID-GO-CPA. Furthermore, the scheme allows 
sending the message to any authorised subsets with prior knowledge of theirs 
structure. This fine-grained access control mechanism allows a dealer alone (without 
the cooperation with other members of the subgroup) or each member of an 
authorised subgroup (in cooperation with other members of this subgroup) to decrypt 
sensitive information. 

The access control to encrypted sensitive information is under the dealer’s sole 
control (the dealer plays the role of an originator, which has the power to determine 
who is able to access the information). Especially, this means that the dealer can 
define different subsets of the access structure, can add members to authorised 
subgroups or remove members from these subgroups, and may delegate the access 
rights to another member of the subgroup or to a new entity not belonging to the 
current access structure. These properties make the scheme a suitable choice for 
practical applications and make it more flexible and well applied in the field of 
sensitive information security. 
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Finally, we provided an implementation of our system using the Pairing Based 
Cryptography (PBC) library. The test results obtained for different authorized 
subgroups are promising and show that our system performs well in practice. 

Acknowledgment. This scientific research work is supported by NCBiR of Poland 
(grant No O N206 001340) in 2011-2012. 
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Abstract. In 2007, the U.S. National Institute of Standards and Tech-
nology (NIST) announced a public contest aiming at the selection of a
new standard for a cryptographic hash function. In this paper, the secu-
rity margin of five SHA-3 finalists is evaluated with an assumption that
attacks launched on finalists should be practically verified. A method of
attacks is called logical cryptanalysis where the original task is expressed
as a SATisfiability problem. To simplify the most arduous stages of this
type of cryptanalysis and helps to mount the attacks in a uniform way
a new toolkit is used. In the context of SAT-based attacks, it has been
shown that all the finalists have substantially bigger security margin than
the current standards SHA-256 and SHA-1.

Keywords: Cryptographic hash algorithm, SHA-3 competition, alge-
braic cryptanalysis, logical cryptanalysis, SATisfiability solvers.

1 Introduction

In 2007, the U.S. National Institute of Standards and Technology (NIST) an-
nounced a public contest aiming at the selection of a new standard for a cryp-
tographic hash function. The main motivation behind starting the contest has
been the security flaws identified in SHA-1 standard in 2005. Similarities between
SHA-1 and the most recent standard SHA-2 are worrisome and NIST decided
that a new, stronger hash function is needed. 51 functions were accepted to the
first round of the contest and in July 2009 among those functions 14 were se-
lected to the second round. At the end of 2010 five finalists were announced:
BLAKE [15], Groestl [21], JH [28], Keccak [13], and Skein [2]. The winning al-
gorithm will be named ‘SHA-3’ and most likely will be selected in the second
half of 2012.

Security, performance in software, performance in hardware and flexibility are
the four primary criteria normally used in evaluation of candidates. Out of these
four criteria, security is the most important criterion, yet it is also the most
difficult to evaluate and quantify. There are two primary ways of estimating
the security margin of a given cryptosystem. The first one is to compare the
complexities of the best attack on the full cryptosystem. The problem with this

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 56–67, 2012.
c© IFIP International Federation for Information Processing 2012
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approach is that for many modern designs there is no known successful attack
on the full cryptosystem. Security margin would be the same for all algorithms
where there is nothing better than the exhaustive search if this approach is used.
This is not different for SHA-3 contest where no known attacks on the full func-
tions, except JH, have been reported. For JH there is a preimage attack [19]
but its time complexity is nearly equal to the exhaustive search and memory
accesses are over the exhaustive search bound. Therefore estimating the secu-
rity margin using this approach tells us very little or nothing about differences
between the candidates in terms of their security level. The second approach of
how to measure the security margin is to compare the number of broken rounds
to the total number of rounds in a given cryptosystem. As a vast majority of
modern ciphers and hash functions (in particular, the SHA-3 contest finalists)
has an iterative design, this approach can be applied naturally. However, there is
also a problem with comparing security levels calculated this way. For example,
there is an attack on 7-round Keccak-512 with complexity 2507 [3] and there
is an attack on 3-round Groestl-512 with complexity 2192 [23]. The first attack
reaches relatively more rounds (29%) but with higher complexity whereas the
second attack has lower complexity but breaks fewer rounds (21%). Both attacks
are completely non-practical. It is very unclear how such results help to judge
which function is more secure.

In this paper we follow the second approach of measuring the security margin
but with an additional restriction. We assume that the attacks must have prac-
tical complexities, i.e., can be practically verified. It is very similar to the line
of research recently presented in [5,6]. This restriction puts the attacks in more
‘real life’ scenarios which is especially important for SHA-3 standard. So far a
large amount of cryptanalysis has been conducted on the finalists, however the
majority of papers focuses on maximizing the number of broken rounds which
leads to extremely high data and time complexity. These theoretical attacks have
great importance but the lack of practical approach is evident. We hope that
our work helps to fill this gap to some extent.

The method of our analysis is a SAT-based attack. SAT was the first known
NP-complete problem, as proved by Stephen Cook in 1971 [7]. A SAT solver de-
cides whether a given propositional (boolean) formula has a satisfying valuation.
Finding a satisfying valuation is infeasible in general, but many SAT instances
can be solved surprisingly efficiently. There are many competing algorithms for
it and many implementations, most of them have been developed over the last
two decades as highly optimized versions of the DPLL procedure [10] and [11].

SAT solvers can be used to solve instances typically described in the Conjunc-
tive Normal Form (CNF) into which any decision problem can be translated.
Modern SAT solvers use highly tuned algorithms and data structures to find a
solution to a given problem coded in this very simple form. To solve your prob-
lem: (1) translate the problem to SAT (in such a way that a satisfying valuation
represents a solution to the problem); (2) run your favorite SAT solver to find a
solution. The first connection between SAT and crypto dates back to [8], where a
suggestion appeared to use cryptoformulae as hard benchmarks for propositional
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satisfiability checkers. The first application of SAT solvers in cryptanalysis was
due to Massacci et al. [18] called logical cryptanalysis. They ran a SAT solver
on DES key search, and then also for faking an RSA signature for a given mes-
sage by finding the e-th roots of a (digitalized) message m modulo n, in [12].
Courtois and Pieprzyk [9] presented an approach to code in SAT their algebraic
cryptanalysis with some gigantic systems of low degree equations designed as
potential procedures for breaking some ciphers. Soos et al. [26] proposed en-
hancing a SAT solver with some special-purpose algebraic procedures, such as
Gaussian elimination. Mironov and Zhang [20] showed an application of a SAT
solver supporting a non-automatic part of the attack [27] on SHA-1.

In this work we use SAT-based attacks to evaluate security margin of the
256-bit variant SHA-3 contest finalists and also compare them to the current
standards, in particular SHA-256. We show that all five finalists have a big
security margin against these kind of attacks and are substantially more secure
than SHA-1 and SHA-256. We also report some interesting results on particular
functions or its building blocks. Preimage and collision attacks were successfully
mounted against 2-round Keccak. At the time of publication, this is the best
known practical preimage attack on reduced Keccak. A pseudo-collisions on 6-
round Skein-512-256 was also found. For the comparison, the Skein’s authors
reached 8 rounds but they found only pseudo-near-collision [2]. In the attacks
we use our toolkit which is a combination of the existing tools and some newly
developed parts. The toolkit helps in mounting the attacks in a uniform way
and it can be easily used for cryptanalysis not only of hash functions but also of
other cryptographic primitives such as block or stream ciphers.

2 Methodology of our SAT-Based Attacks

2.1 A Toolkit for CNF Formula Generation

One of the key steps in attacking cryptographic primitives with SAT solvers is
CNF (conjunctive normal form) formula generation. A CNF is a conjunction of
clauses, i.e., of disjunctions of literals, where a literal is a boolean valued variable
or its negation. Thus, a formula is presented to a SAT solver as one big ‘AND’
of ‘ORs’. A cryptographic primitive (or a segment of it) which is the target of a
SAT based attack has to be completely described by such a formula. Generating
it is a non-trivial task and usually very laborious. There are many ways to obtain
a final CNF and the output results differ in the number of clauses, the average
size of clauses and the number of literals. Recently we have developed a new
toolkit which greatly simplifies the generation of CNF.

Usually a cryptanalist needs to put a considerable effort into creating a final
CNF. It involves writing a separate program dedicated only to the cryptographic
primitive under consideration. To make it efficient, some minimizing algorithms
(Karnaugh maps, Quine-McCluskey algorithm or Espresso algorithm) have to
be used [17]. These have to be implemented in the program, or the intermedi-
ate results are sent to an external tool (e.g., Espresso minimizer) and then the
minimized form is sent back to the main program. Implementing all of these
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procedures requires a good deal of programming skills, some knowledge of logic
synthesis algorithms and careful insight into the details of the primitive’s opera-
tion. As a result, obtaining CNF might become the most tedious and error-prone
part of any attack. It could be especially discouraging for researchers who start
their work from scratch and do not want to spend too much time on writing
thousands lines of code.

To avoid those disadvantages we have recently proposed a new toolkit consist-
ing basically of two applications. The first of them is Quartus II — a software
tool released by Altera for analysis and synthesis of HDL (Hardware Description
Language) designs, which enables the developers to compile their designs and
configure the target devices (usually FPGAs). We use a free-of-charge version
Quartus II Web Edition which provides all the features that we need. The second
application, written by us, converts boolean equations (generated by Quartus)
to CNF encoded in DIMACS format (standard format for today’s SAT solvers).
The complete process of CNF generation includes the following steps:

1. Code the target cryptographic primitive in HDL;

2. Compile and synthesize the code in Quartus;

3. Generate boolean equations using Quartus inbuilt tool;

4. Convert generated equations to CNF by our converter.

Steps 2, 3, and 4 are done automatically. Using this method the only effort a
researcher has to put is to write a code in HDL. Normally programming and
‘thinking’ in HDL is a bit different from typical high-level languages like Java or
C. However it is not the case here. For our needs, programming in HDL looks
exactly the same as it would be done in high-level languages. There is no need
to care about typical HDL specific issues like proper expressing of concurrency
or clocking. It is because we are not going to implement anything in a FPGA
device. All we need is to obtain a system of boolean equations which completely
describes the primitive we wish to attack. Once the boolean equations are gen-
erated by the Quartus inbuilt tool, the equations are converted into CNF by the
separate application. The conversion implemented in our application is based
on the boolean laws (commutativity, associativity, distributivity, identity, De
Morgan’s laws) and there are no complex algorithms involved.

It must be noted that Quartus programming environment gives us two impor-
tant features which may help to create a possibly compact CNF. It minimizes
the functions up to 6 variables using Karnaugh maps. Additionally, all final
equations have at most 5 variables (4 inputs, 1 output). It is because Quartus
is dedicated to FPGA devices which are built out of ‘logic cells’, each with 4
inputs/1 output. (There are also FPGAs with different parameters; e.g., 5/2.
But we chose 4/1 architecture in all the experiments.) This feature is helpful
when dealing with linear ANF equations with many variables (also referred as
‘long XOR equations’). A simple conversion of such an equation to CNF gives an
exponential number of clauses; an equation in n-variables corresponds to 2n−1

clauses in CNF. A common way of dealing with this problem is to introduce new
variables and cut the original equation into a few shorter ones.
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Example 1. Let us consider an equation with 5 variables:

a+ b+ c+ d+ e = 0

A CNF corresponding to this equation consists of 25−1 clauses with 5 literals
in each clause. However, introducing two new variables, we can rewrite it as a
system of three equations:

a+ b+ x = 0

c+ d+ y = 0

e+ x+ y = 0

A CNF corresponding to this system of equations would consist of 22+22+22 =
12 clauses.

Quartus automatically introduces new variables and cuts long equations to sat-
isfy the requirements for FPGA architecture. Consequently a researcher needs
not be worried that the CNF would be much affected by very long XOR equa-
tions (which may be a part of the original cryptographic primitive’s description).

To the best of our knowledge, there are only two other tools which provide
similar functionality to our toolkit — automate the CNF generation and help
to mount the uniform SAT-based attacks. First is the solution proposed in [16]
where the main idea is to change the behaviour of all the arithmetic and logical
operators that the algorithm uses, in such a way that each operator produces a
propositional formula corresponding to the operation performed. It is obtained
by using C++ implementation and a feature of the C++ language called opera-
tor overloading. Authors tested their method on MD4 and MD5 functions. The
proposed method can be applied to other crypto primitives but it is not clear
how it would deal with more complex operations, e.g. an S-box described as a
look-up table. The second tool is called Grain of Salt [25] and it incorporates
some algorithms to optimize a generated CNF. However it can be only used with
a family of stream ciphers.

In comparison to these two tools, our proposal is the most flexible. It can
be used with many different cryptographic primitives (hash functions, block
and stream ciphers) and it does not limit an input description to only simple
boolean operations. The toolkit handles XOR equations efficiently and also takes
an advantage of logic synthesis algorithms which help to provide more compact
CNF.

2.2 Our SAT-Based Attack

All the attacks reported in the paper have a very similar form and consist of the
following steps.

1. Generate the CNF formula by our toolkit;
2. Fix the hash and padding bits in the formula;
3. Run a SAT solver on the generated CNF.
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The above scheme is used to mount a preimage attack, i.e., for a given hash
value h, we try to find a message m such that h = f(m). CryptoMiniSAT2, gold
medalist from recent SAT competitions [24], is selected as our SAT solver. In the
preliminary experiments, we also tried other state-of-art SAT solvers (Lingeling
[4], Glucose [1]) but overall CryptoMiniSAT2 solves our formulas faster.

We attack functions with 256-bit hash. When constructing a CNF coding a
hash function, one has to decide the size of the message (how many message
blocks are taken as an input to the function). It is easier for a SAT solver to
tackle with a single message block because coding each next message block would
make a formula twice as big. However, each of the five finalists has a different
way of padding the message. If only one message block is allowed, BLAKE-256
can take maximally 446 bits of message which are padded to get a 512-bit block.
On the other hand, Keccak-256 can take as many as 1086 bits of message in a
single block. To avoid the situation where one formula has much more message
bits to search for by a SAT solver than the other formula, message is fixed to 446
bits (maximum value for BLAKE-256 with one message block processed, other
finalists allow more).

To find a second preimage or a collision, only a small adjustment to the afore-
mentioned attack is required. Once the preimage is found, we run SAT solver
on exactly the same formula but with one message bit fixed to the opposite
value of that from the preimage (rest of the message bits are left unknown).
It turns out that in a very similar time the SAT solver is able to solve such
slightly modified formula, providing a second preimage and a collision. The sec-
ond preimages/collisions are expected because with a size of the message fixed
to 446 bits we have 446 to 256 bits mapping.

3 Results

We have conducted the preimage attack described in Section 2.2 on the five
finalists and also on the two standards SHA-256 and SHA-1. As a SAT solver
we used CryptoMiniSat2, 2.9.0 version, with the parameters gaussuntil=0 and
restart=static. These settings were suggested by the author of CryptoMiniSat2.
The experiments were carried out on Intel Core i7 2.67 GHz with 8 Gb RAM.
Starting with 1-round variants of the functions, the SAT solver was run to solve
the given formula and gave us the preimage. The time limit for each experiment
was set to 30 hours. If the solution was found, we added one more round, encoded
in CNF and gave it to the solver. The attack stopped when the time limit was
exceeded or memory ran out. Table 1 shows the results. The second column
contains the number of broken rounds in our preimage attack and the third
column shows the security margin calculated as a quotient of the number of
broken rounds and the total number of rounds. For clarity, we are reporting
our preimage attack but, as explained above, it can be easily modified to get a
second preimage or a collision. Therefore the numbers from Table 1 remain valid
for all three types of attacks.
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All the SHA-3 contest finalists have substantially bigger security margin than
SHA-256 and SHA-1 standards. On the other hand, the finalists differ slightly
(maximally 7%) and all have the security margin over 90%. For Groestl we were
not able to attack even a 1-round variant, nor a simplified Groestl with the out-
put transformation replaced by a simple truncation. The only successful attack
on Groestl (or rather part of it) is the attack on the output transformation in the
1-round variant of Groestl. The output transformation is not a complete round
but giving 100% of security margin would not be fair neither. Therefore we try to
estimate ‘a weight’ of the output transformation. Essentially all the operations
(equations) in Groestl compression function come from two very similar permu-
tations (P and Q). The output transformation is built on the P permutation
only so it can be treated as a half-operation of the compression function. Hence
the attack on the output transformation in a 1-round variant of Groestl is shown
in Table 1 as half the round.

All the reported attacks on the finalists took just a few seconds. Only for
16-round SHA-256 the attack lasted longer — one hour. Despite the fact a con-
servative time limit (30 hours) was set for this type of experiments, it did not
help to extend the attack to reach one more round. It seems that the time of the
attack grows superexponentially in the number of rounds. The same behaviour
was observed by Rivest et al. when they tested MD6 function with their SAT-
based analysis [22]. For MD6 with 256-bit hash size, they reached 10 rounds
which gives 90% of security margin. For a reader interested in estimating the
asymptotic complexity of our attacks, we report that it would be very difficult
mainly because Altera does not reveal details of algorithms used in Quartus.

Table 1. Security margin comparison calculated from the results of our preimage
attacks on round-reduced hash functions

Function No. of rounds Security margin

SHA-1 21 74% (21/80)
SHA-256 16 75% (16/64)
Keccak-256 2 92% (2/24)
BLAKE-256 1 93% (1/14)
Groestl-256 0.5∗ 95% (0,5/10)
JH-256 2 96% (2/42)
Skein-512-256 1 99% (1/72)

∗ Only output transformation broken. It is estimated as an equivalent to one half-
operation of the Groestl compression function.

It is interesting to see if the parameters of CNF formula, that is the number
of variables and clauses, could be a good metric for measuring the hardness of
the formula and consequently the security margin. Table 2 shows the numbers
of variables and clauses for full hash functions. The values are rounded to the
nearest thousand. For SHA-1, SHA-256, BLAKE, and Skein, we have generated
the complete formula with our toolkit. For the other functions, we have extrapo-
lated the numbers from round-reduced variants as the toolkit had some memory
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problems with those huge instances (over 1 million of clauses). As every round
in the given function is basically the same (consists of the same type of equa-
tions), the linear extrapolation is straightforward. For the examined functions,
the CNF formula parameters could be a good metric for measuring the hardness
of the formula but only to some extent. Indeed, the smallest formulas (SHA-1
and SHA-256) have the lowest security margin but, for example, BLAKE and
Keccak have nearly the same security level while Keccak formula is more than
twice as big.

Table 2. The parameters of our CNF formulas coding hash functions

Function Variables Clauses

SHA-1 29 000 200 000
SHA-256 61 000 400 000
BLAKE-256 57 000 422 000
Keccak-256 88 000 1 075 000
Skein-512-256 148 000 1 041 000
JH-256 169 600 1 998 000
Groestl-256 279 000 3 568 000

Besides the attacks on (round-reduced) hash functions, we have also mounted
the attacks on the compression functions — main building blocks of hash func-
tions. First we tried the preimage attack on a given compression function and if
it did not succeed we attacked the function in a scenario where an adversary can
choose IV (initial value) and get a pseudo-preimage. Table 3 summarizes these
attacks. Similarly as for the results from Table 1, the numbers remain valid for
all three types of attacks (a preimage, a second preimage and a collision attack).
Among the finalists our best attack was on 6-round Skein-512-256 compression
function for which we found pseudo-collisions. For comparison, the Skein’s au-
thors reached 8 rounds but they found only a pseudo-near-collision. For Groestl
compression function we were not able to mount any successful attack. Keccak
has a completely different design from MD hash function family — there is no
a typical compression function taking IV and a block of a message. Therefore in
Table 3 we do not report any result for these two functions.

It is very difficult to give a good and clear answer which designs or features
of a hash function are harder for SAT solvers. One observation we have made
is that those designs which use S-boxes (JH and Groestl) have the biggest CNF
formula and are among the hardest for SAT solvers. Equations describing an
S-box are more complex than equations describing addition or boolean AND.
Consequently, the corresponding CNF formula for the S-box is also more complex
with greater number of variables and clauses than in the case of other typical
operations. Before we give an example, let us first take a closer look at the
addition operation. This operation is used in SHA-1, SHA-256, BLAKE, and
Skein. In our toolkit the addition of two words is described by the following
equations (a full adder equations):
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Table 3. Attacks on the compression functions

Function Type of attack No. of rounds Security margin

SHA-1 preimage 21 74% (21/80)
SHA-256 preimage 16 75% (16/64)
BLAKE-256 preimage 1 93% (1/14)
JH-256 preimage 2 96% (2/42)
Skein-512-256 pseudo-preimage 6 92% (6/72)

Si = Ai ⊕Bi ⊕ Ci−1

Ci = (Ai · Bi)⊕ (Ci−1 · (Ai ⊕Bi))

Si is the i-th bit of the sum of two i-bit words A and B. Ci is the i-th carry
output.

Now let us compare the CNF sizes of the addition operation and AES S-box
used in Groestl. A CNF of 32-bit addition has 411 clauses and 124 variables
while AES S-box given to our toolkit as a look-up table gives a CNF with 4800
clauses and 900 variables. We also experimented with an alternative description
of AES S-box expressed as boolean logic equations, instead of a look-up table
[14]. This description reduces the CNF size approximately by half but still it is
a degree of order greater than the CNF from the 32-bit addition operation.

We have also observed that there is no clear limit in size of CNF formulas
beyond which a SAT solver fails. For example the CNF of 2-round JH with 59
thousand clauses is solved within seconds whereas the CNF of 2-round Skein
with 27 thousand clauses was not solved having 30 hours of time limit. What
exactly causes the difference between hardness of formulas is a good point for
further research.

4 Conclusion

The security margin of the five finalists of the SHA-3 contest using our SAT-
based cryptanalysis has been evaluated in this paper. A new toolkit which greatly
simplifies the most tedious stages of this type of analysis and helps to mount
the attacks in a uniform way has been proposed and developed. Our toolkit is
more flexible than the existing tools and can be applied to various cryptographic
primitives. Based on our methodology, we have shown that all the finalists have
substantially bigger security margin than the current standards SHA-256. We
stress that ‘bigger security margin’ we refer only to the context of our SAT-
based analysis. Using other techniques (e.g., linear cryptanalysis) could lead to
a different conclusion.

As a side effect of our security margin evaluation, we have also carried out
some attacks on compression functions and reported some new state-of-the-art
results. For example, we have found pseudo-collisions for 6-round Skein-512-256
compression function.
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Appendix

For the reader’s convenience, we provide an example SystemVerilog code for
SHA-1 used in the experiments with our toolkit. In many cases a code strongly
resembles a pseudocode defining a given cryptographic algorithm. A reader fa-
miliar with C or Java should have no trouble adjusting the code to our toolkit’s
needs.

module sha1(IN, OUT);

input [511:0] IN; // input here means 512-bit message block

output [159:0] OUT; // output here means 160-bit hash

reg [159:0] OUT;

reg [31:0] W_words [95:0]; // registers for W words

reg [31:0] h0 ,h1, h2, h3, h4;

reg [31:0] a, b, c, d, e, f, k, temp, temp2;

integer i;

always @ (IN, OUT)

begin

h0 = 32’h67452301; h1 = 32’hEFCDAB89;

h2 = 32’h98BADCFE; h3 = 32’h10325476;

h4 = 32’hC3D2E1F0;

a = h0; b = h1; c = h2; d = h3; e = h4;

W_words[15] = IN[31:0]; W_words[14] = IN[63:32];

W_words[13] = IN[95:64]; W_words[12] = IN[127:96];

W_words[11] = IN[159:128]; W_words[10] = IN[191:160];

W_words[9] = IN[223:192]; W_words[8] = IN[255:224];

W_words[7] = IN[287:256]; W_words[6] = IN[319:288];

W_words[5] = IN[351:320]; W_words[4] = IN[383:352];

W_words[3] = IN[415:384]; W_words[2] = IN[447:416];

W_words[1] = IN[479:448]; W_words[0] = IN[511:480];

http://groups.csail.mit.edu/cis/md6/
http://groups.csail.mit.edu/cis/md6/
http://groestl.info/groestl-analysis.pdf
http://www.msoos.org/cryptominisat2
http://www3.ntu.edu.sg/home/wuhj/research/jh/
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for (i=16; i<=79; i=i+1)

begin

W_words[i] = W_words[i-3] ^ W_words[i-8] ^ W_words[i-14] ^ W_words[i-16];

W_words[i] = {W_words[i][30:0], W_words[i][31]}; // leftrotate 1

end

for (i=0; i<=79; i=i+1) // main loop

begin

if ((i>=0) && (i<=19))

begin

f = (b & c) | ((~b) & d); k = 32’h5A827999;

end

if ((i>=20) && (i<=39))

begin

f = b ^ c ^ d; k = 32’h6ED9EBA1;

end

if ((i>=40) && (i<=59))

begin

f = (b & c) | (b & d) | (c & d); k = 32’h8F1BBCDC;

end

if ((i>=60) && (i<=79))

begin

f = b ^ c ^ d; k = 32’hCA62C1D6;

end

temp2 = {a[26:0], a[31:27]}; // a leftrotate 5

temp = temp2 + f + e + k + W_words[i];

e = d;

d = c;

c = {b[1:0], b[31:2]}; // b leftrotate 30

b = a;

a = temp;

end // end of main loop

h0 = h0 + a; h1 = h1 + b;

h2 = h2 + c; h3 = h3 + d; h4 = h4 + e;

OUT = {h0, h1, h2, h3, h4}; //HASH

end

endmodule
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Abstract. Usage control model (UCON) is one of the emerging and compre-
hensive attribute based access control model that has the ability of monitoring 
the continuous updates in a system making it better than the other models of 
access control. UCON is suitable for the distributed environment of grid and 
cloud computing platforms however the proper formulation of this model does 
not exist in literature in any policy specification standard.  It is for this reason 
that UCON is not widely adopted as an access control model by industry, 
though research community is now paying attention to make standard policy 
specification for this model.  In this paper we are suggesting the interpretation 
of UCON model in extensible access control markup language (XACML) 
which is an OASIS standard of access control policies. We also highlight 
UCON model features by explaining its core processes and characteristics with 
respect to the case study of financial application. 

Keywords: Access Control, Authorization, Obligation, Condition, Policy, 
Attribute. 

1 Introduction 

Access control models play vital role in protecting digital resources in a way to con-
trol and mediate access from unauthorized users. These models assure the security 
requirements of different applications improving their protection from unauthorized 
access. They secure digital information and resources until the permission is granted 
to user and are suitable for closed domain comprising static entities. Continuous evo-
lution of computing platforms demands advanced security procedures and mechan-
isms to handle the consequences of unauthorized access.  

Usage control model (UCON) has been proposed by Park and Sandhu that caters 
heterogeneous and dynamic environment conditions [1]. It is an attribute based access 
control that judges three factors: authorization, obligations and conditions for access 
decision. Two distinctive characteristics are attribute mutability (updates) and  
access decision continuity which augments UCON model than other traditional access 
control models. In UCON model usage session is maintained that is categorized into 
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three parts: pre access, ongoing access and post access phases.  When the subject S is 
accessing resource R, UCON decision factors i-e. attributes, obligations and condi-
tions are evaluated before granting access which is called pre access phase.  Evalua-
tion is also performed during the time when R is in use by S called as ongoing access 
phase. In some cases, it is required to evaluate attributes and obligations after the 
completion of usage session which is known as post access phase. Decision is conti-
nuously evaluated during these three phases to monitor the changes in attribute val-
ues. In addition to it, UCON model is comprehensive enough to cover the traditional 
access control models. So it can be used to provide the better protection of system 
resources in a collaborative and dynamic environment. Despite of all the excellent 
features, UCON is not widely adopted as an access control model to restrict the unau-
thorized access. The major reason for this is that the model features are not been 
translated in any of the standard policy language to offer the proper formulization of 
model.. 

XACML [17] being a generic policy language of OASIS standard is suitable to 
represent the aforementioned features of UCON model. It describes the platform in-
dependent access control request/ response mechanism and policy specification. Its 
interoperability feature makes it widely used for various platforms and environments. 
XACML offers the extension points by introducing new data types, identifiers, ele-
ments and functions to offer a generic policy structure. Since UCON can facilitate the 
diverse range of applications like digital rights management (DRM), health care  
systems and social networking, it is highly encouraged to provide the formal specifi-
cation of model in generic policy language like XACML. There is a need to define the 
separate profile of UCON in XACML that will enable organizations to adopt this 
flexible model. Also to guarantee the accurate access decision in different deployment 
scenarios, it is mandatory to propose the required alterations and additions in generic 
policy language of XACML which is not developed so far. We wish to propose the 
implementation of UCON model in XACML by incorporating additional elements 
and specify the information flow of different UCON processes in this paper.  

Organization of paper is as follows: Section 2 presents the detailed UCON model 
and its core features, Section 3 includes the profile of UCON model in XACML, use 
of this profile is explained in Section 4 by taking the scenario of posting vouchers 
service in financial applications and Section 5 concludes the paper and present future 
directions. 

2 Usage Control Model 

UCON being an attribute based access control model accommodates the security  
requirements by the addition of more than one decision factors which makes it  
more reliable and flexible [3]. This model primarily restricts the usage of digital ob-
jects and provides the efficient mechanism to include the traditional access control 
models. Previous access control models only encompass authorization rules in  
making access decision; rather UCON model also consider the obligations and envi-
ronmental conditions. Moreover collaborative environments demand the need of en-
hanced provisioning and controlled access to digital resources. In addition to the  
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immutable attributes that are explicitly modified by the administrator, system con-
trolled mutable attributes are also managed by constant monitoring throughout the 
stages of usage session.  

UCON model identifies three types of subjects; consumer, provider and identifiee. 
Consumers are the subjects who make request to perform certain action on object. 
Providers are the individuals who own services and issue the rights to the requesting 
party. Identifiee is the entity whose confidential information is incorporated within 
digital object. It is an optional group of subjects which may or may not be present 
depending on system requirements however it is always present in case of systems 
having users’ confidential information. Depending on the job functions of subjects, 
three types of rights (actions) are specified namely consumer, provider and identifiee 
rights which indicates the set of actions or privileges on digital objects [1]. Apart from 
these, there are other actions as well that fall in the category to perform updates in 
attributes values during the phases of usage session which are termed as usage control 
actions [2]. 

UCON model also classify the objects as privacy sensitive and privacy non sensi-
tive objects that determines whether the object contains critical information of identi-
fiee subject or not. Improper management of privacy sensitive objects cause security 
breaches which results in data disclosure to unauthorized users and compromising 
data integrity. There is another phenomenon of UCON model called as reverse UCON 
in which the position of consumers and providers are inverted depending on the sce-
nario. Complete classification of UCON subjects, objects and rights is shown in  
Figure 1. 

 

Fig. 1. UCON classification of subject, object and rights 

All the traditional models include authorization rules that need to be satisfied  
before the using the resources called as rights related authorization rules. UCON iden-
tify additional obligations related authorization rules which are the set of actions re-
lated to access request to be completed before granting permissions of resources.  
Obligations are first time addressed by UCON model to improve the accuracy of 
access decision by enforcing users to perform certain actions before access. Obliga-
tions also act as functions that check whether the obligatory actions are fulfilled by 
the requesting entity or not. In order to further increase the accuracy of authorization 
decision, another factor to be considered important in UCON model are the environ-
mental conditions such as ip addresses, current date or time. Conditions can be of two 
types; dynamic (stateful) and static (stateless). Dynamic conditions have constantly 
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changing information so they needs to be evaluated for every update and static condi-
tions do not have to be checked for each update during usage session [1]. 

2.1 Authorization Models of UCON  

UCON Pre authorization models are carried out in the same way as for traditional 
authorization models. In this model, user credentials and resource attributes are 
checked before granting permission for the requested resource. Pre authorization 
models can be with immutable and mutable attributes (pre, ongoing and post updates) 
in which attributes either remain same during access phase or their values change 
before, during or after the access phase. Ongoing authorization models evaluate the 
attribute values during the resource usage by the user to perform the continuous veri-
fication. Ongoing authorization models can also be with immutable and mutable 
attributes as with pre authorization models. The effect of ongoing authorization  
evaluation in access control model is that the access rights can be revoked during the 
session as certain attribute value is changed. 

2.2 Obligation Models of UCON  

Obligation models comprise the pre and ongoing obligation monitoring of access 
request. They improve the accuracy of access decision in a way that it requests user to 
perform the access related mandatory actions first and then access would be granted.. 
Obligations that are used before and during the usage session are termed as pre and 
ongoing obligations respectively. Post obligations are introduced in order to execute 
actions after access session is finished i-e access fulfillment notifications to service 
provider. These post obligations can affect the decision of future usage sessions by 
generating request to policy repository for policy modification [14].  Pre, ongoing and 
post obligation models with immutable and mutable attributes perform the obligation 
checking before, during or after the access phase. 

2.3 Condition Models of UCON  

UCON has two condition models; pre and ongoing condition with immutable 
attributes to cater the environmental constraints and system related parameters. Con-
ditions are evaluated before and during the session in the same way as authorization 
rules. Rather condition models do not consider the mutable attributes such as the 
changing location of a subject.  

3 UCON Model Specification in XACML 

In order to provide UCON model specification in XACML, we are going to introduce 
additional identifiers and attribute values to incorporate the features of UCON model. 
XACML has identifiers for subject categories like access-subject, reci-
pient-subject, intermediary subject. They are used under the tag of 
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AttributeDesignator that is one of the methods of attributes retrieval in 
XACML. Subject-type identifier is introduced for UCON subject categories and 
their values might be consumer, provider and identifiee. UCON subject identifiers are 
used along with XACML subject category access-subject to further specify the 
type of accessing subject as follows. 
 
<AttributeDesignator 

Category=urn: oasis: names: tc: xacml: 1.0: subject-category: 

access-subject 

Type=urn: oasis: names: tc: xacml: 3.0: subject-type: consumer> 

 
In the same way, action-type identifier is introduced with the XACML attribute 
category of action to reflect the UCON categories of action i-e consumer, provider, 
identifiee and usage control actions.  
 
<AttributeDesignator 

Category=urn: oasis: names: tc: xacml: 3.0: attribute-category: 

action 

Type=urn: oasis: names: tc: xacml: 3.0: action-type: usage-

control> 

 
For demonstrating UCON objects, resource category identifier is created un-
der attribute category of resource that has the value of privacy-sensitive, privacy-
nonsensitive or derivative.  
 
<AttributeDesignator 

Category=urn: oasis: names: tc: xacml: 3.0: attribute-category: 

resource 

Type=urn: oasis: names: tc: xacml: 3.0: resource-category: de-

rivative> 

 
Since the UCON model consider both mutable (updating values) as well as immutable 
(constant values) attributes, new identifier attribute-class is constructed to 
differentiate between them. Mutable attributes are then further narrow down into pre-
mutable, ongoing mutable and post mutable. This general classification of attributes is 
used with all of the attribute categories of subject, resource, action and environment.  

Rights related authorization rules can be mapped in XACML as general rules but 
the time of evaluating these rules needs to be managed. So the pre and ongoing ele-
ment of authorization rules is explained by the rule-id attribute of the rule  
element. 
 
RuleId="urn: oasis: names: tc: xacml: 3.0:pre-authorization" 

 
Obligation element is specified in XACML for mandatory actions required to be per-
formed by the subject that can also handle the obligation related authorization rules of 



 Usage Control Model Specification in Xacml Policy Language 73 

 

UCON. Obligation expression element includes arguments that are required to  
execute the obligation. We have proposed the new attribute namely Fulfill-
phase for specification of pre and ongoing obligations. It indicates the access  
phase during which obligation must have to be satisfied by PEP, so it may have the 
values of pre-access, ongoing-access that reveals the pre and ongoing 
obligations.  
 
<ObligationExpression 

ObligationId="urn: oasis: names: tc: xacml: ucon-example: obli-

gation: license-agreement          

Fulfill-phase="pre-access"> 

 
Condition element in XACML contain single expression element which includes 
functions to be evaluated. We have introduced additional attribute condition-
type under the condition element to present the UCON dynamic and static condi-
tions. Furthermore pre and ongoing element of condition models are expressed by 
introducing new attribute called as evaluation-phase under the condition  
element. It can have the value of pre-access or ongoing access. 
 
<Condition  

Condition-type = "urn: oasis: names: tc: xacml: 3.0: condition-

type: dynamic 

Evaluation-phase= ongoing-access"> 

3.1 UCON Access Control Framework  

We are proposing an access control framework which has the policy information flow 
modules of XACML like PDP, PEP, PIP and PAP. Policy repository is a unit in 
XACML that resides between the PAP and PDP containing the access control policies 
of corresponding model. Generally PAP creates the access control policies and 
pushed them into policy repository to be used for evaluation by PDP. We have pro-
posed additional module integrated with PAP that has the capability to interpret the 
newly created UCON identifiers, attributes and their values. This interpretation will 
help to determine whether the processing is to be performed in before, ongoing or 
after phase of usage session.  This module is called as UCON policy builder that  
incorporates UCON model features in policy specification, when PAP accepts the 
inputs from policy administrator to formulate the generic UCON policy (Fig. 2).  

In addition to it, UCON policy engine module is incorporated with PDP that pro-
vides the main features of UCON model like attribute mutability and decision conti-
nuity. UCON policy engine has sub modules like attribute mutability (AM) and  
decision continuity (DC) as shown in Figure3.  AM handles the updating of attribute 
values in three access phases; before, during and after access. As a result of attribute 
values modification, DC monitors the continuous policy evaluation of three access 
decision factors; authorization, obligation and condition. So the pre and ongoing 
models of authorization, obligation and conditions are deployed accordingly with 
mutable and immutable attributes.  
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Fig. 2. UCON Access Control Framework  

 
 

Fig. 3. UCON Policy Engine 

UCON policy engine in conjunction with PDP evaluates the combined effect of 
target, condition, rules and obligations of policy or policy set and applies the specified 
combining algorithms to generate the final response for user.  Functions for conti-
nuous policy evaluation are embedded in policy engine to carry out the constant 
monitoring of attributes, obligations and conditions in order to support the ongoing 
feature of UCON model. UCON policy engine in combination with policy builder will 
perform different functions such as obligation monitoring, attributes management, 
maintaining history of updated events of certain access request, notifies user about the 
current policy status for request.  

4 Example Scenario 

UCON model can be widely adopted in distributed environment to manage the  
controlled access for applications like health care systems, database management 
systems, resource sharing systems etc. We are considering the financial application to 
demonstrate the proposed specification of UCON model in XACML. Managing  
financial data is one of the key challenges in large enterprises. Financial data is com-
prised of financial entries regarding its employees, customers, vendors, assets, inven-
tory, products, cost and profit centers etc hence play a vital role in enterprise progress 
and development. Often the highly secret and confidential in-formation related to 
enterprise and their employees also reside in these  applications, thereby it is required 
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to provide security in terms of data privacy, data loss and data access. General Ledger 
(GL) is a key component of financial applications that acts as a central repository of 
company’s accounting transactions. All the business transactions are posted to GL in 
the form of journal vouchers having debit and credit card entries. These entries are 
further classified into assets, liabilities, revenues, expenses, capital/owner equity. 
Core modules of GL includes chart of accounts, financial calendars, journal entries, 
ledgers, trial balance, balance sheet, profit and loss statement, cash flow statement 
and user defined report writer.  

In this section, we will demonstrate our proposed methodology through the journal 
entries module. Journal entries are broadly categorized into five types like bank pay-
ment voucher, cash payment voucher, bank receipt voucher, cash receipt voucher and 
journal voucher. Every user of application is not authorized to create/post journal 
entries rather a user with specific attributes like name, department and role can 
create/post voucher for certain amount. For authorized users, they are not allowed to 
create/post entries for all accounts. Moreover an authorized user with permissions to 
create/post journal entries further requires quota/limit on journal entry amount for the 
permissible account. Different accounts act as object and the attributes allotted them 
are accessing list (specifies which user can access this account), limit of total amount 
(represents value that a user can post for a voucher). In this scenario policy is formu-
lated as; user John having a role of Director General belonging to Administration 
department cannot post vouchers beyond the limit of 50,000$ in a day time. Further 
he can only reference City Bank Account # 345678B, 657463C in the credit entries of 
all vouchers. This scenario workflow is based on pre authorization and ongoing au-
thorization, pre obligation and ongoing obligation and pre condition that are described 
below according to aforementioned scenario and their corresponding XACML code 
snippets.  

Before providing access to journal entry management service, above specified  
subject and object attributes are verified according to policy specification that corres-
ponds to pre authorization mechanism. UCON policy engine will represent this pre 
authorization mechanism for the attribute subject-id “John” as follows. 

<Rule RuleId="urn: oasis: names: tc: xacml: 2.0: ucon-example: 

ongoing-authorization"...> 

<AttributeDesignator Category="urn: oasis: names: tc: 

xacml:   1.0: subject-category: access-subject" 

 Type="urn: oasis: names: tc: xacml: 3.0: subject-type: 

consumer" 

 AttributeId="urn: oasis: names: tc: xacml: 1.0: subject: 

subject-id" 

DataType="http://www.w3.org/2001/X   MLSchema#string" 

Class="urn: oasis: names: tc: xacml: 3.0: attribute-class: 

immutable"/> 

Since voucher limit of John is fifty thousand for a day, posting voucher service is 
revoked as limit reaches before a day time. Request is no more facilitated and a  
message is prompt to user that he is not eligible to post a voucher in present day. It is 
an example of ongoing authorization model of UCON which is shown below. 
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<Rule RuleId= "urn: oasis: names: tc: xacml: 3.0: ongoing-

authorization"...> 

     <AttributeDesignator Category="urn: oasis: names: tc: 

xacml: 1.0: subject-category: access-subject" 

     Type="urn: oasis: names: tc: xacml: 3.0: subject-type: con-

sumer" 

  AttributeId="urn: oasis: names: tc: xacml: 1.0: subject:  

subject-voucher-limit" 

DataType="http://www.w3.org/2001/X   MLSchema#double"  

Class="urn: oasis: names: tc: xacml: 3.0: attribute-class: 

ongoing-mutable"/> 

Accessing list attribute of account object is updated after the usage session which is 
the example of post update. This attribute keeps record of users that are accessing 
certain account, so it is classified as privacy-sensitive object. It is also useful for au-
diting and management purposes. 

<Rule RuleId= "urn: oasis: names: tc: xacml: 3.0: ongoing-

authorization"...> 

<AttributeDesignator Category="urn: oasis: names: tc: 

xacml: 3.0: attribute-category: resource" 

Type="urn: oasis: names: tc: xacml: 3.0: resource-

category: privacy-sensitive" 

AttributeId="urn: oasis: names: tc: xacml: 1.0: subject: 

accessing-list" 

DataType="http://www.w3.org/2001/X   MLSchema#string"  

Class="urn: oasis: names: tc: xacml: 3.0: attribute-class: 

post-mutable"/> 

Obligations are categorized as system related obligations and subject related obliga-
tions [14]. System related obligations are those actions that are executed by the ser-
vice provider in order to ensure the verification of requesting party. On the other hand 
subject related obligations are performed by the requesting subject which is enforced 
by the service provider. In the present situation, subject related pre obligation is to 
accept the application terms and conditions before accessing journal management 
service. This subject related obligation is performed just once when the subject re-
quests to access the service for the first time. 

<ObligationExpression ObligationId="urn: oasis: names:  tc: 

xacml: ucon-example: obligation: license-agreement"          

Fulfill-phase="pre-access"> 

<AttributeAssignmentExpression   

<AttributeDesignator Category="urn: oasis: names: tc: 

xacml: 1.0: attribute-category: resource 

AttributeId="urn: oasis: names: tc: xacml: 1.0: re-

source: window-id" 
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</AttributeAssignmentExpression> 

<AttributeAssignmentExpression   

<AttributeDesignator Category="urn: oasis: names: tc: 

xacml: 1.0: subject-category: access-subject" 

AttributeId="urn: oasis: names: tc: xacml: 1.0: sub-

ject: subject-id"> 

</AttributeAssignmentExpression> 

</ObligationExpression>  

As the specific limit of voucher is reached for particular user, insert option for vouch-
er becomes invisible to that user. This is also an example of ongoing obligation  
performed by service provider. Voucher limit for John is fifty thousand in current 
scenario, after that the post voucher option is disable for him. 

<ObligationExpression ObligationId="urn: oasis: names: tc: 

xacml: ucon-example: obligation: disabling-post-voucher"          

Fulfill-phase="ongoing-access"> 

<AttributeAssignmentExpression   

<AttributeDesignator Category="urn: oasis: names: tc: 

xacml: 1.0: attribute-category: resource 

AttributeId="urn: oasis: names: tc: xacml: 1.0: re-

source: disable-post-voucher-option"> 

</AttributeAssignmentExpression> 

</ObligationExpression>  

Further conditional parameters might be incorporated as pre condition in the form of 
user specific ip-address which helps to determine the user location before access. In 
this case, policy condition element states that specific ip-addresses of “x.x.x.x and 
“y.y.y.y” (which falls in the organization subnet) can access the service of posting 
journal voucher. 

<Condition Condition-type = "urn: oasis: names: tc: xacml: 3.0: 

condition-type: static"    

Evaluation-phase= pre-access" 

FunctionId="urn: oasis: names: tc: xacml: 1.0: function: not" 

<Apply  

FunctionId="urn: oasis: names: tc: xacml: 1.0: func-

tion: string-at-least-one-member-of"> 

<AttributeDesignator 

AttributeId="urn: internetexplorer: names: internetex-

plorer: 2.1: environment: httpRequest: clientIpAddress" 

DataType="http://www.w3.org/2001/XMLSchema#string"/> 

<Apply FunctionId="urn: oasis: names: tc: xacml: 1.0: 

function: string-bag" 

<AttributeValue  
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Data-

Type="http://www.w3.org/2001/XMLSchema#string">127.0.0.

1 

</AttributeValue> 

<AttributeValue  

Data-

Type="http://www.w3.org/2001/XMLSchema#string">128.84.1

03.11 

</AttributeValue> 

</Apply> 

</Apply> 

</Condition> 

5 Conclusion and Future Work 

For the applicability of UCON model features in XACML, some of the corresponding 
modifications are proposed in paper to cater the authorization requirements of distri-
buted environment.  Our main objective was to develop the comprehensive UCON 
framework in XACML that should be reliable, flexible and scalable. XACML being a 
generic policy language can better translate the UCON model features. It will provide 
model specifications in a formal manner to be deployed as an access control model by 
practical application environment. This framework provides the policy administration 
interface that will help enterprises in implementing UCON model within their  
applications. It will be generic and consistent to accept the arguments according to 
scenario and improve the accuracy of access decision.    

Future directions in this domain include the identification of issues and problems in 
UCON model with respect to distributed and collaborative platforms like grid and 
cloud computing. In addition to this, detailed performance analysis, usability and 
interoperability issues of UCON model need to be addressed. UCON models of au-
thorization, obligations and conditions can further be investigated to integrate them 
with each other and to show interactions between parallel usage sessions. Moreover, 
UCON access control framework can be further extended to provide the main feature 
of extensibility. Different access control models can be incorporated within this 
framework to offer uniformity and consistency across applications. Depending on 
application security requirements, organizations can select any model with much 
more flexibility and ease. Distributed environments such as cloud computing can 
adopt this generic access control framework to provide better resource protection. 
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Abstract. This paper aims to propose a new trust-based Intrusion Detection 
system (IDS) for wireless, ad-hoc networks with or without mobility of nodes. 
In fact, the proposed solution not only detects intrusions but also proactively re-
sponds towards route setup avoiding the compromised nodes. It could be ex-
tended for mesh or hybrid networking environment too. Trust is evaluated as 
the weighted sum of direct evaluation of the neighboring nodes as well as from 
the indirect references. A sliding window is defined on the time scale and the 
IDS is to be evoked after every time slice. Indirect reference is derived from the 
recommendations of those 1–hop neighbors of the target node that are also 
neighbors of the evaluating node. The performance of the proposed algorithm 
has been evaluated using the Qualnet network simulator. Simulation results also 
establish superiority of the proposed algorithm over HIDS, another recent trust-
based IDS for wireless ad-hoc network. 

Keywords: Greyhole attack, Denial of Service attack, RREQ packet, RREP 
packet, Trust Request packet. 

1 Introduction 

Wireless and cellular networks have tremendously grown over the last four to five 
years. New technologies have been deployed in this domain with MANETs and Wire-
less Mesh Networks among the most notable ones. Sensor networks are also finding 
major applications such as Border Area Surveillance or Disaster Recovery Manage-
ment. Also, end–user requirements have resulted in cellular and mobile networks 
being exploited to their fullest. Millions of applications are being used by customers 
that inherently demand security. This is where Intrusion Detection System plays a 
very important role. Most wireless network technologies have energy constrained 
nodes. Consequently, computation intensive procedures are often avoided. Thus, un-
like traditional hardwired networks, intrusion prevention is not at all an option for 
wireless ad–hoc networks as these are quite computation intensive. 

Intrusion detection is one of those safety mechanisms that is energy-efficient as 
well. Also, more effective is an Intrusion Response System that takes some corrective 
measures once an intruder is detected. This paper aims to propose a new Intrusion 
Detection and Response System for Wireless ad-hoc networks, in general. The pro-
posed solution not only detects intrusions during application traffic but can also be 
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proactively involved towards route setup. The most trusted route will be set up for 
better QoS. Trust is the basis of the proposed IDS. Several recently proposed trust 
models have been studied and reviewed in the state of the art section. All these mod-
els have certain shortcomings and are vulnerable to attacks under certain situations. 
Also, none of these trust models have been extensively tested on any network simula-
tor for any type of comprehensive results. As part of the paper, a trust model has been 
proposed from which an intrusion detection algorithm has been designed. 

The rest of the paper is structured as follows. Section 2 describes the State of the 
Art Review on Trust based IDS. Section 3 discusses in details the working of the 
Trust based algorithm (TIDS). Section 4 highlights the simulation results of our algo-
rithm and compares its performance with another IDS algorithm HIDS[6]. Section 5 
concludes the paper with Section 6 Acknowledgements and Section 7 listing the  
references. 

2 State of the Art  

Various models have been proposed for sharing resources in a P2P environment. 
Quite often, these models fail to consider the trust of peers prior to resource sharing. 
PET [1] is a one of the highly sited trust models where a peer always trusts itself. 
Trust on a peer increases slowly but decreases rapidly. In [1], trust is evaluated quan-
titatively as the combination of two components – reputation and risk. Reputation is a 
long term assessment of the behavior of the peer in the past. Risk on the other hand is 
a short term assessment of the peer’s most recent behavior. Reputation component of 
trust comprises of two components – recommendation and direct interaction. Recom-
mendations dominate trust evaluation when there has been no direct interaction in the 
past. A weighted evaluation of these components is used in evaluating Reputation. 
Direct interaction information is also used for evaluating the Risk component of 
Trust. PET classifies peers based on the QoS provided by them. Four major categories 
of QoS are Good, No Response, Low Grade, and Byzantine behavior. Nodes are re-
warded positively for Good behavior only. Nodes are negatively rewarded for the 
other three categories. The magnitude of negativity decreases from Low Grade 
through No Response and Byzantine behavior. Risk is evaluated as the amount of 
negative score earned due to bad services by the peer in a specific time interval.  

In [2], Cho et. al. have proposed trust management for MANETs using trust chain 
optimization. Trust is evaluated based on four components – residue energy level and 
co-operation (QoS Trust) and honesty and closeness (Social Trust). The trust value of 
a node i is evaluated by a node j as the weighted sum of these four components. Resi-
due energy level and honesty trust component values are binary, co-operation trust 
component is a probabilistic value based on the node’s behavior in the last update 
interval, and closeness component is an integer representing the number of 1-hop 
neighbors of a node. Every node evaluates trust of its 1-hop neighbors by observing 
its behavior to packet forwarding. Trust evaluation is broadcast throughout the net-
work in the form of status exchange messages.  
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Li Xiong and Ling Liu proposed a new trust model in PeerTrust [3]. PeerTrust 
computes the trust of peers in a network as a function of 3 components. First, a node 
N becomes trustworthy when other peers who have interacted with N find it to behave 
normally. Second is the context of satisfaction. It defines the total number of interac-
tions that a node has performed with its peers. Finally the Balance factor of trust is 
used to reduce the effects of incorrect satisfaction information coming from malicious 
nodes. A trust metric T(u) for node u is computed as the total satisfaction earned by u 
and multiplied by the balance factor of each peer and averaged over the total number 
of interactions that u has participated in. However, PeerTrust fails to capture the most 
recent malicious behavior of highly reputed nodes. This is taken care of by specifying 
a sliding window on the time scale. PeerTrust uses the P-Grid algorithm for distribu-
tion and aggregation of trust data across a P2P network. A key value is assigned to 
each peer based on its ID. Each node stores and maintains trust data about one or 
more peers in the network. As peers can behave maliciously, any intentional false 
trust data about a peer gets replicated in the local databases of more than one peer. 
This redundancy has its overhead. Such malicious behavior could be avoided by fol-
lowing a voting by consensus algorithm.  

Wang, Mokhtar and Macaulay proposed a trust model based on the concept of  
H-index. C-index [4] incorporates the past experience a peer node has had with a 
collaborator. The more the number of trustworthy recommendations from a peer node, 
the higher should be the credibility of its recommendations. Also, trust models should 
consider the diversity of trustworthy collaborations. The larger the number of peer 
nodes with which a node collaborates, the greater is the reliability of its recommenda-
tion. Trust Depth in a community of nodes is measured as the number of Pure Positive 
Feedbacks (PPF) a node receives from its peer. It is defined as the difference between 
the number of satisfactory and unsatisfactory feedbacks from that node. Trust Breadth 
is the number of peers from which a node receives at least one PPF. Based on TD and 
TB, the C-index of a node is evaluated. The C-index of a node is used in evaluating its 
trust. It is defined as the number of peers (Z) in a community of N nodes which have 
sent at least ‘Z’ PPFs to the node. The C-index mechanism of trust measurement is 
much more robust as it is immune to attacks as any single node sending multiple PPFs 
to a node does not affect its C-index. However, the method remains vulnerable to 
synergistic attacks. The C-index mechanism fails when the number of attackers is 
larger than the current C-index of a node.  

In [5], Luo, Liu, and Fan have proposed a trust model based on fuzzy recommen-
dation for MANETs. Trust is defined by 3 components – past experience, current 
knowledge about the entity’s behavior, and recommendations from trusted entities. 
The Fuzzy Trust Model centers around a parameter called the Local Satisfaction De-
gree (Sij). Sij is the difference between the number of successful and unsuccessful 
transactions between two nodes i and j. The Fuzzy Indirect Trust Model is the generic 
trust model that evaluates trust from two component values – Direct Trust and Rec-
ommendation Trust. Direct Trust is evaluated by a node on its neighbor as a result of 
the interactions between them. Recommendation Trust depends on the recommenda-
tions provided by a neighbor about a distant node. Recommendation Trust is  
evaluated by a node transitively or by consensus. It is evaluated as the combination of 
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the Recommendation from the neighbor and the Direct Trust that the node has on that 
neighbor. The neighboring node makes a recommendation about the distant node 
based on what it receives from its neighbors, transitively. The node has Direct Trust 
evaluated for all its neighbors and each neighbor makes a Recommendation about the 
distant node. Consensus Recommendation Trust is the union of all these trust recom-
mendations. However, recommendations from a highly trusted node remain question-
able (e.g. synergistic effect of selfish nodes). Thus, trust value of a node is computed 
globally by combining recommendations from all nodes. RFS-Trust uses an adjusted 
cosine similar function to find the similarity between nodes i and j. The higher the 
degree of similarity, more consistent is the evaluation of trust between the respective 
nodes as compared to other nodes in the network. Thus, it is not a high range of trust 
values that makes a node’s recommendation credible. Rather, credibility of recom-
mendations increases with similarity in rating opinions. 

3 The Proposed Trust-Based IDS (TIDS) 

Intrusions need to be detected under varying circumstances. This paper focuses on 
two such scenarios where intrusion detection becomes essential. Since the proposed 
algorithm is Trust based, intruders are identified on the basis of their trust values. 
Intrusion detection is essential during route setup. Good Quality of Service can be 
ensured only when the most trusted route is setup between the source and the destina-
tion. Thus, trust value of nodes has to be considered when Route Request and Route 
Reply packets are being exchanged. The dynamically changing topology of the mo-
bile ad-hoc network causes the routes between them to change frequently. In such a 
scenario, intrusion detection is even more important as nodes may change their beha-
vior over time. As long as packets are being sent along a particular route, some inter-
mediate nodes may start behaving selfishly or maliciously. In order to detect such 
intruders, the IDS algorithms are to be evoked at regular intervals. The network 
should react differently for destination nodes and intermediate nodes. Whenever a 
destination node is found to be an intruder, the application is terminated and the desti-
nation node is blacklisted. If an intermediate node is found to be an intruder, it is  
bypassed and the route is re-established. The malicious node is also blacklisted. 

Before getting into the details of the IDS, let us consider some of the common  
attacks. The most commonly simulated attack in networking journals is the blackhole 
attack where a node drops all the packets that are sent through it. However, consider-
ing the fact that attackers are intelligent enough, a more practical and realistic attack 
is the greyhole attack or selective forwarding. Here, a node behaves as a good node to 
increase its reputation within the network. Once it becomes highly reputed, it starts 
dropping packets. Later, it again increases its reputation and prevents itself from be-
ing detected. There is also the Denial of Service (DoS) attack that can be implemented 
in more ways than one. The motive behind DoS attack is to consume the resources of 
the network so that peers are denied service. Detecting spurious packet generation 
would become all the more difficult if the DoS agent is a member on the route from 
the source to destination of some application. A stand-alone node that generates  
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spurious packets can be easily detected. Thus, it is assumed that both greyhole attack-
ers and DoS agents will be on the route from the source to the destination of some 
application. Rather, during route setup, these attackers will ensure that a route is set 
up through them by returning corrupt reachability information about the destination. 
Keeping these attack scenarios in mind, one can conclude that intrusion detection 
needs to be done only for the nodes that lie on the route between a source and a desti-
nation of some application. Nodes that are not part of active applications will not be a 
part of the intrusion detection as well. This makes the proposed intrusion detection 
algorithm a lightweight process. All nodes in the network need not execute the  
intrusion detection algorithm redundantly. 

3.1 Working Principle 

Intrusion detection is mandatory during the route setup process. The solution pro-
posed in this paper is based on the following working principles.  

• Every node maintains trust information about its 1 – hop neighbors.  
• Trust is evaluated as the weighted sum of 2 components – Direct Valuation and 

Indirect Reference.  
• Direct Valuation is again a function of 2 factors – Reputation and Risk. Reputation 

is the measure of the long term evaluation of the behavior of a node. Risk is the 
valuation of the most recent behavior of the node.  

• A sliding window is defined on the time scale. The Intrusion detection algorithm is 
executed after every time slice.  

• Indirect Reference refers to the recommendations from 1 – hop neighbors of the 
“target node” which are also neighbors of the “valuation node”. 

 

 
 

     
 

       
 
 

         
 

         
 

 
 
 
 
 

Fig. 1. The Route Request Mechanism 
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Fig.1 illustrates how the proposed intrusion detection algorithm works during the 
route setup process. Route Request packets are initiated from the source of an applica-
tion. The source node ‘1’ sends a Trust Request Packet to all its one-hop neighbors – 
1a, 1b, 1c, 1d, 1e, and 2. Every node replies with Direct Valuation of itself and  
Indirect References about one-hop neighbors which are common to itself and the 
source of the Trust Request packet. Here the source node ‘1’ receives replies from 1a, 
1e, and 2. It is obvious that intruders will speak highly of themselves. Also, attackers 
can provide incorrect trust information about nodes in their efforts to establish routes 
through themselves. Thus, the source of the Trust Request packets does not believe 
the responses coming from its one-hop neighbors blindly. Since every node maintains 
trust information about its one-hop neighbors, the source associates a credibility fac-
tor with the replies coming from its neighbors. After trust evaluation, node 2 is found 
to be the best node between the source and the destination.  
 
 
 

         
 

        
  

 
         
       

 
 
 
 
 
 

 

Fig. 2. The Route Reply Mechanism 

This procedure is repeated at every node. The figure illustrates another scenario. 
When the Route Request packet comes to node 3, the same procedure is repeated as 
above. The one-hop neighbors of node 3 - 3a, 3b, 3c, 3d, 4, and 5 – reply to the Trust 
Request coming from node 3. Node 3 gets positive replies about node 4 but negative 
replies about node 5. Node 3 associates the credibility of these replies coming from its 
one-hop neighbors. It evaluates node 4 to be the most trustworthy and node 5 as an 
intruder. Thus, the Route Request is forwarded in the direction of node 4. This proce-
dure gets repeated until the Route Request reaches the destination node. 

Fig.2 illustrates the procedure when the Route Request reaches the destination. 
When the Route Request reaches node 6, it sends Trust Request packets to all its 
neighbors – 6a, 6b, 6c, 6d, and 7 – including the destination. The destination replies 
with a Route Reply and also mentions the number of its one-hop neighbors in the 
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of the destination return their trust information about the destination. Node 6 evaluates 
the trust of the destination and decides whether to forward the Route Reply to the 
Source or to return a Connection Abort message.  

3.2 Intrusion Detection and Rerouting  

Intrusion detection also becomes essential as a part of maintenance. Once connection 
has been established between the source and the destination, application traffic starts 
flowing between the two. An intruder may start behaving maliciously or selfishly at 
some random time instant. Trust evaluation begins at the source. The source evaluates 
the trust of its one – hop neighbor which is on the route to the destination. Once trust 
is evaluated for the one – hop neighbor on the source – destination route, the same 
procedure is repeated for the next node on the route. This continues till the trust value 
of the destination is evaluated.  

If during this process, a node detects its peer on the source – destination route to be 
behaving selfishly or maliciously, then the rerouting mechanism is initiated. Figure 3 
best illustrates this mechanism. Suppose the existing route for application traffic is 
through 123467. During intrusion detection, node 3 finds that node 4 has 
been behaving in a malignant manner. Node 3 discards the existing route and tries to 
reroute traffic to the destination bypassing node 4. It finds node 5 as trusted and rees-
tablishes connectivity with node 6 via node 5. Thus, the newly established route for 
application traffic becomes 123567. 

If intrusion detection for maintenance finds that the destination has become mali-
cious then the application is closed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The Rerouting Mechanism 
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3.3 The Trust Model 

The entire process of routing and intrusion detection is based on the trust evaluated by 
a node for its one – hop neighbors. The trust model has two main underlying concepts 
– Direct Valuation and Indirect Reference.  

Direct Valuation is a measure of how the node evaluates the Trust of its one-hop 
neighbors. Every node monitors the packet forwarding behavior of its one-hop neigh-
bors. A benign node should forward all the packets that it receives from its previous 
hop neighbor. Thus, packet arrival rate (PAR) and packet delivery rate (PDR) play a 
decisive role in deciding the behavior of a node. For normal node behavior PAR and 
PDR tend to be equal. In other words, PAR – PDR tend to zero. Keeping in mind 
wireless network constraints like mobility and link failure, the normal behavior of a 
node is classified when the difference (PAR – PDR) lies within a given threshold.  

In the selective forwarding attack scenario, a node drops packet occasionally. At 
other times, it behaves like a normal node. Normal behavior of a node is positively 
rewarded by increasing that node’s trust value. Thus, occasional malicious behavior 
becomes even more difficult to detect. The proposed IDRS addresses this issue using 
two separate measures for Risk and Reputation. Risk is a measure of the node’s beha-
vior in the last time slice since the last time the intrusion detection algorithm was run. 
Reputation is the measure of the long term behavior of a node. Classifying Direct 
Valuation into Risk and Reputation helps in identifying the most recent behavior of a 
node in contrast to its long term behavior on the time scale. 

Since Direct Valuation depends on the PAR and PDR information coming from 
one-hop neighbors, attackers may easily tamper this information. Thus, trust of a node 
is not updated solely on the basis of Direct Valuation. One also needs to consider the 
reputation of the target node to all its one-hop neighbors. Thus, Indirect References 
are considered from all those one-hop neighbors that are common to both the evalua-
tion node and the target node. Thus, Indirect Reference of the evaluation node  
consists of the Reputation information coming from all those one-hop neighbors 
which are also neighbors of the target node. 

Every node maintains a Packet Receive (PR) and Packet Send (PS) counter. After 
every time slice, these counter values are sent to the node’s one-hop neighbors. The 
neighbors keep a track of the Reputation of the node by summing the PR – PS values 
coming at the end of each time slice. Also the value of the PR – PS counters in the 
last time slice measures the Risk. When a node receives a IDS Request packet from 
an evaluation node, it sends its PR – PS counter values, and Reputation and Trust 
information. The PR – PS values of the target node is used to evaluate the Risk. These 
values are summed up with the existing Reputation data and Reputation information 
of other one – hop neighbors become the evaluation node’s Indirect Reference infor-
mation. These three measures are combined to evaluate the reward for the target 
node’s behavior in the last time slice as follows: 

 Reward = (W1 x Risk) + (W2 x Reputation) + (W3 x Indirect Reference) (1) 

The above formula is used to generate negative rewards by assigning negative 
weights to W1, W2, and W3. Also, these weights are normalized so that W1 + W2 + W3 
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= -1. This formula will be used only when the target node has behaved maliciously in 
the last time slice, i.e., abs(PAR – PDR) > Threshold. For normal behavior, the Re-
ward generated is positive as follows: 

 Reward = (PAR + PDR) / 2 * W4 (2) 

W4 is chosen so that Positive reward is not very large. Nodes must not be able to in-
crease their trust values rapidly by behaving normally in some time slices. Once the 
reward for a node is appropriately calculated, the trust value of the node is updated as 
follows: 

 Trust (t) = Trust (t-1) + Reward (3) 

Based on the above formula, the trust of a node may increase gradually or decrease 
rapidly. Once the trust value of a node is updated, it is checked whether the trust value 
falls below a certain threshold. If so, then the node is classified as an attacker.  

3.4 Algorithm for Intrusion Detection during Route Setup 

1. The source initiates route discovery by generating RREQ packets. 
2. Whenever a node receives a RREQ packet it forwards the packet to the most 

trusted one-hop neighbor on the route to the destination. 
3. The node broadcasts Trust Request packets to its one-hop neighbors. 
4. All neighbors reply with packet forwarding information about itself and Trust 

information about their one-hop neighbors. 
5. The source of the Trust Request packet evaluates the trust of all its one-hop 

neighbors. 
6. The most trusted neighbor is forwarded the RREQ packet. 
7. If a node finds the destination to be its neighbor, it forwards the RREQ packet to 

the destination.  
8. Trust value of the destination is evaluated by the pre-destination node. 
9. The destination responds with an RREP packet. Depending on the trust eva-

luated of the destination, the pre-destination node either forwards the RREP 
packet or returns a “Cancel Application” message towards the source. 

3.5 Algorithm for Intrusion Detection as Part of Maintenance 

1. After time slice expires the source initiates the Intrusion Detection Algorithm. 
2. Source sends Trust Request Packet (TRP) to its 1- hop neighbors. 
3. The 1 – hop neighbor on the route to the destination returns its Packet Forward-

ing information. This is the Direct Valuation data. 
4. Those 1 – hop neighbors which are not on the route to the destination, check if 

the “target node” is their 1- hop neighbor. 
5. If so, they return trust information about the target node to the source of the 

TRP. This is the Indirect Reference. 
6. The sender of the TRP receives Direct and Indirect Information. 
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7. Reputation is the trust value of the target node currently available at the source 
of the TRP. Risk is the Packet Forwarding information returned by the target 
node for the last time slice. 

8. Indirect recommendations coming from other 1 – hop neighbors are accumu-
lated, averaged and combined with results from the previous step. 

9. If the target node is found to be an intruder, then a WARNING message is sent 
to the source of the TRP that the route is no longer safe. 

10. Whenever an intermediate node receives such a message it reestablishes a new 
route from itself to the destination. 

4 Simulation Results 

The proposed IDS has been successfully implemented using the standard Network 
Simulator - QualNet. In this simulation, some nodes have been arbitrarily initialized 
with higher trust values compared to other nodes. The proposed mechanism success-
fully sets up routes through the highly trusted nodes.  Both Greyholes and DoS agents 
have been implemented as having high initial trust values. This is practical as attack-
ers do try to attain high trust among their peers before launching an attack. The trust 
value of course changes dynamically during simulation. The data points collected 
reflect the sensitivity of TIDS compared to HIDS under similar conditions. 

4.1 Simulator Parameter Settings 

In order to compare the performance of the proposed solution in terms of Intrusion 
Detection, HIDS [6], another recent trust based IDS, has also been simulated under 
the same environment settings. The proposed TIDS solution is compared with HIDS 
to compare different attacks like Greyhole, and Denial of Service (DoS). Table 1 de-
scribes the parameters with which we have simulated the proposed TIDS. Trust value 
nodes vary from 0 – 16. Trust value of 6 is the threshold value below which a node is 
detected as an intruder. All normal nodes are initialized with a threshold value of 6. 
Certain nodes can have higher trust. The .config file has been suitably modified to 
assign a trust value of 10 to these highly trusted nodes. 

Table 1. Simulator parameter settings 

Parameter Value
Terrain area 1500X1500 m2

Simulation time 200 sec
Mac Layer protocol DCF of IEEE 802.11b standard 
Network Layer protocol AODV routing protocol 
Traffic Model CBR
Number of CBR applications 10% of total nodes
Highly Trusted Nodes Randomly selected 

IDS time slice 10 sec
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4.2 Simulation Results 

The following data were collected based on the above simulator settings. Four sets of 
data were collected. The average of this is taken for comparative analysis of perfor-
mance against HIDS. Data is taken with respect to the number of iterations required 
for intrusion detection. 

     

Fig. 3. Performance of TIDS and HIDS with variation in Node Density 

     

Fig. 4. Performance of TIDS and HIDS with variation in % of Malicious Nodes 

The next set of data were taken with a fixed number of nodes (=40) and varying the 
percentage of malicious nodes. Both HIDS and TIDS performed reasonably well in 
terms of false negatives. None of the algorithms generated any false positives.  

All results reflected the sensitivity of the newly proposed Trust model over the 
Honesty – based scheme proposed in HIDS. These results clearly indicate that TIDS 
is much more efficient in detecting malicious behavior.  

5 Conclusion  

In this paper a new trust based IDS has been proposed and evaluated against similar 
collaborative trust based IDS of recent past. In fact, the proposed TIDS not only de-
tects intrusion, but also proactively responds in finding trusted routes based on this 
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detection. Thus, TIDS exceeds beyond just being an IDS and works more as an Intru-
sion Response System. The proposed methodology may be of extended for Wireless 
Mesh Networks and Sensor Networks. QoS management may be done efficiently 
using the proposed Trust model. Also, Trust based routing can be deployed in wire-
less networks to reduce the chances of possible intrusions in the first place. There is 
scope for implementation in the domain of MANETs where the proposed algorithm 
can be simulated by varying mobility of the nodes. 
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Abstract. This paper uses a simple modification of classic Kohonen network
(SOM), which allows parallel processing of input data vectors or partitioning the
problem in case of insufficient resources (memory, disc space, etc.) to process
all input vectors at once. The algorithm has been implemented to meet a speci-
fication of modern multicore graphics processors to achieve massive parallelism.
The algorithm pre-selects potential centroids of data clusters and uses them as
weight vectors in the final SOM network.In this paper, the algorithm is used on a
well-known KDD Cup 1999 intruders dataset.

Keywords: SOM, Kohonen Network, parallel computation, KDD Cup 1999
Data Set.

1 Introduction

With the massive boom of GPU-based calculations, massive parallelism, memory con-
siderations, simplicity of algorithms and CPU-GPU interaction have yet again to play
an important role. In this paper, we present a simple modification of classic Kohonen’s
self-organizing maps (SOM), which allows us to dynamically scale the computation to
fully utilize the GPU-based approach.

There were some attempts to introduce parallelism in Kohonen networks [1,2,3,4,5],
however we needed an approach which is simple and easy to implement. Moreover, it
should work both with and without the bulk-loading algorithm [6].

In this paper, we present such approach, which divides the training set into sev-
eral subsets and calculates the weights in multi-step approach. Calculated weights with
nonzero number of hits serve as input vectors of SOM network in the following step.
Presently, we use a two-step approach, however more steps could be used if necessary.

The paper is organized as follows: in second chapter we mention classic SOM net-
works and describe the basic variant we have used. In third chapter we describe our
approach and provide the calculation algorithm, in fourth the GPU-based processing.
The fifth chapter introduces experimental data we have used and the final chapter be-
fore conclusion presents the comparison of results provided by our method with classic
SOM calculation.

2 Kohonen Self-organizing Neural Network

In following paragraphs, we will shortly describe the Kohonen self-organizing neural
networks (self-organizing maps – SOM). The first self-organizing networks were pro-
posed in the beginning of 70’s by Malsburg and his successor Willshaw. SOM was
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Fig. 1. Kohonen network structure

proposed by Teuvo Kohonen in in the early 1980s and has been improved by his team
since. The summary of this method can be found in [7].

The self-organizing map is one of the common approaches on how to represent and
visualize data and how to map the original dimensionality and structure of the input
space onto another – usually lower-dimensional – structure in the output space.

The basic idea of SOM is based on the human brain, which uses internal 2D or
3D representation of information. We can imagine the input data to be transformed to
vectors, which are recorded in neural network. Most neurons in cortex are organized in
2D. Only the adjacent neurons are interconnected.

Besides of the input layer is in SOM only the output (competitive) layer. The number
of inputs is equal to the dimension of input space. Every input is connected with each
neuron in the grid, which is also an output (each neuron in grid is a component in output
vector). With growing number of output neurons, the quality coverage of input space
grows, but so does computation time.

SOM can be used as a classification or clustering tool that can find clusters of input
data which are more closer to each other.

All experiments and examples in this paper respect following specification of the
SOM (see also the Figure 1):

– The SOM is initialized as a network of fixed topology. The variables dimX and
dimY are dimensions of such 2-dimensional topology.

– V m represents an m-dimensional input vector.
– Wm represents an m-dimensional weight vector.
– The number of neurons is defined as N = dimX ∗ dimY and every neuron n ∈<
0, N − 1 > has its weight vector Wm

n

– The neighborhood radius r is initialized to the value min(dimX, dimY )/2 and
will be systematically reduced to a unit distance.

– All weights vectors are updated after particular input vector is processed.
– The number of epochs e is know at the beginning.



94 P. Gajdoš and P. Moravec

The Kohonen algorithm is defined as follows:

1. Network initialization
All weights are preset to a random or pre-calculated value. The learning factor η,
0 < η < 1, which determines the speed of weight adaptation is set to a value
slightly less than 1 and monotonically decreases to zero during learning process.
So the weight adaptation is fastest in the beginning, being quite slow in the end.

2. Learning of input vector
Introduce k training input vectors V1, V2, . . . , Vk, which are introduced in random
order.

3. Distance calculation
An neighborhood is defined around each neuron whose weights are going to change,
if the neuron is selected in competition. Size, shape and the degree of influence of
the neighborhood are parameters of the network and the last two decrease during
the learning algorithm.

4. Choice of closest neuron
We select the closest neuron for introduced input.

5. Weight adjustment
The weights of closest neuron and its neighborhood will be adapted as follows:

Wij(t+ 1) = Wij(t) + η(t)h(v, t)(Vi −Wij(t)),

where i = 1, 2, . . . , dimX a j = 1, 2, . . . , dimY and the radius r of neuron’s local
neighborhood is determined by adaptation function h(v).

6. Go back to point 2 until the number of epochs e is reached.

To obtain the best organization of neurons to clusters, a big neighborhood and a big
influence of introduced input are chosen in the beginning. Then the primary clusters
arise and the neighborhood and learning factor are reduced. Also the η → 0, so the
changes become less significant with each iteration.

3 GM-SOM Method

The main steps of SOM computation have already been described above. Following text
is focused on description of proposed method, that in the end leads to results similar
to the classic SOM (See also Figure 2 for illustration of our approach). We named
the method Global-Merged SOM, which suggests, that the computation is divided into
parts and then merged to obtain the expected result. Following steps describe the whole
process of GM-SOM:

1. Splitting of input set. The set of input vectors is divided into a given number of
parts. The precision of proposed method increases with the number of parts, how-
ever, it has own disadvantages related to larger set of vectors in the final phase of
computation process. Thus the number of parts will be usually determined from the
number of input vectors. Generally, k � N ∗p, where k is the number of input vec-
tor, N is the number of neurons and p is the number of parts. The mapping of input
vectors into individual parts does not affect final result. This will be later demon-
strated by the experiments, where all the input vectors were either split sequentially
(images) or randomly.
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Fig. 2. GM-SOM: An Illustrative schema of the proposed method. All input vectors are divided
into ten parts in this case.

2. In parts computation. Classic SOM method is applied on every part. For simplic-
ity sake, an acronym PSOM will be used from now on to indicate SOM, which is
computed on a given part. All PSOMs start with the same setting (the first distribu-
tion of weights vectors, number of neurons, etc.) Such division speeds up parallel
computation of PSOMs on GPU. Moreover, the number of epochs can be lower
than the the number of epochs used for processing of input set by one SOM. This
is represented by a factor f , which is going to be set to 1

3 in our experiments.
3. Merging of parts. Weight vectors, that where computed for each part and corre-

spond to neurons with at least one hit, represent input vectors in the final phase of
GM-SOM. The unused neurons and their weight vectors have light gray color in
Figure 2. A merged SOM with the same setting is computed and output weights
vectors make the final result of proposed method.

The main difference between the proposed algorithm and well known batch SOM al-
gorithms is, that individual parts are fully independent on each other and they update
different PSOMs. Moreover, different SOM algorithms can be applied on PSOM of a
given part, which makes the proposed algorithm more variable. Next advantage can be
seen in different settings of PSOMs. Thus more dense neuron network can be used in
case of larger input set. The last advantage consists in a possibility of incremental up-
dating of GM-SOM. Any additional set of input vectors will be processed by a new
PSOM in a separate part and the final SOM will be re-learnt. For interpretation see
Figure 3.

4 GPU Computing

Modern graphics hardware plays an important role in the area of parallel computing.
Graphics cards have been used to accelerate gaming and 3D graphics applications, but
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Fig. 3. GM-SOM: Parallelization of the SOM computation by proposed method

recently, they have been used to accelerate computations for relatively remote topics,
e.g. remote sensing, environmental monitoring, business forecasting, medical applica-
tions or physical simulations etc. Architecture of GPUs (Graphics Processing Unit) is
suitable for vector and matrix algebra operations, which leads to a wide use of GPUs
in the area of information retrieval, data mining, image processing, data compression,
etc. Nowadays, the programmer does not need to be an expert in graphics hardware
because of existence of various APIs (Application Programming Interface), which help
programmers to implement their software faster. Nevertheless, it will be always neces-
sary to follow basic rules of GPU programming to write a more efficient code.

Four main APIs exists today. The first two are vendor specific, i.e. they were de-
veloped by two main GPU producers - AMD/ATI and nVidia. The API developed
by AMD/ATI is called ATI Stream and the API developed by nVidia is called nVidia
CUDA (Compute Unified Device Architecture). Both APIs are able to provide similar
results. The remaining two APIs are universal. The first one was designed by Khronos
Group and it is called OpenCL (Open Computing Language) and the second was de-
signed by Microsoft as a part of DirectX and it is called Direct Compute. All APIs
provide a general purpose parallel computing architectures that leverages the parallel
computation engine in graphics processing units.

The main advantage of GPU is its structure. Standard CPUs (central processing units)
contain usually 1-4 complex computational cores, registers and large cache memory.
GPUs contain up to several hundreds of simplified execution cores grouped into so-
called multiprocessors. Every SIMD (Single Instruction Multiple Data) multiprocessor
drives eight arithmetic logic units (ALU) which process the data, thus each ALU of a
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Fig. 4. GM-SOM: Parallelization of the SOM computation by proposed method

multiprocessor executes the same operations on different data, lying in the registers.
In contrast to standard CPUs which can reschedule operations (out-of-order execu-
tion), the selected GPU is an in-order architecture. This drawback is overcome by using
multiple threads as described by Wellein et al.[8]. Current general-purpose CPUs with
clock rates of 3 GHz outperform a single ALU of the multiprocessors with its rather
slow 1.3 GHz. The huge number of parallel processors on a single chip compensates
this drawback.

The GPU computing has been used in many areas. Andrecut [9] described CUDA-
based computing for two variants of Principal Component Analysis (PCA). The usage
of parallel computing improved efficiency of the algorithm more than 12 times in com-
parison with CPU. Preis et al. [10] applied GPU on methods of fluctuation analysis,
which includes determination of scaling behavior of a particular stochastic process and
equilibrium autocorrelation function in financial markets. The computation was more
than 80 times faster than the previous version running on CPU. Patnaik et al. [11] used
GPU in the area of temporal data mining in neuroscience. They analyzed spike train
data with the aid of a novel frequent episode discovery algorithm, achieving a more
than 430× speedup. The GPU computation has also already been used in intrusion de-
tection systems [12] and for human iris identification (for our experiments on this topic
see [13]).

The use of our SOM modification on GPU is illustrated in Figure 4.
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5 Data Collection

The KDD Cup 1999 collection [14] represents data indicating several basic types of
attack on computer networks. Significant features have been recorded and the type of
attack has been evaluated. The data is based on the 1998 DARPA Intrusion Detection
Evaluation Program, which has been prepared and managed by MIT Lincoln Labs.
The main task is to build a predictive model (i.e. a classifier) capable of distinguishing
between intrusions (attacks), and normal connections.

The 1999 KDD intrusion detection contest dataset used a specific format of features,
extracted from original raw data, which corresponded to 7 weeks of traffic and had
approximately 4 GiB of compressed data streams, which were processed into about five
million connection records.

Each of the records consists of approximately 100 bytes and the result is labeled
based on the actual attack type (or normal, in case it is part of normal traffic) which
falls into one of the four basic categories:

– DOS – denial-of-service – the machine is flooded with requests and the exhaustion
of resources is attempted. Nowadays, it is mostly used in the distributed form.

– R2L – remote to local – unauthorized access from a remote machine, e.g. trying to
guess passwords or SSH keys.

– U2R – user to root – unauthorized user rights elevation, typically through some
exploit (e.g. using buffer overflow techniques) to gain superuser (root) privileges.

– probing – port scans, active network surveillance and other probing.

There are 22 defined attack types, which were typical in 1998 and the normal category in
the training data and some additional attack types present only in the testing data, which
the classification framework should detect. The records contain both the categorical,
Boolean and numerical attributes, which makes the classification harder.

6 Experiments

The Table 1 is a summary table for seven performed experiments. The whole train-
ing data collection was divided into several parts for individual experiments. In each
experiment, every part represented an input data set for SOM. Then all partial results
(weights of neurons) were merged together and became a new input set for final com-
putation of SOM. Thus the total time consists of particular computation times of SOMs
plus required merging time. Sufficient number of graphics processor units (GPU) are re-
quired for such computation. Usually, more graphics contexts can be created on a single
GPU, however, they share all resources (memory, multiprocessors, etc.). If the number
of GPUs is less than the number of parts, and just a single graphics context per GPU
can be created (because of memory requirements, etc.), more parts must be computed
in series. Then the computation times of all such parts must be summed. Therefore, the
column “Total time” of the Table 1 shows ideal computation times in case of sufficient
computation power.

The number of parts affects the precision of SOM classification. The higher number
of parts the smaller precision. It depends on process of division of input data set as
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Table 1. Computation times with respect to subdividing of input data set

exp. parts size of a part Comp. time Merging Total Precision
id [#] [#] per part [s] time [s] time [s] [%]
1 1 1469529 1249 0 1249 94,29
2 5 293906 249 4 453 94,13
3 10 146953 124 9 133 93,57
4 20 73477 62 18 80 90,72
5 30 48985 43 27 70 88,47
6 40 36739 32 36 68 87,91
7 50 29391 26 45 71 87,34

well. Every part consists of random set of input vectors in our experiments. Every two
parts represent disjoint sets of input vectors. Finally, every vector of the original data
set (non-divided) belongs to some part. The ratio between the number of parts and final
precision of classification method will be the subject of further research.

7 Conclusion

The need of parallel computation of SOM drove us to a new method, that has been also
utilized in this paper. Although it has some common features with well known SOM
batch or hierarchical algorithms, it is not one of them, as it has its unique properties.
The results presented in previous section show that whilst the classic SOM is much
faster because of the GPU-based computation, the use of PSOMs and their computation
by separate nodes furher improves the computation time.

Firstly, the proposed algorithm can utilize the power of batch processing in all inner
parts (PSOMs). Secondly, all PSOMs can have different number of neurons in their
networks, which could be found in hierarchical algorithms. Lastly, our method excludes
neurons, which do not cover any input vectors in the intermediate phase of GM-SOM.

All experiments suggest, that the results are very close to results provided by classic
SOM algorithm. Also, since we have used the KDD Cup 1999 collection, the data is
comparable with other experiments done on this collection.
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Abstract. Finding and recommendation of suitable persons based on their char-
acteristics in social or collaboration networks is still a big challenge. The purpose
of this paper is to discover and recommend suitable persons or whole commu-
nity within a developers’ network. The experiments were realized on the data
collection of specialized web portal used for collaboration of developers - Code-
plex.com. Users registered on this portal can participate in multiple projects, dis-
cussions, adding and sharing source codes or documentations, issue a release,
etc. In the paper we deal with strength extraction between the developers based
on their association with selected terms. We have used the approach for extraction
of initial metadata, and we have used modified Jaccard coefficient for description
of the strength of relations between developers. Proposed method is usable for
creation of derived collaborators’ subnetwork, where as input is used the set of
words, which will describe the area or sphere, wherein we want to find or recom-
mend suitable community and the words specify relation between the developers
in the network. Obtained subnetwork describe a structure of developers’ collabo-
ration on projects, described by selected term.

1 Introduction

Recently the concept of social networks and online communities is becoming still more
and more popular. As a result, the number of their users significantly increasing. Rea-
sons for communication between people and creation of social networks in our time are
various: study, hobby, work, games and programming is not the exception.

OSS (Open Source Software) is a example of a dynamic network, as well as a proto-
type of complex networks emerging on the Internet. By working through the Internet,
interactions between developers can be considered as relations in the synthetic network
of collaborators. These relations arise when the developers join the project and begin
to communicate with others. OSS network consists of two entities - developers and
projects. An examples of such OSS social network established on the basis of interac-
tion between the participants is CodePlex.

Many programmers on the Internet are looking for interesting ideas, or assistance
when implementing their own solutions. Online collaboration is no longer a novelty in
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our times and it is run by people all over the world. However, searching for suitable and
capable people who could implement a particular idea at reasonable deadlines and high
quality is an eternal problem.

In this paper we try to determine the strength of relationship or similarity between
CodePlex developers in the context of projects they work on. To determine the context,
we used project key words, which in the case of the CodePlex are extracted from project
descriptions. We would find some developers or some community, which is specified
by key words, for a recommendation.

Some related work dealing with the recommendation in the social network. In the
article [1] authors studies people recommendations designed to help users find known,
offline contacts and discover new friends on social networking sites. Other approach is
in the article [4], where authors examine the dynamics of social network structures in
Open Source Software teams but data were extracted monthly from the bug tracking
system in order to achieve a longitudinal view of the interaction pattern of each project.

2 CODEPLEX

CodePlex is Microsoft’s open source project hosting web site. You can use CodePlex
to find open source software or create new projects to share with the world. Code-
plex.com has 11 years old, it is ranked 2,107 in the world, a low rank means that this
website gets lots of visitors. Its primary traffic from United States and is ranked 3,175
in United States. It has 104 subdomains with traffic. It has 136,500 visitors per day,
and has 436,800 pageviews per day. CodePlex is mainly used by developers for collab-
oration on projects, sharing source codes, communication and software development.
Generally, registered users can participate in multiple projects, discussions, adding the
source code and documentation, issue a release, etc. Some of the users have defined a
specific role within the project for which they work. Each user has his own page, where
he can share information about himself, his projects on which he currently works, and
the most recent activities. The CodePlex projects themselves can be considered as a
very interesting source of information. In addition to the list of users and roles, Code-
Plex enables register keywords, add description of the project, the number of visits,
status, date of creation, url and other information about the project. All activities are
carried out on CodePlex by a particular user within a specific project.

Database which was created as a result of data obtained from CodePlex.com, consists
of 6 main tables: User, Project, Discussions, RecentActivity, Membership and Source-
Code (see Table 1).

In CodePlex, we can see two types of entities: users and projects. Both are repre-
sented by tables that contain specific characteristics. The table User contains informa-
tions about users such as login, personalStatement, createdOn, lastVisit and url of user
page. The table Project contains some characteristics of project in Codeplex: tags, date
od created on, status, license, pageViews, count of visits, description and url of project
page.

The undirect connection between the user and the project is implemented through
activities within the scope of the project. These activities are in the database CodePlex
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Table 1. The CodePlex database tables

Table Number of lines

User 96251
Project 21184

Discussions 397329
RecentActivity 72285
Membership 126759
SourceCode 610917

Table 2. The CodePlex activities

Activity Meaning

SourceCode records about added projects
Discussion discussions about the project and the responses of individual users
RecentActivity check-ins, task records, add Wiki information, notes about Release version etc
Membership able to trace the users’ participation in the projects and their assigned role

divided into different types: SourceCode, Discussion, RecentActivity and Membership
(see Table 2).

We can represent CodePlex as a bipartite graph of users and projects, where the edge
between the user and the project is a user’s activity in a project.

If we look at the data that we have in the Table User, we are not able to define the
user’s profile. It consists of the field of interest, what he deals with, the programming
language he uses and at what level. PersonalStatement attribute is used to describe the
user, but from the total set of our users downloaded, there was not a single one, who
would fill it up. On the other hand, the project has enough information defined – which
fields are concerned, how long it lasted, whether it is completed, which technology it is
used, etc.

The main attribute, carrying the largest set of information, is the project Description
– the description of the project itself.

Using activities such as user links to the projects, we are able to determine with
some probability an area of specialization and a work of each user. For example, if a
user is working on three projects written in .NET and one in Java, we could include him
in .NET programmers with high probability, and less likely recommend him as a Java
programmer.

In other words, terms or description of the project may not only help us to provide
more information about projects, but also to determine the user’s area of interests or
abilities. As a result, the way we are able to compare user attributes determines the
similarity to other network participants.

3 Collaborators Network and Projects Network

Whenever we think about collaboration between two persons, we not only look at the
relationship itself, but also at the context. It is clear that depending on context, the
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strength of relationship changes. Therefore, we divide collaboration into two main parts
Developers’ Relationship and Developers’ Context. We consider the relation between
developers and the term describes the context between developers.

Developers have additional attributes. Usually it could be publications, teams, or-
ganizations, projects, etc. We called it attribute domain, in our case DCPD be a set of
projects in Codeplex, then CPD are attributes for all Di developers, where objects is one
developer’s attributes described as CPDi ⊆ DCPD .

3.1 Developers’ and Context Relationship

We describe a developers’ relationship as commutative operation on cartesian product
of developer’s attribute X x X , where output is mapped to the set of real numbers R.

We use Jaccard coefficient ([2] for evaluation of developers relations using their
attributes.

AttributeScore(CPDi ,CPDj) =
|CPDi ∩ CPDj |
|CPDi ∪ CPDj |

(1)

As we discussed above, every developer has it’s attributes. Moreover, each project has
a description text. If we use lexical analysis on this text, we can define a term set for
every developer as TDi and this term set contains all terms of projects, which developer
Di participated. The extracted text is proceed to methods, which remove words that do
not carry any important information. The main issue of this paper is not to describe this
kind of methods. More could be found in [6,3].

Term set T consists of all developers term sets {TD0 ,TD1 , . . . ,TDn} = T , when the
domain for terms T could be obtained as union of all terms extracted for each person
DT = TD0 ∪TD1 ∪ . . .∪TDn .

The whole process of obtaining term sets is described in [5], so we just remiding
(tk in TDi) stands for the number of terms tk by TDi and (tk in T ) stands for the number
of terms tk in descriptions of all projects by T .

We can evaluate association between the selected term tk ∈ DT and a developer
Di ∈ D:

R(TDi , tk) =
(tk in TDi)

(tk in T )+ |TDi |− (tk in TDi)
(2)

We normalize R(TDi , tk) such that RNorm(TDi , tk) ∈< 0,1 >:

RNorm(TDi , tk) =
R(TDi , tk)

MAX(R(TDi , t1), . . . ,R(TDi , t|TDi |))
(3)

Evaluation of the whole relationship context of two persons Di and D j has two steps.
First, we compute association between Di and select term tk, and between the second
developer D j and tk separately. Afterwards, because each part is already evaluated by
real number, we combine both results in the same way; we can combine the whole
result in equation one. In CodePlex we see the description text for the developer as the
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all description of all projects he is working on, joined together. We obtain equation for
the ContextScore:

ContextScore(TDi ,TDj , tk) = RNorm(TDi , tk)RNorm(TDj , tk) (4)

3.2 Collaboration – Whole Score

The last step is to define Score, which consists of AttributeScore and ContextScore:

Score(CPDi ,CPDj ,TDi ,TDj , tk) = AttributeScore(CPDi ,CPDj)ContextScore(TDi ,TDj , tk) (5)

This equation evaluates the relation between developers depending on the selected
words, which represent the context. So we get a evaluation for the new subnet, which is
specified by selected terms.

3.3 Construction of the Collaborators Graph

To describe the network of collaboration, we use standard weighted graph GD(VD,ED),
where weighted function is defined as wD : ED(G) �→ R, when wD(e)≥ 0.

The determination of set D is simple, because objects of vertices set VD match with
objects of set D, so VD = D. However, we can do the same with all the possible pairs
from set D to assign a set of edges ED; it is better to design the algorithm to each
implementation at first, and to reduce the number of useless computations. In addition,
we must choose term tk for function wD, which reflects the context. Because only the
commutative operations are used, we do not need to take into consideration the order of
attribute objects in function parameters. Moreover ED is two-object set, where the order
of objects does not matter, so the evaluating is done just once.

When we construct graph based on developers’ projects relationship, we use
AttributeScore(CPDi ,CPDj ) as wD, where no term is needed, then simply VD = D, which
means that every developer is a vertex in the graph. Then, for each developer Di ∈ D
we find collaborators DiC and for each collaborator D j ∈ DiC we create two-object set
{Di,D j}, which corresponds with an edge in the graph. Equation 1 is then used to eval-
uate the edge.

The function Score(CPDi ,CPDj ,TDi ,TDj , tk) is used for evaluating the edges in the
context of the term. The only difference is, that majority of developers has not cho-
sen term in their description text, so the result will be 0 and no edge would exists.
Hence, we first determine subset of developers Dtk ⊆ D for those that have a term in
their description text, followed by the same steps described in the last paragraph to
compute developers’ projects relationship. Then, the term tk is used for computation of
the second part in ContextScore(TDi ,TDj , tk). Finally, we calculate the whole Score by
multiplication of both parts.

3.4 Construction of the Projects Graph

We consider as well as developers, as well as projects. We define Projects’ Relationship
and Projects’ Context.
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We use Jaccard coefficient for evaluation of projects relations using their attributes -
AttributeScore.

AttributeScore(CPPi ,CPPj) =
|CPPi ∩ CPPj |
|CPPi ∪ CPPj |

(6)

We evaluate association between the selected term tk ∈ DT and a project Pi ∈ P:

R(TPi , tk) =
(tk in TPi)

(tk in T )+ |TPi|− (tk in TPi)
(7)

We compute equation for the ContextScore:

ContextScore(TPi ,TPj , tk) = RNorm(TPi , tk)RNorm(TPj , tk) (8)

The last step is to calculate Score, which consists of AttributeScore and ContextScore:

Score(CPPi ,CPPj ,TPi ,TPj , tk) = AttributeScore(CPPi ,CPPj)ContextScore(TPi ,TPj , tk) (9)

To describe the network of projects, we use standard weighted graph G(VP,EP), where
weighted function is defined as wP : EP(G) �→R, when wP(e)≥ 0. We consider VP = P
and we use Score for edges evaluation in the new graph G(VP,EP).

4 Experiments

For the basic computation of the collaboration, we chose the terms ”iphone”, ”wp7”,
”android” and apply it to the formula 3.

The results were limited to the collaborators with whose the person has collaborated
together on the project at least once. We show centrality value of selected nodes in the
Table 3. These centralities characterize the position of vertices in the network.

Table 3. Centralities of developers

User Degree Weighted degree Closeness Betweenness

raja4567 34 7,69353 1,92 4948,5
modder 4 0,0033 2,879 4143
raouf 7 0,0366 2,879 0

We show in the Table 4 values of AttributeScore for person with nickname modder,
in the Table 5 for person with nickname raja4567 and in the Table 6 for person with
nickname raouf.

We can immediately notice that even though ”modder” and ”raouf” do not participate
on many projects with ”raja4567” (they have one common project), the AtributeScore
is 0.01176471 and 0.01204819. For example ”shankar00” participate on 2 projects with
”raja4567” and the AtributeScore is 0.02469136. User ”modder” has only one common
project with ”shankar00”, but AtributeScore is strong, probably because ”shankar00”
not cooperate with many other persons.
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Table 4. Collaborators of ”modder”

Number Collaborators Projects Common projects AttributeScore

1 modder 5 5 1
2 doln 1 1 0,2
3 draculus 1 1 0,2
4 FreQi 1 1 0,2
...
13 shankar00 3 1 0,1666667
...
25 raja4567 81 1 0,01176471

Table 5. Collaborators of ”raja4567”

Number Collaborators Projects Common projects AttributeScore

1 raja4567 81 81 1
2 senux 7 5 0,0602
3 atechnikality 8 5 0,0595
4 sagarjena 9 5 0,059
...
15 shankar00 2 2 0,025
...

408 raouf 3 1 0,012
...

429 modder 5 1 0,01176471

Table 6. Collaborators of ”raouf”

Number Collaborators Projects Common projects AttributeScore

1 raouf 3 3 1
2 bvencel 1 1 0,33
3 KathyWu 1 1 0,33
4 srikanth602 1 1 0,33
5 Lickie 1 1 0,33
...
15 raja4567 81 1 0,01204819

4.1 Key Terms Computation for Developers

At first, we have calculated the keywords for the ”modder”, ”raja4567” and ”raouf”.
We have selected only the some terms for illustration (see Table 7). For comparison we
marked some terms (bold text), which was used as a context between developers.

In the Figure 1 is whole network of collaborators for the selected terms ”iphone”,
”wp7”, ”android”. The edge weights are evaluated by Score. This subnetwork has 199
connected components (communities) with collaborating developers.
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Table 7. Key Terms for the persons ”modder”, ”raja4567” and ”raouf”

number tk tk in TPmodder tk tk in TPra ja4567 tk tk in TPraou f

1 mediascout 1 licens 1 torchlight 1
2 ne 0,7800623 distribut 0,7 resx 0,7017544
3 sal 0,5980892 contributor 0,6934211 crunch 0,6028985
4 movi 0,4556041 work 0,6413794 decenc 0,333333
5 rapid 0,4191964 term 0,5994475 svt 0,3301587
6 rockethub 0,401282 notic 0,5570145 blackberri 0,2729659
7 myne 0,401282 modif 0,5359043 empti 0,2396313
...
14 android 0,1438451
...
143 wp7 0,1152854
...
1305 android 0,01322994
...
2572 iphon 0,00643989
...
2587 wp7 0,006402954

Fig. 1. Synthetic collaborators network for the terms ”iphone”, ”wp7”, ”android” and selected
subnetwork with developers ”modder”, ”raja4567” and ”raouf”

Second part of Figure 1 shows graph of the connected component which contain
selected and highlighted developers. We can see that selected developers are not in the
one community of collaborators. They are connected, but the relation is too weak. They
are not suitable for recommendation.
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We used our algorithm for spectral clustering [7] and we detect communities of more
collaborated developers. Than we can recommend the ”green” community, which con-
tain developers with the stronger relation in the context of selected words.

4.2 Subnetwork of Projects

We chose the terms ”iphone”, ”wp7”, ”android” and create subnetwork of projects. The
graph of this subnetwork (see Figure 2) is not connected (contain 243 connected com-
ponents) and most components are isolated vertices. When we extend the selected terms
and create the new subnetwork in the context with terms ”iphone”, ”wp7”, ”android” +
”silverlight”, than is obvious a importance of the term ”silverlight” which connect more
projects.

Fig. 2. Extracted subnetwork of projects for selected terms ”iphone”, ”wp7”, ”android” and the
other subnetwork have terms ”iphone”, ”wp7”, ”android” + ”silverlight”

The Figure 1 and the Figure 2 were visualized using the program Gephi1.

5 Conclusion

Research presented in this article is oriented to the strength extraction between per-
sons based on their context in the CodePlex. The method was presented using the data
collection from the CodePlex database, which contains information of the activities of
developers in the project. The proposed method is usable for the development of col-
laboration network. The description of this network is based on the set of terms (as
the input), which are used in the description of projects by the given developer. Using

1 http://gephi.org/

http://gephi.org/
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this method, we have obtained the new weight in the synthetic collaborators network.
By means of the set of selected term, belonging to one (or more) persons, we can con-
struct the subnetwork with only the context-related collaborators. This subnetwork can
be very helpful in searching of the persons who are interested in the same area, defined
by the selected term. It is usable for members of the project management, who need to
find suitable developers specialized to certain area.
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Abstract. This paper presents a graph-based formalism for an Ontology
Based Access Control (OBAC) system applied to Digital Library (DL)
ontology. It uses graph transformations, a graphical specification tech-
nique based on a generalization of classical string grammars to nonlinear
structures. The proposed formalism provides an executable specification
that exploits existing tools of graph grammar to verify the properties of a
graph-based access control mechanism applicable to a digital library on-
tology description. It also provides a uniform specification for controlling
access not only at the concept level but also at the level of the documents
covered by the concepts including node obfuscation, if required.

Keywords: Ontology, Digital Library, Multiple Inheritance, OBAC.

1 Introduction

Recent study on the modeling of digital library (DL) suggests an ontological
structure for its representation [1], where documents may be classified and stored
against appropriate concepts present in the ontology. Such DL ontology usually
considers an underlying tree structure for its implementation, i.e. one concept
can have only one parent concept [2][3]. However in real life situation, a partic-
ular concept may have more than one parent concepts. For example, a concept
named Database may be reached from Computer Science & Engineering (CS),
Geographic Information System (GIS) or Biology/Bio-informatics (BIO). This
consideration changes the underlying structure of the ontology from a tree to a
Directed Acyclic Graph (DAG).

Now, the three parent concepts of Database may have distinct or even over-
lapping user communities. As a result, any document under Database may be of
interest to more than one of the above three user communities. Research work to
control access to a digital library, done so far, ensures that a user must possess
appropriate authorization to get access to a concept. However, if access to a
concept is granted, all documents under it are available to the concerned user.
Some work has already been done to control access even at the document level.
In other words, a user getting access to a concept may not get access to all the
documents covered by that concept, particularly in a situation when a concept

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 111–122, 2012.
c© IFIP International Federation for Information Processing 2012
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has multiple parent concepts. This gives rise to a flexible access control sys-
tem for a DL environment hitherto unexplored [4]. This earlier work considered
some implementation issues related to such access control environment. Present
paper, however, offers a graph-based formalism for an Ontology Based Access
Control (OBAC) system applicable to Digital Library (DL) ontology. It uses
graph transformations, a graphical specification technique based on a general-
ization of classical string grammars to nonlinear structures [5][6]. The proposed
formalism is useful for the following reasons:

– To specify the properties of a proposed Access Control specification for Dig-
ital Library Ontology

– To provide an executable specification that exploits existing tools to verify
the properties of a graph-based access control mechanism applicable to a
digital library ontology description.

– To provide a uniform specification for controlling access not only at the
concept level but also at the level of the documents covered by the concepts
including node obfuscation.

Similar attempt has already been taken to model Discretionary, Lattice based
and Role Based Access Control system using similar graph-based formalism
[7][8]. However, formalism proposed in this paper has considered a single user
environment. Role/User Group and any possible conflict arising out of them will
be studied later.

While Section 1 provides the introduction, Section 2 covers the technologi-
cal preliminaries. Section 3 provides the graph model of concept hierarchy and
Section 4 gives the fundamentals of graph transformation and security model.
Section 5 covers the policy algebra. Section 6 draws the conclusion.

2 Technological Preliminaries

This paper proposes a flexible access control system for retrieving documents
using a digital library ontology supporting an underlying DAG structure to han-
dle multiple parent concept problem. So here a concept may have more than
one parent concept in the hierarchy. As a result, the documents under a concept
can be categorized against the concepts above it. A user can access a document
only if he/she has appropriate authorization to access the category to which the
document is placed. Figure.1 shows an environment where documents covered
under the concept Database may be contributed by or of interest to any users
of the parent concepts. So a document under a child concept can be a member
of one or more than one of the parent concepts. Consequently, documents under
a child concept having n parents, can be classified into (2n − 1) categories. So,
the Database concept in Figure.1 can be classified into (23 − 1) or 7 categories.
Figure.2 shows the Venn diagram corresponding to the concept Database having
three parent concepts Computer Science (CS), Geographic Information System
(GIS) and Bio-Informatics (BIO) as explained earlier. So, a document under the
concept Database may be of interest to the users of CS/GIS/BIO or any com-
binations of them. Situation depicted in Figure.1 and Figure.2 is very common
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Fig. 1. An ontological structure with the concept Database having three parent con-
cepts Biology, GIS and Computer Sc and Engg

Fig. 2. Possible document categories under the common concept ”DATABASE”

in case of a digital library. However, the present implementations avoid such
document classification possibility and keep the child concept under the parent
concept that contributes maximum number of documents. So, according to the
above example, the concept Database would possibly be kept in the CS path
with all documents under it. Any user of GIS or BIO community will directly
access the Database concept and would be able to get all the documents under it.
However, the proposed system provides (23 − 1) = 7 document classes as shown
in Figure. 3. Depending on the parent concept where a user is authorized, cor-
responding document classes under Database concept and hence the documents
covered by them can be accessed. An ontology based system has been discussed
in many documents [9][10][11]. This section describes the related technologies.

– Ontology: The fundamental objective of Ontology is to form a semantic
network based system for organizing concepts in a directed graph struc-
ture and to provide a mechanism to search a concept from such a structure
by which a given schema element is referred. It also finds other related ele-
ments/concepts in the ontology. Ontology can be defined by a directed graph,
where each node is a concept. If O is an ontology represented as O = (C,L)
then C is a concept, and L is the link between two concepts representing
their semantic relationship.

– Properties: Each ontology has a set of properties, classified into either
object property or data property. Data property describes about the data
and Object property deals with the concepts. All domain property of a
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concept c can be represented as P (c) = DP (c)
⋃
OP (c) [10], where DP (c)

is the data property and OP (c) is the concept property. The proposed
system has used two types of links between concepts: isSubClassOf and
hasContributedTo to represent the relations among concepts. These are
object properties. In Figure. 1 , Biology (isSubClassOf) Science, so the
OP (CBiology .(isSubClassOf)) ∈ {Science}.

– Concept: Each ontology has a set of semantically related concepts, C(o) =
{c1, c2, ...., cn}. Fig. 1 is showing a Digital Library(DL) ontology, hence
C(DL) = {cdatabase, cbiology , ccomputerSCandEngg, ....., cDigitalLibrary}.

– Concept Hierarchy: Ontology structure is a DAG, where a concept may
have more than one parent concepts. Concepts in an ontology o can be
represented as a partial order set. Given two concept (Science,Biology) ∈
(DigitalLibrary) where isSubClassOf(Biology) = Science , i.e. Biology is
more specialized than Science. It can also be denoted as CBiology ≺ CScience.

– Document Class: Documents in a concept are classified into several classes
depending upon the number of first degree parents. If a concept has n number
of parents then the concept should have (2n − 1) number of document class.
In Figure. 1 database has three parent concepts. So the documents covered
by the concept database has 7 possible document classes.

– Document Anotation: Gonçalves et. al. has published some work on on-
tological representation of digital library. Concept of an ontology can be
identified by it’s URI. In the present system, a document is identified by its
concept URI with a unique document-id suffixed.

3 Graph Model of Concept Hierarchy

A Graph model has been adopted in this paper to represent the DL Ontology.
In an ontology, each node represents a concept and each link running from one
concept to another represents the relationship between the concerned concepts.
Present research effort has considered two types of relationship:

1. isSubclassOf : isSubClassOf relationship represents a partial ordered set.
In the graph model, isSubClassOf represents the parent-child relationship. In
Figure.1, Biology (isSubClassOf) Science i.e. in the graph model Biology will
be a child concept of Science. isSubClassOf is a non-commutative property.

2. hasContributedTo : Multiple parent relationship has been represented
through hasContributedTo relationship. In Figure.1 Database has been con-
tributed by three parent concepts Biology , GIS and Computer Sc and Engg.
This relationship has been represented as hasContributedTo in the Graph
Model. Biology hasContributedTo Database. This relationship is also non-
commutative.

3.1 Multiple Parent Representation

As explained earlier, if n number of parent concepts contribute to a child concept
then there would be (2n − 1) number of document classes, i.e. if a node has
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three parent concepts then there would be 7 possible classification of documents.
This relationship is also represented by hasContributedTo relation. Figure.3
illustrates the relationship for Database Concept.

Fig. 3. hasContributedTo Relationship for all the Classification

Table 1. Document Class

Document Class Access

1 CS

2 GIS

3 BIO

4 CS , GIS

5 CS , BIO

6 BIO, GIS

7 CS, BIO, GIS

3.2 Entities of OBAC Model

OBAC can be represented by a set of Subject (S), Object (O), Access Rights
(A) and Sign (V ). Depending upon the context and policy, subject can be users,
groups, roles or applications. Object, on the other hand, can be a group of ontolo-
gies, an ontology, a concept within an ontology or a document inside a concept.
Present effort has considered only read and browse operations for a digital li-
brary. Sign can either be positive or negative, signifying access permission or
explicit denial respectively. OBAC model contains following entities :

1. User : User may be an individual user or a group of users. U = {ui}, i ≥ 1
2. Object : Object can be a document under a concept or a concept itself or

an entire ontology or even a group of ontologies. O = {oi}, i ≥ 1
3. Subject : A Subject may refer to an individual or a user group or a role or

may even be a web service.
4. Access rights : At present, the OBAC model has considered read and browse

access rights only. A ∈ {read, browse}. A valid user can browse through all
the nodes by default but would need explicit positive authorization to read
any document under a concept.
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5. Sign : Sign are of two types, ve+ or ve−, positive for access permission and
negative for explicit denial. ϑ = {+,−}

6. Policy : Access control policy is a tuple (S,O, a, ϑ), where S is the subject,
O is the object , a is the access rights and ϑ is the sign.

3.3 Relationship in OBAC

As mentioned earlier, ontology contains a set of related concepts and the rela-
tionship among the concepts with their data properties and object properties.
Present paper considers isSubClassOf and hasContributedTo relations among
the concepts.
From the inter-concept relations, following relationships can be derived in the
OBAC model:

1. Inclusion(�) : (Ci � Cj) signifies that concept Ci is included in concept
Cj . Inclusion relationship is non-commutative i.e. Ci � Cj �= Cj � Ci.
However, Inclusion relationship is transitive.

2. Inferable :(=⇒) : If a concept Ci infers the existence of another concept Cj

then Cj is inferable from Ci i.e Ci =⇒ Cj . Inferable relationship is non-
commutative , .i.e Ci =⇒ Cj �= Cj =⇒ Ci, and transitive i.e. if Ci =⇒ Cj

and Cj =⇒ Ck then Ci =⇒ Ck.
Since the present proposal considers only isSubClassOf relation between
concepts and hasContributedTo relation between concepts and document
classes, Inclusion and Inferable would virtually be similar.

3. Partially Inferable: (⇀) : If Ci and Cj are two concepts, then Ci ⇀ Cj signi-
fies that the concept Ci can partially infer the concept Cj . This relationship
is also non-commutative and transitive. This relationship will be particularly
important for concepts with multiple parents.

4. Non Inferable (�) : If a concept Ci cannot infer the existence of another
concept Cj , the relationship is non-inferable.

3.4 Authorization

An authorization is defined by a four tuple (ρ, δ, υ, ϑ) where ρ is a member of the
subject set S, δ is a member of the object set O, υ is a member of the set of access
rights A available in the DL system and ϑ is either +ve or −ve signifying positive
or negative authorization respectively. In Concept level authorization, an object
O is identified by its ontology URI (with the path expression). Each concept
C maintains an authorization list represented by S,A, V where a particular
authorization of the form (ρ, υ, ϑ) signifies that ρ ∈ S, υ ∈ A, ϑ ∈ {+,−}. Here,
the subject ρ can access concept C with access right υ if ϑ = +ve or cannot
access the same if ϑ = −ve. Once again in the present paper, A is limited to
read and browse only. ϑ = +ve signifies read is permitted and ϑ = −ve if read
is not permitted. In the present proposal browse to any concept is permitted by
default.
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4 Fundamentals of Graph Morphism and Security Model

This section discusses the formal method of graph transformation, i.e. transfor-
mation steps and rules. A formal introduction to Graph based formalism can be
found at [6] and a RBAC implementation of the model has been developed by
Koch et. al. [7]. In very brief, a graph represents a state of a system and a rule is
a transformation {r : L → R}, where both L and R are graphs i.e. the left-hand
side transforms to the right-hand side by the graph transformation rule. L is
the original graph and R is the transformed graph after applying relevant access
control policies. The rule, {r : L → R} consist an injective partial mapping
form left-hand side to right-side, among the set of nodes rn and the set of links/
relations re. Each mapping, should be compatible with graph structure and the
type of the node. If the mapping is total the graph morphism is total. The L
describe which objects a Graph G must contain for the rule {r : L → R} to be
applicable to G. Nodes and edges of L, whose partial mapping are un-defined or
restricted by the rules, will be either deleted or modified. However, nodes and
edges of L, those are defined at rule will be stored at R after transformation.The
basic idea of a graph transformation [6] considers a production rule p : (L � R),
where L and R are called the left-hand and right-hand side, respectively, as a
finite schematic description of potentially infinite set of direct derivations. If the

match m fix the occurrence of L in a given graph G, then (G
p,m
=⇒ H) denotes

a direct derivation where p is applied to G leading to directive graph H . The
H is obtained by replacing the occurrence of L in G by R. From algebraic ap-
proaches, the graph has been considered as a collection of edges (E) and vertices
(V ). However, source s : E → V and target t : E → V are two unary operations.
Figure 4 , shows the intermittent state of transformation, where each graph pro-
duction p : (L � R) defines the partial correspondence between the elements of
left-hand side and the right-hand side on the basis of a rule, determining which
edge should be present and which edge should be deleted. A match m : L → R
for a production p is a graph homomorphism, mapping nodes and edges of L to
R in such a way that the graphical structure and the levels are preserved. Con-
sidering the scenario in Figure 4 consider the production p1 : (L1 � G1) which

Fig. 4. Graph Morphism Basics



118 S. Dasgupta and A. Bagchi

applied on the graph G1. The number written in the vertices and edges consider
the partial correspondence between L1 → G1. Same number represent the same
object before and after the transformation. The production p1 : (L1 � G1) gets
three vertices at the left hand side L1 and leaves behind two vertices, connected
by an edge depicting a rule to permit information flow for security. The match
m1 : (L1 → G1) maps each element of L1 to the element of G1 carrying the same
set of numbers. Following the other production/transformation rules in the same
way, derived rule for H1 will be G1 − (L1 −R1)

⋃
(R1 − L1).

4.1 Example of Graph Morphism

Notion of rule and its application to a graph have been described by using three
examples. Three example cases are Node Traversal, Node Obfuscation and
Partial Inferences. Figure.5 describe the Node traversal. Let, a query wants
to access a document under the concept Bio. However, the access of concept Bio
can be done through Science node. Hence, the query will try to access the node
through the concept Science. In the L rule hence a dashed line has been added.
The dashed edge in the left side represents a negative application condition [7].
A negative application condition for the rule {r : L → R} is a set of (L,N) where
L is the subgraph of N , and N is the structure as a whole and must occur in
the original structure, i.e. the whole ontology G. Hence, in Figure. 5 query has
inferred its access from the rule and right hand side has shown the access path.

Node obfuscation is a very common issue for this kind of structure both in
XML and Ontological environments [12][13][14]. In the previous example, query
can trace the exitance of the node Science. If the name of the node is sensitive
for some user then system will block the identity of the node and it will be
obfuscated for the concerned user. Now the query will pass through the node
without accessing the node name or its structural details. Documents covered by
an obfuscated node will not be available to the user as well. Figure.6 creates this
scenario. In the left side the query intended its access for node Science, which has
a negative application condition, and by the rule set the system has found that
node Science should be obfuscated for this query. Hence, the rule {r : L → R}
creates the new graph on the right hand side. Partial Inferable is another
prolific problem discussed in many research papers. Mutiple parent condition

Fig. 5. Graph Transformation for Node Inference
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Fig. 6. Graph Transformation for Node Obfuscation

Fig. 7. Graph Transformation for Partial Inference

Table 2. Example Policy for Partial Inference

Name Source Joint No Contribution

Policy A Full abstract No access

Policy B Full No access No access

Policy C Full Full abstract

has also been addressed here through graph morphism. As mentioned earlier,
that documents under database concept have been contributed by three parent
concepts and thus the documents under database concept can be classified into
(23 − 1) classes. Graph transformation ensures partial access to documents or
access to relevant document classes only.

5 Policy Algebra

The production rules of the graph are generated by a rule engine depending
upon the access control algebra. This section will define the formal algebra for
our model. Our model considers each node as a concept and the concept level
authorization can be represented by S,O,A and V , where S is the concept or
ontology or a group of concept from a set of ontology,concepts are related through
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semantic relationships, we are considering isSubClassOf and hasContributedTo
relations here. Thus authorization for concept i can be represented as :

cai = (ρi, δi, υi, ϑ) (1)

Where , ρi δi, υi are the instances from S,O,A. We denote set of authorization
explicitly specified for a concept. In addition to explicit authorizations, other
authorizations can be generated through propagation. Hence, a propagation from
concept i to j can generate the authorization according to the policy. Policy
defines authorization of an object for a subject. Hence a simple policy can be
defined as

Ei = (Ci, ui, {R}, {+})
where, Ci is a constant of S or a variable over S, ui is a constant of O or a
variable over O, R is the access right and + is the sign. Two or more policies
can be joined to create combined policy. Hence, the combination of policy can
be expressed as BNF grammar, i.e. a combination of policies can be written as

E ::= id|E + E|E&E|E − E|E.C|o(E,E,E)|E ∗ r|T (E)|(E)| (2)

T ::= τid.T |τ.E (3)

Here , id is the token type of policy identifiers, E is the nonterminal describ-
ing policy expression , T is the policy template, C and r are the authorization
content and authorization rules respectively. Above symbols have been disam-
biguated by proper precedence rules of the operators[15]. The policy can be
stated explicitly or generated by some rule engine. Combination of more than
one policy may be enforced over one environment, we will refer them as the
composite policy. Using the rule , some policies can be obtained by the grammar
through algebraic operators. We refer them as derived policies Eder which should
satisfy the following rules :

1. Reflexivity : For all tuples of the E are inherited by Eder

2. Inheritance Rule : (Ci, uj, {R}, {+}) ∈ E) ∧ (∀ui ∈ U |uj
a→ ui) −→ (Ci, uj, {R}, {+} ∈ Eder)

3. Override Rule : (Ci, uj, {R}, {+}) ∈ E) ∧ (Ci, uj, {R}, {−}) ∈ Eder) −→
Eder ∧ (Ci, uj, {R}, {+}) /∈ Eder

4. Commutative : Ea + Eb = Eb + Ea

5.1 Policy Construction

OBAC system contains two type of policies, Simple Policy and Compos-
ite Policy, Simple policy is the granularity of policy i.e. the mapping of rules
with ground algebra, where as combinations of more than one simple policies
can create a composite policy. Consider the previous example of CS, GIS, BIO
and Database(DB). We are considering that all the documents in DB has been
contributed by three parent concepts. The policy of each concept has been repre-
sented by PCS , PGIS and PBIO respectively, and those are the Simple Policy.
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On the contrary, the documents at DB has been annotated by either cs.db,
gis.db or bio.db. Now the policy for accessing document (d) for DB will be a
Composite Policy that can be represented as:

ΠDB =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pgis.db + Pcs.db + Pbio.db + δdb if (d ≤ cs.db
∧

d ≤ gis.db
∧

d ≤ bio.db)

Pcs.db + Pgis.db + δdb if (d ≤ cs.db
∧

gis.db)

Pbio.db + Pgis.db + δdb if (d ≤ bio.db
∧

gis.db)

Pcs.db + Pbio.db + δdb if ( d ≤ cs.db
∧

bio.db)

Pcs.db + δdb if ( d ≤ cs.db )

Pgis.db + δdb if ( d ≤ gis.db )
(4)

Where, ΠDB is the composite policy of DB. Here δdb represents the concept
specific constraints common for all document classes. Policy of a interrelated
concepts/ontology can be represented by Composite Policies. If we have n num-
ber of related concept in an ontology, we can represent the policy for the total
ontology as:

ΠC = Π1 +Π2 + ..........+Πk +Πk+1 + ...........+Πn (5)

Where, ΠC is the policy of the ontology and Π1, Π2 are the policies of the
respective concepts.

6 Conclusion

This paper provides a graph based formalism for controlling access to a dig-
ital library ontology. Using a graph specification technique based on classical
string grammars to nonlinear structures, this paper proposes graph transforma-
tion rules to represent different access control situations. Corresponding Policy
algebra and policy derivations have also been provided for clarification of the for-
malism. The entire study has not considered user groups/roles and any possible
conflicts arising out of them. It would be part of future work.
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Abstract. Development of information technology, progress and increase
of information flow have the impact on the development of enterprises
and require rapid changes in their information systems. Very important
stage of data protection in information system is the creation of high
level model, satisfying the needs of system protection and security. This
paper presents the role engineering aspects of access control for dynamic
information systems. The objective is to find the approach of access con-
trol to ensure in perspective the global coherence of security rules for all
components of an system.

1 Introduction

Development of information technology, progress and increase of information flow
have the impact on the development of enterprises and require rapid changes in
their information systems. The growth and complexity of functionalities that
they currently should face causes that their design and realization become the
difficult tasks and strategic for the enterprises at the same time. Data protec-
tion against improper disclosure or modification in the information system is an
important issue of each security policy realized in the institution.

Role engineering for role-based access control is a process consisting of de-
termination and definition of roles, permissions, security constraints and their
relations. The company’s roles can be regarded in two aspects - functional (re-
flects the main business functions of the company) and organizational (reflects
the organization hierarchy of the company). Before a concrete access control
model can be implemented, the role engineering process has to take place. The
aspect of role engineering is connected close to the aspects of analysis and de-
sign of information systems. During our previous studies, we examined the design
methods of the information systems and the design methods of information sys-
tem security [7]. However, it is difficult to find the global method that takes into
account both the design of system and its associated security scheme.

The process of roles identification and setting up in an organization is a com-
plex task because very often the responsibilities of actors in an organization
and their functions are few or badly formalized. Moreover, the role concept is
an abstract approach. It does not correspond to particular physical being and
therefore it is very difficult to give definitions that comprise the whole world.

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 123–134, 2012.
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To conclude, the research of roles in security schema needs a real engineering
approach that provides a guide identify, specify and maintain them.

Many different works concerning the problem of role engineering were pre-
sented in the literature [13–19] and others. First of all, most of the paper tread
the static aspects of access control domains. They do not take into consid-
eration the problems of dynamic changes affecting the access control rules in
modern information systems, particularly distributed information systems. More-
over, whereas everyone agrees that safety must be taken into account as quickly
as possible, the proposed role engineering approaches are often disconnected
from the design and the evolution of information system for which they are
provided.

Coyne in [16] proposes to collect different user activities to define the candi-
date roles. Fernandez et al. in [14] propose to use the use cases to determines the
role rights of system users but do not describe the constraints aspect and role-
hierarchies. Epstein et al. [17] propose to express RBAC elements with UML di-
agrams but do not define the role engineering process. Roeckle et al. [19] propose
a process-oriented approach for role engineering but only on meta level without
details about role hierarchy, derivation of permissions and relation between some
elements. Epstein and Sandhu [18] describe role engineering of role-permission
assignment but not go into detail about constrains and role hierarchies in the
process. Neumann and Strembeck propose in [9, 10] very interesting scenario-
driven role engineering process for RBAC model. However this proposition does
not take into consideration the dynamic aspects of access control.

This paper presents the engineering aspects in access control of dynamic in-
formation systems. The paper is composed as follows: section 2 presents the
role concepts and usage concept in aspect of access control, section 3 gives the
outline of approach based on these concepts (Usage Role Based Access Control
- URBAC). Section 4 deals with the cooperation of two actors in role creation
process of information system security, while section 5 shows the representation
of URBAC approach using the UML concepts. Section 6 describes the process
of roles production based on URBAC approach presenting the stage of security
profile creation for the system’s users.

2 Access Control Based on Role and Usage Concepts

Development in area of information systems, especially modern, distributed in-
formation systems causes that traditional access control models are not sufficient
and adequate for such systems in many cases. Some imperfections were found in
domain of these security models [7]:

– traditional access control models give only the possibility to define the au-
thorizations but do not provide the mechanisms to specify the obligations
or conditions of access control,

– developers or security administrators can only pre-define the access rights
that will be next granted to the subjects,
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– decision about granting or not an access can be only made before the required
access but not during the access,

– mutable attributes can be defined for subjects and for objects of a system.

These disadvantages and the needs of present information systems caused the
creation of unified model that can encompass the use of traditional access control
models and allow to define the dynamic rules of access control. Two access control
concepts are chosen in our studies to develop the new approach for dynamic
information systems: role concept and usage concept. The first one allows to
represent the whole system organization in the complete, precise way while the
second one allows to describe the usage control with authorizations, obligations,
conditions, continuity (ongoing control) and mutability attributes.

Role-based access control approach [1] or its extensions [7, 8] requires the
identification of roles in a system. The role is properly viewed as a semantic
structure around which the access control policy is formulated. Each role realizes
a specific task in the enterprise process and it contains many functions that
the user can take. For each role it is possible to choose the necessary system
functions. Thus, a role can be presented as a set of functions that this role
can take and realize. Each function can have one or more permissions, and a
function can be defined as a set or sequence of permissions. If an access to an
object is required, then the necessary permissions can be assigned to the function
to complete the desired job. Specific access rights are necessary to realize a role
or a particular function of this role.

The usage control approach [4–6] is based on three sets of decision factors: au-
thorizations, obligations and conditions that have to be evaluated for the usage
decision. The obligations and conditions are added in the approach to resolve
certain shortcomings characteristic for the traditional access control strategies.
The most important properties of usage control that distinguish it from tradi-
tional access control concepts and trust management systems are the continuity
of usage decisions and the mutability of attributes. Continuity means that usage
control decision can be determined and enforced before an access (as in tradi-
tional access control models) and also during the ongoing period of the access.
Mutability represents the mutability of subject and object attributes that can
be either mutable or immutable. The mutable attributes can be modified by the
actions of subjects and the immutable attributes can be modified only by the
administrative actions.

3 Approach of Role Based Access Control with Usage
Control

The complexity of actual organizations (i.e. matrix based organizational struc-
ture) has guided our proposition to extend the standard RBAC model by role
management facilities that allow a finer distribution of responsibilities in an en-
terprise. On the other hand, the dynamism of actual information systems was
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the reason to use the concepts of Usage Control to develop the new implementa-
tion of access control models to support the management of information system
security.

The proposed access control approach was based on two access control con-
cepts: role concepts and usage concepts. It was named Usage Role-based Access
Control (URBAC) [20, 21]. The term usage means usage of rights on information
system objects. The ”rights” include the rights to use particular objects and also
to delegate the rights to other subjects.

The detailed view of usage role-based access control approach is presented on
figure 1.
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Fig. 1. Meta-model of URBAC model

Subjects can be regarded as individual human beings. They hold and exe-
cute indirectly certain rights on the objects. Subject permits to formalize the
assignment of users or groups of users to the roles. Subject can be viewed as
the base type of all users and groups of users in a system.

A Role is a job function or a job title within the organization with some
associated semantics regarding the authority and responsibility conferred on a
member of the role. The role can represent a competency to do a specific task, and
it can embody the authority and responsibility. The roles are created for various
job functions in an organization.The direct relation is established between roles
and subjects that represent the users or groups of users. It is also possible to
define the hierarchy of roles, represented by aggregation relation RoleHierarchy,
which represents the inheritance relations between the roles.

The association relation between the roles and subjects is described by the
association class SubjectAttributes that represents the additional subject at-
tributes (i.e. subject properties) as in Usage Control. Subject attributes provide
additional properties, describing the subjects, that can be used for the usage
decision process, for example an identity, enterprise role, credit, membership,
security level. Each role allows the realization of a specific task associated with
an enterprise process. A role can contain many functions Function that a user
can apply. Consequently, a role can be viewed as a set of functions that this
role can take to realize a specific job. It is also possible to define the hierarchy
of functions, represented by the aggregation relation named FunctionHierarchy,
which provides the hierarchical order of system functions.
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Each function can perform one or more operations, a function needs to be
associated with a set of related permissions Permission. To perform an oper-
ation one has the access to required object, so necessary permissions should be
assigned to corresponding function. The permission determines the execution
right for a particular method on the particular object. In order to access the
data, stored in an object, a message has to be sent to this object. This message
causes an execution of particular method Method on this object Object. Very
often the constraints have to be defined in assignment process of permissions to
the objects. Such constraints are represented by the authorizations and also by
the obligations and/or conditions.

Authorization (A) is a logical predicate attached to a permission that de-
termines the permission validity depending on the access rules, object attributes
and subject attributes. Obligation (B) is a functional predicate that verifies
the mandatory requirements, i.e. a function that a user has to perform before or
during an access.Conditions (C) evaluate the current environmental or system
status for the usage decision concerning the permission constraint.

A constraint determines that some permission is valid only for a part of the
object instances. Therefore, the permission can be presented as a function p(o,
m, Cst) whereo is an object, m is a method which can be executed on this
object and Cst is a set of constraints which determine this permission. Taking
into consideration a concept of authorization, obligation and condition, the set of
constraints can take the following form Cst = {A, B, C} and the permission can
be presented as a function p(o, m, {A, B, C}). According to this, the permission
is given to all instances of the object class except the contrary specification.

The objects are the entities that can be accessed or used by the users. The
objects can be either privacy sensitive or privacy non-sensitive. The relation be-
tween objects and their permissions are additionally described by association
class ObjectAttributes that represents the additional object attributes (i.e.
object properties) that can not be specified in the object’s class and they can be
used for usage decision process. The examples of object attributes are security
labels, ownerships or security classes. They can be also mutable or immutable as
subject attributes do. The constraints can be defined for each main element of
the model presented above (i.e user, group, subject, session, role, function, per-
mission, object and method), and also for the relationships among the elements.
The concept of constraints was described widely in the literature [3, 8, 11, 13].
It is possible to distinguish different types of constraints, static and dynamic,
that can be attached to different model elements.

4 Two Actors in Role Creation Process of Information
System Security

Two types of actors cooperate in the design and realization of security schema
of an information system [8]: on the one hand it is application/system developer
who knows its specification that should be realized and on the other hand it is
security administrator who knows the general security rules and constraints that
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should be taken into consideration on the whole company level. We propose to
partition the responsibilities between these two actors in the process of definition
and implementation of security schema on access control level and to determine
their cooperation in order to establish the global access control schema that
fulfill the concepts of URBAC. This partition of responsibilities is presented in
figure 2 and the responsibilities were divided into two stages: conception stage
and exploitation stage.
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Fig. 2. Two actors in creation of information system security schema

Conception Stage. The realization process of information system or simple
application is provoked by a client’s request or in general by the client’s needs
to create a new information system or new application (i.e. to add a new com-
ponent to the existing information system). Basing on the client’s needs and
requirements the application/system developer creates the logical model of ap-
plication/system and next designs the project of this system that will be the
base for its implementation. This model and next the project contain all the
elements expressing the client’s needs (i.e. needs of future users).

The application developer defines the elements of this application and its
constraints corresponding to the client’s specifications. These elements can be
presented in a form adequate to the access control concepts - it will be the
URBAC approach in our case. Therefore, the developer generates the sets of
following elements: roles, functions, permissions and security constraints. These
sets of elements should be presented to the security administrator in a useful
and legible form. The duties of application developer basing on URBAC are:

– definition of permissions - identification of methods and objects on which
these methods can be executed,

– definition of object attributes associated to certain objects according with
access control rules,

– assignment of elements: permissions to functions and functions to roles,
– definition of security constraints associated to the elements of the applica-

tion, i.e. authorizations, obligations and conditions on the permissions and
standard constraints on roles, functions and their relationships.
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Exploitation Stage. The exploitation stage is realized by the security admin-
istrator on the global level of information system. The security administrator de-
fines the administration rules and company constraints according to the global
security policy and application/system rules received from the developer. He
should also check if these new security constraints remain in agreement with the
security constraints defined for the elements of existing information system in
order to guarantee the global coherence of the new information system.

The security administrator received from the developer the sets of elements in
the form adequate to URBAC: set of of roles, set of functions, set of permissions
and set of security constraints of the application. He uses these sets to mange the
global security of the information system. First of all he defines the users’ rights
to use the particular applications. Two sets on company level are important
to define the users’ rights: persons working for the enterprise (i.e. users) and
functions realized in the enterprise (i.e. business functions).

Security administrator is also responsible for the definition of security con-
straints for these assignments on global level with respect of defined security
rules. These constraints concern first of all the following relations: user-
businessFunction, businessFunction-businessFunction and businessFunction-role.

Therefore, the duties of security administrator are as follows:

– definition of users’ rights basing on their responsibilities and their business
functions in an organization - assignment of users to the roles of information
system,

– organize the users in groups and definition the access control rights for the
groups of users that realize for example the same business functions - assign-
ment of groups to the roles of information system,

– definition of subject (i.e. user or group of users) attributes associated to
certain users or groups of users that allows to determine the dynamic aspects
of security constraints,

– definition of security constraints for the relationships between users and roles
or group of users and roles.

The second important task of security administrator is the management of set
of applications assuring the global coherence of the whole system on access con-
trol level. This assurance is exceptionally important in case of addition of new
application in an information system when new access control elements appear
both on local level and on global level.

5 Representation of URBAC Using the UML Concepts

Unified Modeling Language (UML) is now a standard language for analysis and
design of information systems [2]. It is used almost all over the world in software
engineering field for object-oriented analysis and design. It has a set of different
models and diagrams that allow to present the system project from different
points of view showing the whole system together with its components. Some
elements and concepts of UML can be used to implement the URBAC approach,
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especially during the design stage of information system and its associated se-
curity schema based on URBAC.

From this reason, UML was chosen to be used in role engineering process to
implement and realize the URBAC approach. To accomplish this, the concepts
of UML and URBAC should firstly be joined. Two types of UML diagrams have
been chosen to provide the URBAC: use case diagram and interaction diagram.
The use case diagram presents the system’s functions from the user point of
view. It define the system’s behavior without functioning details. The interaction
diagram describes the behavior of one use case [2]. It represents the objects and
messages exchanged during the use case processing.

The relationships between UML concepts and concepts of usage role-based
access control are as follows (Fig. 3):

– role (R) from access control model can be presented as an UML actor,
– function (F) from URBAC can be represented by an UML use case,
– each actor from use case diagram can be in interaction with a set of use

cases and these relations specify the relations of R-F type (between roles
and functions),

– methods executed in sequence diagrams and also in other UML diagrams
can represent the methods of URBAC,

– objects that occur in UML diagrams, e.g. sequence diagram, communication
diagram, can be attached to the object concept of access control model,

– permissions (P) of URBAC can be found examining the sequence diagram(s)
describing the particular use case,

– use case diagram offers four types of relations between its elements:
• communication relation between an actor and a use case that represents
the relation between a role and a function, i.e. R-F relation,

• generalization relation between actors, representing the inheritance re-
lation between roles (R-R relation),

• two types of relations between use cases represent the inheritance rela-
tions between functions of URBAC, i.e. F-F relations

• subject attributes (e.g. user attributes) from URBAC can be represented
by the set of attributes defined for an instance of actor class of UML,

• concept of object attributes from URBAC can be attached to set of
attributes defined for the objects in its class specification.

The concept of constraints of URBAC approach corresponds directly to the con-
straint concept existing in UML. The security constraints of URBAC can be
defined for different elements and for relations between these elements. These
constraints can be presented on UML diagrams corresponding to types and lo-
cations of elements for which these constraints will be defined.

The authorization is a constraint attached to a permission that determines
the permission validity depending on defined access rules. It can be represented
by the UML constraint defined for the method’s execution in sequence diagram.

The obligation is a constraint defined on a permission but it concerns also the
subject (e.g. a user) - subject should fulfill the obligation executing a function
before or during an access. This type of constraints can be presented as UML
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constraint in sequence diagram (as pre-condition or an invariant), especially from
version 2.0 of UML that provide the combinator fragments in sequence diagrams
(e.g. ”alt” or ”opt”) allowing the definition of constraint conditions.

The condition is a constraint also defined on a permission but it concerns the
session element. It defines current environmental or system status and states dur-
ing the user session that can be used for the usage decision. The conditions can
be also represented by UML constraints defined in sequence diagrams (mainly
as an invariants).

Remaining types of constraints represent the constraints defined for the roles,
functions and their relations. Such constraints are represented by the UML con-
straints defined for actors, use cases and their relations on use case diagrams or
sometimes on sequence diagrams.

6 Production of Roles Based on URBAC Approach

The process of role production is based on the connections between UML and
URBAC, described in section 5. It can be automatic or partially automatic.
Two types of UML diagrams were used to realize this process: use case dia-
grams, where roles and functions of a system are defined and sequence diagrams,
where permissions are assigned to the rights of method executions realized in
framework of each use case. These two types of diagrams should be examined to
identify the roles of URBAC, the functions that are used by these roles to interact
with the information system, the permissions needed to realize these functions
and the constraints that determine the possible rights.

To obtain these elements of URBAC, first the rules for creation of set of roles
has to be defined.
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Each subject (i.e. user or group of users) in an information system is assigned
to a security profile (i.e. user profile) which is defined by the set of roles that
can be played by him. A security profile is defined by a pair (s, listRoles(s)):
s is a subject, listRoles(s) is a set of roles assigned to this subject. Taking into
consideration the concept of user, such profile can be defined as follows: (u,
listRoles(u)), where u is a user, listRoles(u).

The process of creation of user profiles, i.e. production of set of roles, in
information system with the use of UML diagrams contains two stages [7]:

Determination of a Function with Assigned Permissions
As it was shown in section 5, a use case of UML meta-model corresponds to a
function of URBAC model. Use cases define the system functionality or in other
words the interactions and needs of system’s users that cooperate with the sys-
tem. Each use case should be defined by its scenario that defines the specification
of the use case interaction in form of sequence of actions performed on the sys-
tem’s objects. It allows the definition of set of privileges for execution of different
actions on the objects. Therefore, in order to identify the permissions assigned
to a function it is necessary to start from the sequence diagram corresponding
to the function.

Each message msg (o1, o2,m) in the interaction sent by object o1 to object o2
to execute method m on object o2 should have a suitable permission assigned.
This permission corresponds to the execution of method m on object o2. On
the addition of security constraints, the definition of the message is as follows:
msg (o1, o2,m, cst) where cst represents a set of constraints - authorizations,
obligations and conditions: cst(p) = A (p) ∪B (p) ∪ C (p)

Consequently, the set of permissions for interaction i is defined as follows:

P (i) = {p | ϕ (msg (o1, o2,m, cst)) = p (m, o2) ∧ cst (p) = true}
where ϕ is a function that assigns a permission to message msg, o1 is an actor
or class instance that can execute method m on object o2 and cst is a set of
constraints

cst(p) = A (pm,o2) ∪B (pm,o2) ∪ C (pm,o2) .

Sequence diagram in UML meta-model is defined by the set of interactions.
Therefore, the set of permissions determined for sequence diagram dS and de-
scribed by the set of interactions DS is as follows:

P (dS) =

⋃
i ∈ DS

P (i)

The use case μ described by set M of interaction diagrams di has the following
set of permissions assigned to it:

P (μ) =

⋃
di ∈ M

P (di)

The set P (μ) represents the set of permissions assigned to the function specified
by the use case μ.



Role Approach in Access Control Development 133

Determination of a Role with Assigned Functions
The use case diagram presents the system’s functionality from the point of view
of the actors. It is possible to find the set of use cases (i.e. URBAC functions) for
each actor (i.e. URBAC role) examining this type of UML diagrams. Therefore,
the determination of a role with the set of functions assigned to it will be realized
by examining the relationships between the actors and use cases on the use
case diagram. The use case diagram ucdi contains the use cases (i.e. functions)
attached to chosen actors (i.e. roles). The set of functions assigned to role rj ,
described by one use case diagram, is defined by the functions that are in direct
or indirect relations with this role (i.e. by the inheritance relations between the
functions) on this diagram:

F (rucdi) = {f | f = uc , uc ∈ ucdi ∧ (rucdi , f) ∈ R− F}

∪ {f ′ | f ′ = uc , uc ∈ ucdi ∧ ((f, f ′) ∈ F − F ∧ (rucdi , f) ∈ R− F )}
The set of functions of role rj is defined by the union of use cases assigned to
this role in all use case diagrams describing the whole system application Duc:

F (rj) =

⋃
ucdi ∈ Duc

F (rucdi)

In order to define the security profiles for system users or groups of users, the
set of roles should be assigned to subject profiles (i.e. user profiles). This task
is realized by security administrator during the exploitation stage who has to
take into consideration the security constraints defined on the global level and
the subject attributes defined for the subjects that determine the access control
rights of particular system users.

7 Conclusion

The concepts of access control approach presented in the paper were used to
define the process of role engineering for creation of security profiles for users of
information system. The paper presents the representation of URBAC using the
UML concepts, the process of roles production based on URBAC, the stages of
creation of user profiles. The process of role production is a very important stage
in definition of logical security policy of an information system. It can be realized
by two actors: application developer and security administrator who cooperate
with each other to guarantee the global coherence on access control level.

The aspects of presented approach are implemented on software platform that
provides with the software tool to manage the logical security of company infor-
mation system from the point of view of application developer and from the point
of view of security administrator. Our next research is concentrated on aspects
of security constraints for URBAC approach and on the algorithm to maintain
the coherence of URABC scheme during the addition of new application.
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Abstract. A new method for finding the rotation angle in iris images
for biometric identification is presented in this paper. The proposed ap-
proach is based on Fourier descriptors analysis and algebraic properties
of vector rotation in complex space.

Keywords: Iris pattern recognition, rotation estimation, rotation re-
covery, Fourier descriptors.

1 Introduction

The iris is an important candidate for the source of the unique human population
characteristics. It is very stable over time – the iris is determined during the first
years of our lives and does not change until the death. Moreover, the study shows
the iris structure is minimally dependent on our genes and allows to identify even
identical twins. In addition, the modern iris biometrics systems are fast and have
a high accuracy verification.

In light of the above, it seems that the iris is ideal for biometrics. However,
the iris recognition process is complex and the construction of a complete system
requires addressing a number of problems. The current approaches to iris pattern
recognition include: the Gabor wavelet approach by Daugman [2], the Laplacian
parameter approach by Wildes et al. [9], zero-crossings of the wavelet transform
at various resolution levels by Boles et al. [1], the Independent Component Anal-
ysis approach by Huang et al. [6], the texture analysis using multi-channel Gabor
filtering and wavelet transform by Zhu et al. [10], and many others ideas. Each
method has its own advantages and disadvantages.

Let us focus our attention on the classical John Daugman algorithm [3] – the
most popular approach to individual identification by iris pattern recognition.
and discuss how the algorithm copes with rotations. Let us start with the ex-
planation and role of iris rotation angle. Fig. 1 present rotated and non-rotated
iris images. When capturing iris images, most systems seek to achieve the same
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(a) (b)

Fig. 1. Iris images: original (non-rotated) and rotated (23 degree)

environmental conditions and the position of the face. Under some assumed re-
strictions the obtained images provide the highest reliability of identification
methods. However, these methods are not comfortable for the users. The system
proposed by Daugman detects the rotation angle by ”brute force”, i.e., by test-
ing all accessible angles and selects the best of them. However, such a way, as
we will show later is not optimal in practice. Our aim in this paper is to present
alternative approach to this method. The method determines the rotation angle
directly. Based on this knowledge we hope to develop a more efficient algorithm
to identify individuals.

In the first part of our work we briefly describe the classical Daugman algo-
rithm. In the next chapter we will focus on the problem of detecting the rotation
angle of the iris image. Then we describe the rotation angle estimation algo-
rithm using Fourier transform. Further considerations will include construction
of our algorithm. The last part of the work contains numerical experiments that
demonstrate how our rotation angle estimation algorithm is relatively insensitive
to both the eye and the camera:

– rotation,
– contrast modification,
– illumination level modification,
– blurring,
– sharpening.

This makes it suitable to be used even in the first stage of preprocessing images
for the algorithm of individual verification.

2 Iris Code Matching Algorithms Survey

In this section we describe the main stages in the iris pattern recognition algo-
rithm proposed by John Daugman [3].

After positive iris detection on an image and automatic segmentation we can
match the iris region. To simplify, we assume we can describe the iris using only
two circles – the arcs of the upper and lower eyelids are invisible on the surface
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of the iris. The next step in the iris pattern recognition algorithm performs the
normalization process, which includes conversion of the iris annulus into the
rectangular sized fixed image.

In general, images standardization is the initial processing procedure which
allows their mutual comparison and further analysis. Comparing methods use
predetermined patterns of the iris therefore the iris images could be compared
with patterns from the database. In the develop of authors’ method, we relied on
the method of the normalization, called Daugman’s Rubber Sheet Model. This

Fig. 2. Daugman’s Rubber Sheet Model

model maps each point inside the area of the iris with a pair of polar coordinates
(r, θ), where r ∈ [0, 1] and θ ∈ [0, 2π] (see Fig. 2).

Afterwards, we are able to introduce the feature encoding methods. In order to
describe and recognize large individuals population only the significant features
must be encoded. In Daugman’s algorithm Gabor filters are used to obtain an
optimal coding. As an outcome a phase sequence is obtained, 2048 bytes of data
to describe the phase characteristics of the iris in a polar coordinate system –
IrisCode. It is not affected by contrast, camera gain or illumination levels, so it
is common in iris pattern recognition. Our method also has such properties.

For matching, the Hamming distance is chosen as a metric for recognition.
The Hamming distance is calculated using only the bits generated from the true
iris region, and this modified Hamming distance formula is given as

HD =
‖(code A⊕ code B) ∩mask A ∩mask B‖

‖mask A ∩mask B‖
where codes A and B are the two bit-wise templates to compare, mask A and
mask B are the corresponding noise masks.

In theory, Hamming distance of two iris templates generated from the same
iris equals 0.0. However, since the normalization is not perfect this will not occur
in practice. We obtain some noise that goes undetected, and hence a difference
will always appear.
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2.1 Daugman’s Approach – Brute Force Matching

The following method, suggested by Daugman, corrects the misalignment in the
normalized iris pattern. In order to cope with rotational inconsistencies, when
the Hamming distance of two templates is calculated, one template is shifted to
one bit left and right. Then the Hamming distance values are calculated. This
bit offset in the horizontal direction corresponds to the primary market area
of the iris angle indicated by the Rubber Sheet Model. As for the iris distance
we choose only the lowest, which corresponds to the best match between two
templates.

Fig. 3. The shifting process for one shift left and right

The number of bits transferred during each shift by two times the number of
filters used, since each filter will generate two bits of information from one pixel
normalized region. The real number of changes necessary to normalize rotational
inconsistencies will be determined by the maximum angle difference between two
pictures of the same eye. One change is defined as one shift to the left, then one
shift to the right. The example of shifting process is presented in Fig. 3.

In practice, when we configure the algorithm, we fix the maximum number
of shifts to the left and to the right. This brute force rotation angle estimation
by comparisons is made with each element in the database – this is the main
disadvantage of this method.
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2.2 Authors’ Approach: Fourier Descriptor Extended Method –
Angle Calculation

Discrete Fourier Transform (DTF). For convenience of the reader and to
established notation we recall the basic definitions of DFT. DFT transforms
(c0, . . . , cN−1) ∈ Cn into a sequence (C0, . . . , CN−1) of complex numbers using
the frequency domain representation:

Ck =
1√
N

N−1∑
n=0

cn exp

(
− i

2πnk

N

)
, 0 ≤ k ≤ N − 1,

where cn = an + ibn, for k = 0, . . . , N − 1. This representation is widely used in
data compression [7], partial differential equations, data mining, etc.

It is easy to see that

C0 =
1√
N

N−1∑
n=0

cn

and

C1 =
1√
N

N−1∑
n=0

cn exp

(
− i

2πn

N

)
. (1)

Remark 1. Fourier descriptors can be used to capture the main details of a
boundary. This property is valuable because the coefficients usually keep the
shape information. Thus they can be used as the basis for differentiating between
distinct boundary shapes [5].

(a) (b)

Fig. 4. Example of two shapes with digital boundary. The rotation of the second one
does not allow to estimate angle of rotation.
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This allows recovering the rotation for images with ordinary boundaries (see
Fig. 4). However, it is useless in the case of rotation of the circles. Moreover, it
can be affected by image modification like contrast correction, gamma correction,
blurring, etc.

The Fourier Descriptor Approach to Rotation Detection in Iris Pat-
tern Recognition. In this section we present how to recover the rotation angle
using the modified idea of Fourier transform with vector angle calculation. The
method from the above remark is not suitable in this situation, because the iris
is represented as concentric circles and their rotations cannot be detected by
boundary positions testing.

Assume that after using Daugman’s Rubber Sheet Model we obtain two nor-
malized iris I and IR for original and rotated images respectively. Images are
assumed to be in gray-scale and each pixel in the image is coded by a number
from the set {0, . . . , 255}. Next, we resize the images to obtain the same size, for
example we set the new size to 8× 256 (image height × width).

As an outcome we obtain two matrices

Ĩ = (ckn)k,n ∈ M8×256(IR),

ĨR = (cRkn)k,n ∈ M8×256(IR).

Next, we construct the vectors of features describing Ĩ and ĨR by Fourier de-
scriptors. For each row of these matrices we calculate the first Fourier descriptor
according to equation (1)

Ck =
1

16

255∑
n=0

ckn exp

(
− i

πn

128

)
, for k = 1, . . . , 8,

CR
k =

1

16

255∑
n=0

cRkn exp

(
− i

πn

128

)
, for k = 1, . . . , 8.

We put
x = (C1, . . . , C8), xR = (CR

1 , . . . , CR
8 ).

Under the considerations of subsection about Fourier Descriptor Method, we get
that those vectors are in the form x = eiϕv, xR = w, for some v, w ∈ C8.

Remark 2. The problem of finding the angle of rotation in the iris images can
be formulated mathematically as follows.

Let non-trivial vectors v, w ∈ C8 be fixed. We are looking for the minimum
of the function f :

fv,w : [0, 2π] � ϕ → ‖eiϕv − w‖2 ∈ IR+.

These functions describe the rotation one of the vectors relatively to the second
one. We want to reduce the vectors to the same one-dimensional linear subspace.
This will reduce the difference between them.
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After simple transformation we get

fv,w(ϕ) = ‖v‖2 + ‖w‖2 − (eiϕ〈v, w〉+ eiϕ〈v, w〉)
= ‖v‖2 + ‖w‖2 − 2�(eiϕ〈v, w〉).

It is easy to see that the minimum is reached when the value of

�(eiϕ〈v, w〉)
is the largest. A trivial observation shows that

�(eiϕ〈v, w〉) ≤ |eiϕ〈v, w〉| = |〈v, w〉|, for ϕ ∈ [0, 2π].

Consequently, we get eiϕ = 〈v, w〉/|〈v, w〉|, since z · z̄ = |z|2 for z ∈ C and
|eiϕ| = 1. Thus the minimum of the function f is reached for

ϕ = Arg
〈v, w〉
|〈v, w〉| . (2)

Thus, with a description by a vector of features, we can find the angle by which
the iris has been rotated.

Therefore, we can apply observation from previous section and by equation (2)
we obtain

ϕ = Arg
〈x, xR〉
|〈x, xR〉| , (3)

where ϕ is the desired angle.
Summarizing, our approach to the problem of rotation angle estimation is

stated as follows:

1. perform Daugman’s Rubber Sheet Model standardization for I and IR (we
use rubber sheets of 8× 256);

2. calculate Fourier Transform for each row of rubber sheets;
3. select the first Fourier descriptor from each rubber’s row and build the vec-

tors x and xR;
4. estimate angle of rotation using equation (3);
5. compare irises by Hamming distance using estimated angle.

The above steps link properties of the Fourier transform and the algebraic cal-
culations. The computation is based on simple mathematical operations which
make it easy for implementation.

3 Application in Iris Matching

In the last part of this work we present the comparison of classical Daugman’s
shifting method with our algorithm. Moreover, we make some experiments with
noising and other ”destruction” of information on iris images (ex. blur, gamma
correction, sharpen) and examine the algorithm under such circumstances [8].

We prepare implementation of Daugman’s iris recognition algorithm based on
[3] and [2]. Besides we extend this application by adding the implementation of
our method.
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3.1 Comparison between Classical and Authors’ Method
in Rotation Angle Detection

Firstly, we compare the efficiency of shifting method with our method. Table 1
contains comparison between the classical method and ours.

We evaluate IrisCode for rotated (for angle 0, . . . , 9 degrees) and non-rotated
images. Then we run shifting method to see what angle (column Rec.) was chosen
and what the value of Hamming distance (column HD) is. In this case IrisCode
evaluated for rotated iris image was compared with shifted original IrisCode in
maximum 10 shifts. Next, we use our method which estimates rotation angle

Table 1. Comparison of angle detection in classical methods with shifts and authors’
method

Classical Authors’
Angle Rec. HD Rec. HD

0 0 0 0.0 0
1 0 0 0.0 0
2 1 0 1.4 0
3 3 0 2.8 0
4 3 0 2.8 0
5 4 0 4.2 0
6 6 0 5.6 0
7 6 0 5.6 0
8 7 0 7.0 0
9 8 0 8.4 0

(column Rec.), and then the estimated angle was rounded to the nearest integer
and used to generate shifted IrisCode. The obtained distance is presented in
column HD.

The experiment results show that our method gives the same angle as the
brute force method, with the advantage that calculations were performed faster.

3.2 Sensitivity to Image Modifications

During the second experiment we want to check if our method is insensitive to
image destruction. Fig. 5 presents images used in this experiment. But before
we present experiment details let us put some notations.

Let I denote image of size w × h pixels (width × height) – it is a matrix,
so I ∈ {0, . . . , 255}w×h for gray-scale image. Then I(x, y) for x ∈ {1, . . . , w},
y ∈ {1, . . . , h} denotes colors value at position (x, y) on image. By IN we denote
the new image (output image) created by modifying the input image I.

We can now proceed in explaining the original image (Fig. 5a) modification
descriptions. We use the following methods:
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(a) (b) (c)

(d) (e) (f)

Fig. 5. Iris image modified by different methods: 5a – original image; 5b – brightness
correction (+50); 5c – contrast correction (+30); 5d – gamma correction (+2.5); 5e –
blur; 5f – sharpen

– brightness correction (level δ = +50) (Fig. 5b) – this method removes shad-
ows without affecting the rest of the image, by

IN (x, y) = min(255, I(x, y) + δ) for x ∈ {1, . . . , w}, y ∈ {1, . . . , h},
– contrast correction (level α = +30) (Fig. 5c) – this method changes lumi-

nance on image and makes objects distinguishable

IN (x, y) = min

(
255,max

(
0,

⌈
255

255− α
(I(x, y)− 127) + 127

⌉))
,

for x ∈ {1, . . . , w}, y ∈ {1, . . . , h}
– gamma correction (level γ = 2.5) (Fig. 5d) – it is nonlinear modification of

brightness

IN (x, y) =

⌈
255

(
I(x, y)

255

)γ⌉
for x ∈ {1, . . . , w}, y ∈ {1, . . . , h},

– blur (Fig. 5e) – it is a convolution filter with mask

B =
1

16

⎡
⎣ 1 2 1
2 4 2
1 2 1

⎤
⎦ ,
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used to reduce noise and details information on image. In this case linear
filtering with a mask of size 3× 3 is given by the expression

IN (x, y) =

1∑
s=−1

1∑
t=−1

B(s, t)I(x+ s, y + t).

To generate full filtered image this equation should be applied for x ∈
{1, . . . , w} and y ∈ {1, . . . , h} (see [5]).

– sharpen (Fig. 5f) – it is a convolution filter with a mask⎡
⎣ −1 −1 −1
−1 9 −1
−1 −1 −1

⎤
⎦ .

Sharpens the image making it look crisper and making the edges in the image
more distinct.

Table 2. Angle detection in different image modifications (angle is given in degrees)

Angle
Method 5 14 23 47 76

Rec. Error Rec. Error Rec. Error Rec. Error Rec. Error

None 4.22 0.78 12.66 1.34 22.50 0.50 46.41 0.59 75.94 0.06
Brightness 4.22 0.78 12.66 1.34 22.51 0.49 46.41 0.59 75.94 0.06
Contrast 3.99 1.01 12.43 1.57 22.27 0.73 46.18 0.82 75.71 0.29
Gamma 3.98 1.02 12.41 1.59 22.26 0.74 46.16 0.84 75.70 0.30
Blur 3.69 1.31 11.99 2.01 21.87 1.73 45.69 1.31 75.13 0.87

Sharpen 3.66 1.34 13.72 0.28 23.10 0.10 47.92 0.92 77.83 1.83

Table 3. Angle detection in different image modifications (angle is given in degrees)
obtained by classical shifting

Angle
Method 5 14 23 47 76

Rec. Error Rec. Error Rec. Error Rec. Error Rec. Error

None 5 0 14 0 23 0 47 0 76 0
Brightness 0 5 10 4 0 23 38 9 8 68
Contrast 0 5 10 4 0 23 38 9 8 68
Gamma 0 5 11 3 1 22 38 9 8 68
Blur 0 5 13 2 3 20 60 13 30 46

Sharpen 0 5 10 4 0 23 38 9 8 68

Table 2 summarizes the values of estimated angles with error level obtained
by our method. Table 3 contains angles recovered by classical Daugman method.
The error level in both examples suggests that our method is not affected by the
proposed image factors.
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4 Conclusions

The iris identification and verification process is complex and the construction
of a complete system requires addressing a number of problems. One of the most
important and most difficult ones is that of detecting the rotation angle of the iris
image. The authors have introduced a new method to solve this problem based
on simple mathematical operations which have made it easy for implementation.
Fourier transform and some algebraic calculations are utilized to work out an
algorithm of high success rate whose performance is presented in this work. It
has described and shown the rotation angle estimation using Fourier transform.
The numerical experiments have demonstrated how the authors algorithm is
relatively insensitive to both the eye and the camera relative to rotation, contrast
changes, illumination level and other factors that usually affect the image under
processing.

Acknowledgment. The work is supported by AGH University of Science and
Technology, Krakow (grant no. 11.11-220-01).
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Abstract. In this paper a 2D Leap Frog Algorithm is applied to solve
the so-called noisy Photometric Stereo problem. In 3-source Photomet-
ric Stereo (noiseless or noisy) an ideal unknown Lambertian surface is
illuminated from distant light-source directions (their directions are as-
sumed to be linearly independent). The subsequent goal, given three
images is to reconstruct the illuminated object’s shape. Ultimately, in
the presence of noise, this problem leads to a highly non-linear optimiza-
tion task with the corresponding cost function having a large number
of independent variables. One method to solve it is 2D Leap Frog Algo-
rithm. During reconstruction, problem that commonly arises, renders the
outliers generated in the retrieved shape. In this paper we implement 2D
Leap Frog. In particular we focus on choosing snapshot size and on invok-
ing two algorithms that can remove outliers from reconstructed shape.
Performance of extended 2D Leap Frog is illustrated by examples chosen
especially to demonstrate how this solution is applicable in computer
vision. Remarkably, this optimization scheme can also be used for an
arbitrary optimization problem depending on large number of variables.

Keywords: Shape from Shading, noise removal, optimization, outliers.

1 Introduction

One of the most important problems in the field of computer vision is an issue of
shape reconstruction from its image(s) data. There are two main approaches to
tackle this problem. One method (discussed in this article) is based on surface
S reconstruction from the data obtained from its image(s) created by single
camera (the so-called Shape from Shading [4]). The second class of techniques
is the shape reconstruction based on multiple camera input data and the usage
of triangulation like methods [5]. In the first method single illumination yields
the so-called single image Shape-from-Shading problem. On the other hand a
multiple illumination in Shape from Shading is called Photometric Stereo (see
e.g. Horn [3], Kozera [8] and Noakes and Kozera [9]). As opposed to the ideal
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continuous setting in Shape from Shading (see e.g. [4]) an additional problem
arises when noise is added to the image(s). This forms noisy Photometric Stereo
problem (or noisy single image Shape from Shading problem, respectively). As
it turns out it is modeled by the corresponding highly non-linear optimization
task in many multiple variables. One of the computational techniques striving
to deal with such optimization is a 2D Leap Frog Algorithm [6] and [9], that is
recalled and modified in this paper.

While dealing with classical Shape from Shading, one seeks a function u : Ω ⊆
IR2 �→ IR, that represents distance of surface point (x, y, u(x, y)) ∈ graph(u) = S
from a camera (where Ω is a picture within the camera). For a Lambertian
surface (which is a perfect diffuser) with a constant albedo, illuminated from
distant light-source direction p = (p1, p2, p3) the image irradiance equation in
the continuous setting is given over Ω as (see Horn [3]):

Ep (x, y) =
p1ux (x, y) + p2uy (x, y)− p3√

p21 + p22 + p23

√
u2
x (x, y) + u2

y (x, y) + 1
. (1)

For the remaining two light-source directions q = (q1, q2, q3) and r = (r1, r2, r3),
similar image irradiance equations can be derived. Note that we urge det(p, q, r) �=
0 (i.e. light-source directions are to be linearly independent).

In the case of discrete model (e.g. with noise added) a pertinent function is
to be minimized, later called a cost function E . It is derived from the physical
concepts of Photometric Stereo and from the properties of a Lambertian surface.
In real case our Ω is not continuous but discrete as it addresses the image(s)
represented by a collection of pixels. Assume that the number of all image pixels
is n2. The general formula for such cost function (by (1)) reads (see Noakes and
Kozera [9]):

E (u) =
n−1∑
i,j=2

Ei,j (u) , (2)

where u ∈ IRn2−4 and (i; j)-pixel energy value Ei,j = Ep
i,j + Er

i,j + Eq
i,j with:

Ep
i,j (u) =

⎛
⎜⎜⎝ p1

(
ui+1,j−ui−1,j

2Δx

)
+ p2

(
ui,j+1−ui,j−1

2Δy

)
− p3

‖p‖
√(

ui+1,j−ui−1,j

2Δx

)2
+
(

ui,j+1−ui,j−1

2Δy

)2
+ 1

− Ep (xi, yj)

⎞
⎟⎟⎠

2

, (3)

where ‖p‖ =
√
p21 + p22 + p23, and Er

i,j and Eq
i,j are defined similarly to (3). Note

that (3) is a discretized version of image irradiance equation (1) at internal image
pixel point (i, j) upon using central difference derivative approximations:

ux(i, j) ≈ ui+1,j − ui−1,j

2Δx

and uy(x, y) is estimated similarly.
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We look for discrete u which minimizes (2). At this moment it is clearly visible
that there exists strong nonlinearity in formula (2). The cost function E depends
on n2 − 4 variables (image corners do not participate in reconstruction) which
represents almost entire image resolution (in practice a very big number). Thus
the problem (2) usually forms an optimization task depending on a very large
number of variables. Using here Newton’s method based on inversion D2E over
entire Ω is a huge computational task.

2 2D Leap Frog Algorithm

The main idea standing behind the 2D Leap Frog Algorithm is to find the sub-
optimal minima of a function E (see (2)) by accumulating the results of the
so-called local area optimizers. It is worth mentioning the difference between the
terms local area minimum versus local minimum of E . The difference is that the
local area minimum is a suboptimal minimum for a cost function E considered
with the values u of over pixels taken from some local area Ωloc ⊆ Ω. On the
other hand the local minimum of E is any sub-optimal solution to (2) over entire
image Ω. Note that, according to formula (1) a visible part of the Lambertian
surface corresponds to the case, where 0 ≤ cosΘ ≤ 1, whereas the invisible one
results when −1 ≤ cosΘ < 0 (where Θ denotes the angle between the light-
source direction and the surface normal at point (x, y, u(x, y))). In both cases,
however the image irradiance equations can still be mathematically posed and
solved (this also reffers to (2)). Hence the corresponding optimization problem
(2) can be tackled at least theoretically over entire Ω, which is rectangular (cam-
era sensor). Thus for simplicity we assume and solve the optimization problem
(2) under the constraint that the data over entire rectangular image are acces-
sible. Let us denote an image space Ω = [0, 1] × [0, 1] with given (k; l) ∈ IN as
length and height in pixels. The space Ω is now divided into atomic subspaces,
described as follows:

Sl
iqjq =

∣∣∣∣ iq − 1

2l
,
iq
2l

∣∣∣∣×
∣∣∣∣ jq − 1

2l
,
jq
2l

∣∣∣∣ , for 1 ≤ iq, jq ≤ 2l.

The main part of the 2D Leap Frog Algorithm works only on these rectangular
subspaces, that are each denoted by SQlm

ij , where i and j are the row and column
indices, and l and m are the width and height of the subspace.
Assume now that uk1

1 , . . . , uk1
s represents some free variables of E and the re-

maining uk2
1 , . . . , uk2

t are temporarily frozen (where s, t ∈ IN). Then our global
energy E can be split into two components:

E (u) = E1
(
uk1
1 , . . . , uk1

s

)
+ E2

(
uk2
1 , . . . , uk2

t

)
. (4)

Evidently minimizing E1 over variables uk1
1 , . . . , uk1

s only, does not change the
value of E2 and therefore the whole value of E is also decreased. If s is small
then optimizing E1 becomes a computationally feasible task (e.g. for Newton’s
method). This is the main idea standing behind the 2D Leap Frog. Optimizing



Outlier Removal in 2D Leap Frog Algorithm 149

E1 in our case corresponds to the optimization of E over each SQlm
ij with all other

values of u frozen. As shown by Noakes and Kozera [9] an iterative sequence of
local area optimizations over different overlapping snapshot yields a suboptimal
solution of E over the entire image Ω.

2.1 2D Leap Frog Local Optimizer

There are nine different types of subspaces, also called grids (or snapshots),
as shown in Fig. 1. These subspaces are called: top-left(1), top(2), top-right(3),
middle-left(4), middle(5), middle-right(6), bottom-left(7), bottom(8), and bottom-
right(9), respectively. Note that for synthetic images we can assume (as explained
before) that image is rectangular. Otherwise for the real images (with shadows)
nine cases have to be combined with the visible regions of images (left for future
work). There are five types of pixels in each grid as follows:

1. Type 0 – pixels that are only used to preserve the rectangular shape of a
grid, and not used for computation.

2. Type 1 – pixels that are locked, and have constant value throughout the
computation of the grid. These pixels are also excluded from the energy
cost function computation. They are used to compute the central-difference
derivative approximation for some pixels around them.

3. Type 2 – these pixels are also locked, and are included in the energy function.
4. Type 3 – these pixels are not locked, and are used as variables while searching

for the minimum of the energy cost function.They are also included in the
energy cost function.

5. Type 4 – these pixels are neither locked nor included in the energy function.

The nine grid types can be further reduced to three main types: side grids
(touching only 1 border), corner grids (touching 2 borders excluding top-left
case) and mid grids (touching none of the borders). This is because grids of the

Fig. 1. All 9 types of snapshots
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same type can be obtained from each other by rotation. Firstly, side grids are
described as shown in Fig. 2.

The central pixels of the border type grid are of type 3. Type 4 pixels are
found directly between the pixels of type 3 and the border. This is because the
border pixels must be included in the overall energy function, but it is impossible
to approximate their central difference derivatives, and therefore their energies
cannot be computed. Type 3 pixels are also surrounded by pixels of type 2
because minimizing the cost function has an impact on their surrounding pixels
due to their derivative approximation. Lastly, there are type 1 pixels surrounding
all others pixels. They are used just to evaluate the derivatives of other pixels
and have no further impact on the algorithm. Corner grids are localized next to
two borders as shown in Fig. 2. Type 3 pixels are again in the middle of the grid
with type 4 pixels situated between them and the borders. Type 2 pixels also
surround type 3 pixels, and type 1 pixels surround everything. The only pixel
worth mentioning is the corner pixel. This pixel needs to be of type 0 because
there are no surrounding dependent pixels. This implies that the strict corners
of the space never changes and remains at the initial guess.

Mid grids are the simplest cases as shown in Fig. 2. Type 4 pixels are not used
because energy of all pixels in the grid can be calculated. There is a rectangle of
type 3 pixels in the middle surrounded by type 2 and type 1 pixels. This case is
straightforward and does not require any further explanation.

(a) (b) (c)

Fig. 2. Main three types of grids

2.2 2D Leap Frog Algorithm

The non-linear 2D Leap Frog Algorithm is constructed as follows:

1. Obtain an initial guess u0 (e.g. using Lawn Mowing Algorithm [10]). For the
need of our paper we added a large noise to the ideal continuous solution u.

2. Divide the space into grids of fixed size, overlapping in such a way that 3
columns and rows of pixels are common for grids that are neighbors.

3. Start first iteration of the algorithm with the grid on the left-top corner,
and apply a minimization algorithm to obtain new values of the unlocked
variables.

4. Move to the right neighbor of the previous grid. Apply minimization algo-
rithm to the function created by the top grid case. Repeat this process until
the right border is reached.
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5. In the last grid of the current row, the right-top grid case is used for opti-
mization.

6. Move to the row below. The first grid uses the left grid case for optimization.
7. Move to right neighboring grid and minimize using the mid grid case. Repeat

until the right boundary is reached.
8. The last grid in this row is minimized using the right grid case.
9. Repeat 3 previous steps of the algorithm for all rows except the bottom one.
10. First grid of the last row uses the bottom-left grid case to minimize E .
11. All consecutive grids except of the right most grid use the bottom grid case.
12. The last grid uses the right-bottom grid case.
13. Repeat all previous steps until one of the stopping condition is fulfilled.

In most cases the steps differ only in the type of grid cases that are used. 2D Leap
Frog requires that, in every iteration, all pixels (except for the corner pixels) are
unlocked at least once. Otherwise the algorithm does not work properly as some
variables of the cost function E never change. In addition this guarantees that
Leap Frog converges to critical point of E .

There are three possible stopping criteria for the 2D Leap Frog Algorithm:

1. Timeout : the algorithm computation stops upon exceeding a priori estab-
lished time limit.

2. Maximum iterations limit : the algorithm has a cap on the number of itera-
tions that is computed.

3. Epsilon limit : the global cost function is not decreasing anymore; this is
the most difficult criterion possible in the algorithm because the iterations
can have uneven decrease. For example there can be a slowdown in decrease
for a few iterations in the middle of computation; therefore the best way
of measuring the decrease is for at least four iterations. In this case if the
decrease is close to zero for the chosen number of iterations, the algorithm
stops.

2.3 Ambiguities and Relaxation

There are two kinds of ambiguities in our discrete settings namely, standard and
strong ambiguities. We explain now the difference. Recall that three images are
obtained from three linearly independent light-sources. With these data a system
of three image irradiance equations is generated, and independent Gaussian noise
is added to the corresponding images. Assume now that C denotes the table of
constant entries c: which can be obtained by deleting corner values from the
matrix of dimention n× n. Clearly we have:

E (u+ C) = E (u) .

Therefore adding a constant value to the reconstructed surface in the discrete
problem does not change the energy E . This is called a standard ambiguity in
discrete case. We demonstrate now, the so-called strong ambiguity which also
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arises in the discretization of u. To see it let us take tables shown in Fig. 3.When
adding these tables ui(i = 1, 2, 3, 4) to the reflectance maps, due to the central
difference method, we also have:

E
⎛
⎝u+

∑
1≤k≤4

c̆k ∗ uk

⎞
⎠ = E (u) .

This phenomenon is called a strong ambiguity. Such scenario can be described
in terms of finding the minima of a function of four variables. If the function
u is shaped like a valley, with the lowest place on the same plane, it is im-
possible to find only one minimum, as the function has then same value along
the valley. This creates the problem of having infinitely many solutions that
have the same energy. The simplest solution is to freeze four pixels in posi-
tions: (1; 2); (1; 3); (2; 2); (2; 3). This guarantees that the central differences are
uniquely determined (for proof see Noakes and Kozera [9]). When the algorithm
finishes its work, these four pixels need relaxation, meaning that their minimum
is found. It is important to add that, Leap Frog converges to sub-global solution
(if initial noise is small then it converges to the global solution which is close to
correct solution). For further details refer to Noakes and Kozera [9].

u1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 1 0 ... 0 1 0
0 0 0 0 0 ... 0 0 0 0
0 1 0 1 0 ... 0 1 0 1
...
...
...
...
...

...
...
...
...
...

0 0 0 0 0 ... 0 0 0 0
0 1 0 1 0 ... 0 1 0 1
0 0 0 0 ... 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

u2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 ... 0 0 0
1 0 1 0 1 ... 1 0 1 0
0 0 0 0 0 ... 0 0 0 0
...
...
...
...
...
...

...
...
...
...

1 0 1 0 1 ... 1 0 1 0
0 0 0 0 0 ... 0 0 0 0
0 1 0 1 ... 1 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

u3 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 ... 0 0 0
0 1 0 1 0 ... 0 1 0 1
0 0 0 0 0 ... 0 0 0 0
...
...
...
...
...

...
...
...
...
...

0 1 0 1 0 ... 0 1 0 1
0 0 0 0 0 ... 0 0 0 0
1 0 1 0 ... 0 1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

u4 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 1 ... 1 0 1
0 0 0 0 0 ... 0 0 0 0
1 0 1 0 1 ... 1 0 1 0
...
...
...
...
...
...

...
...
...
...

0 0 0 0 0 ... 0 0 0 0
1 0 1 0 1 ... 1 0 1 0
0 0 0 0 ... 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Fig. 3. Four tables showing strong ambiguities

2.4 Outlier Removal

In this section we discuss possible approaches to outliers removal. During recon-
struction, the most unstable parts are the borders of the image. At the borders,
continuity of the function ends. This pushes the pixels at the borders away from
their proper values. An attempt is made, in this paper, using a statistical ap-
proach to remove these outliers. There are many efficient algorithms for outlier
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removal [1], but they require a large sample of data to work correctly. We apply
here a mask (i.e. a 3x3 pixels shifted over Ω) to identify potential outliers.

The first approach (called also Algorithm 1 ) used for outlier removal is based
on Chauvenet’s criterion [2]. This criterion states that any data that differ by
more than two standard deviations from the mean of the data set is an outlier.
The data set is created from the 9 closest non-border pixels to test one. Once an
outlier is detected, it is replaced with the mean of the data set. The important
feature of this test is that potential outliers are not considered as part of the
sample (because if it is an outlier then it will disrupt the value of the mean). This
test is done for all border pixels. Such approach unfortunately is not sufficient
enough on its own (see Ex. 1).

The second approach (called Algorithm 2 ) is to modify 2D Leap Frog. The
biggest problem with outliers was the starting edge of the image (the same for
every iteration). At this point in the frame there are two borders that are un-
known, and two borders that are not yet optimized. Later along this edge we
have one unknown border, one optimized and two not optimized. This creates
the most difficult local optimization problem in whole Ω. To remove this prob-
lem we decided that our implementation should start from different points for
proceeding iterations. The change is done as follows:

1. The first iteration starts from left upper corner and proceed as described in
previous paragraph.

2. Next start from right upper corner and proceed down from starting point.
3. Next start from right bottom corner and proceed left from starting point.
4. Next start from left bottom corner and proceed up from starting point.

3 Examples

This section demonstrates the difference between proposed outlier removal al-
gorithms (i.e Algorithm 1 and 2). The last test shows also the performance of
2D Leap Frog Algorithm with respect to the size of frame. Newton’s method is
used here for each snapshot optimization. The Gaussian noise added to surface
pictures is the same in all tests (i.e. with mean equal to 0 and deviation equal
to 0.8).

3.1 Example 1

(i) The first surface S1 is described by the graph of the function u1 (see Fig. 4):

u1(x, y) =
(cosx+ cos y)

3

8000
,

defined over the domain [0, 10] × [0, 10]. The light-source directions used here
are p = (1, 2, 3), q = (1, 8, 5) and r = (4, 2, 4). Gaussian noise is generated
with a mean equal to 0 and deviation equal to 0.2 and added to u1 to obtain
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(a) (b)

Fig. 4. (a) The ideal surface S1 = graph(u1) and (b) the initial guess

(a) (b) (c)

Fig. 5. Results for u1: (a) 2D Leap Frog without outlier removal (b) Algorithm 1 -
with statistical approach and (c) Algorithm 1 and 2 with both approaches

initial guess. Therefore the noise is significant as compared to the base surface
plot (see Fig. 4), having values within the range of −0.6 to 0.6.
(ii) The second surface S2 is described by the graph of the function u2 (see Fig. 6):

u2(x, y) = cos(5 ∗ x) + sin(5 ∗ y),
defined over the domain [−0.5, 0.5]× [−0.5, 0.5]. The light-source directions used
here are p = (2, 2, 3), q = (1, 3, 2) and r = (6, 2, 4). Gaussian noise is generated
with a mean equal to 0 and deviation equal to 0.5 (see Fig. 6) and added to u2

to obtain initial guess. The base surface plot have values is within the range of
−0.2 to 0.2.

From those tests we can clearly see that our algorithm performs very good in
terrain like surfaces. Also those tests shows perfectly all problems with outliers
in surface reconstruction. In first case (see Fig. 5 and 7) two types of outliers
were observed, ones that are on the edges of the reconstructed surface (type 2)
and ones that are anywhere else (type 1). In outcome from second implemen-
tation (having outlier removal Algorithm 1 - see Fig. 5 and 7) we observe that
we removed most of outliers from borders (only the strongest remain). This is
because algorithm, using statistical approach, to work properly needs mean and
standard deviation of the test area. Those values are taken for small area, and
thus the strong outliers can disrupt them in such a manner that it will be possi-
ble to form them within the scope of accepted values. In the third approach i.e.
using Algorithms 1 and 2 (see Fig. 5 and 7) we can clearly see that no big outliers
are created during reconstruction process. Hence combination of Algorithms 1
and 2 for outlier removal succeeds.
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(a) (b)

Fig. 6. (a) The ideal surface S1 = graph(u2) and (b) the initial guess

(a) (b) (c)

Fig. 7. Results for u2: (a) 2D Leap Frog without outlier removal (b) Algorithm 1 -
with statistical approach and (c) Algorithm 1 and 2 with both approaches

3.2 Example 2

The surface S3 chosen for this test is described by the graph of the function u3:

u3(x, y) =
1(

1− tanh
(

25
6(4−6x+3x2−6y2+3y2)

)) ,
defined over the domain [0, 2]× [0, 2]. The light-source directions used here are
p = (2, 4, 3), q = (3, 3, 2) and r = (6, 2, 1).Gaussian noise is generated with a
mean equal to 0 and deviation equal to 0.2 (see Fig. 8) and added to u3 to
obtain initial guess. The base surface plot have values is within the range of 0
to 0.8.

Table 1 shows that 6x6 is the optimum grid size for this implementation. This
size provides the ideal ratio of free variables and the number of grids required to
cover the image. The algorithm is run from the smallest to the largest possible
grid sizes (5x5 to 8x8) for the implementation. At 9x9, containing 81 pixels, Mat-
lab failed to run the Newton’s Algorithm because there were too many unknowns
in the function to minimize (about 50 unlocked variables). The next criterion is
the quality of the reconstructed surface. Table 1 shows that smaller grid sizes
produce reduced energies, therefore better surface reconstructions. This is be-
cause smaller functions are used to search for the local area minima. Thus the
energy does not stabilize at a local minimum due to intensive grid overlaps. With
bigger functions there is less change per iteration (as the whole picture is covered
by fewer grids); therefore functions tend to end in its local minima, and do not
change significantly in consecutive iterations.
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(a) (b)

Fig. 8. (a) The ideal surface S1 = graph(u3) and (b) the initial guess

Table 1. Time efficiency for different grid sizes (given in minutes)

Time needed Iterations needed Time per iteration Finishing energy

5 by 5 14.5 16 0.9 0.015174
6 by 6 12.1 10 1.21 0.019644
7 by 7 17.6 14 1.25 0.093630
8 by 8 20.3 18 1.72 0.132740

4 Conclusions

It should be emphasized that 2D Leap Frog Algorithm is a very flexible and
universal tool that can be used not only in Photometric Stereo. Clearly this
computational method (with or without our modifications) is applicable to any
optimization problem which in particular suffers from a large number of free
variables. We close this paper with the following observations:

– We tested Leap Frog under the assumption that the Lambertian model is
satisfied, and that the character of the Gaussian noise is preserved. The first
simplification assures that the examined reflectance is modeled by formula
(1) which is well approximated by its discrete analogue (3) (at least for im-
age(s) with high resolution).

In addition minimizing the cost function (3) addresses the principle of
maximum likelihood (see [11]) applied to Gaussian noise added at the im-
age level (where normal random variables denotes measurements of image
intensity of each pixel). Therefore under such ideal settings Leap Frog is
tested. Of course, with real surfaces, where neither Lambertian model nor
Gaussian noise are preserved Leap Frog can still be tested and compared in
our experiments (this forms a potential further work).

– 2D Leap Frog Algorithm (combined with outliers removals: Algorithms 1
and 2) works very well in reconstructing different surfaces (in the presence
of noise).
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– Our our tests clearly demonstrate that most significant changes in the cost
function E (obtained for the whole surface S) are generated during the first 4-6
iterations. After that our cost function E is marginally decremented. However,
it is necessary for an algorithm in question to work further because during
those consecutive iterations the biggest surface outliers are removed.
Unfortunately, due to space limit we were not able to include this in our tests.

– The 2D Leap Frog Algorithm outputs very good results if equipped with close
enough initial guesses. If an initial guess is too far from an ideal solution to
the continuous Shape from Shading then the algorithm falls within a wrong
potential well of our cost function.

– According to the time criterion the best grid size for this implementation is
6 by 6 pixels snapshot for local area optimization. This grid has best ratio
between the amount of grids needed to cover the whole picture with the
amount of variables that are needed to be optimized.

– This technique works obviously for an arbitrary number of images. However
the more images are taken the smallerΩ becomes. Also, with more images, the
computational cost increases. On the other hand more images imposes tighter
conditions on u. This should improve the quality of the reconstruction process.

– Possible future work is to implement 2D Leap Frog algorithm that takes into
consideration shading on surface pictures (cases when −1 ≤ cosΘ ≤ 0 are
excluded).
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Abstract. The paper presents the method of signature recognition, which is a 
modification of the windows technique. This windows technique allows 
comparing signatures with the use of any similarity coefficient, without the 
necessity of using additional algorithms equalizing the lengths of the sequences 
being compared. The elaborated method introduces a modification regarding 
the repeatability of individual fragments of person's signature. Thus signature 
verification is performed only on the basis of signature fragments, characterized 
by the highest repeatability. Studies using the proposed modification have 
shown that it has a higher efficiency in comparison to the standard method. 

Keywords: Signature recognition, windows technique, similarity measure. 

1 Introduction 

Biometric techniques are currently among the most dynamically developing areas of 
science. They prove their usefulness in the era of very high requirements set for 
security systems. Biometrics can be defined as a method of recognition and personal 
identification based on physical and behavioural features [1,4,5,12]. Physiological 
biometrics covers data coming directly from a measurement of a part of human body, 
e.g. a fingerprint, a shape of face, a retina. Behavioural biometrics analyses data 
obtained on the basis of an activity performed by a given person, e.g. speech, 
handwritten signature. 

Data collection process within a signature recognition process can be divided into 
two categories: static and dynamic. The static system collects data using off-line 
devices [11]. A signature is put on paper, and then is converted into a digital form 
with the use of a scanner or a digital camera. In this case, the shape of the signature is 
the only data source, without the possibility of using dynamic data. On the other hand, 
dynamic systems use on-line devices, which register, apart from the image of the 
signature, also dynamic data connected with it. The most popular on-line devices are 
graphics tablets. Thanks to tablets, a signature can be recorded in the form of an n-
point set [5,6]. Values of individual features such as: position, inclination, and 
pressure of a pen are determined in each point. Fig. 1 presents an example of 
signature Si. 
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Fig. 1. Sample of signature Si and its selected points 

When analysing signatures of the same person, it can be noticed that they differ 
from each other. Certain fragments of signatures are more similar to each other 
(repeatable) and other ones may differ considerably from one another. Example of 
such situation is presented in Fig. 2. 

 

Fig. 2. Two signatures of the same person with a repeatable beginning 

Many methods of determining the similarity between signatures require that the 
signatures being compared have the same length. This requirement is not always 
fulfilled, since the mentioned earlier differences between the signatures may result in 
their various lengths. This causes a necessity to use a method of equalizing the length 
of signatures. 

Lengths of sequences can be equalized using many methods, such as DTW [16] or 
scaling methods [3]. A disadvantage of these methods is the need to interfere with the 
analysed data, which in turn may lead to distortion of the signatures being compared. 
The studies [13,14,15] present a method, called windows technique, which allows 
determining the similarity of signatures without the necessity of initial equalization of 
their lengths. In this way, the signatures being compared are not distorted as it 
happened in the case of the DTW algorithm or the scaling method.  
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The main goal on the investigation was to determine windows parameters to 
signature recognition level. The newest researches point out that new method of 
selection of some parameters gives better recognition level compare to previously 
reported work [13,14,15]. Between two compared signatures some differences can be 
observed, even for signatures of the same individual. It can also be observed that in 
many signatures some fragments are similar or not. For example one signer put 
signature almost the same at the beginning, while for other signer his signatures are 
very similar at the end. The main idea of the investigations is to find similarities and 
dissimilarities between fragments of the signatures. It will be more precisely 
explained in the next paragraphs of this paper. 

2 Window Technique  

In the windows technique, the Si and Sj signatures being compared are divided into 
equal fragments. Each fragment contains h signature points. Such fragments are called 
"windows" and are designated as "win". The k-th window in the Si signature is 
designated as winSi(k), while l-th window in the Sj signature - as winSj(l). Next 
windows in the signature can be shifted in relation to each other by a certain number 
of points designated as jmp. In the Si signature this parameter was designated as jmpSi, 
while in the Sj signature - as jmpSj. Appropriate selection of values of the jmp 
parameter affects the speed and effectiveness of the method.  

The values of the h and jmp parameters affect the number of the windows in the 
analysed signature. The number of all windows in the Si signature is designated as 
nwSi, while in the Sj signature - as nwSj. The windows technique and the influence of 
parameters on the operation of this method have been discussed in detail in [14,15]. 
The division of the signature Si into windows is shown in Fig. 3. 

 

 

Fig. 3. Division of signature Si  into windows, where h=5, jmpSi=1 

The process of comparing signatures consists in successive determination of the 
similarity between each window in the first signature and all windows in the second 
signature. An example illustrating a comparison of the first window in the Si signature 
with windows in the Sj signature is shown in Fig. 4. 
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Fig. 4. Comparison of the windows in the two signatures 

That same amount of data in the windows being compared allows using any 
similarity measure M. For each pair of the windows being compared, winSi(k) in the Si 
signature and winSj(l) in the Sj signature, their similarity is calculated using the 
following formula: 

,   ( ( ), ( ))k l i jsim M winS k winS l= , 
(1) 

where: 
 

M – similarity measure, 
k – number of the window in signature Si, 
l – number of the window in signature Sj. 

The result of comparing the k-th window in the Si signature with the windows 
determined in the Sj signature is the set of similarity values SIMk: 

 ,1 ,2 , { , ,..., }
jk k k k nwSSIM sim sim sim= ,

 
(2) 

where: 
simk,l – similarity between the compared windows winSi(k) and winSj(l), for 

l=1,…,nwSj. 

The SIMk set is determined for all windows created in the Si signature. After the 
similarity between all windows in the two signatures has been determined, the total 
similarity between the Si and Sj signatures can be finally determined: 
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(3) 

where: 
WS (Si, Sj) – similarity between the Si and Sj signatures. 
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The parameter in the windows technique, which affects the speed and effectiveness of 
the method, is dist. It narrows down the range of windows in the Sj signature, with 
which the window analysed in the Si signature is being compared. 

So far the value of the dist parameter has been the same for all the signatures of 
each person. A modification of the windows technique has been presented in this 
study, thanks to which the range of windows being compared is selected individually 
for signatures of each person. It allowed obtaining better results of the classification. 
The proposed modification is described in detail in the next section. 

3 Modification of the Window Technique  

The Tabdist arrays constitute a key element in the modification of the windows 
technique. The PS set containing the genuine signatures of a given person is required 
for creating these arrays.  

 { }1 2, ,..., ,nsPS S S S=
 (4) 

where: 
ns – number of genuine signatures in PS set, 
Si – i-th signature of the person, where i = 1,…,ns. 

The Tabdist arrays are created separately for each genuine signature  Si PS∈ . The PS 
set must contain at least three signatures. However the number of elements in the PS 
set should be as large as possible, because it is easier to assess the repeatability of 
signatures in a larger set.  

The algorithm for determining the Tabdist array involves comparing the signatures 
from the PS genuine set using the round robin method. The comparison is performed 
for the parameter values determined in the windows technique (jmpSi). The operation 
of the algorithm for determining the Tabdist array for the Si PS∈  signature can be 
presented in several steps. 

Step 1 – let k=1. 

Step 2 – determine successively the similarity between the winSi(k) of the Si signature 
in relation to all windows created in the Sj { }\ iPS S∈  signature, as shown in Fig. 4. 

Step 3 – determine the SIMk similarity set containing the results of comparisons 
between the k-th window of the Si signature and the windows created in the Sj 

signature.  

 
{ },1 ,2 ,, ,..., ,

jk k k k nwSSIM sim sim sim=
 

(5) 

where: 
nw Sj – number of the window in signature Sj. 



 Dynamic Signature Recognition Based on Modified Windows Technique 163 

 

Step 4 – determine the maximum value of the similarity from the SIMk set and 
remember the number of the msk window in the Sj signature, for which this value was 
determined. This number can be determined from the formula: 

{ },arg max ,k k i k
i

ms sim SIM= ∈   i=1,…,nwSj. (6) 

Step 5 – determine the number of the Sj signature point, in which the window with the 
msk number begins: 

(( -1) )  1k k jpms ms jmpS= ⋅ + , (7) 

where: 
pmsk – number of the signature point, in which msk window begins. 

Step 6 – normalize the kpms  value to the [0,1] interval using the following formula: 

k
k

pms
nmps

m
= , (8) 

where: 
m – number of Sj signature points. 

Step 7 – write the value of the knmps  parameter in k-th column of the Tabdist array.  

A sample knmps  value, for k=1, calculated when comparing the Si and Sj signatures is 

presented in Table 1. 

Table 1. Table Tabdist completed for first window in Si signature 

  1nmps  2nmps  3nmps  … 
inwSnmps  

Si↔ Sj 0.018 … … … … 

Step 8 – repeat steps 2 through 7 successively for k=2,…, nwSi. 
As a result of carrying out the steps 1 through 8 of the aforementioned algorithm, the 
first row of the Tabdist array is populated with values (Table 2). 

Table 2. Table Tabdist completed for all windows in Si signature 

  1nmps  2nmps  3nmps  …
inwSnmps  

Si↔ Sj 0.018 0.027 0.036 … 0.943 

 
Step 9 – repeat the steps 1 through 8, comparing each time the Si signature with the 
next genuine signature from the PS set. As a result of comparing each pair of the 
signatures the next row of the Tabdist array is obtained.  

Sample Tabdist array for the S1 signature from the PS={S1,S2,S3,S4} set is presented 
in Table 3. 
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Table 3. Fragment of the table Tabdist completed for S1 signature 

  1nmps  2nmps  3nmps  …
1nwSnmps  

S1↔ S2 0.018 0.027 0.036 … 0.943 
S1↔ S3 0.026 0.040 0.053 … 0.917 
S1↔ S4 0.013 0.026 0.039 … 0.918 

 
Step 10 – after the Tabdist array for the Si signature has been created, mean values 

nmps  and standard deviation values σ  for individual columns of the Tabdist array 

are determined (table 4). 

Table 4. Fragment of the table Tabdist completed for S1 signature 

  1nmps  2nmps  3nmps  …
1nwSnmps  

S1↔ S2 0.018 0.027 0.036 … 0.943 
S1↔ S3 0.026 0.040 0.053 … 0.917 
S1↔ S4 0.013 0.026 0.039 … 0.918 

nmps  0.019 0.031 0.043 … 0.926 

σ 0.006 0.008 0.009 … 0.015 
 

Step 11 – remove from the Tabdist array the columns, in which the standard deviation 
value is greater than a certain threshold value [ ]0,1ζ ∈ . Removing these columns 

from the Tabdist array causes that the non-repeatable signature fragments are not 
compared with each other. 

Thanks to the Tabdist array the k-th window in the Si genuine signature is 
compared with a sequence of windows in the Sj signature. The number of the first and 
the last window in the sequence is determined using the following formulas: 

( )
min

max

( )   ( ),   for     1,..., ,

( )    ( ( ) ( ) ),   for   1,..., ,

( )    ( ( ) + ( ) ),   for    1,..., .

i

i

i

pwin k round npms k m k nwS

pwin k round pwin k k m k nwS

pwin k round pwin k k m k nwS

σ
σ

= ⋅ =
= − ⋅ =
= ⋅ =

 (9) 

where: 
( ) pwin k  – the middle window in the sequence, 

min ( ) pwin k  – the first window in the sequence,  

max ( ) pwin k  – the last window in the sequence,  

( )npms k  – the mean value read from the k-th column of the Tabdist array for 
k-th window in the Si signature, 

( )kσ  – the standard deviation read from the k-th column of the Tabdist 
array for k-th window in the Si signature, 

m – number of the Sj signature point,  

nwSi – number of the window in signature Si. 
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Figure 5 shows the manner of comparing the windows, taking into account the 
Tabdist array. 
 

 

Fig. 5. The example of comparing the windows, taking into account the Tabdist 

Step 12 – end the algorithm, if the Si signature has been compared with all the 
signatures from the PS set. 

The result of the operation of the modified windows technique is the Tabdist array 
generated for each genuine signature. This array is then used in the signature 
comparison process. 

4 Research Results 

The purpose of the studies was to determine the effectiveness of the proposed 
modification and its impact on the signature verification results. The standard 
windows method was compared with the modified method in the course of the 
studies. The studies were conducted with the use of signatures from the MCYT 
database [20]. The database used in the studies contained 1000 signatures of 100 
persons. A recognized signature belonging to a given person was compared with 5 
genuine signatures of the same person. The set of genuine signatures did not contain 
any recognizable signatures. The recognizable signatures included 3 other original 
signatures of a given person and 2 forged signatures of this person.  
The studies were conducted for the following ranges of parameter values: 

• dist=[0.1,…,0.5] with a step of 0.1, 
• h=[10,…,50] with a step of 10, 
• the standard deviation σ =[0.05,...,0.2] with a step of 0.05. 
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All combinations of the above parameters were examined. During the research, the 
several similarity coefficients have been used [14, 15]. The best results were obtained 
with the use of R2 ratio [1]. During the studies, the following signature features were 
examined: coordinates (x,y)  of signature points, pen pressure p at the point (x,y). EER 
was calculated for each measurement. The lower the value of EER, the lower error of 
a given measurement is. Table 5 shows the results of the studies obtained for the 
standard and modified windows method. 

Table 5. The best measurements results for standard and modified window technique 

 Number of 
points in 
window h 

Standard 
deviation 
valuesσ  

EER [%] 

Standard window technique 40 0.3 6.59 
Modified window technique 40 0.2 3.20 

5 Conclusions 

The use of the modified windows technique allows to reduce verification error rate in 
comparison to standard windows technique. The obtained result EER = 3.20% is also 
competitive in comparison to other methods, known from the literature. Table 6 
summarizes the well-known methods of signature recognition published in recent 
years. The methods shown in Table 6 were tested by their authors, as in the present 
study, using the MCYT signature database. 

Table 6. Different online signature verification methods  

Authors Results (EER [%]) 
Presented method 3.20 
Fierrez J., Ortega - Garcia J., Ramos D., Gonzalez - Rodriguez J. [2] 0.74 
Lumini A., Nanni L. [7]  4.50 
Maiorana E. [8]  8.33 
Nanni L., Lumini A. [9] 21.00 
Nanni L., Maiorana E., Lumini A., Campisi P. [10] 3.00 
Vargas J. F., Ferrer M. A., Travieso C. M., Alonso J. B. [17] 12.82 
Vivaracho - Pascual C., Faundez – Zanuy M., Pascual J. M. [18] 1.80 
Wen J., Fang B., Tang Y. Y., Zhang T. [19] 15.30 

The important advantages the proposed method is to determine of the parameter 
dist.  It should be noted that this parameter is automatically selected. This selection is 
possible on the basis of analyzing of the Tabdist array. The obtained classification 
results encourage the further modification of the presented technique. In the next 
investigations stages using more complex methods of data analysis are planned. 
Additionally, time and memory complexity will be also estimated. 
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Abstract. Reducing the setup time for a new production line is criti-
cal to the success of a manufacturer within the current competitive and
cost-conscious market. To this end, being able to reuse already available
machines, toolings and parts is paramount. However, matching a large
warehouse of previously engineered parts to a new component to pro-
duce, is often more a matter of art and personal expertise rather than
predictable science. In order to ease this process we developed a database
retrieval approach for mechanical components that is able to deal with
both rigid matching and deformable shapes. The intended use for the
system is to match parts acquired with a 3D scanning system to a large
database of components and to supply a list of results sorted according
with a metric that expresses a structural distance.

1 Introduction

While the exact pipeline for bringing new goods into production varies signif-
icantly between markets, some common fundamental steps can be identified.
Specifically, the most important milestones are the concept formulation, the de-
sign phase, the creation of a final prototype and the engineering of the production
process [1]. Given the increasing competitiveness in the field of production, both
in terms of time and cost, it is not surprising that a great effort is made to
develop approaches that allow for a more efficient process for each of these four
distinct phases.

The concept formulation alone could consume up to 50% of the time required
for the whole cycle, thus a wide range of time saving approaches have been
proposed in literature to reduce its impact [2, 3]. However, in this paper, we
concentrate on the remaining three phases, since they are all dependant on tech-
nical judgements that can be eased by exploiting an automated tool.

The design phase is about the translation of the requirements emerging from
the concept in a full product definition that can be implemented in a prototype.
Depending on the market, the focus of the design step can be on the functional-
ity of the product or on aspects related to fashion. Either way, the choices made
at this stage can not be decoupled from the following phases. In Fact, the early
verification of the relations between the design, the associated technical chal-
lenges and the actual capabilities of the available production system, could lead
to significant reductions in the overall production cost and time to market [4, 5].

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 168–179, 2012.
c© IFIP International Federation for Information Processing 2012
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The prototyping is the bridge between the design and the assembly of the
actual production process. At this stage, the requirements expressed during the
design phase are casted into a physical object (usually handcrafted) and the lim-
itation in the feasibility of some of the planned features may appear. At the same
time, the requirements for the tooling (i.e. the set of machine configurations and
custom tools needed for actual production) start to become apparent. Of course
the quandary between changes in the design made with the goal of production
semplification and implementation of new toolings must be managed. To this
end, a partial overlapping and a regulated communication between phases has
consistently been shown to be both useful and necessary [6–8].

The automatic tools available to help with the described process are many
and diverse. In this paper we are focusing on a specific but very critical topic:
the reuse of toolings.

Specifically, the most convenient way of reusing toolings is to adapt those
made for the production of a component that is very similar (in shape and ma-
terials) to one already engineered in the past history of the factory. While this
could seem a straightforward task, it must be taken in account that within, a
medium to large factory, thousands of different new components can easily be
introduced into the production each year. Currently, the most widely adopted
method to solve this problem (at least in the factories we surveyed) is to resort
to experts that have been working in the production department for a long time.
Such experts are able to recall (by memory or by consulting a large archive of
drawings) if a component similar to the one at issue have already been produced.
Needless to say, this kind of approach can not be deemed as reliable or depend-
able for several reasons. To begin with, there is no guarantee that the experts
are able to exhibit a good enough recall rate, moreover as the knowledge is not
an asset of the company, but rather of individuals, the transfer of such assets as
personnel turnover happens is difficult and very prone to errors.

The solution we are introducing automates this selection in a semi-supervised
manner, making available to experts a structured tool to guide the crawling
through a large product database. The proposed system (which will be described
in depth in Sec. 2) is mainly based on shape-based recognition. Roughly speak-
ing, shape matching is a technique widely developed in the field of Computer
Vision and Pattern Recognition whose goal is to find the alignment or deforma-
tion transformation that relates a model object with one or more data scenes.
There exist many different classifications of matching techniques, however, for
our purposes, we break down them in two application domains and two transfor-
mation models. The application domains are respectively images (2D data) and
surfaces (3D data). The transformation models which we are interested in are
rigid, where model and data must align exactly and non-rigid, where a certain
degree of elastic deformation is permitted.

Image-based shape matching is primarly performed by finding correspon-
dences between point patterns which can be extracted from images using de-
tectors [9–11] and descriptors [12, 13] that are locally invariant to illumination,
scale and rotation. The matching itself happens through a number of different
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techniques that ranges from Procrustes Alignment [14] to Graphical Models [15]
for the rigid scenario, and from Relaxation Labeling [16] to Gaussian Mixture
Models [17] for non-rigid matching.

In the first phase of our investigation we evaluated the adoption of image-
based methods applied over shots of the components under a set of different an-
gles. Unfortunetely this approach was not robust enough to grant a reasonable
performance, additionally, the building of the database through image captur-
ing was very time consuming and error prone. For this reason we resorted to
the use of 3D matching techniques. Surface matching, albeit being addressed by
literature for a long time, is recently boldly emerging due to the availability of
cheaper and more accurate 3D digitzing hardware and to the increasing process-
ing power of computer systems that allows for a feasible handling of the more
complex volumetric information. In the last decade, more and more problems
traditionally tackled with different techniques have been proven to be address-
able by exploiting surface matching. For instance, in the field of biometric, the
use of 3D surfaces as a substitute for images has shown to attain a far superior
performance [18]. Exceptionally good results have been obtained in particular in
the recognition of strongly characterizing traits such as ears [19] or fingers [20].
In classical biometric challenges, such as expression-independent face recogni-
tion, methods that are able to tell the difference even between the faces of two
twins have been demonstrated [21]. In the industry, surface matching has been
used extensively for defect analysis [22], reverse engineering [23] and motion
capture [24].

Most 3D matching approaches work best when the transformation between
model and data is rigid, as when a deformation is applied most Euclidean metrics
can not be exploited. Recently, some effective non-rigid registration techniques
that can be applied to 3D surfaces have begun to appear. Some of them are
based on Graph Matching [25] or Game Theory [26]. Others perform the needed
deformation by optimizing the parameters of Thin Plate Splines [27] or of a
flexible surface regulated by a set of quadratic equations [28].

With respect to the pipeline described in the following sections, we resorted to
the use of the very standard ICP rigid registration technique [29] since it is a fast
algorithm that works well over the almost noiseless data that we are acquiring
with a structured light scanner. By contrast, we designed a specially crafted
method to tacke the non-rigid search. In fact, the knowledge of the restricted
problem dominion, allows for an ad-hoc solution that specifically addresses the
constraints we are dealing with.

2 A Shape-Based Pipeline to Maximize Tooling Reuse

The approach presented in this paper is the result of a study commissioned by
Luxottica, a world leading designer and producer of eyewear. The goal of the
study was the design and the implementation of a full system able to search for
components similar to a given part into a database of nearly 150.000 components
extracted from the about 30.000 eyeglasses model produced during the half a
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century of company history. The main chellenges were the sheer number of ob-
jects to scan, which would imply several years of work with manual 3D scanners,
and the need for a fast and accurate search system able to deal with rigid and
non-rigid matching. In fact, eyeglasses frames are made up of both unarticulated
parts, such as the front bar or the rims of the lenses, and of bending components
such as the earpiece or the nose pads. In Fig. 1 an overall view of the proposed
system is shown. As a preliminary step, the whole warehouse of available previ-
ously produced models is scanned using a structured light scanner customized
to perform a fast and unattended digitzing of an eyeglass frame. The acquired
models must be splitted into their basic components to be useful for the part
search engine. Unfortunately, this kind of segmentation can not be done auto-
matically, since the heterogeneity in component shapes and positions over the
model is too high to grant an algorithm the ability to tell where actually a rim
ends or a nosepad starts. To solve this problem in the most efficient manner we
designed a semi-supervised segmentation tool that works by operating a greedy
region growing regulated by the first derivative of the surface curvature. Using
this tool a human operator is able to perform a complete model segmentation
in a couple of minutes. Each part is subsequently labelled with its type. The
component to be used as a query object is created in a similar way, by scanning
the prototype frame instead of an archived eyepiece and by segmenting the part
of choice. The matching is performed by first choosing the type of search (rigid
or non-rigid) and by specifying the metric to be used (in the case of non-rigid
matching). The query component is then compared with a suitable algorithm
against all the item in the database. While this could seem to be a gargantuan
task, both in terms of computing time and memory usage, it is indeed feasi-
ble without the need of a multi-level index structure. As a matter of fact, the
size of a model component is within a few kilobytes and the typical amount of
memory available on a modern server can easily handle hundred of thousands
of components. Moreover, all the matching algorithms used can be executed in
a few milliseconds, allowing for a full database scan less than a minute (as the

Fig. 1. Overview of the pipeline described in this paper for shape-based rigid and
non-rigid component retrieval
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search is narrowed for type of component). In practice, however, we narrowed
even further the search by filtering out components those total surface area devi-
ates more than 30% with respect to the surface of the pursued part. This latter
optimization provided, on a standard Intel based server, an average query time
of about 10 seconds.

2.1 Capturing the 3D Shape of the Components

The building of the components database has been performed by means of a
dedicated 3D scanner made up of a specialized support, an automated turntable,
and a structured light scanning head (see Fig. 2). The support has been designed
to be able to hold an eyewear frame with minimal occlusion and to present it
to the scanning head with an angle that allows for a complete and watertight
acquisition while turning on a single axis. The scanning head comprises two
cameras and a DLP projector used to create light fringes according to the Phase
Shift coding variant presented in [30]. A single range image requires about 3
seconds to be captured, and a total of 24 ranges are needed for the complete
surface reconstruction. If the time required for the turntable rotation is also
accounted, the whole process can be carried on in about two minutes.

Fig. 2. The custom eyeglasses frame holder and the structured light scanner

Once the scans are completed, the resulting range images are coarsely placed in
a common frame by exploiting the knowledge of the step angle of the electricmotor
that drives the turntable. Subsequently they are pairwise aligned with IPC [29]
and globally aligned using Dual Quaternion Diffusion [31]. Finally, a standard
reference frame must be imposed to the newly acquired object. This is necessary
for obtaining a common orientation of each of the components that will be
produced by the following segmentation step, which in turn is needed as an
initialization for both rigid and non-rigid search. To this end, a simple Principal
Components Analysis (PCA) is performed on the 3D data.
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2.2 Semi-supervised Object Segmentation

To help the user in the component segmentation, we designed a semi-supervised
tool that is able to separate the single components from a scanned model starting
from a limited number of initial seeds supplied by a human operator. Those seeds
are used as a hint that indicates areas that belong for certain to different parts.
Each area is then grown in a greedy manner until it hits another area. The main
idea is that the growing becomes slower when abrupt changes in surface normals
are encountered and thus notches on the surface (that are typically associated
to small gaps between parts) act as a containment border.

This tool does not work directly on the surface of the object, but rather on an
apt dual graph representation [32]. As shown in Fig. 3 each node of this graph
corresponds to the a triangle of the mesh. There are no geometrical relations
between these nodes and the absolute position of the triangles in space. For this
reason we do not need any attribute on the graph nodes. By converse, we are
interested in the relations between adjacent faces, thus we are going to define a
scalar attribute for the graph edges. Specifically, we want to assign to each edge
a weight that is monotonical with the “effort” required to move between the two
barycenters of the faces. This effort should be higher if the triangles exhibit a
strong curvature with a short distance between their centers and it should be low
if the opposite happens. To this extent, given two nodes of the graph associated
to faces i and j, we define the weight between them as:

ω(i, j) =
1− < ni, nj >

|pi − pj | (1)

where p̄ = (p1, p2...pk) is the vector of the barycenters of the faces and n̄ =
(n1, n2...nk) are the respective normals. < ·, · > denotes the scalar product and
| · | the Euclidean norm.

In Fig. 3 (c) edge weight is represented by using a proportional width in the
drawing of the line between two nodes. It can be seen how edges that connect
faces with stronger curvatures exhibit larger weight.

Once the weighted graph has been created, the segmentation can happen.
In our framework the surface is segmented starting from one or more hints

Fig. 3. Steps of the graph creation process. From the initial mesh (a) the dual graph
is built creating a vertex for each face and connecting each pair of adjacent faces (b).
Finally, each edge of this graph is then weighted according to the dot product between
the normals of the connected faces.
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provided by the user. This human hint expresses a binary condition on the mesh
by assigning a small fraction of all the nodes to a set called user selected green
nodes and another small portion to a set called user selected red nodes. We call
green nodes the faces (nodes) belonging to the segment of interest and red nodes
the ones that are not belonging to it, regardless of the fact that those nodes have
been manually or automatically labeled. The proposed algorithm distributes all
graph nodes in the green nodes and red nodes sets in a greedy way.

We define a seed as triple < n, t, w > where n is the graph node referred by
this seed, t is a boolean flag that indicates if n has to be added to green or red
nodes, w is a positive value in R

+. At the initialization step, for each initial
green and red node selected by the user, a seed is created and inserted into a
priority queue with an initial weight value w = 0. All nodes are also added to
the unassigned nodes set. At each step, the seed < n, t, w > with lowest value of
w is extracted from the priority queue and its referred node n is added to green
nodes or red nodes according to the seed’s t flag. The node is also removed from
unassigned nodes to ensure that each node is evaluated exactly once during the
execution of the algorithm. For each node n′ ∈ unassigned nodes connected to n
in the graph, a new seed < n′, t′ = t, w′ = ω(n, n′) > is created and added into
the queue. It has to be noted that it is not a direct consequence of such insertion
that the final type of n′ (either green or red) is determined by the type t′ of
this seed. At any time multiple seeds referring the same node can exist in the
queue, with the only condition that a node type can be set only once. During
the execution of algorithm either the region of green nodes and the region of red
ones expands towards the nodes that would require less weight to be reached.
Once all nodes in the same connected component are visited, the result of this
assignment is shown to the user who can either refine his initial hint or accept
the proposed segmentation. Of course the procedure can be iterated to obtain
a hierarchical segmentation. In any condition, the algorithm will run in O(N)
time since, with the described greedy approach, each node is visited once.

In Fig. 4 and example of the segmentation produced by the tool is shown.

Fig. 4. An example showing an initial manual seeding and the associated semi-
supervised segmentation
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2.3 Rigid Components Matching

The rigid matching consist in an alignment of each part in the database with the
query part using an efficient variant [33] of the ICP (Iterative Closest Point)
algorithm [29]. In detail, each component in the database is sampled and exactly
1000 3D points are extracted. The surface of the query object is coarsely aligned
with those samples through the PCA previously computed over the whole model.
Thus, for each sample point, the intersection between the vertex normal and the
surface of the query object is found (if it exists). This intersection generates a
new point, that is associated to the original vertex as the ideal mate on the
query surface. After all the intersections have been computed a closed-form op-
timization is used to align mating points to model vertices [34]. The process is
iterated many times, until the relative motion of the query with respect to the
model becomes negligible. The idea of this algorithm is that the positional er-
ror committed when adopting the points generated by normal shooting as true
correspondences becomes smaller at each iteration. In practice, the ability of
ICP to converge to a correct global minimum strongly depends on the initial
coarse alignment. In fact, a less than good initial estimation can easily lead to
completely wrong final alignment, even with perfectly correspondent 3D objects.
In our validation, however, the coarse registration supplied by the global PCA
consistently allowed to obtain a local minimum when the object to be compared
was the same or a component similar enough to be effectively used as a tooling
source. After an optimal aligned is obtained, a last normal shooting is performed
and the RMS of the distance between each vertex and its virtual mate is com-
puted. This RMS is used as the metric distance for the ordering of the results.
In Fig. 5 we show some results obtained by searching respectively for a bridge
and a front hinge (highlighted in red in the figure). On the side of each result
the corresponding RMS associated to the best alignment is reported.

Query Result 1 Score Result 5 Score Result 10 Score

0.155 0.209 0.266

0.508 0.715 1.0

Fig. 5. Results obtained by the rigid search engine for some query objects (best viewed
in colors)
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2.4 Non-rigid Components Matching

We decided to address the problem of non-rigid components matching as the
process of finding the best global or local alignment between two linear sequences.
Every component is first sliced into a vector of equally-spaced slices along its
median axis.

The slicing procedure starts by roughly aligning the first two principal vectors
of the component along x and z axis using the PCA. After that, starting from the
farthest vertex along the negative side of x axis, a set of n equally-spaced planes
parallel to yz plane are used to intersect the component defining n different
closed planar contours. For each of those contours, the size wi and hi respectively
along z and y axes are used to characterize each slice with the quadruple si =
〈ws

i−1, h
s
i−1, w

s
i , h

s
i 〉. For each component, the vector containing all slices defined

above is stored into the database, together with the component id and its size.
After that, we defined the similarity between two slices si and ti as

s(si, ti) =

{
m(si)−m(ti) ⇔ Cs,t

i

0 otherwise
(2)

where Cs,t
i = (ws

i−1 � wt
i−1 � ws

i ) ∧ (hs
i−1 � ht

i−1 � hs
i )
∨
(wt

i−1 � ws
i−1 �

wt
i) ∧ (ht

i−1 � hs
i−1 � ht

i) and m(si) =
ws

i−1+ws
i

2 +
hs
i−1+hs

i

2
Once the similarity measure is defined, we search for a best global alignment

by exploiting the well known Needleman-Wunsch algorithm first presented in
[35] and the local alignment using Smith-Waterman [36]. Each alignment is per-
formed iteratively between all stored components and the results are sorted by
similarity. Depending of specific application requirements, local alignment may
offer better results than the global approach, vice-versa. In this extent, we de-
cided to show both ordering to the user, along with the similarity measure. In
Fig. 6 an example of the ordering obtained respectively with Needleman-Wunsch
and Smith-Waterman algorithm is shown.

Query Result 1 Score Result 5 Score Result 10 Score Result 20 Score

6.781 7.499 8.380 8.540

0.182 0.254 2.737 5.799

Fig. 6. Results obtained by the non-rigid search engine using Needleman-Wunsch (top)
and Smith-Waterman (bottom) algorithms (best viewed in colors)
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3 Evaluation of the Implemented System

An initial evaluation of the system was performed by acquiring different instances
of the same objects and, after manual segmentation, by automatically searching
for each single part, which was replicated several times in the test database.
To test the robustness of the matching process, the components were modified
by adding random Gaussian noise to their vertices. The goal of this validation
step was simply to assess the ability of the system to produce an ordering were
consistent clusters of components appear before the remaining results. While
this test was successful, obtaining a 100% recognition rate, it is only meaningful
to check that the search algorithm is correctly working as a pure object retrieval
tool, but it does not really indicates if similar, but not identical, parts can be
retrieved with a reasonable ordering. In order to obtain a measure of how well
the system works for the intended purpouse, we let the experts use it for some
months. During this trial, the experts have been asked to annotate, after each
component search, the position in the result list of the first occurrence that they
could consider to be similar enough for tooling reuse purposes. If a similar enough
component is not found at all (or the expert knows that it does not exists in the
database) the annotation does not happen and the event is deemed to be a true
negative. The results of this test are given in Fig. 7 as the percentage of cases
where the sought component is found among the first N answers supplied by the
engine. The first graph shows the performance of the rigid matcher. As expected,
in most cases the correct component can be found as the first match and in no
cases more than 50 results must be scanned by the user. The capability of the
non-rigid matcher, shown in the second graph of Fig. 7, is a bit lower. In detail,
the local sequence alignment performed by Smith-Waterman algorithm seems to
behave a little better than the global alignment obtained by Needleman-Wunsch.
However, for both algorithms, the correct result can be found most of the times
immediately and within the first 50 extracted components in more than 90%
of the cases. This level of performance is clearly good enough for an effective
use in production environment and arguably better than what could be attained
without the assistance of the system.
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results inspected by a human expert for validating purposes
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4 Conclusions

In this paper we described a complete pipeline to help field experts during the
design process for new production lines. The presented approach is based on
both well-known methods and novel domain-specific techniques. In details, the
approach allows to easily find toolings and process definition to be reused in
new productions by comparing the shape of the newly designed component with
a large database of previously engineered parts. This comparison needs to be
performed both in a rigid fashion and allowing for some deformation, depending
on the type of part to be searched and on the good sense of the expert that is
using the tool. Each search produces an ordering of the parts in the database,
which can be computed with respect to a set of different metrics. Overall, a
sizeable set of trials performed with a database of sunglasses components have
been deemed successful by the users, as the most relevant parts were consistently
found in the first few results produced by the search engine.
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Abstract. The paper presents architecture and properties of the ensemble of the 
classifiers operating in the tensor orthogonal spaces obtained with the Higher-
Order Singular Value Decomposition of prototype tensors. In this paper two 
modifications to this architecture are proposed. The first one consists in 
embedding of the Extended Euclidean Distance metric which accounts for the 
spatial relationship of pixels in the input images and allows robustness to small 
geometrical perturbations of the patterns. The second improvement consists in 
application of the weighted majority voting for combination of the responses of 
the classifiers in the ensemble. The experimental results show that the proposed 
improvements increase overall accuracy of the ensemble. 

Keywords: Pattern classification, ensemble of classifiers, Euclidean Distance, 
IMED, HOSVD. 

1  Introduction 

This paper is an extension of our previous work on development of the image 
classification with the ensemble of tensor based classifiers [4]. The method showed to 
be very robust in terms of accuracy and execution time, since many existing methods 
do not account for the multi-dimensionality of the classified data [19][21][22].  

Processing and classification of the multi-factor dependent data can be addressed 
with help of methods operating with tensors and their decompositions. One of the 
pioneered methods from this group is the face recognition system, coined tensor-
faces, proposed by Vasilescu and Terzopoulos [22]. In their approach tensors are 
proposed to cope with multiple factors of face patterns, such as different poses, views, 
illuminations, etc. Another tensor based method for handwritten digits recognition 
was proposed by Savas et al. [17][15]. Their method assumes tensor decomposition 
which allows representation of a tensor as a product of its core tensor and a set of 
unitary mode matrices. This decomposition is called Higher-Order Singular Value 
Decomposition (HOSVD) [1][14][11]. A similar approach was undertaken by 
Cyganek in the system for road signs recognition [3]. In this case, the input pattern 
tensor is built from artificially generated deformed versions of the prototype road sign 
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exemplars. All aforementioned systems, which are based on HOSVD, show very high 
accuracy and high speed of response. However, computation of the HOSVD from 
large size tensors is computationally demanding since the algorithm requires 
successive computation of the SVD decompositions of matrices obtained from tensor 
flattening in different modes [13]. In practice, these matrices can be very large since 
they correspond to the products of all dimensions of the input tensor. In many 
applications this can be very problematic. To overcome this problem an ensemble 
with smaller size pattern tensor was proposed by Cyganek [4]. In the proposed 
methods tensors are of much smaller size than in a case of a single classifier due to 
the bagging process. However, despite the computational advantages, the proposed 
ensemble based method shows better accuracy when compared to a single classifier. 

In this paper two modifications to the previously presented method are proposed. 
The first one is embedding of the Extended Euclidean Distance metric, recently 
introduced by Wang et al. [23]. This allows robustness to small geometrical 
perturbations of the input patterns since the new metric accounts for the spatial 
relationship of pixels in the input images. The second improvement consists in 
application of the weighted majority voting for combination of the responses of the 
classifiers in the ensemble. The experimental results show that in many cases the 
proposed improvements allow an increase of the overall accuracy of classification. 

The rest of the paper is organized as follows. In section 2 properties of the 
Euclidean Image Distance are presented. In Section 3 the architecture of the proposed 
ensemble of the HOSVD multi-classifiers is discussed. Pattern recognition by the 
ensemble of the tensor classifiers is discussed in section 4. Experimental results are 
presented in section 5. The paper ends with conclusions in section 6. 

2 Embedding Euclidean Image Distance 

Images are 2D structures in which a scalar, vector (color) or multi-dimensional (MRI) 
value of a pixel is as important as its position within image coordinate space. 
However, the second aspect is not easy to be accounted for due to geometrical 
transformation of images of observed objects. On the other hand, image recognition 
heavily relies on comparison of images for which the Euclidean metric is the most 
frequently used one, mostly due to its popularity and simplicity in computations. 
However, Wang et al. proposed a better metric than Euclidean which takes into 
account also spatial relationship among pixels [23]. The proposed metric, called 
IMage Euclidean Distance (IMED), shows many useful properties, among which the 
most important is its insensitivity to small geometrical deformations of compared 
images.  

More specifically, instead of the Euclidean metric between the two images X and 
Y of dimensions M×N each, given as follows 

( ) ( ) ( ) ( )
=

= − = − −
2

1

,
MN Tk k

E
k

D x yX Y x y x y , (1)

Wang et al. propose to use the following extended version  
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where x and y are column vectors formed by the column- or row-wise vectorization of 
the images X and Y, respectively, and gkl are elements of the symmetric nonnegative 
matrix G of dimensions MN×MN, which defines the metric properties of the image 
space.  

Thanks to the above formulation, information on spatial position of pixels can be 
embedded into the distance measure, through the coefficients gkl. In other words, the 
closer the pixels are, the higher value of gkl should be, reaching its maximum for k=l. 
The distance between pixel positions (not values) is defined on an integer image 
lattice simply as a function of the 'pure' Euclidean distance between the points, as 
follows 
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where  =  
1 2,

T

i i i
p pP  denotes position of the i-th pixel in the image, while σ is a 

width parameter, usually set to 1 [23]. Finally, incorporating (3) into (2) the IMED 
distance among image X and Y is obtained, as follows 
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The DIMED image metric given in (4) can be used for a direct comparison of images, 
such as in the case of the k-nearest neighbor method, etc. It can be also incorporated 
into other classification algorithms, such as the discussed HOSVD. This can be 
achieved substituting DIMED into all places in which the DE was used.  

However, for large databases of images direct computation of (4) can be expensive. 
An algorithm to overcome this problem was proposed by Sun et al. after observing 
that computation of DIMED can be equivalently stated as a transform domain 
smoothing [18]. They developed the Convolution Standardized Transform (CST) 
which approximates well the DIMED . For this purpose the following separable filter 
was used 

= ⊗ =T TH h h hh , (5)

where ⊗ denotes the Kronecker product of two vectors h and hT with the following 
components 

 =  0.0053 0.2171 0.5519 0.2171 0.0053
T

h . (6)
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The filter h given by (6) was also used in our computations since it offers much faster 
computations than direct application of (4). 

Fig. 1 shows examples of application of the Standardizing Transformation for 
selected pictograms of the road signs in implementation with the filter h in (6). It is 
visible that ST operates as a low-pass filter (lower row). This way transformed 
patterns are fed to the classifier system. 

   

   

Fig. 1. Visualization of Standardizing Transform applied to the road sign pictograms. Original 
pictograms (upper row). After transformation (lower row). 

Finally, it should be noticed that the IMED transformation should not be confused 
with the Mahalanobis distance or the whitening transformation [6][5]. Specifically, in 
equation (2) we do not assume computation of any data distribution nor probabilistic 
spaces. In other words, the main difference lies in definition of the matrix G in (2) 
which elements, given by (3), convey information on mutual positions of the points. 
In contrast, for the Mahalanobis distance G would be an inverse of the covariance 
matrix which elements are computed directly from the values of x and y disregarding 
their placement in the images. 

3 Architecture of the Ensemble of HOSVD Multi-classifiers 

Multidimensional data are handled efficiently with help of the tensor based methods 
since each degree of freedom can be represented with a separate index of a tensor 
[1][2]. Following this idea, multidimensional training patterns can be efficiently 
represented by a prototype tensor [3]. For the purpose of pattern recognition the 
prototype patterns tensor can be further decomposed into the orthogonal components 
which span a prototype tensor space. For the decomposition the Higher-Order 
Singular Value Decomposition can be used [1][13][11]. This way obtained orthogonal 
bases are then used for pattern recognition in a similar way to the standard PCA based 
classifiers [5][20][21]. 
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The HOSVD method allows any P-dimensional tensor 1 2 m n PN N N N N× × × ×∈ℜ     to 
be equivalently represented in the following form [13][14]  

1 1 2 2 P P
= × × ×S S S  , (7)

where Sk are Nk×Nk unitary mode matrices, 1 2 m n PN N N N N× × × ×∈ℜ    is a core tensor. 

  fulfills the following properties [13][14]:  

1. (Orthogonality) Two subtensors 
kn a=  and 

kn b=  for all possible values of k for 

which a≠b it holds that 

0
k kn a n b= =⋅ =  . (8)

2. (Energy) All subtensors of   for all k can be ordered according to their 
Frobenius norms, as follows 

1 2
0

k k k Pn n n N= = =≥ ≥ ≥ ≥   , (9)

The a-mode singular value of  is defined as follows 

σ= = .
k

k
n a a
  (10)

An algorithm for computation of the HOSVD is based on successive computations of 
the SVD decomposition of the matrices composed of the flattened version of the 
tensor  . The algorithm requires a number of the SVD computations which is equal 
to the valence of that tensor. The detailed algorithm can be referred to in the literature 
[1][13][14]. 

Fig. 2. Architecture of the ensemble with the HOSVD classifiers. Data preprocessed with the 
Image Euclidean Transformation. Bagging method used for training. Outputs are combined 
with the weighted majority voting. 
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Fig. 2 shows architecture of the proposed ensemble of the HOSVD classifiers. All 
training and testing data are preprocessed with the Image Euclidean Transformation 
described in section (2). Then, each HOSVD is trained with only a partition of the 
training dataset obtained in the bagging process.  

In the next step, accuracies of each of the classifiers in the ensemble are assessed 
using the whole training dataset. These are then used to compute the weights of the 
classifiers in the ensemble. In the run-time their outputs are combined with the 
weighted majority voting scheme, as will be described in the next section. 

4 Pattern Recognition by the Ensemble of Tensor Classifiers 

It can be observed that thanks to the commutative properties of the k-mode tensor 
multiplication [17], the following sum can be constructed for each mode matrix Si 
in (7)  

1

PN
h

h P P
h=

= × s  . (11)

In the above the tensors 

1 1 2 2 1 1h P P− −= × × ×S S S   (12)

form the basis tensors, whereas sh
P denote columns of the unitary matrix SP. Because 

each h  is of dimension P-1 then ×P in (11) is an outer product, i.e. a product of two 

tensors of dimensions P-1 and 1. Moreover, due to the orthogonality properties (8) of 
the core tensor in (12), h are also orthogonal. Hence, they can constitute a basis 

which spans a subspace. This property is used to construct a HOSVD based classifier.  
 In the tensor space spanned by h, pattern recognition can be stated as a measuring 

a distance of a given test pattern Px to its projections into each of the spaces spanned 
by the set of the bases h in (12). This can be written as the following minimization 

problem [17] 

=

−


2

, 1

min
i
h

i

H
i i

x h h
i c h

Q

cP  , 
(13)

where the scalars ci
h denote unknown coordinates of Px in the space spanned by h

i, 

H≤NP denotes a number of chosen dominating components.  
To solve (13) the squared norm Q of (13) is created for a chosen index i. Assuming 

further that i
h
  and 

x
P  are normalized the following is obtained (the hat mark 

indicates tensor normalization) 
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ρ
=

= −
2

1

ˆ ˆ1 ,
H

i
i h x

h

P . (14)

Thus, to minimize (13) the following value needs to be maximized 

ρ
=

= 
2

1

ˆ ˆˆ ,
H

i
i h x

h

P , (15)

Thanks to the above, the HOSVD classifier returns a class i for which its ρi from (15) 
is the largest. 

Table 1. Structure of a matrix of partial accuracies for each classifier and each training 
prototype pattern 

Digit 0 1 2 3 4 5 6 7 8 9 

HOSVD0 p00 p00 p00 …       

HOSVD1 p10 p11 p12 …       

HOSVD2 p20 p21 p22 …       

… … … … …       

In this work also different fusion methods were tested. Especially, the majority 
voting scheme was substituted for the weighted majority vote [10][16]. As alluded to 
previously, we proposed to use bagging to train the HOSVD classifiers from the 
ensemble which allows efficient memory usage. However, the partitions used for 
bagging contain less exemplars than all available for each prototype pattern. 
Therefore we further propose to use the whole training dataset to test each classifier 
trained with only fraction of that dataset for recognition of each pattern. This way we 
can assign some weight accuracies pkl for each classifier k and for each trained class l. 
These are defined as follows 

=
+

l
TP

kl l l
TP FP

N
p

N N
, (16)

where l
TP
N  denotes a number of true positive responses and l

FP
N  false positives, 

respectively. Table 1 visualizes this process for ten training patterns, such as digits. 
 Further, it is assumed that the classifiers are independent and each is endowed 
with its individual accuracies pkl. If their outputs are combined with the weighted 
majority voting scheme, then accuracy of the ensemble is maximized by assigning the 
following weights [12][9]  

=
−

log
1

kl
kl

kl

p
b

p
, (17)
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where pkl are given by (16). On the other hand, for a test pattern Px each of the 
HOSVD classifiers in the ensemble responds with its class and assigned vote strength, 
as follows 

ρ= 


ˆ ,

0,
kl k

kl

if HOSVD labels class l
d

otherwise
, (18)

where ρ̂
kl

denotes a maximal value of ρ̂
i
 in (15) and for the l-th classifier in 

ensemble and for pattern class k=i. Finally, the following discriminating function is 
computed  

( ) ( )
=

= +
1

ˆ log
L

k x k kl kl
l

g P d bP , (19)

where Pk denotes the prior probability for the k-th class. However, the latter is usually 
unknown, so in the rest of experiments the first term in (19) was set to 0. 

5 Experimental Results 

The presented method was implemented in C++ using the HIL library [2]. 
Experiments were run on the computer with 8 GB RAM and Pentium® Quad Core Q 
820 (clock 1.73 GHz).  

For the experiments the USPS dataset was used [8][24]. The same set was also 
used by Savas et al. [17], as well as in the paper [4]. This dataset contains selected 
and preprocessed scans of the handwritten digits from envelopes of the U.S. Postal 
Service. Fig. 3 depicts some digits from the training and from the testing sets, 
respectively. The dataset is relatively difficult for machine classification since the 
reported human error is 2.5%. Therefore it has been used for comparison of different 
classifiers [15][17]. Originally the test and train patterns from the ZIP database come 
as the 16×16 gray level images.  

  

Fig. 3. Two data sets from the ZIP database. Training set (a), and testing set (b). 
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Fig. 4. Comparison of the accuracies of the three different ensemble settings without and with 
modifications proposed in this paper (the lower, the better). Blue bars for reference settings 
from [4]. Red bars relate to the method proposed in this paper, i.e. with the IMED and weighted 
majority voting. 

The database is divided into the training and testing partitions, counting 7291 and 
2007 exemplars, respectively. 

Each experimental setup was run number of times and an average answer is 
reported. In all cases the Gaussian noise was added to the input image at level of 10%, 
in accordance with the procedure described in [2]. An analysis of different 
combinations of data partitions, number of classifiers in ensemble, number of 
dominating components, as well as input image size is discussed in our previous work 
[4]. In this paper we choose the best settings described in experimental results of the 
mentioned paper [4] and tested influence of the new IMED based preprocessing 
method, as well as new output fusion method. Results for three different settings are 
shown in the bar graph in Fig. 4. 
 For the experimental setups in this work were chosen three best setups from our 
previous work [4]. These are summarized in Table 2. 

Table 2. Three best experimental setups of the ensemble from [4]  

No.       Param. 
 

Number 
of 
experts 

Data in 
samples 

Important 
components 

Image 
resolution 

Noise 
[%] 

1 11 64 16 16x16 10 

2 15 192 16 32x32 10 

3 33 64 16 16x16 10 
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The first experiments were run with configurations of the ensembles from Table 2. 
Then new propositions of IMED and weighted majority voting were introduced and 
run again. Each experiment setup was run 25 times and average parameters are 
reported. In all cases the proposed modifications allowed better results of 0.2-1% with 
negligible time penalty due to separability of the IMED filter.  

6 Conclusions 

In this paper an extended version of our previous work on image classification with 
the ensemble of tensor based classifiers is presented [4]. In this method, thanks to the 
construction of the ensemble of cooperating classifiers, tensors are of much smaller 
size than in a case of a single classifier. Each classifier in this ensemble is trained with 
data partition obtained from bagging. Such approach allows computations with much 
smaller memory requirements. However, the method shows also better accuracy when 
compared to a single classifier. In this paper two modifications to this formulation 
were discussed. The first is to apply input pattern preprocessing with embedding of 
the Extended Euclidean Distance metric. This allows robustness to small geometrical 
perturbations thanks to the metric which accounts for the spatial relationship of pixels 
in the input images. The second improvement consists in application of the weighted 
majority voting for combination of the responses of the classifiers in the ensemble. 
The experimental results show that in many cases the proposed improvements allow 
an increase of the overall accuracy of classification in order of 0.2-1%. The method is 
highly universal and can be used with other types of patterns. 
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DTW and Voting-Based Lip Print Recognition System 
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Abstract. This paper presents a method of lip print comparison and recognition. 
In the first stage the appropriate lip print features are extracted. Lip prints can 
be captured by police departments. Traces from lips may also found at a crime 
scene.  The approach uses the well known DTW algorithm and Copeland vote 
counting method. Tests were conducted on 120 lip print images. The results ob-
tained are very promising and suggest that the proposed recognition method can 
be introduced into professional forensic identification systems. 

Keywords: Lip print, matching, voting, image pre-processing, DTW, Cope-
land’s voting method. 

1 Introduction 

Today we now know that not only fingerprints, footprints or pistol bullets with their 
ballistic traits, but also hair, voice, blood and the fibers from clothes can be treated as 
criminal identifiers. Some of identifiers mentioned above are captured by police tech-
nicians directly from crime scenes. Latent lip prints can be also successfully collected 
[9, 10, 11, 13]. If properly captured and examined, the material left at a crime scene 
can contain useful data leading to personal identification. The factual materials  
collected can be successfully analyzed and recognized by the police or by medical 
professionals. Last year, a new type of identification trait was included in the practical 
repertoire of the police and the judiciary: the lip print. Lip prints are the impressions 
of human lips left on objects such as drinking glasses, cigarettes, drink containers and 
aluminum foils. The serious study of human lips as a means of personal identification 
was publicized in the 1970’s by two Japanese scientists – Yasuo Tsuchihasi and Ka-
zuo Suzuki [2, 3,4].  The forensic investigation techniques in which human lip prints 
are analyzed are called a cheiloscopy [1,3]. The area of interest focused on by cheilo-
scopy is the system of furrows (lines, bifurcations bridges, dots, crossings and other 
marks) on the red part of human lips [1,2,3]. The uniqueness of lip prints makes 
cheiloscopy especially effective whenever appropriate evidence, such as lipstick blot 
marks, cups, glasses or even envelopes, is discovered at a crime scene. Even though 
lip print analysis is not substantially developed, this new form of identification is 
slowly becoming accepted and being introduced into practice all over the world. 
Nowadays, technique of lip print image analysis can be used for human identification, 
for example when a post mortem identification is needed [10]. It should be empha-
sized that cheiloscopy has already been successfully used as an evidence in lawsuits 
[12, 13]. Unfortunately, use of the lip prints in criminal cases is often limited because 
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the credibility of lip prints has not been firmly established in many courts. It should 
be mentioned here that a literature review shows that there are already a small number 
of works in which lip print technology (acquisition, automatic capture, analysis and 
recognition) have been mathematically described or practically utilized. Lip prints of 
a person are unique and are quite similar to finger imprints. Additionally, similar to 
fingerprint patterns, lip prints possess the following specific properties: permanence, 
indestructibility and uniqueness [1,2,3]. Lip prints are determined by one’s genotype, 
and are therefore unique and stable throughout the life of a human being.  In the solu-
tion preferred by forensic laboratories, lip imprints are captured using special police 
materials (white paper, a special cream and a magnetic powder). This technique is 
also preferred by police researchers. Here, in the first step, the lip print is rendered 
onto a durable surface using a fingerprint powder (a different type of powder can be 
used depending on the surface type). Special backing tapes or specialized papers 
(cards) can be used as a background surface. The image, thus developed, is then con-
verted into a digital image by a scanner. This is the method of capture that we utilized 
during our investigations, as it allows for the lip images to capture more precise tex-
tures. These techniques have been described in a number of papers [2, 6-13]. The 
recognition results reported in the aforementioned papers have now been significantly 
improved. 

2 Lip Print Pre-processing 

For the proper preservation of evidence, lip imprints should be carefully captured and 
then copied to appropriate materials by means of a special cream and a magnetic 
powder. The process of capturing an image of the lips starts from one corner of the 
mouth and ends at the opposite site of the mouth, thus all the details of the lips being 
copied onto a surface. In successful prints, the lines on the lips must be recognizable, 
not smudged, neither too light nor too dark, and the entire upper and lower lip must be 
visible.  In the next step, this trace needs to be digitalized because a digital lip print 
preparation is absolutely necessary for the subsequent techniques. Lip imprints often 
have many artefacts: fragments of skin, hairs and others, all of which generate un-
wanted noise. For this reason, the lip print image, I, should be enhanced and all of its 
artefacts removed. Many lip print feature extraction algorithms have been reported in 
the literature [1, 6-13]. In this paper, a new approach to lip print extraction and analy-
sis is presented. The proposed method includes introduction of a sequence involving 
image normalization, lip pattern identification and feature extraction. The normaliza-
tion procedure allows for the standardization of lip print images; it involves a horizon-
tal alignment and then the separation of the image into the upper and lower lip. Lip 
pattern extraction separates the furrows from their background, thus forming the lip 
pattern. The main goal of the feature extraction is to convert the lip pattern image into 
projections (specialized histograms) which can then be compared using the DTW 
algorithm [5]. 

2.1 Image Normalization 

In the first stage, after obtaining the original lip image I of dimension M N× , its his-
togram is stretched, thus a new image, newI , is obtained.  
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Let 1{ }M N
i iI p ⋅

==  be a set of pixel values ip  which form the image I ,and 

( , ) {0,..., }ip I x y L≡ ∈ . Given this, the histogram stretching operation is performed 

via a simple mathematical operation:   

255
( , ) ( ( , ) min)

max min
newI x y I x y= −

−
,                                 (1) 

where: 

min = minimum value of  the elements in the set I , 
max = maximum value of the elements in the set I . 

After stretching all source images are gray-scale images, black pixels have assigned a 
value of 0 and white pixels – a value of 255. Other pixels take intermediate values. 
The process of determining the lip area in a lip print image consists of several steps 
(Fig. 1). In the first step, the background of the original image should be removed. 
This can be performed by the following operation: 

 * 255   ( , ) 180
( , )

( , )

new

new

for I x y
I x y

I x y otherwise

 >
= 


.                          (2) 

So pixels with a value greater than a threshold level (180) are converted into the col-
our white, while the remaining pixel values remain unchanged (Fig.1a). Next, a me-

dian filter with a 7×7 mask  is used to blur the image *I  (Fig.1b). The median filter 
has been chosen as it is much better at preserving sharp edges than a mean filter. This 

blurring operation forms the image **I . In the last step, a binary image is prepared. 
The process of forming a binary image is: 

 
**0    ( , ) 255

( , )
1

BIN

for I x y
I x y

otherwise

 =
= 


  . (3) 

The final, binary image is shown as Fig. 1c. 
 

 a)  b)  c)  

Fig. 1. Steps of lip area detection: a) the image after evaluating pixels against a threshold, b) 
after blurring, c) the detected lip area 

The upper and lower lip separation is determined by a curve that runs through the 
centre of the space between the lips (Fig. 2a). This designated curve divides the re-
gion of interest of the lip print area into an upper and a lower lip.  

A straight line equation can be established by means of a linear regression. It 
should be noticed that the normalized image presented in Fig. 2b has been obtained 
from a high quality lip print. In practice, images captured can be of a poor quality – 
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especially when the image has been captured as trace directly from a crime scene. For 
such images some intractable artefacts of the background may be difficult to elimi-
nate. This means that the image cropping can not be performed perfectly. This can be 
seen in Fig. 3 in which normalized images are presented. The first image (Fig. 3a) is a 
good quality image, is perfectly normalized and thus leads to a properly cropped im-
print. This image could be, for example, captured in a police department under ideal 
conditions.  

 

  a)       b) 

Fig. 2. Upper and lower lip separation line 

 

 a) 

 

b) 

 c) 

 

d) 

Fig. 3. Lip prints of the same person a) perfectly captured, b) the normalized and cropped im-
age, c) lip print with artefacts and d) the imperfect print normalized and cropped 

2.2 Lip Pattern Extraction 

In the first stage of lip pattern extraction, the original and directionally normalized lip 
print images are smoothed. This process aims to improve the quality level of the lines 
forming the lip pattern. This smoothing can utilize convolution filtering. In the pro-
posed solution, special smoothing masks have been designed, each of 5×5 pixels. 
These masks are depicted in Fig. 4. Elements of the each mask can take one of two 
binary values, 0 or 1. The white squares (elements) of the mask have the value of 0. 
The mask’s other elements have the binary value of 1. 

 

Fig. 4. Masks used in the lip print image smoothing procedure with their central points 

Within the image, the masks in Fig. 4 traverse the image from its upper left corner, 
being applied to each pixel of the lip image. It should be noted that no element of the 
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mask is placed outside the source lip print image I . To calculate the value of the  
central point of the mask, here marked with a cross, the values of the pixels of the 
original image I covered by the mask are convolved with the mask’s elements.  

Let the eight smoothing masks be denoted as JS , where 1,...,8J = . Then, for each 

position of the mask JS , the value of its central pixel can be calculated: 

 
4 4

0 0

( 2, 2) ( , )J J

a b

p I x a y b S a b
= =

= + − + − ⋅ .                      (4) 

Because the area of the mask JS  must always be located entirely inside the image I , 
the procedure (4) begins at the point 2x y= = of image I . For each pixel, the values 

Jp  of the mask J are successively calculated via the convolution of each mask with 

the image I . For each pixel, the mask bS with the largest cumulative value is  
selected:  

 arg max{ , 1,...,8}J

J
b p J= = .                                   (5) 

The value / 5bp  now replaces the appropriate element of the image ( , )I x y . 

The convolution procedure (4) is repeated for each pixel of the image I over the 
range [2, 2]x M∈ −  and [2, 2]y N∈ − . The effect of the image smoothing within the 

region of interest is shown in Fig. 5b. To compare the results obtained, fragments of 
the selected images are shown both before and after the smoothing procedure.  

 

 a)     b) 

Fig. 5. The result of lip prints smoothing: a) a fragment of a lip print before smoothing, b) the 
same fragment after smoothing 

In the second stage, the top-hat transformation is applied to the lip print image. 
This transformation extracts highlights (the small elements and details in a given im-
age). In practice, the image is processed by each structural element and the processed 
image then subtracted from the original image. In the proposed approach, flat, disk-
shaped structural elements were applied [9]. The purpose of this procedure is to  
emphasize the lines of the lip pattern and to separate them from their background. To 
increase the effectiveness of this algorithm, this transformation was applied twice 
using two different sizes of structural masks. Two masks were used: a 5×5 mask to 
highlight thin lines (of up to 3 pixels); and an 11×11 mask to highlight the thick lines 
(of more than 3 pixels). The effects of these operations are depicted in Fig. 6a and 6b. 
After the top-hat (T-H) transformation, the image T HI −  is obtained. 

In the subsequent stage of the lip pattern extraction process, the image is converted 
into a binary representation. This procedure involves the application of a formula 
(6)to each of the two images resulting from the top-hat transformation. For the image  
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 a)    b) 

Fig. 6. Fragment of the lip print after the top-hat transformation: a) the thin lines emphasised 
(the 5×5 mask), b) the thick lines emphasised (the 11×11 mask) 

with the thin lines emphasised, the conversion threshold value was set to be 15t = , 
while for the thick line image this parameter became 100t = .  

 
1 for ( , )

( , )
0 for ( , )

T H

BIN T H

I x y t
I x y

I x y t

−

−

 >
= 

≤
  .                               (6) 

The effect of the conversion of the lip print image into a binary representation is seen 
in Fig. 7. 

  a)    b) 

Fig. 7. Fragment of the lip print converted into a binary representation: (a) the thin lines em-
phasised (threshold of 15), (b) the thick lines emphasised (threshold of 100) 

In the last stage, the sub-images of the thin and thick lines are combined into one 
single image, and this unified image is de-noised. For the noise reduction, appropriate 
7×7 dimensional masks have been designed. Each of the 20 different masks is de-
picted in Fig. 8. Each mask, JM , where 1,...,20J = , consists of a different number of 

elements ie  as indicated on Fig. 8. The two masks 6M  and 11M  consist of 

5 11 5e e= =  elements. Each of the other masks has 7 elements. Each element of each 
mask can take any value because these values are not important. Only the direction of 
the mask’s elements needs to be considered. To simplify the mathematical formulas, 
the elements Je  of each mask JM  can take the value of 1. Thus, both, the image BINI  

and the masks JM , have binary representation. Thus, each element of each mask JM  

nominates corresponding pixels from the source image BINI  to be counted.  

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

M11 M12 M13 M14 M15 M16 M17 M18 M19 M20

 

Fig. 8. Masks used for de-noising the binary image 
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The JM  masks are applied to each of the pixels of the source binary image BINI . 

Similarly to the previous masks, they are shifted from the left to the right and from the 
top of the lip print image BINI downwards. For each given mask, the black pixels of the 

image BINI  that lie underneath the mask are counted.  This process can be described 

more formally: 

 
6 6

0 0

( 3, 3) ( , )J BIN J
a b

p I x a y b M a b
= =

= + − + − ⋅ .                      (7) 

If the number  Jp  of the black pixels of the image BINI  associated with the number of 

elements in the mask JM  satisfies the condition J Jp e<  then the analyzed pixel of 

the image ( , )BINI x y  is converted to white. Otherwise the value of the pixel remains 

unchanged. The exemplary effects of this noise reduction method are shown in Fig. 9. 
 

 

Fig. 9. Lip print image after the lip pattern extraction process 

3 The DTW-Based Comparison of Lip Imprints  

This process relies on a feature analysis and consists of determining the vertical, hori-
zontal and diagonal projections of the lip pattern image. These projections create a 
special type of histograms. 

Let the monochrome image I  of dimension M N× , consist of pixels ip : 

 1{ }M N
i iI p ⋅

== , where ( , ) [0,1]ip I x y≡ ∈  .                               (8) 

Let there be a set of projections: 

A)   
00 {( , ) : ( , ) 1 ( , ) }c cH card x y I I x y I x y l= ∈ = ∧ ∈ , 

 :cl y c= ,  1,...,c N= ,                                                (9) 

B)    
090 {( , ) : ( , ) 1 ( , ) }c cH card x y I I x y I x y l= ∈ = ∧ ∈ , 

 :cl x c= ,   1,...,c M=                                           (10) 

C)    
045 {( , ) : ( , ) 1 ( , ) }c cH card x y I I x y I x y l+ = ∈ = ∧ ∈ , 

 :cl y x c= − + ,   2 21,...,c M N = +
 

 ,                          (11) 

D)    
045 {( , ) : ( , ) 1 ( , ) }c cH card x y I I x y I x y l− = ∈ = ∧ ∈ , 
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 :cl y x c= + ,    2 21,...,c M N = +
 

,                         (12) 

where cl is an appropriate straight line equation.  

The directional projections of the example lip print image are shown in Fig. 10. 
 

a) b) 

Fig. 10. Projections (histograms) obtained from an example lip pattern: (a) vertical and hori-
zontal projections, (b) diagonal projections at angles of +45° and -45° 

Each projection shows the number of black pixels that lie perpendicular to each 

axis direction: horizontal, vertical, and oblique at o45± . In order to evaluate the simi-
larity between any two lip images, an appropriate measure of similarity needs to be 
defined. For image retrieval systems a variety of similarity measures and coefficients 
have been reported.  It is known that the choice of similarity measure is related to the 
variability of the images within the same class. The method detailed in this paper 
demonstrates that similarity can be determined directly from the histograms produced. 
These histograms form discrete sequences composed of the histogram’s elements a

cH . 

Hence, the conformity of any two images can be determined by applying the DTW 
method. This approach was described in detail and successfully applied in a previous 
paper [7,9]. For the two images that are to be compared, first their histograms are 
generated. Each histogram can be treated as a series of numbers N+. In the first step, 
the local cost matrix C of the alignment of the two sequences A and B is formed: 

 N :M N
ij i jC c a b×

+∈ = −  and ia A∈ , ib B∈ , 1,...,i M= , 1...,j N=         (13) 

Many different alignment paths can be created over matrix’s points, from 11c  to MNc . 

The algorithm being summarized here finds the alignment path that runs through the 
low-cost areas of the cost matrix: see Fig. 11. The path with the minimal alignment 
cost will be referred to as the optimal alignment path. Let this path be denoted as L . 
Then: 

 
1

( , ) : 0
L

ij ij
l

cost A B c c
=

= ≠ .                                   (14) 

In other words, the similarity of two images can be defined as their appropriate histo-
grams’ matching cost. If the matching cost is lower, then the images are more similar. 
This procedure is performed for each type of projection (histogram) collected. For the 
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two images being compared four costs values are computed. The costs obtained are 
then summarized and their average values calculated. The best DTW paths matching 
projections from two different sample lip prints are graphically depicted in Fig.11. 

 a)  b)  c) d) 

Fig. 11. Comparison of lip pattern projections using a DTW methodology: (a) oblique at +45°, 
(b) oblique at -45°, (c) horizontal, (d) vertical 

This biometric recognition system has been tested in a closed set of trials by the 
evaluation of the CMC curves. In our case, for proposed database, ERR factor 
achieved value EER=~21%. The results obtained are presented in the chart of Fig. 12. 
Precise details of the methodology just described can be found in previously pub-
lished work [9]. 

 

Fig. 12. The CMC curve with approximated 1-ERR point 

It should be noted that lip recognition systems have not yet been properly and seri-
ously investigated thus the literature on this topic is still very poor. For this reason, 
the results announced here must be regarded as good. Unfortunately, from a modern 
identification system’s point of view, the recognition level achieved is still insuffi-
cient. For this reason, a modification of presented technique of image comparison has 
been introduced. 

3.1 Modification of the Basic Method 

Instead of summarizing and calculating the average matching cost of all collected 
histograms, each matching cost value can be individually analysed to build a rank list, 
which gives 8 rank lists for each lip print – 4 for upper lip, and 4 for lower lip. In the 
new approach three methods of building rank lists were analyzed: 
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• Class score is equal to the lowest (best) matching cost among class’ samples. 
• Class score is equal to the highest (worst) matching cost among class’ samples. 
• Class score is equal to the average matching cost of all class’ samples. 

According to other investigations reported [13,14] it is possible to utilize vote count-
ing methods for rank level fusion of biometric data, so the rank lists based on match-
ing cost of each of the 8 histograms are used as a voting ballots to elect a Condorcet 
winner in a single round of voting performed using the Copeland’s method as a vote 
counting algorithm. 

Basic Description of the Copeland Vote Counting Method.  
Let are 3 classifiers and 4 known objects (A, B, C and D), stored in the database.  A 
new object newO  should be classified. Each of the classifiers iC , 1,2,3i =  separately 

points out the list,  sorted in descending order, of objects from the database according 
to their similarity { ( , ),.... ( , )}i new newM sim O A sim O D=  to the object newO  . This idea 

is presented on  Fig. 13a.  In the next stage classifiers return the sorted, with descend-
ing order, database objects which are most similar to the object newO . 

Class M 1 M 2 M 3  C 1  C 2  C 3 
A 0,8 0,6 0,7  A  B  C 
B 0,6 0,8 0,4  B  A  A 
C 0,1 0,1 0,9  D  D  B 
D 0,5 0,2 0,1  C  C  D 

a) 
Pair Winner Looser Ratio      
A, B A B 2:1  Class Victories Defeats Points 
A, C A C 2:1  A 3 0 3 
A, D A D 3:0  B 2 1 1 
B, C B C 2:1  D 1 2 -1 
B, D B D 3:0  C 0 3 -3 
C, D D C 2:1      

b) 

Fig. 13. Principles of the rank list creation process (a) and  pair-wise contest Condorcet’s vote 
counting method (b) 

In the next step a list of all possible pairs (combinations without repetitions) of 
classes is created (Fig. 13b). Class which has a higher position in most rank lists gains 
a point. Class which has a lower position looses a point. If there is a tie no points are 
granted. This, so-called pair wise contest, is illustrated on Fig. 13b. The last step is 
sorting the classes list according to points they gained in the pair-wise contest. 

Voting and Rank Technique 
As in previous case the tests were performed using the histograms and DTW method 
on a closed set of samples using CMC curves, and estimation of EER. Recognition 
accuracy of this method was significantly improved, Fig. 14 shows that the best  
results were achieved when voting and rank lists based on average matching cost 
across the class (ERR=~11,5%) were applied. The second best result was performed 
for voting on rank list based on a worst class representative (sample with highest 
matching cost across the class) with ERR=~13% and the worst results among voting 
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trials were achieved when using samples with lowest matching cost as a class repre-
sentatives (ERR=~17,5%) but it was anyways a better result than when ordering 
classes on a base of an average DTW matching cost. 

 

Fig. 14. CMC curves for modified algorithm 

One thing worth noticing is the fact, that the basic DTW method and voting using 
best (minimal matching cost) class representatives have probability of identification 
of 100% at rank 9, when using voting with worst (maximal matching cost) class  
representative probability of identification of 100% is reached at rank 10 and when 
using class-average matching cost probability of identification of 100% is reached at 
rank 11. 

4 The Results Obtained 

A recognition technique measures some properties of an individual and stores that 
information as a template. This procedure is repeated for a number of individuals, and 
a database of templates is formed. We then need an identification technique to cor-
rectly discriminate between individuals. Two such techniques have been presented in 
this paper. In the study described here, 120 lip prints from 30 individuals (4 lip prints 
per person) were examined. These prints were entered into the database. Next, in a 
round-robin type procedure, one image was removed from the database and this ex-
tracted image was compared with all the remaining images in the database. From this 
dataset we used similarity scores (8 per one individual). As the voting results does not 
contain any score, just an order is important so it is not possible to introduce any thre-
shold value to draw a ROC curves for identification in an open set environment, so 
the methods’ efficiency was compared in a closed set environment using cumulative 
match characteristic curves (Fig. 14), where possibility of identification (PoI) and 
rank are defined as: 

100%TPPoI
TP FP

= ⋅+   
 and   1rank FP= −                        (15) 

where: TP – true positive match and  FP – false positive match. 
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5 Conclusions 

The results of experiments demonstrate that presented here model of biometric system 
and a new kind of similarity scores give a good lip print recognition level. As simi-
larity scores the DTW together with Copeland voting technique have been applied. 
The process for collecting lip prints was the same procedure as that used in forensic 
laboratories for collecting lip prints from suspects. First, latent lip prints were col-
lected on paper using a cheiloscopic stamp. The visible lip prints were then scanned 
and converted into grayscale images with a resolution of 300 dpi. Proposed studies 
make it clear that if lip features are appropriately captured, the lip print might become 
an important tool for identification. For example, this procedure can be applied during 
forensic investigations (post mortems, at crime scenes, in relation to medicine, etc.).  
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Abstract. This paper concerns database quality in the Keystroke Dynamics 
domain. The authors present their own algorithm and test it using two databas-
es: the authors' own KDS database and Keystroke Dynamics - Benchmark Data 
Set online database. Following problems are studied theoretically and experi-
mentally: classification accuracy, database representativeness, increase in typ-
ing proficiency and finally: time precision in samples acquisition. Results show 
that the impact of the database uniqueness on the experimental results is sub-
stantial and should not be disregarded in classification algorithm evaluation. 

Keywords: keystroke dynamics, identification, authentication, behavioral 
science, biometrics, computer security. 

1 Introduction 

With the recent expansion of Internet and the constant development of social net-
works, a lot of sensitive personal data circulate in the worldwide web. Frequently it is 
important to maintain data security, by limiting the access to a specific trusted group 
of individuals. It is therefore essential to determine or confirm person identity. The 
task is known as authentication - determining if the specific person’s identity con-
forms to its claim. Reference authentication data has to be stored inside an authenti-
cation database, in order to be compared with authentication data provided by the 
user. After positive authentication the user is granted access to the sensitive data or 
services. The difference between authentication and identification is that identifica-
tion is to determine the user's identity, without a claim who it is. In the case the whole 
authentication database has to be searched and the best matching user may be given 
access (if his authentication data is trustworthy enough). 

The traditional taxonomy of the human authentication methods has been proposed 
by H. Wood [1] and (after slight modifications) it distinguishes three groups of  
methods: 

• a proof by knowledge - something that the user knows and remembers, such as 
passwords, PIN numbers, lock combinations, answers to secret questions;  
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• a proof by possession - a unique item (token) that the user possesses, e.g. keys, 
chip cards, magnetic cards, hardware or software tokens;  

• biometrics - behavior or physical body properties unique for the user, such as fin-
gerprints, signature, keystroke dynamics, eye retina pattern, hand shape, ear shape, 
etc. 

Proof by knowledge is the most popular method of securing digital data, usually re-
ferred to as passwords. Regarding security it is important to create an efficient mul-
tiple-use password (as opposed to one-time passwords), which should follow three 
properties listed by Burnett and Kleiman [2]: complexity, uniqueness and secrecy. In 
practice, unfortunately, most users ignore at least one of the rules, e.g.: (i) a password 
is unique and complex, but written on an easily-accessed memo; (ii) a password is 
complex and secret but the same for every service; (iii) a password is unique and se-
cret, but very simple to guess. As reported by Bruce Schneier [3] about 25% of the 
passwords can be guessed using a 1000-word dictionary with 100 common suffixes. 
Larger dictionary along with biographical data brings success rate to 55-65%. 

Techniques that use proof by possession guarantee neither high security nor availa-
bility. As tokens are physical objects, they can be possibly handed over, stolen,  
misplaced or broken. If they are not secured by an additional password or a PIN code 
one can assume that the thief will easily access the sensitive data. 

The biometric methods can be used for both authentication and identification. 
Biometrics is a science concerning measurements of living organism features. In the 
past few decades there was a noticeable increase in biometrics popularity, especially 
in the domain of data security. Biometric methods vary greatly in terms of unique-
ness, classification accuracy and acceptability. Measured features can be classified on 
the basis of their origin as physical or behavioral features. Physical features are those 
that are derived from the way in which our body is built. The most popular and 
proved physical feature is fingerprint. Among physical biometric features one can 
also distinguish: face image, iris or retina scan, hand geometry. Behavioral features 
originate from a way user performs certain activities. The most known and the oldest 
behavioral biometric feature is handwritten signature. Examples of other behavioral 
features are: voice, gait and – the main subject of this paper – keystroke dynamics.  

Keystroke dynamics, like gait analysis, has significant advantages over other bio-
metric features. It is non-invasive, highly acceptable and it does not need specialized 
hardware (in its basic form). There are also some disadvantages of keystroke biome-
trics: (i) efficient features interpretation can be problematic; (ii) limitations of present 
Operating Systems can affect the data quality. Reference [4] correctly points out that 
the researchers often overlook an important disadvantage of many biometric methods 
– acceptability. Obtaining fingerprints or an iris scan may be considered insulting by 
some people.  

Sometimes a particular biometric feature cannot be obtained from the user (e.g. a 
finger blessing altering the fingerprint), thus systems based on more than one feature 
are desirable. In [5] voice, hand geometry and face image are used together.  

This paper is organized as follows: section 2 describes state of the art in keystroke 
dynamics, section 3 presents two databases: database KDS created by the authors and 
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Keystroke Dynamics - Benchmark Data Set [6] database available online, section 4 
presents briefly the fundamentals of the authors' classification approach to keystroke 
dynamics (for details please refer to papers [7]-[9]), section 5 presents classification 
results and problems related to database quality regarding keystroke dynamics, finally 
section 6 concludes the paper. 

2 State of the Art 

Keystroke dynamics is a behavioral biometric feature that describes human keyboard 
typing pattern. This method is dated as far as the invention of the telegraph and its 
popularization in the 1860s [10]. Keystroke dynamics is not as accurate method as 
fingerprint pattern so it cannot be used for forensic purposes [11], as the method does 
not meet the European access control standards such as EN-50133-1. It specifies that 
FRR should be less than 1% and FAR should be no more than 0.001%. However, if 
one includes other features of typing, the keystroke dynamics results will definitely be 
improved. Similarly, as it is with handwritten signature, when existing (off-line) sig-
nature is analyzed, only two features are considered – its dimensions. On the other 
hand, when on-line signature is analyzed, additional features such as the pressure of 
the pen, its angle and the position in time can be extracted. This gives five features to 
analyze and improves accuracy significantly. A good idea is also to analyze the pres-
sure of the keystroke.  

Keystroke dynamics itself is not likely to give satisfying results, unless merged 
with some other biometric features, preferably non-invasive physiological ones in a 
multimodal system. An example of multifactor systems could be keystroke dynamics 
merged with face image recognition used to verify user identity while inserting PIN 
number at the ATM. 

2.1 Latest Achievements and Other Possible Directions 

Latest research focuses in general on the user authentication in order to secure  
personal computers. There are only a few works on the topic of user identification. 
Artificial Neural Networks are one of the most common tools for classification. The 
main disadvantage of ANN is the high dependence on the training database and high 
cost of retraining. Also, it is a black-box model, so no information about the specific 
attributes is available. Researchers mainly focus on the algorithms that are ready and 
known to work well, but in general the number of untested approaches is constantly 
decreasing. 

With many of the algorithm ideas tested, researches started looking for new  
features that would improve the classification accuracy. One of the ideas is to use 
pressure sensitive keyboards. Microsoft is working on the hardware [12] and a student 
team contest was organized using the prototypes, searching for new ideas [13]. It is 
shown that pressure is even more important characteristics than the dynamics itself 
[14]. In [15] the authors constructed their own keyboard and used pressure as an addi-
tional feature, which turned out to be very helpful for the user authentication. This 
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should not surprise anyone since i.e. on-line signature recognition is generally more 
reliable than off-line. The results suggest that the use of pressure information would 
greatly help in user identification. The main problem with this approach is very low 
availability of pressure sensitive keyboards. 

Some research has been done using mobile phone keyboards as input devices [16]-
[18]. The motivation behind is the rising popularity of mobile phones and the fact that 
many users do not even use PIN to protect their devices. The proposed solution is to 
use keystroke dynamics to authenticate users as they type text messages and phone 
numbers. For the standard 9-key keyboard, both numerical and alphabetical inputs 
have been tested and the error rates are reported to be about 12.8% for 11-digit phone 
number [16] and 13% using fixed 10-character long alphabetical input [17]. Interes-
tingly, for mobile version of QWERTY keyboard, dwell time for each key did not 
prove to be a reliable feature and only latency between keys was used [18]. Results 
were similar as for 9-key keyboard and the error rate was 12.2%.  

ATM hardware was also considered [19], but rather than keystroke dynamics, 
keystroke motion and hand shape at different time points were analyzed and the 
results proved to be very good. Error rate achieved was as low as 1.1% to 5.7% 
depending on the PIN and exact features used. This approach requires a camera which 
records hands movements as the PIN is typed. It raises safety issues, as it is generally 
advised to hide hand movements while typing PIN. 

2.2 Database and Sample Validity 

The work [20] summarizes all major efforts in keystroke dynamics with attention put 
on database issues. The algorithms in the field are mostly developed using dedicated 
databases. The main problem is that all those various and 'specialized' databases are 
very difficult to compare. Some of them were collected in supervised conditions. In 
this case certain samples may be disregarded, i.e., the users who make a lot of mis-
takes or users that want to sabotage the experiment (by intentionally inserting unnatu-
rally different samples). Samples are gathered with various amounts of characters. 
One cannot tell if a phrase is as good in discriminating user's identity as the other with 
the same length [8]. Some of the phrases also need pressing additional special keys in 
case of typing capital letters or diacritic characters. The size of the users' population 
matters greatly, especially with identification algorithms. Another issue is incomplete 
or corrected data. That leads to sample inconsistencies that may render the results 
unreliable. The event timing may be affected by OS clock process queuing. It was 
examined using arbitrary waveform generator [21] and reported that 18.7% of the 
keyboard events are registered with 200μs latency. However, while using typical PC, 
samples are limited in precision with OS event clock, which is limited to accuracy of 
15.625 ms (64 Hz) using MS Windows and 10 ms using most Linux distributions. 

Considering the constraints described above, the authors of [20] released their da-
tabase online: Keystroke Dynamics - Benchmark Data Set that is very accurate and 
has many samples. The database is available online free of charge [6] and was used 
by the authors along their own KDS database to experimentally test database-related 
issues.  
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3 Database Classification 

It has been shown that keystroke dynamics authentication results highly depend on the 
database quality [20], [22]. Viable algorithms should deal with noisy samples: the 
ones with typos or random pauses in user typing. Among the databases the authors 
can distinguish ones collected in a supervised way, meaning every test subject was 
individually instructed by a supervisor before the start of the samples acquisition 
process. The supervisor can also make notes on how the subject types and what 
influences him. It guarantees samples of good quality. This type of database, however, 
usually does not reflect real world situations. Databases may have accounts 
duplicated, for example if the user forgets his password or just wants to have multiple 
accounts. The typing pattern may be duplicated for two different classes, which may 
decrease the identification accuracy and in hybrid (rank-threshold) based verification 
methods it may even increase the FRR. Typing with unnatural manner can also 
increase FAR. 

Another factor is the purpose for which the database is gathered. Authentication 
requires user ID attached to keystroke data. Simulation of hacking requires the same 
text typed by many users. Passwords are usually short phrases often consisting 
additional characters like capital letters (that involve shift key), dots, semicolons, 
numbers and symbols. For identification samples should be preferably longer, as this 
application is more complex.  

There can be two additional approaches to keystroke data acquisition. The first is 
based on a fixed text. The second way is to use free-text authorization [22] to 
continuously monitor user’s workstation while trying to authorize him/her. There are 
the following problems with free-text authorization: (i) how often user authentication 
algorithm should be run, (ii) more difficulty with data collection, (iii) more samples 
are needed for learning of the recognition algorithm. Potential noise can be a unique 
feature that helps to recognize users, so removing it completely – without deeper 
analysis – would be a loss of valuable information. 

3.1 KDS Database Description 

The authors' keystroke dynamics database (KDS database) was gathered in non-
supervised conditions using JavaScript web-browser platform [23]. It is therefore OS 
independent and globally available, however at a cost of unpredictable latency. Data 
from over 400 users and total of over 1500 samples is stored in the database. 

KDS database is unique, as it stores additional meta-information like user’s name, 
age, sex, hand used while writing and estimated proficiency with keyboard. This addi-
tional information could serve for other purposes than authentication. The samples 
consist of five phrases, different among language versions (Polish and English).  
Uppercase and lowercase letters, special characters and key modifiers (Shift, Alt) are 
registered. The first phrase is a popular sentence, in English it is “To be, or not to be, 
that is the question. The second phrase is a tongue twister; in English it is “Shy Shelly 
says she shall sew sheets.” The third phrase is an example of simple password: short 
Polish word: “kaloryfer”. The fourth phrase is a user-chosen sentence. The fifth 
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phrase is a Psylock (commercial keystroke dynamics solution) password “After some 
consideration, I think the right answer is:” [24].  

3.2 Keystroke Dynamics – Benchmark Data Set Database Description 

Keystroke Dynamics - Benchmark Data Set database [6] was used for the reference. It 
was gathered in supervised conditions from 51 subjects, using an external high preci-
sion clock. Sample acquisition was divided into eight sessions, 50 samples each. Each 
user had to type a phrase “.tie5Roanl” 400 times. The data acquisition sessions were 
separated by at least 24 hours. The database was used to test 14 published classifiers 
[20]. The database is especially useful for testing fixed-text algorithms. It is time-
accurate, has a reasonable number of users and many samples per user.  

4 The Authors’ Approach 

In this section, the authors describe their approach to identification, operating on 
fixed-text samples. Main goal is to compare the results obtained with the two above-
mentioned databases. The authors use k-Nearest Neighbor classifier, so k value is 
chosen and a training dataset is built, where the amount of samples per user cannot be 
less than k. The remaining user samples are assigned to the testing dataset. The 
authors' latest approach [8] was to calculate initial weights for all expected key 
events. However, during tests with Keystroke Dynamics - Benchmark Data Set it 
turned out that the classification results are better with the use of the former algorithm 
[7]. The possible explanation of this phenomenon is given in section 5. 

Absolute times are processed into flight times and dwell times. Flight times are the 
times between releasing one key and pressing another. Dwell time is the time when a 
key is in the pressed state. The reason the authors convert event times into those two 
characteristics is because they are more stable. When the user makes a mistake or 
hesitates on some key, this would only affect the next two keys and not all the 
remaining times. The distances between samples are calculated using Manhattan 
metrics between corresponding keyboard event times.  

Partial distances for two given samples were calculated using Manhattan distance 
(for corresponding dwells and flights), as specified in (1) and (2), where dd is the 
partial dwell distance, df is the partial flight distance, d1i and d2i are the i-th dwells for 
1st and 2nd samples, respectively, dd is the partial dwell distance, f1i and f2i are the i-th 
flights for 1st and 2nd samples, respectively.  ݀ௗ = |݀ଵ െ ݀ଶ|

ୀଵ  (1)

݀ = | ଵ݂ െ ଶ݂|
ୀଵ  (2)

The total distance d between the two samples is calculated as in (3), where p is the 
ratio of importance of the flight time compared to the dwell time. 
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Both flight and dwell are important as the authors presented in [7]. In the previous 
experiments the authors had determined the best p ratio value as 0.7. However, due to 
use of the different database, the authors decided to use the arbitrary value of 0.5.  

After the calculation of all distances k samples are labeled with the training author 
ID and assigned a rank. The authors evaluate only closed-world case. Among all the 
results the authors take the k best ones and then conduct voting procedure on users (as 
described in detail in [7]. The shortest distance gets the highest score of k, the longest 
distance gets the lowest score of 1. The winner is the user with the greatest sum of 
scores. 

5 Experimental Results 

5.1 On Classification Accuracy 

The authors have tried many varieties of combinations of their algorithm, while using the 
same amount of users in both databases, number of characters in a phrase and amount of 
training samples. In both experiments the training data sets were created using random 
samples, k=2, training set containing 6 samples for each user and 51 classes. Fig. 1 shows 
the results of this comparison where the flight-to-dwell importance is presented in horizon-
tal axis. As can be seen, the classification results are significantly different. It leads to the 
claim that the results are incomparable even if the authors test the same algorithm in simi-
lar conditions. This supports the conclusion from [20] that the results obtained by research 
teams on their own databases may be incomparable. 

5.2 On Database Representativeness 

The main issue with databases collected in the supervised conditions is that they do not 
refer to the real-world conditions and therefore may lead to false results. Watching a user 
may be frustrating and lead to the acquisition of corrupted samples. Supervised acquisi-
tion, however, eliminates samples intentionally counterfeited. Real-world samples are 
sometimes corrupted. In Keystroke Dynamics - Benchmark Data Set there seem to be no 
corrupted samples. When using this database samples written with mistakes should be 
therefore rejected, as they probably cannot be classified. 

Keystroke Dynamics - Benchmark Data Set is accurate and has a large amount of 
samples. It is perfect for testing algorithms for user authentication. However, when it 
comes to user identification, samples are too short to obtain satisfactory accuracy. 
Obtained accuracy of about 67% is satisfactory for such a short phrase and 51 classes. 

5.3 On Increase of User’s Typing Proficiency 

In the Keystroke Dynamics - Benchmark Data Set users were asked to type 50 sam-
ples each time in 8 sessions separated one from another by at least 24 hours. The au-
thors wondered how the learning process influences the results, so the authors tried to 
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Fig. 1. The authors' approach classification rates, using two various databases, versus flight-to-
dwell importance factor 

test few learning set building algorithms. For the first experiment the authors took 8 
random samples from all sessions per each user. Those samples should contain the 
best characteristics of the typing style of each user. In the second experiment the au-
thors selected the first sample from each session. It means that there was at least 24 
hour time span in acquisition between any of the samples from any single user used in 
the experiment. In the third experiment there were only the first 8 samples from the 
first session. This means that the user was not familiar with the password and has not 
developed the typing pattern yet. In the fourth experiment the last 8 samples from the 
last session were selected for training. It means that the users were well trained in 
typing the password. However, those are the last samples in the 50-sample session, so 
the users could be already tired. The authors always used 8 training samples per user 
profile and the authors set k value to 8 in our algorithm. In Fig. 2 one can see that the 
results vary a lot.  

As one can conclude, using the samples collected early does not result in satisfac-
tory accuracy. The characteristics obtained from them are differentiated, distorted by 
the fact that the user was still unfamiliar with the password. The first samples from 
each session also are not very good training dataset because the user had a long break 
between inserting them and they differ from the average user's characteristics. The 
last inserted samples are better, however, the user seemed to be tired typing so many 
samples and they may be not as stable as the samples from the middle of the session. 

Many of keystroke dynamics methods are based on Artificial Neural Network 
(ANN) algorithms. The authors' experiments show that the first samples of the user 
are the noisiest ones, and using them to train the ANN yields poor results similar to 
those shown in [20]. 

The next problem the authors examined was the time of the sample typing. Fig. 3 
presents the average time of phrase acquisition of 5 randomly selected users in each 
session. One can observe the gradual decrease in the mean time values.  
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Fig. 2. Sample data selection using different methods. Test 1 – random samples. Test 2 – first 
sample from each session, Test 3 – first 8 samples from the first session, Test 4 – last 8 samples 
from the last session. 

 
Fig. 3. The mean sample total typing time for five randomly selected users, versus sessions 

The standard deviation of each keystroke decreases over time, as could be seen in 
Fig. 4 Gradually the users insert samples in a more consistent manner. Inner-class 
differences decrease, which helps in classification. It reduces FAR in verification 
systems. 

5.4 On Time Precision in Samples Acquisition 

In [21] keyboard functioning using 15MHz function and arbitrary waveform genera-
tor was examined. It was noticed that 18.7% of keystrokes were acquired with a 
200μs error. Therefore, the keyboard was calibrated and the database was collected 
using higher precision. Data have been gathered with an accuracy of 100μs. This ex-
periment has shown that databases gathered using different machines may not be 
comparable because of the lack of the main bus clock calibration. Moreover, when 
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Fig. 4. The average of the keystrokes standard deviation for all samples, versus session number 

 

 

Fig. 5. Influence of time precision on algorithm’s classification accuracy 

CPU(s) is under load, delays in keystroke acquisition occur, as they are usually han-
dled by the message queue. There is also a difference between the lengths of keyboard 
clock frames of Linux/Unix (10ms frame) and Windows (15ms frame, 64 ticks per 
second) operating systems. The influence of time resolution on the algorithm classifi-
cation accuracy was tested using the authors’ approach. 

Fig. 5 shows that in the typically used time frames (10-15 ms – operating system 
clock intervals) there is no concern about data precision. As long as the resolution is 
smaller than 1ms there is no significant difference in the algorithm classification accu-
racy. However, it is easily noticeable, with a resolution greater than around 20ms, that 
the accuracy drops significantly. With precision of 0.6s almost random results are 
obtained.  
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6 Conclusions 

There has been a lot of research done in the field of keystroke dynamics during past 
decades. Many classification methods were researched in order to improve keystroke 
dynamics classification accuracy for both authentication and identification tasks. 
Obtained results are however hardly comparable due to the use of various database 
acquiring procedures and non-availability of databases.  

The authors have tested two databases. The KDS database has worse time 
precision than Keystroke Dynamics - Benchmark Data Set due to the acquiring 
procedure performed over the Internet with use of JavaScript and web browser. It is 
however more universal as it could be used remotely (however user identity would 
not be guaranteed in this case). KDS database is more suitable for user identification 
because the samples are longer. It contains users' mistakes and corrections, what could 
be used in further experiments. 

As the authors have indicated experimentally - using the same algorithm and con-
ditions - specifics of training database affects classification accuracy. The samples 
obtained later with greater users' proficiency are of better consistency and distinguish 
users more reliably. Training set should also contain imperfect samples as they  
increase FRR error margin. An algorithm for updating the training set should be con-
sidered, as using only the initial samples would affect the classification accuracy. 

The observations lead to the conclusion that the selection of database for the tests 
has the vital meaning for the reliability of results. The tests of classification algo-
rithms should be run on the same database without any modifications and with a fixed 
training dataset building. If the conditions are not satisfied, the obtained results are 
hardly comparable with others. 
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Abstract. In this work deals about the efficient intracardial ECG analysis 
algorithm. The main focus was design an optimal detection method for 
intracardial signals based on essential intracardial measuring methods and basic 
principles of gathering and processing data from invasive catheters. Intracardial 
ECG analysis is further important step in heart behavior understanding, 
especially it’s electric manners. Detailed signal description generated in 
heart,together with heart function knowledge can provide us with an useful 
information about heart’s condition or it’s diseases. Designed detection 
methodis able to mark significant points in intracardial records, compute it‘s 
elemental parameters and important time intervals. Incurred algorithm was 
designed and  tested on intracardial records provided by Cardiology Clinic of 
Hospital IKEM – Praha, and Electrophysiology Laboratory of Hospital Podlesi 
– Trinec. 

Keywords: iECG, Detection, Filtering, Processing. 

1 Introduction 

By entering this work was, among other things, analysis and detection of significant 
characters in the intracardiac ECG recordings with subsequent processing of such 
information. Data from measurements of intracardiac ECG was provided in a hospital 
Podlesi Třinec. These are the signals measured at different types of system operations 
and subsequently Exported Cardiolab in *. txt. Each data set is also associated *. inf 
file that contains additional information about the record length, sampling frequency, 
number of leads, etc. The development application was trying to get signals of various 
parameters from different places with varying degrees of heart hampering to 
determine a success or approximate boundaries of functionality algorithm. 

1.1 Source Intracardial Data 

Data is stored in a file with the extension *. txt, and can therefore be viewed as a 
classic notepad in Windows. After the opening we see that this is a table of numbers, 
where each column represents a seduction. The measured signals were recorded with 
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a sampling frequency of 977Hz. It follows that for such a long signal for 30 seconds 
for each lead-recorded 29310 samples. If recorded three intracardiac leads, for 
example, the first of the CS catheter ablation, and two, that the total surface leads 
recorded with 15 leads, it means that the file of the thirty-second measurement has 
439,650 samples, or figures in the table. This comprehensive text file on your 
computer takes up about 5MB of memory. 

The benefits file with the *. txt is the fact that it is very easy to load into MATLAB 
as a multidimensional variable. Indexing, we were able to separate each lead, 
respectively. vector and store it as a separate variable. Thus it can be done with all 
leads and each store separately under its own pre-chosen name. This prepared data 
from individual leads are ready for further processing. 

2 Signal Preprocessing 

In this work, the data are processed intracardiac leads see. Figure 1 shows the loaded 
signal from the ablation catheter accurately record the first 2.5 seconds. Signals from 
the chambers, which are clearly visible sign precedes the P wave, a signal from the 
hall. This wave, along with other manifestations of tissue, however, at this point 
redundant information. Our goal is to become independent and to detect ventricular 
signal. 

For recognition of deformed QRS complex need to adjust the signal first. In the 
first phase of minor cropping potential and then using the wavelet transform. 

Setting the threshold at the loaded signal seen in Figure 2 Red lines show the 
threshold values that are set both in positive terms and in the negative. Everything in 
this limited area is then ignored and reset the chart. However, it is necessary for this 
operation to maintain an identical length of the signal. It is therefore a direct 
replacement of values below the threshold at zero. 

In the algorithm shown below is copied into a variable with a length of the original 
signal is modified in the wake. 
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Fig. 1. From the loaded signal is displayed intracardiac catheter ablation of seduction 

The next step is transformation modified signal using wavelets. Specifically, the 
selected wavelet bior1.5. As explained in section 4.3, determine the type of waves 
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preceded the experimental procedure is based on knowledge parameters of wavelets 
and its use in other applications. Subsequent levels of decomposition setting, or scale, 
using this formula was based on wavelets for detecting QRS complexes in the surface 
ECG 02.05. 

Finishing the signal is conducted continuous wavelet transform (CWT), wavelets 
bior1.5, with the fourth level of decomposition. The result of this transform shown in 
Figure 2. 
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Fig. 2. Adjustment signal continuous wavelet transform - CWT, bior1.5. For clarity, only the 
first pick was detected excitation signal. It is clearer and shows how the signal continuous 
wavelet transform based on original changed shape. 

2.1 Finding Three Significant Characters in the Intracardiac Recordings 

Trimming curve prepared in advance and continuous wavelet transform is now 
available for the final stage of detection. This is a clear target indication of significant 
peaks that are detected primarily ventricular cycles and finding the beginnings and 
ends of these impulses. As already mentioned in Chapters 3 and 4, our task is not 
interested to follow more closely the morphology of the curve. Valuable data are kept 
in the information exactly where on the timeline is detected peak of excitement, when 
the excitement begins and ends, respectively. length and its relationship to 
neighboring vzruchům detected. First of all, we must clearly identify the detected 
peak of excitement. 

2.2 Finding the Detected Peak Impulse 

After adjusting signal quality before building a relatively simple task. The signal is 
free from all the surrounding potentials which are not interesting for us as well is 
wavelet transform rid of sharp transitions and changed into a form that presents 
Figure 3. So the only thing left, and find places where the transformed curve 
intersects the zero. We know that at the same time when the original curve reaches its 
local maximum, then the detected peak of excitement. 
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The problem with this procedure is the possibility of intersection of two lines of 
zeros. The signal zero crossing can be upward or downward, or may go from negative 
to positive and vice versa. Is needed in this algorithm into account, otherwise it will 
only detect one case of two and a high probability of excitation peak detect. 
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Fig. 3. Detected peaks intracardiac ECG electrical activity generated by ventricular 

Another complication lies in the multiple detection. Figure 28 shows that the zero 
passage of the transformed signal below the top of the original passage is not only 
zero in the area. Algorithm to actually detect several peaks and is not clearly 
determined which of them is described as the pinnacle of the impulse, ie as a global 
summit. Assuming that it would be a simple curve with really only one local 
maximum to avoid the multiple detection. With this, however, can not count, 
especially with intracardiac leads that may have a completely unexpected 

The solution to this problem is the second part of the displayed code, which 
provides only the label is always the highest, that is the most prominent peak, which 
will ensure compliance with the requirement to detect a global peak of excitement. 
S_cwt variable represents the signal after processing the first part of the code and 
wavelet transforms. In the first phase will split the signal into sections that define the 
detected impulses. With a condition that can be detected only one peak in each such 
segment, the algorithm looks for the one with the highest amplitude relative to other 
peaks found. The definition of this section is based on sampling frequency, while the 
assumption of a distribution of excitation. As a limit value for setting limits for 
cropping signal, this value may be modified according to user needs and current 
signal parameters. 

In this way, peaks are detected, or excitation peaks, which are used in the 
subsequent detection of the beginning and end of the impulse as a starting point, 
clearly defining where the peak is located. 
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2.3 Finding the Beginning and End of the Detected Impulse 

The next phase of the effort comes reliable indication of the place where the detected 
excitation begins and ends. Early attempts to design this part of the algorithm 
contributed to the final solution with satisfactory results. To better understand the 
description and the impasse of development. 

The original idea comes from practice. The doctor looks at the curve and just see 
the place where the excitement begins. Identifies it as that of the relatively flat line 
curve begins to rise suddenly to higher values. Likewise, it is also able to detect an 
algorithm to detect the beginning of excitement, but it has to be defined in accordance 
with these requirements. It is not possible based on the projected shape of the curve, 
as is the case with the surface ECG. The shape can take various forms, it is necessary 
to build on this basic premise: excitement begins where the curve starts from a 
relatively flat line of steep climb to higher values. 

To find this place is first necessary to map the section signal. Rather it is a section 
from the detected peak before the beginning of oscillation. The signals are then 
backward from this point marked points that are stored in a matrix for subsequent 
calculations. Not only do we know their coordinates, or location on the timeline, we 
also represent the value of the signal amplitude at a given point. 

  

Fig. 4. Marking the beginnings of impulses detected by intracardiac ECG 

This section mapped signal was then subjected to search for the smallest difference 
in amplitude between two neighboring points. The result of this comparison should be 
to find a flat end and the beginning of the steep climb. However, faced several 
problems. First and foremost was the smallest difference between points are often 
found at large distances from the actual beginning of the impulse, ie before it even 
began to stir. This was mainly due to the fact that the smallest difference amplitudes 
are often located away from the beginning of the excitement and not directly at him. 
The second complication occurred when the two adjacent points lie in the steep part, 
but one on the ascending and descending on the second, at about the same level. The 
algorithm then evaluate this case as a flat surface and named it as the beginning of 
excitement, but he saw a local maximum or minimum between these points and was 
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unable to recognize that the points lie on a steep curve. Including more surrounding 
pixels into these calculations, the problem is solved. 

To ensure a really steep marking the beginning of excitation, respectively. place 
before the start of the steep change was designed additional code, to ensure early 
recognition steep based on a predetermined level, the signal must exceed before the 
impulse. Points are mapped in the first phase of this calculation converted to their 
absolute values. It is not conclusive, if the beginning is in positive or negative values. 
Elements are among the neighboring points. Subsequently, the detected maximum 
value of the matrix marked points. This value is then determined the level of 0.1%. 

In the detection of all impulses to proceed similarly, but on the opposite side of  
the detected peak. At the same time there is an effort to find the sharp end, because 
the impulses are usually sharply terminated. In most cases disappear more slowly than 
the rise. The algorithm was therefore counted the detected displacement of the point 
which was found in the same manner as at the beginning of excitation. 

In this way the algorithm was developed to detect peaks, start and end of detected 
impulses. Beginnings and endings are detected based on detecting peaks. Without a 
mark on top of the algorithm is able to delimit excitement. The experimental part of 
the algorithm was able to recognize signs and Q and S waves detected in the chamber 
complex. Due to the nature of the intracardiac signals, however, from this expansion 
was abandoned and attention was paid to quality notably through the detection of 
peaks of individual impulses. 

3 Analysis Result 

The algorithm was tested on approximately 75 different intracardiac signals from 15 
different operations. This was how the signals from the diagnostic catheters, which 
provide about the best possible signal, measured directly in the heart, as well as 
therapeutic catheters, especially ablation, which is more therapeutic than hampering 
because of almost constant motion after cardiac walls. 

 

Fig. 5. Slightly hampering signal ablation catheter. Detection of peaks was flawlessly, 
beginnings and ends are detected for the second excitation reliably identified. 
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Detection of peaks achieved when the correct setting of limits almost total success 
even in noisy signals. In cases where the algorithm does not detect any peaks or, 
conversely, create false points, the curve was so hampering that there were doubts 
about the actual value of the information curve. 

Identifying the beginnings and ends of the excitation peaks detected in the header 
pipes from the CS catheter almost flawless. For noisy signals success begins to 
deteriorate, and to mark the beginning is always the case. Only the position of 
determining the beginning point is not exactly at the point of beginning of excitation. 

By classifying peaks, start and end of each detected impulse was obtained by 
specific dates, which carry information about the amplitude of excitation, the 
frequency, duration, etc. The processing of this information is not targeted to any 
particular application. This is a demonstration of versatility of use of the algorithm. 
Analyzed intracardiac ECG curve has been described and this allows the subsequent 
use of these data for experimental and other purposes. 

4 Test Results and Evaluation by Analysis 

Of all ten measured parameters were selected to assess three basic parameters of the 
signal and then three time intervals for cross checking the accuracy of detection. 

Table 1 are measured values from the analysis of the fifteen intracardiac signals. 
The upper part is shown on the measurement of diagnostic catheters, the lower part 
presents the signals of therapeutic catheters. HR heart rate indicates the heart rate of 
total recording time. It is therefore an average value in units of beats / min. The 
amplitude of the detected impulse Amp informs about the average height of the signal 
amplitude in mV units. 

Table 1. The measured Values 

Signals from a diagnostic catheter EN 

  HR [bpm] Amp [mV] P - P [ms] B - B [ms] E - E [ms] Hit Rate [%] 
1 72 1,024 838 838 838 100 
2 72 0,5917 838 838 838 100 
3 90 0,4053 667 667 667 97,93 
4 87 0,4996 686 686 686 100 
5 75 0,4566 798 798 798 98,2 

Signals from therapeutic catheter ABL 
  HR [bpm] Amp [mV] P - P [ms] B - B [ms] E - E [ms] Hit Rate [%] 
1 74 0,2676 806 804 806 100 
2 106 0,512 567 565 567 75 
3 133 0,3798 452 453 452 95 
4 133 0,3798 452 453 452 94,04 
5 86 0,469 698 698 698 100 
6 86 0,4296 698 699 698 91,3 
7 86 0,6738 796 796 796 100 
8 66 0,4559 910 910 910 86,36 
9 85 1,7146 706 706 706 98,46 
10 71 1,2949 846 846 846 95,38 
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The following three values of PP, BB, EE is dedicated to time intervals to assess 
the mutual time between detected points. This is the time interval between two 
adjacent peaks, the time interval between the starts of two adjacent impulses, and the 
interval between the end in units of ms. 

The last column lists the values of hit rate achieved success at the individual 
signals. Word of success in this case think successfully found and marked points of 
the beginning, peak and end of detected impulses. This value was calculated based on 
detection by visual inspection for each of the records. The number of unsuccessfully 
marked or completely unmarked points and the total number of impulses detected 
catheter has been derived detection rate as a percentage. 

5 Signal Processing Ranking 

This value has a major impact on all previous calculations. If success is very small, 
we mean below 50%, does not have a previous column, too deal with. Measured and 
calculated data in such a case would probably not representative. Values above 90% 
success rate on the contrary we affirm the accuracy of the calculated parameters. 

Percentage success was calculated based on visual inspection of each detected 
impulse. In the event that the detector has not identified any excitement, the points 
were its peak, the beginning and end labeled as defective. Likewise, if the detector is 
evaluated as a potential suitable to describe excitement, while the excitement was not 
in effect, create a false detection, and also this point is marked as defective. 
Subsequently, the bad points of detection compared with the total number of 
impulses, which had a detector to recognize and label. 

In the event that marked all the impulses in the signal, its peaks, starts and ends at 
the same time did not create any false detection, the program has reached the 
maximum, a 100% success rate. In case of omission of some important points, or 
marking the wrong places, the success rate has declined in the worst case up to 75%. 

Overall, the table shows that the measured signal quality diagnostic catheters is 
generally achieved a higher success rate, while the ablation catheter, which is often 
hard to read the signal, detection rate was worse. 

Simultaneously with this measurement was performed peak detection statistics of 
success and detection of beginnings and endings, which is not included in the table. In 
this measurement is not take into account the type of signal. It did not matter then 
whether the signal from the therapeutic or diagnostic catheter is taken into account 
only well or poorly marked points under visual control again seen as successful or 
faulty. The resulting, average values of success are as follows: 

The success of the algorithm for detection of significant characters in the 
intracardiac signals. Detection rate peaks: 98.85%, The success of detection of 
beginnings and endings: 95.05%, The success rate in detecting signals from 
diagnostic catheters: 99.22%, The success rate in detecting signals of therapeutic 
catheters: 93.55%. 
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6 Conclusion 

The benefit of this work is a new approach to detect points in the ECG signals 
nonstandard shapes. It introduced an efficient method to recognize, label and border 
impulses, which are directly from the heart wall observed invasive catheters. This 
project was created to continue work to further improve the algorithm to detect and 
use this system to find deposits of arrhythmia in the heart, using calculations of 
intervals between impulses of two different signals in real time. For processing and 
design of detection algorithms were used MATLAB, in which they were implemented 
as mathematical signal processing operations, so statistical analysis of test results. 
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Abstract. This paper presents a new system to achieve face detection and track-
ing in video sequences. We have performed a combination between detection 
and tracking modules to overcome the different challenging problems that can 
occur while detecting or tracking faces. Our proposed system is composed of 
two modules: Face detection module and face tracking module. In the face de-
tection module, we have used skin color and motion information to extract re-
gions of interest and cut off false positive face. This filtering step has enhanced 
the next face tracking processing step, as it helps to avoid tracking false positive 
faces. Regarding tracking module, we have used face detection results to keep 
the face tracker updated. In order to carry on tracking face we have used particle 
filter technique which was adapted to track multiple faces. Moreover, each 
tracked face was described by a defined state: tracked, occluded, entered, left or 
stopped. The performance of our detect-track system was evaluated using several 
experiments. This evaluation proved the robustness of our face detection-track 
system as it supports automatic tracking with no need to manual initialization or 
re-initialization and reaches best performance to deal with different challenging 
problems.  

Keywords: Face detection, face tracking, particle filter. 

1 Introduction 

Detecting and tracking faces with any view is an important problem since it has been 
observed that there is nearly 75% of faces in video are non-frontal [1]. This requires 
insuring permanent face spotting through the three degree of freedom of human head 
pose: yaw, pitch and roll. Thereby, detecting and tracking faces with any point of 
view is a very useful task mainly in visual surveillance applications, human computer 
interaction, facial biometric security solutions and driving assistance systems. 

Actually, both automatic face detection and tracking have to deal with different 
problems. Concerning face detection task, it has to deal with various challenging 
problems such as: variation in pose, illumination, scale, and facial expression. With 
regard to tracking task there is no doubt that using pure tracking technique cannot be 
applied in real world scenarios since it reveals some deficiencies namely: 
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 Initialization problem: as soon as the new face enters the scene, we ought to pro-
vide this information to the tracker in order to start a new track. 

 Lost track problem: when a face has left the scene, we have to update the tracker. 
 Occlusion problem: this is a major problem since people tend to walk and interact 

in groups with others which increase the chances of having partial or complete oc-
clusion. 

Many previous studies have been reported on tracking face through video frames. 
Relying on the face representation, we can classify tracking methods into three main 
approaches: point-based approach, kernel-based approach and silhouette-based  
approach. Point-based approach represents the detected face as a set of relevant 
points. The association of the points is based on the previous face state [2, 3]. This 
approach requires face detection in every frame which is not always possible since the 
head is naturally moving within its three degree of freedom, this can made the detec-
tion task rough. Nevertheless, it can be used when the face is moving in certain  
narrow degree of rotation. The category of kernel-based approach is based on face 
appearance representation, namely templates and density-appearance models. In fact, 
Template matching is a brute force method which goes over the whole frame, looking 
for a similar region to the object template defined in the previous frame [4]. Instead of 
templates, other face representations can be used like color histograms [5] or mixture 
models [6] which can be computed by using the appearance of pixels inside the rec-
tangular or ellipsoidal face region. The chief goal of a silhouette-based tracker is to 
find the face region in each frame using a face model generated in the previous 
frames. This face model can take the form of face shape or face contour. At respect to 
these face models, silhouette trackers can be divided into two sub-categories, namely, 
shape matching approaches and contour tracking approaches. Shape matching ap-
proaches search for the face silhouette in the current frame [7, 8]. However, the  
contour tracking approaches raise an initial contour to its new position in the current 
frame [9, 10].  

In this paper, we propose an integrated detect-track system that can overcome the 
foremost problems usually emerging while detecting and tracking faces. Our proposed 
approach is composed of two main steps: Face detection step which was widely de-
tailed in [18] and tracking step which will be depicted in this paper. Both of these two 
steps are running continually in each frame so that they complement each other very 
well to improve face localization in video sequences. In fact, when detection fails to 
detect face, tracking will secure face location; conversely when the tracker fails to 
update the tracker, the detection step will keep the tracker informed if a face has en-
tered, left or reappeared. Concerning detection step, our proposed approach was based 
on the affluent combination of spatial (skin) and temporal (motion) information in 
video to filter out and restrict regions of interest. Regarding Tracking step we have 
used particle filter technique which is well known for its capability to deal naturally 
with problems arising from non-linearity and non-normality of the motion model 
under many tracking scenarios. Moreover, we have classified each tracked face into 
five states: tracked, stopped, entered, left, or occluded, this will help understanding 
person behavior in the scene. To evaluate our proposed system for face detection and 
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tracking in video, we have appraised several experiments. Our main contributions can 
be abridged in two points: adapting the system to detect and track multiple faces 
without scarifying real time performance and handling multiple complex challenging 
problems related to detection and tracking tasks.  

The rest of the paper is organized as follows: We begin in the next section, by  
detailing our proposed detect-track system. The results of several experiments and 
performance evaluation are presented in section 3. We conclude this paper with re-
marks on potential extensions for future work. 

2 Proposed Approach 

Figure 1 illustrates our proposed approach for automatic detection and tracking faces 
in video. It is composed of two successive modules: face detection module and face 
tracking module. 
 
 

 
 
 
 
 
 

Fig. 1. The proposed detect-track approach 

2.1 Face Detection Module 

Regarding face detection module, we have proposed in [18] a hybrid approach which 
benefits from the affluent combination of spatial (skin) and temporal (motion) infor-
mation in video to improve face detection. In fact, our approach starts by detecting 
regions in motion using approximate median background subtraction technique. Then, 
we go over these moving regions to find out pixels having skin color. Skin color de-
tection task was performed using our proposed skin color model HSCr which was 
developed using a data-mining process. This restriction of regions of interest, by  
applying motion and skin color filtering, helps to reduce regions of interest and cuts 
out earlier false positive which can appear jointly with decor or non-skin regions. 
Finally, we classify these moving-skin color regions into face and non-face using 
Adaboost algorithm. In [18] we have proved the effectiveness of integrating spatial 
and temporal information as it helps to avoid tracking false positive faces. 

2.2 Face Tracking Module 

This module is composed of three main stages: update tracked face stage; particle 
filter tracker stage and face state definition stage. 
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Update Tracked Face. The update tracked face stage seeks to update not only the 
face tracked structure but also the number of tracked faces either there is a new detec-
tion or not. 

To start this stage, we have to record a first detection shot in order to initialize the 
tracker. Henceforward, we just applied the update tracked face stage which aims to 
keep the tracker informed with the detection module results.  

Initialization step consists of assigning to the tracking face structure the new meas-
ures out came from the detected face structure. Notice here that a face structure  
(detected or tracked) is defined by its center coordinates (x, y), height, width, distance 
between the face and the camera and its current state (Leaving, Entering, Stopped, 
Occluded, Tracked). 

In the case when the face detection module fails to detect faces in the scene, we 
update the tracked face structure and the number of tracked faces in the scene with the 
previous ones. 

Otherwise, when we record a new detection, we have to identify if this new detec-
tion belong to an old tracked face or it is for a new entering face. Therefore, we go 
over each detected face and check if its center belongs to an old tracked face, if it fits 
this condition we just update the old tracked face structure with the new detected face 
structure; If not, we verify if there is an old occluded tracked face in the scene. If this 
is the case, we have to understand that this occluded face has just reappears again and 
then we update the occluded tracked face structure with the detected face structure 
without increasing the number of tracked faces. 

Otherwise, if we do not find an old face tracked which fits the new detected face 
and there is no previous occluded face in the scene, we conclude that there is a new 
face which has just entered to the scene. Thus we have to update the tracked face list 
by adding the new detected face structure and incrementing the number of tracked 
faces in the scene. 

Particle-Filter Tracker. At time t, each face is described by a state vector St. The 
goal of face tracking is to estimate the face state St at time t using a set of observations 
Zt. In other words, it consists of constructing the posterior probability density function 
(pdf) defined as p(St | Zt). 

To derive the prior pdf of the current state p(St | Zt−1), the recursive Bayesian filter-
ing provides the theoretically optimal solution which makes use of the dynamic  
equation and the already computed pdf p(St−1 | Zt−1)  of the face state at time t−1 in 
the prediction step. Afterward, in the update step, it employs the face likelihood func-
tion p(Zt | St) of the current observation to compute the posterior pdf  p(St | Zt).  
Formally, it can be written as follows: 

) ௧ܵ|ܼଵ:௧) = |௧ܼ) ௧ܵ)  ) ௧ܵ | ௧ܵିଵ)( ௧ܵିଵ|ܼଵ:௧ିଵ) ݀ ௧ܵିଵ | ௧ܼ) ௧ܵ )  ) ௧ܵ| ௧ܵିଵ)( ௧ܵିଵ |ܼଵ:௧ିଵ)  ݀ ௧ܵିଵ  ݀ ௧ܵ                            (1) 
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As it showed in equation above, the computation of the posterior probability ( ௧ܵ|ܼଵ:௧)  using Bayesian filtering requires a high dimensional integrals computation 
and can deal with the non-linearity and non-normality of the motion model. High-
dimensional integrations cannot be easily computed in a closed analytical form; hence 
a particle filter tracker was adopted to estimate the posterior probability. 

Actually, it is widely accepted that the particle filter is superior to the traditional 
Kalman filter in terms of tracking performance [12], since the particle filter provides a 
robust object tracking without being restricted to a linear system model and proves 
performance to deal with limitations arising from non-linearity and non-normality of 
the motion model under many tracking scenarios [13, 14].  

To perform tracking we have used particle filter technique with adaptive resam-
pling and adjusted it for multiple faces tracking context. 

In fact, the particle filter tracker maintains a probability distribution over the 
tracked face state (location, scale, etc.). Particle filters represent this distribution as a 
set of weighted particles samples. Each particle is an instantiation illustrating one 
potential location of the tracked face. Particles having high value of weight reveal the 
locations where the tracked face is more likely to be. This weighted distribution is 
propagated through time using the Bayesian filtering equations, the trajectory of the 
tracked face can be found by using the highest weighted particles. In our case, we 
have defined the face state as follows: St = {x, y, s, w, h, histo}, where (x, y) are the 
face coordinates center, s is the face scale, w and h are respectively the width  and the 
height of the current face, histo is an histogram model of the current region. 

The first step in particle filter tracker is initializing distribution which consists of 
creating N particles on each detected face. Then for each particle, we sample a new 
face state using second-order autoregressive dynamical model which is a type of ran-
dom process often used to model and predict an output of a system based on the two 
previous outputs. Particle weight assignment was performed using Bhattacharyya 
distance between the predicted face region and the measured one. In fact, particles 
which have predicted correctly the face location will have high value of weight and 
conversely the particles which have fail to predict properly the face will have weak 
value of weight.  

Actually, the algorithm consists in making evolve the particle set Pt = (St
n, Wt

n) n = 

1,… , N, where St is hypothetical state of the tracked face and Wt its weight. However, 
after some iterations, most of particles will have a weak weight close to zero; this is 
known as the degeneracy problem. The goal of resampling is to focus on high 
weighted particles and get rid of weak weighted particles by replacing the N particles 
according to their importance weights. 

Unlike the existing works [17, 11] which use particle filter technique for tracking a 
single object, we have adopted this technique for tracking multiple faces by activating 
a different set of particles for every new detected face. 

Face State Definition. The state definition stage is a significant task since it contri-
butes to update successfully faces, as well as understanding their behavior in the 
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scene. Hence, we have differentiated five states: Tracked, Occluded, Stopped, Entered 
or Left.  

• Stopped Face State.  

A face is seen as stopped face if the Euclidean distance between its center in the cur-
rent frame and the previous one does not exceed two pixels. Furthermore, the current 
state of the face should not be occluded since an occluded face has often a small 
amount of movements. Moreover, the distance separating the face from the camera 
should not be greater than one centimeter among the previous and the current frame 
(Figure 2). 

 

Fig. 2. Stopped Face State 

• Leaving and Entering Face State. 

To identify leaving and entering face, we have defined a window of track as an area 
where the face could appear clearly in the scene. If the tracked face center is out of 
this window of track, we declare that it is either entering or leaving the scene. This 
window of track is defined as follows: 

൞ ்ܺௐௗ௪௩  =  ܺி െ  10்ܻ ௐௗ௪   = ிܻ െ ௐௗ௪்ݐℎ݃݅݁ܪ10  = ிݐℎ݃݅݁ܪ െ ℎ்ௐௗ௪ݐ20ܹ݅݀ = ℎிݐܹ݀݅ െ 20                                   (2) 

A face is perceived as a leaving face if its center goes beyond the window of track and 
the distance between the center of current tracked face and the frame center is larger 
than the distance between the center of previous tracked face and the frame center 
(i.e. the face is going far from the frame center) 

Once we have identified a leaving state we have to update face tracked structure, 
thus we delete the left face structure from face tracked list and decrease the number of 
tracked faces in the scene (Figure 3). 

A face is defined as an entered face, if its center is out of the window of track and 
the distance between the center of current tracked face and the frame center is lower 
than the distance between the center of previous tracked face and the frame center 
(i.e. the face is moving toward the frame center).  
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Fig. 3. Leaving Face State 

• Occluded Face State. 

A face is classified as an occluded face in two cases: when there is a faces interaction 
constraint or there is a one-face occlusion. In fact, when the distance between the 
centers of two tracked faces is lower than the sum of their widths divided by two, we 
declared that we have a faces interaction case. However, when the number of skin 
color pixel in the tracked region is lower than 30% of the total face tracked region we 
asserted that we have a one-face occlusion case (Figure 4).   

 

Fig. 4. One-Face Occlusion Case (Total Head Rotation) 

In the first instance, when faces interaction occurs, we have to identify which face 
occludes the other. Therefore, we compare the distance between each interacted face 
and the camera. The face having a larger distance than the interacted one will be clas-
sified as an occluded face. With regard to the face hiding the occluded one, it will be 
classified as a tracked face (Figure 5). 

 

Fig. 5. Faces Interaction Case 

• Tracked Face 

The tracked face state is the default state. In other words, when a face is not occluded, 
or stopped, nor entering or leaving, it is obviously moving in the scene and hence it is 
perceived as a tracked face. 
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3 Experimental Results 

In order to evaluate the performance of our proposed detect-track system, we have 
carried out two series of experiments. The first one dealt with the evaluation of the 
proposed detect-track system and the second one seeks to evaluate the performance of 
our adapted particle filter tracking technique.  

3.1 First Serie of Experiments 

This set of experiments aims to evaluate the performance of our proposed approach 
for face detection and tracking in video, as well as traces its behavior when only face 
detection module is applied.  

Experimental study was performed on two video databases sequences, La Casia da-
tabase [15] and our own recorded database. In fact, we have picked 10 sequences 
from La Casia database (5 sequences under uniform light and 5 sequences under vary-
ing light), also we have captured 15 sequences which deal with various challenging 
problems that can occur while detecting or tracking faces. Both video databases se-
quences description are summarized in table 1. 

Table 1. Video databases sequences description 

Video 
Databas-

es 

Constraints # Sequences # Frames #Faces Duration 
(seconds) 

La Casia 
Database 

Uniform Light 5 985 985 30 

Varying Light 5 985 985 30 

 
 

Our 
 Data-
base 

 
One Face 

Free Head Rotation 2 266 266 8 
In/Out Face 2 194 141 6 
Partial/Total Occlusion 2 257 257 8 
Total Head Rotation 2 557 321 18 

Multiple 
Faces 

Faces Interaction 3 989 2765 32 
In/ Out Faces 2 509 720 16 
Free Heads Rotation 2 347 694 11 

TOTAL 25 5089 7134 129 

Table 2 illustrates the obtained results while applying only face detection module 
and the recorded results by performing our face tracking module jointly with face 
detection module. To ensure evaluation, the familiar rates of precision and recall were 
used. 

The table 2 shows that with tracking module, both of recall and precision rates 
were improved. In fact we record height rate of precision rate while applying only 
detection module or running the whole detect-track system. This was expected, since 
we process with a filtering stage while detecting faces using spatial (skin) and tem-
poral (motion) information. This filtering stage helps to get rid of false positive  
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detection in an earlier step. Moreover, we notice that even when there is a total head 
rotation, we succeed to keep following it, so we jump from 61.9% of recall rate, to 
100% thanks to our combination of detection and tracking modules 

Table 2. Precision and recall rates of the detection module alone and the whole detect-track 
system 

Video 
Databases 

Constraints Recall Rate Precision Rate 
Only 

Detection 
Detect-
Track  

Only 
Detection 

Detect-
Track  

La Casia 
Database 

Uniform Light 82.5 % 100 % 100 % 100 % 
Varying Light 100 % 100 % 100 % 100 % 

 
 

Our Data-
base 

 
One 
Face 

Free Head Rotation 83.3 % 100 % 100 % 100 % 
In/Out Face 100 % 100 % 100 % 100 % 
Partial/Total Occlu-
sion 

73.6 % 100 % 100 % 100% 

Total Head Rotation 61.9 % 100 % 100 % 86.0 % 

Multiple 
Faces 

Faces Interaction 93.4 % 100 % 100 % 97.8 % 
Free Heads Rotation 69.5 % 99.3 % 100 % 92.2 % 
In/Out Faces 100 % 100 % 100 % 100 % 

 
Nevertheless, we perceive that the precision rate decrease little bit while tracking 

an occluded face. In fact, this precision decrease is due to the fast movement of the 
occluded face, as the face is not only occluded but also moves quickly. Although, this 
has affected slightly the precision rate but it does not touch the general performance 
of our detect-track system since a new detection will update naturally the face tracker. 

3.2 Second Serie of Experiments 

With regard to tracking technique evaluation, we have compared our adapted particle 
filter face tracker technique with the referenced tracking technique CamShift [16].  
To insure such evaluation, we suggest a new distance measure to appraise the  
performance of each face tracker technique. This distance measure is defined as the 
difference between X and Y ground truths trajectories and the X and Y tracked trajec-
tories averaged over all frames in each video sequence. Seeing that this distance is an 
average measure, we have rounded it to the nearest whole unit. In addition, since we 
have dealt with large databases we cannot display all the computed results, so only 
one example of each constraint will be exposed. Table 3 sums up this comparative 
study. 

Table 3 depicts the obtained results with our adapted particle filter and CamShift 
techniques. In fact, these results reveal the sensibility of CamShift tracker when some 
constraints arise. In particular, when the face is occluded the Camshift tracker fails to 
follow it and drift away with 22 pixels from the Y ground truth trajectory however the 
adapted particle filter keeps pursuing correctly this occluded face (only 3 pixels away 
from the Y ground truth trajectory). 
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Table 3. Performance comparison of Particle filter and CamShift trackers Techniques 

Video  
Databases 

 
Constraints 

Adapted Particle 
Filter  

CamShift  

Dist_X Dist_Y Dist_X Dist_Y 
La Casia 
Database 

Uniform Light (Seq: jam1) 3 2 4 4 
Varying Light (Seq: jal5) 5 3 39 6 

 
 
 
 
 

Our 
Database 

 
 
 

One 
Face 

Free Head Rotation 
(Sequence number 2) 3 2 10 5 

In/Out Face  
(Sequence number 2) 6 1 3 7 

Partial/Total Occlusion  
(Sequence number 2) 3 3 3 22 

Total Head Rotation  
(Sequence number 2) 8 1 23 17 

 
 
 

Multiple 
Faces 

 
Faces Interaction  
(Sequence number 2) 

Face 1 4 2 9 6 
Face 2 5 2 17 10 
Face 3 3 2 12 14 
Face 4 7 1 15 11 

In/Out Faces  
(Sequence number 1) 

Face 1 3 1 3 4 
Face 2 2 2 3 2 

Free Heads Rotation  
(Sequence number 2) 

Face 1 4 3 9 6 
Face 2 5 4 10 5 

 
Furthermore, our proposed particle filter seems to be more faithful to the ground 

truth trajectory then CamShift tracker in varying illumination constraint since Cam-
Shift tracker discards with 39 pixels from the X ground truth trajectory while the  
particle filter tracker keep being close (5 pixels) to the X ground truth trajectory. 
Moreover, regarding faces interaction constraint which is a complex challenge since 
faces are moving one next the other in such way that they hide each one the other, our 
adapted particle filter tracker proves more performance than CamShift tracker seeing 
that particle filter trajectory along X and Y is more closer to the ground truth trajecto-
ry than CamShift trajectory. Based on this report, we can conclude that CamShift 
tracker usually drifts away and in some times looses tracking when tracking error 
propagates through video frames. This problem is especially relevant when partial or 
total face occlusion occur or nearby faces appear with similar distributions to the tar-
get face. 

Figure 6 displays the X-trajectory of the second video sequence under faces inte-
raction constraint. Through this figure, we can see that the second and the third faces 
enter successively to the scene at the frame number 41 and 102 respectively; then we 
can notice how the fourth face enters at the frame number 165 and pass in front of the 
three faces and occludes them; however our face detect-tracker system succeed to 
keep following them although they are really occluded. 

This experimental study has highlighted the robustness and the effectiveness of our 
proposed approach for face detection and tracking in video. In fact, the combination 
of the detection and tracking modules supports automatic tracking with no need to 
manual initialization or re-initialization and reaches best performance to deal different 
challenging problems which can arise while face detection or tracking stages. This is 
achieved without affecting the quality of tracking or its computational complexity. 
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Fig. 6. X-Trajectories of faces in interaction 

4 Conclusion 

A face detect-track system was proposed in this paper. The face detection module 
makes use of motion information as well as skin color to earlier get rid of false posi-
tive. Based on detection modules results we update the tracking module. Then we 
adapt the particle filter technique for multiple faces track scenario without affecting 
its performance. Finally we define a specific state for each tracked face. This state 
definition step helps to understand each face behavior in the scene; hence we have 
defined five face states: Tracked, Occluded, Stopped, Entered or Left. 

The experimental results have proved the effectiveness and the performance of our 
proposed combination of face detection and tracking modules to deal with the various 
face detection and tracking problems. In fact, the detection module helps to handle 
tracking problems and conversely, the tracking module provide an intelligent way to 
handle detection challenges. 

In our future works, we seek to estimate continually the pose of the tracked faces. 
Such works will help to capture the best frame having the most reliable pose for a 
further face recognition task. 
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Abstract. For a doctor to determine the most accurate diagnosis of diseases of 
the respiratory tract, it must be as accurate as possible insight into the problem. 
Imaging technology allows to look into the body, unfortunately for example 
lung is an organ, where without contrast agent does not buy the picture. Fur-
thermore, the methods that can be used are whole body plethysmography or, a 
better option, spirometry. A measurement of spirometry is performed by the 
pneumotachograph or the spirometry. Spirometer measures lung volumes and 
lung capacity. Pneumotachograph is the flow rate measuring device, but can al-
so be used for indirect measurement of lung volumes and capacities. Spirogram 
is the result of spirometry measurements. 

Keywords: Spirometry, lungs, function lungs parameters, digital communica-
tion, Matlab. 

1 Introduction 

In the past it was possible to perform spirometer only in medical facilities. Older  
spirometers are voluminous, have high maintenance and their measurement capabili-
ties are very limited. After each patient had to be the instrument properly disinfected 
to prevent transmission of bacteria. Over time, the dimensions of the device and thus 
diminished their demands for service and maintenance. The coup came with the  
advent of pneumotachograph. They also want to specify multiple parameters of lung 
and especially sharply reduced the size of the device itself. Now, using simple instru-
ments, measurements can be made in domestic environments. Measurement results 
are displayed on the LCD display device or on a computer screen [8]. 

This paper describes how to create a demonstration and simple devices for spiro-
meter. It can find usage in a professional environment or in an education area in an 
university. Modern digital sensor was used with excellent high sensitivity, low power 
consumption and preprocessing options. It was also used Matlab programming  
options. 

2 Methods 

For spirometry is possible to use several different methods like water spirometer, dry-
bellowed wedge spirometer or fully electronics spirometer, typically. Electronic  
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spirometers have been developed that compute airflow rates in a channel without the 
need for fine meshes or moving parts. They operate by measuring the speed of the 
airflow with techniques such as ultrasonic transducers, or by measuring pressure dif-
ference in the tube [5]. These spirometers have greater accuracy by eliminating the 
momentum and resistance errors associated with moving parts such as windmills or 
flow valves for flow measurement. They also allow improved hygiene between pa-
tients by allowing fully disposable air flow channels. 

3 Measuring Set 

Principle of measuring a spirometry was chosen differential manometer. Spirometer 
body is made up of a biological filter HEPA Light. Electronics device includes a  
digital component to communicate with a computer. This solution enables the 
processing of measured data using specialized software without having to perform 
other calculations. 

The sensor is a product of Swiss company Sensirion (see Tab. 1). The sensor out-
put is digital, the I2C bus. Temperature calibration is automatically done by the sensor 
and electronics output is already linearized. Influence of initial offset aging of the 
material is given less than 0.1 Pa per year. The default sensitivity resolution of 12 bits 
(can be 9 to 16 bits) is given 0, 2 Pa . The sensor is recommended, inter alia, in health 

care. This sensor offers the best fit of desired parameters and especially its digital 
output, thus allowing easier processing in the computer. 

The measurement is started by breathing into the spirometer. Non-electric value is 
converted to digital signals by sensor. [6] 

Table 1. Sensor parameters 

Power supply 3 - 3,6 V for < 6 mA 
Measurement range -500 Pa ÷ 500 Pa 
Response time 4.6 ms 
Temp. calibration range 0 °C – 50 °C 
I2C working frequency 100 kHz (max. 400 kHz) 

 

 

Fig. 1. Measuring set 
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 2 1 vp p p R qΔ = − = ⋅  (1) 

To calculate the correct flow of gas was needed to determine the value of air resis-
tance. The gas flow is expressed first by equation (1) and from already adjusted equa-
tion (2) is calculated the gas flow value vq . 

 
v

v

p
q

q

Δ=
 

(2)
 

The value of pressure difference and flow rate were known during the calibration. 
Therefore equation (2) was modified into (3). 

 v

p
R

q

Δ=
 

(3)

 

The gas rate was simulated using a phantom of an air, in the range of 10,3 L s−⋅  to 
10,85 L s−⋅ . Phantom of air was connected to the spirometer input and the differential 

pressure was sensed by a computer with a period of 10 s. Readout pressure was calcu-
lated by averaging the readings over one minute. 

Next table (see Tab. 2) shows results from calibration. The average air resistance 
R  was calculated as the mean of the measured resistance and is equal to

10,2029 Pa s L−⋅ ⋅ . This value was set as the resistance to air flow. Then it is easy to 

compute unknown air flow by (2) because pΔ  is measured and R  is known from 

previous computation. 

Table 2. Computed resistance R 

1
vq L s− ⋅   [ ]p PaΔ  1R Pa s L− ⋅ ⋅   

0,30 0,0325 0,14 
0,35 0,0490 0,1083 
0,40 0,0653 0,1632 
0,45 0,0817 0,1816 
0,50 0,0980 0,1960 
0,55 0,1143 0,2078 
0,60 0,1307 0,2178 
0,65 0,1470 0,2262 
0,70 0,2251 0,3216 

5 Testing 

Test was made for all functions of the device and measurement software. Readings 
from the program were compared with values measured on the spirometer made by 
ZAN. The spirometer ZAN100 (the principle of differential pressure) was used for 
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testing. There have been several controlled test measurements. The next table (see 
Table 3) shows results from testing. 

The difference of the reference level and minimum inspiration values is equal to 
the peak of inspiration flow (PIF) in liters per second. By integrating the volumetric 
flow across the interval of maximum inspiration is received a value of vital lung  
capacity in liters. See (4) where 1,2t  is start and end of inspiration, vq is volume flow 

and V  is vital lung capacity.[9][10] 

 

2

1

t

v

t

V q dt= 
 

(4)

 

Table 3. Compare between SDP610 and ZAN100 

Parameters SDP610 ZAN100 

PEF 3,6 1L s−⋅  3,8 1L s−⋅  
PIF 3,4 1L s−⋅  3,6 1L s−⋅  
VC 5,2 L  5,5 L  

Next figure (see Fig. 3.) shows the record along breath made from one inspiration and 
expiration, and an intensive inspiration and expiration. 

 

Fig. 3. Air flow along breath and intensive breath 

6 Conclusions 

Method of measurement using differential manometer was chosen. Durability and 
reliability of the spirometer are improving by no moving parts are needed during the 
measurement. For compiling of the devices were used materials from health care, or 
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materials wholesome. HEPA filter Light is used as the air resistance to the spirometer. 
It also serves as a barrier to the spread of bacteria. Spirometer is designed for easy 
using with the hygienic mouthpiece. 

Electronic part of the device was selected for processing of signal on the computer. 
As differential sensor, the digital sensor SDP610 from the company Sensirion has 
been selected. With the compensation capabilities of this sensor is not necessary to 
further modify the signal. The signals from the sensor are transferred via serial com-
munication line and then sent to a computer. In the computer was created software for 
processing. 

Sensor SDP610 proved to be very suitable sensor with potential for use in medical 
applications. 

Acknowledgements. The work and the contribution were supported by the project 
Student grant agency “Biomedical engineering systems VIII” and TACR 
TA01010632 “SCADA system for control and measurement of process in real time”. 

Has been elaborated in the framework of the IT4Innovations Centre of Excellence 
project, reg. no. CZ.1.05/1.1.00/02.0070 supported by Operational Programme 
'Research and Development for Innovations' funded by Structural Funds of the Euro-
pean Union and state budget of the Czech Republic. 

References 

1. Cerny, M., Penhaker, M.: Wireless Body Sensor Network in Health Maintenance system. 
Journal Electronics and Electrical Engineering IX(9), 113–116 (2011), 
doi:10.5755/j01.eee.115.9.762, ISSN 1392-1215 

2. Spišák, J., Imramovský, M., Penhaker, M.: Senzory a snímače v biomedicíně, 117 p.  
VŠB-Technická univerzita Ostrava, Ostrava (2007) ISBN 978-80-248-1607-4 

3. Augustynek, M., Penhaker, M., Vybiral, D.: Devices for position detection. Journal of  
Vibroengeneering 13(3), 531–523, ISSN: 1392-8716 

4. SDP610 [online]. Sensirion: The Sensor Company (2009), http://www.sensirion.com/ 
en/pdf/product_information/Datasheet_SDP600series_differential_ 
pressure_sensor.pdf (cit. November 03, 2010)  

5. Penhaker, M., et al.: Lékařské diagnostické přístroje: Učební texty. 1. vydání, 332 p.  
VŠB - Technická univerzita Ostrava, Ostrava (2004) ISBN 80-248-0751-3 

6. SirXpert [online]. Become an expert in spirometry, http://spirxpert.com/  
(cit. April 22, 2011)  

7. Spirometrie.info [online]. World of spirometry, http://www.spirometrie.info 
(cit. April 20, 2011)  



Hybrid Negative Selection Approach

for Anomaly Detection

Andrzej Chmielewski1 and S�lawomir T. Wierzchoń2,3
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Abstract. This paper describes a b-v model which is enhanced version
of the negative selection algorithm (NSA). In contrast to formerly de-
veloped approaches, binary and real-valued detectors are simultaneously
used. The reason behind developing this hybrid is our willingness to over-
come the scalability problems occuring when only one type of detectors
is used. High-dimensional datasets are a great challenge for NSA. But
the quality of generated detectors, duration of learning stage as well as
duration of classification stage need a careful treatment also. Thus, we
discuss various versions of the b-v model developed to increase its effi-
ciency. Versatility of proposed approach was intensively tested by using
popular testbeds concerning domains like computer’s security (intruders
and spam detection) and recognition of handwritten words.

Keywords: Artificial immune system, anomaly detection, multi-
dimensional data.

1 Introduction

Natural immune system (NIS) prevents living organism against intruders called
pathogens. It consists of a number of cells, tissues, and organs that work to-
gether to protect the body. The main agents responsible for the adaptive and
learning capabilities of the NIS are white blood cells called lymphocytes. These
differentiate into two primary types: B- and T-lymphocytes called also B- and
T-cells for brevity. T-lymphocytes are like the body’s military intelligence sys-
tem, seeking out their targets and sending defenses to lock onto them. Next,
B-lymphocytes, destroys detected invaders to protected the body. It is only a
very short description of NIS; an unacquainted reader is referred e.g. to [3] for
further details.

The mechanisms and procedures developed within NIS were an inspiration
for Artificial Immune Systems (AIS). Negative selection, clonal selection, idio-
typic networks are prominent examples of such mechanisms oriented towards

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 242–253, 2012.
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fast and efficient discrimination between own cells (called self ) and pathogens
(called nonself ). Only fast and effective response on intruders activity can pro-
tect organisms against damaging or even die. It is worth to emphasize that in
Nature the total number of various types of pathogens is far greater then 1016,
whereas there are about 106 own cells types only. This discrepancy between the
two magnitudes illustrates unusual efficiency of detection mechanisms developed
by the NIS. It is expected that employing such ideas in computer algorithms will
result in their efficiency in such domains like novelty detection, falsification de-
tection, diagnosis systems, computer security (intruders and spam detection)
and many others, where binary classification is sufficient and is required to pro-
cess an huge amount of data. Exhaustive review of current state in domain of
AIS was presented in [16].

In this paper, we focus on negative selection. This mechanism is employed
to generate a set of detectors and help protect the body against self-reactive
lymphocytes. The lymphocytes start out in the bone marrow and either stay
there and mature into B-cells (this process is called affinity maturation), or
they leave for the thymus gland, where they mature into T-cells in the process
of negative selection. This process has inspired Forrest et al. [7] to formulate
so-called negative selection algorithm (NSA). First, detectors (a counterpart of
T-lymphocytes) are generated (usually, in random way). Next, freshly generated
detector is added to the set of valid detectors only if does not recognize any self
element. A nice feature of the NSA is that it does not need examples of nonself
samples (counterpart of pathogens) to detect them.

A key problem when applying NSA in real-life application seems to be its
scalability. For example, to detect spam or intruders at computer networks NSA
should be able operate on high-dimensional data. Moreover, in such domains
the classification process have to be performed online, without significant de-
lays, what makes this task much more difficult to solve. Up to now, neither
binary (called b-detectors) nor real-valued detectors (called v-detectors as they
are generated by the V -Detector algorithm mentioned in subsection 2.2) were
not capable to detect anomalies in satisfactory degree.

To overcome this problem, we propose to use both the types of detectors si-
multaneously. This hybrid, called b-v model, as showed performed experiments,
provides much better results in comparing to single detection models as well as
in comparing to traditional, statistical approaches, even though only positive
self examples are required at learning stage. It makes this approach interesting
alternative for well known classification algorithms, like SVM, k-nearest neigh-
bors, etc.

2 Negative Selection Algorithm

The NSA, i.e. the negative selection algorithm, proposed by Forrest et al., [7], is
inspired by the process of thymocytes (i.e. young T-lymphocytes) maturation:
only those lymphocytes survive which do not recognize any self molecules.

Formally, let U be a universe, i.e. the set of all possible molecules. The subset
S of U represents collection of all self molecules and its complement N in U
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represents all nonself molecules. Let D ⊂ U stands for a set of detectors and
let match(d, u) be a function (or a procedure) specifying if a detector d ∈ D
recognizes the molecule u ∈ U . Usually, match(d, u) is modeled by a distance
metric or a similarity measure, i.e. we say that match(d, u) = true only if
dist(d, u) ≤ δ, where dist is a distance and δ is a pre-specified threshold. Various
matching function are discussed in [8], [11].

The problem relies upon construction the set D in such a way that

match(d, u) =

{
false if u ∈ S
true if u ∈ N (1)

for any detector d ∈ D.
A naive solution to this problem, implied by biological mechanism of negative

selection, consists of five steps:

(a) Initialize D as empty set, D = ∅.
(b) Generate randomly a detector d.

(c) If math(d, s) = false for all s ∈ S, add d to the set D.

(d) Repeat steps (b) and (c) until sufficient number of detectors will be gener-
ated.

Below the binary and real-valued representations of the problem are described.

2.1 Binary Representation

This type of representation was applied by Forrest et al. [6] to capture anomalous
sequences of system calls in UNIX systems and next to model the system for
monitoring TCP SYN packets to detect network traffic anomalies (called LISYS)
[9].

In case of binary encoding, the universe U becomes l-dimensional Hamming
space, Hl = {0, 1}l, consisting of all binary strings of fixed length l:

H
l = {000...000︸ ︷︷ ︸

l

, 000...001︸ ︷︷ ︸
l

, . . . , 111...111︸ ︷︷ ︸
l

}

Hence the size of this space is 2l. The most popular matching rules used in this
case are:

(a) r-contiguous bit rule [6], or

(b) r-chunks [2].

Both the rules say that a detector bonds a sample (i.e. data) only when both the
strings contain the same substring of length r. To detect a sample in case (a),
a window of length r (1 ≤ r ≤ l) is shifted through censored samples of length
l. In case (b) the detector ti,s is specified by a substring s of length r and its
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position i in the string. Below an example of matching a sample by r-detector
(left) and r-chunk for affinity threshold r = 3 is given

l︷ ︸︸ ︷
1 0 0 0 1 1 1 0 ← sample →

l︷ ︸︸ ︷
1 0 0 0 1 1 1 0

0 1 0 0 1︸ ︷︷ ︸
r

0 0 1 ← r-detector; r-chunk → * * 0 0 1︸ ︷︷ ︸
r

* * *

Here it was assumed that irrelevant positions in a string of length l representing
the r-chunk t3,001 are filled in with the star (*) symbol. This way r-chunk can
be identified with schemata used in genetic algorithms: its order equals r and
its defining length is r−1. Although a single r-detector recognizes much more
strings than a single r-chunk, this last type of detector allows more accurate
coverage of the N space [2].

Further, the notion of the ball of recognition allows to define “optimal” reper-
toire D. Namely it consists of the detectors located in H

l in such a way that they
cover the space N and their balls of recognition overlap minimally. A solution to
such stated problem was given in [17]. To construct the r-detectors we split all
the self strings into the templates represented identically as the r-chunks and
we construct the detectors by gluing these r-chunks that do not belong to the
set S. More formally, if ti,s and tj,w are two candidate r-chunks, we can glue
them if both the substrings are identical on r−1 positions starting from position
i+1.

Using such an optimality criterion we come to the conclusion that shortest
detectors are more desirable as they are able to detect more samples. However,
Stibor [14] showed the coherence between r and l values for various cardinalities
of S in terms of the probability of generating detectors, Pg. He distinguished
three phases:

– Phase 1 (for lower r) – the probability Pg is near to 0,
– Phase 2 (for middle r) – the probability Pg rapidly grows from 0 to 1 (so

called Phase Transition Region),
– Phase 3 (for higher r) – the probability is very near to 1.

Hence, we should be interested in generating detectors with medium length r
(belonging to the second region) and eventually with larger values of r if the
coverage of N is not sufficient. It is worth to emphasize, that the detectors can
not be too long, due to exponential increase in the duration of learning process,
which should be finished in reasonable time.

2.2 Real-Valued Representation

To overcome scaling problems inherent in Hamming space, Ji and Dasgupta [10]
proposed real-valued negative selection algorithm, termed V -Detector.

It operates on (normalized) vectors of real-valued attributes; each vector can
be viewed as a point in the d-dimensional unit hypercube, U = [0, 1]d. Each self
sample, si ∈ S, is represented as a hypersphere si = (ci, rs), i = 1, . . . , l, where
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Fig. 1. (a) Example of performance V -Detector algorithm for 2-dimensional problem.
Black and grey circles denotes self samples and v -detectors, respectively. (b) Unit
spheres for selected Lm norms in 2D.

l is the number of self samples, ci ∈ U is the center of si and rs is its radius.
It is assumed that rs is identical for all si’s. Each point u ∈ U inside any self
hypersphere si is considered as a self element.

The detectors dj are represented as hyperspheres also: dj = (cj , rj), j =
1, . . . , p where p is the number of detectors. In contrast to self elements, the ra-
dius rj is not fixed but it is computed as the Euclidean distance from a randomly
chosen center cj to the nearest self element (this distance must be greater than
rs, otherwise detector is not created). Formally, we define rj as

rj = min
1≤i≤l

dist(cj , ci)− rs (2)

The algorithm terminates if predefined number pmax of detectors is generated
or the space U\S is sufficiently well covered by these detectors; the degree of
coverage is measured by the parameter co – see [10] for the algorithm and its
parameters description.

In its original version, the V -Detector algorithm employs Euclidean distance
to measure proximity between a pair of samples. Therefore, self samples and the
detectors are hyperspheres (see Figure 1(a)). Formally, Euclidean distance is a
special case of Minkowski norm Lm, where m ≥ 1, which is defined as:

Lm(x, y) =

(
d∑

i=1

|xi − yi|m
) 1

m

, (3)

where x = (x1, x2, . . . , xd) and y = (y1, y2, . . . , yd) are points in �d.
Particularly, L2-norm is Euclidean distance, L1-norm is Manhattan distance,
and L∞ is Tchebyshev distance.

However, Aggarwal et al. [1] observed that Lm-norm loses its discrimination
abilities when the dimension d and the values of m increase. Thus, for example,
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Fig. 2. Flow diagram of the classification process for b-v model

Euclidean distance is the best (among Lm-norms) metrics when d ≤ 5. For higher
dimensions, the metrics with lower m (i.e. Manhattan distance) should be used.

Based on this observation, Aggarwal introduced fractional distance metrics
with 0 < m < 1, arguing that such a choice is more appropriate for high-
dimensional spaces. Experiments, reported in [4], partially confirmed efficiency
of this proposition. For 0.5 < m < 1, more samples were detected, in comparison
to L1 and L2 norms. However, for m < 0.5 the efficiency rapidly decreased and
form = 0.2, none samples were detected. Moreover, these experiments confirmed
also a trade-off between efficiency, time complexity and m. For fractional norms,
the algorithm runs slower for lower m values; for L0.5 the learning phase was
even 2-3 times longer than for L2.

Another consequence of applying fractional metrics for V -Detector algorithm
is modification of the shape of detectors. Figure 1(b) presents the unit spheres for
selected Lm-norms in 2D with m = 2 (outer most), 1, 0.7, 0.5, 0.3 (inner most).

3 Model b-v

Unsatisfactory coverage of space N is the main flaw of the v-detectors. To over-
come this disadvantage as well as to improve the detection rate (DR for short)
and to fasten the classification process, a mixed approach, i.e. b-v model was
proposed. Its main idea is depicted in Figure 2.

Here the binary detectors, as those providing fast detection, are used for
preliminary filtering of samples. The samples which did not activate any of b-
detectors are censored by v -detectors next. It is important to note that we do
not expect that b-detectors covers the space N in sufficient degree, as it can
consume to much time. More important aspect is their length. They should be
relatively short (with high generalization degree) to detect as quickly as possible
the significant part of nonself samples. The optimal length, r, of b-detectors can
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be determined by studying the phase transition diagram mentioned in Section
2.1. Namely, we choose the r value guaranteeing reasonable value of the Pg prob-
ability what, in addition to ease of generating detectors, results in sufficiently
high coverage of the N space.

In the b-v model the overall DR ratio as well as the average time of detec-
tion depends mainly on the number of recognized nonself samples by “fast”
b-detectors. Thus, in the experiments reported later, we focus mainly on these
parameters.

3.1 Building b-Detectors in Space �n

Usually, samples are represented as real-valued vectors. Thus, to construct b-
detectors, the self samples should be converted into binary form first. This
can be done in many ways, but probably the simplest one (at least from the
computational point of view), is the uniform quantization, [12].

Generally, quantization (used e.g. in digital signal processing, or image pro-
cessing) refers to the process of approximating a continuous range of values
by relatively small set of discrete symbols or integer values. A quantizer can
be specified by its input partitions and output levels (called also reproduction
points). If the input range is divided into levels of equal spacing, then the quan-
tizer is termed as the uniform quantizer; otherwise it is termed as a non-uniform
quantizer, [12].

A uniform quantizer can be described by its lower bound and the number
of output levels (or step size). However, in our case, the first of these value is
always 0, as we operate only on values from the unit interval (required by the
V -Detector algorithm). Moreover, for binary representation of output values,
instead of the number of output levels, we should rather specify the parameter
bpa, denoting the number of bits reserved for representing a single level.

The quantization function Q(x) for a scalar real-valued observation x, can be
expressed as follows:

Q(x) = "x ∗ 2bpa#, (4)

The resulting integer from the range {0, 2bpa− 1} is converted to a bit string of
length l = n ∗ bpa, where n is the dimension of real-valued samples.

3.2 Sliding Window for Real-Valued Samples

Experiments conducted on the datasets involving 30-40 attributes have showed,
that V -Detector algorithm with Euclidean or Manhattan distance metrics
provids too low DR values (slightly exceeding 50%-60%, in the best cases). Even
the use of fractional distance together with higher values of estimated coverage
co do not lead to significant improvement of the DR. Note, that due to large
number of the attributes involved in the data description it was not possible to
construct efficient b-detectors.

In practice, e.g. in spam detection or recognition of handwritten letters, the
data are characterized by 50 and more (even up to 250) attributes. In such
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Fig. 3. Representation of b-detector 101 in space �3 for bpa = 1

cases, probably none of known metrics is able to measure properly the similarity
between the data. Thus, the problem of detecting anomalies becomes very hard
(or even impossible) to solve, when only “traditional” methods are used.

Our solution is to incorporate the sliding window idea for the v -detectors,
to reduce the dimensionality of real-valued samples. This mechanism is already
applied for b-detectors and is very popular in e.g. segmentation of time series,
[5]. Moreover, it is consistent with one of the features of NIS, according to which
the pathogens are detected by using only partial information [3].

By using sliding window with length w, the dimensionality of samples can be
reduced from n to w. The value of w should be tuned, taking into account the two
constraints: (a) it can not be too small as the probability of generating detectors
can be too small (similarly to b-detectors), (b) it can not be too high as for
higher dimensions, still one can meet problem with finding the suitable metric.
Hence, the optimal w value seems to be near to the maximal dimensionality for
which chosen metric is able to provide satisfactory proximity distance, i.e. for
L1 and L2 the most appropriate seems to be w from the range [5, 20].

For example, for n = 6 and w = 4, each sample vector x = (x1, ..., x6) (n = 6)
will be divided on n− w + 1 = 3 following parts:

x1, x2, x3, x4; x2, x3, x4, x5; x3, x4, x5, x6.

3.3 Representation of b-Detectors in Space �n

V -Detector algorithm can take into consideration already generated b-detectors,
only if they can be represented in space �n. In this case, two different shapes of
b-detectors in real-valued space were investigated: hyperspheres and hypercubes.

The simplest way of converting b- to v -detector is when w = r. Then, the
center of b-detector (cvb) in space �w can be calculated as follow:

cvb[k] =
toInt(bk∗bpa,(k+1)∗bpa−1)

2bpa
+

1

2bpa+1
, for k = 0, . . . , w − 1 (5)

where bi,j denotes the substring of b-detector from position i, to j and toInt is
the function which returns the decimal value of the binary number. Depending
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(a) (b)

Fig. 4. Example of performing b-detectors in space �2 for bpa = 2, when (a) only the
centers of both detectors do not cover each other, (b) the subspaces occupied by both
detectors are disjoint. self samples, b- and v -detectors are represented as black, dark
gray and light gray circles, respectively.

on used shape, the diameter (in case of hyperspheres) or edge (for hypercubes)

is equal to 2−bpa. An example of representation of single b-detector in space �3

is presented in Figure 3.

3.4 Minimizing of Overlapping Regions

When b- and v -detectors are generated independently, they could cover the same
parts of U . It means, some subset of generated v -detectors is superfluous and
such detectors should be removed. This way we improve duration of classification
which depends on the number of detectors.

Let us denote Dv and Db the set of detectors built by V -Detector algorithm
and those being the real-valued representation of b-detectors in space �n, respec-
tively. To minimize the overlapping regions, two approaches were considered (see
Figure 4). They differentiate according to the shape of Db detectors and allowed
overlapping regions.

In Figure 4a, a candidate for v -detector is build only when its center is located
outside all the detectors from subsets Dv and Db. In this case the hypercube
shape is more appropriate as it is quite easy to check if the detector is covered
by any detector Db. Moreover, it is acceptable, that some parts of U can be
covered by 2 detectors: one from each set Dv and Db (all items from each set
are disjoint, by definition).

Other approach is presented in Figure 4b, where detectors from set Db have
the same shape as Dv detectors. Additionally, the radius of newly generated v -
detectors were calculated as the distance either to the nearest self or b-detector.
In this way, an overlapping region between Dv and Db is empty (Dv ∩Db = ∅).

In both the cases, V -Detector algorithm takes into account the Db detectors
already generated. As a result, the assumed coverage co can be achieved in
shorter time. Hence, the overall duration of learning process is faster than in
case when both types of detector were generated independently.
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Fig. 5. Comparing DR for original V -Detector algorithm and b-v model: (a) HWW
dataset, (b) Diabetes dataset

4 Experiments and Results

The main question we asked ourself, was: “Is it possible to cover a high-
dimensional space S by both types of detectors, in reasonable time, using vari-
ous types of similarity metrics? If the answer would be positive, we can expect
that proposed approach is suitable for anomaly detection in high-dimensional
problems. Our main goal was to maximize the coverage of N , which should be
reflected in DR ratio. Moreover, we were interested also in reducing the classi-
fication time, as it is the one of the crucial parameters of on-line classification
systems.

Our experiments with b-v model were performed on various multidimensional
datasets from UCI Machine Learning Repository (Spambase, Madelon, KDD Cup
1999 ) as well as from other popular repositories, including CBF (Cylinder-Bell-
Funnel, Keogh and Kasetty), HWW (Handwritten Words [15]) and Diabetes [13].
Here, we presents only small part our results.

HWW dataset consists of 40 words, each represented by 10 samples. Prelimi-
nary experiments has showed, that the recognition of particular words from this
dataset is relatively easy task. We took 5 following words: air, name, names,
woman, women. The first word was selected randomly, and next four words have
created two pairs of very similar words, which should be rather hard to distin-
guish. In our experiments, the samples describing one of mentioned word was
taken as self for which separate sets of detectors were created. Similar approach
also was applied for other experiments described in this section.

Fig. 5(a) shows the DR, obtained for the b-detectors with the following param-
eters: r ∈ {3, 4, 5, 7, 10, 12, 15} and bpa = 1. Generally, the results agree with the
shape of phase transition region mentioned at Section 2.1, but here we achieved
DR ≈ 100% even for very short detectors (for r = 12 or even less, especially, in
comparison to the sample length l = 60.
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Similar experiments were performed for V -Detector algorithm with Euclidean
and Manhattan distance. Also in this case, all the words were recognized with
DR > 98%. Thus we can suppose that this dataset contains easily separated
groups of samples, representing particular words. We were not impelled to apply
fractional distance metrics, as even Euclidean metric gave highly satisfactory
results, although in high-dimensional datasets it should provide the less valuable
proximity [1].

The similar DR ratios are showed in Figure 5(b). Our results for b-v model
are even better than for rough set approach [13], where also nonself samples
were used at the learning stage.

For all testing dataset, the overall duration of classification was decreased
more than 10% in comparing to V -Detector algorithm. It is the result of using
the very fast b-detectors which were able to recognize more than half of censored
samples.

5 Conclusions

The b-v -model presented in this paper employs the negative selection mecha-
nism, developed within the domain of Artificial Immune Systems. It is designed
for anomaly detection in high-dimensional data, which are difficult to analyze
due to the lack of appropriate similarity metrics which enable to cover space N
in sufficient degree and reasonable time. One of the important features of b-v
model is its ability to minimize the overlapping regions between sets of b- and v -
detectors. As a result the overall duration of classification could be significantly
reduced as less v -detectors were needed to cover space N . Hence, this model is
more efficient for online classification systems in comparing to standard negative
selection approaches which based only on one type of detectors.

Moreover, sliding window applied for both types of detectors can be viewed
as a possibility to overcome the scaling problem, what makes this model can be
applied to solve even the high-dimensional problems, which usually, were beyond
the capabilities of NSA.
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of the IIS 2000 Symposium on Intelligent Information Systems, Bystra, Poland,
June 12-16, pp. 119–133. Springer (2000)
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Abstract. Finding clusters in data is a challenging task when the clus-
ters differ widely in shapes, sizes, and densities. We present a novel
spectral algorithm Speclus with a similarity measure based on modified
mutual nearest neighbor graph. The resulting affinity matrix reflex the
true structure of data. Its eigenvectors, that do not change their sign, are
used for clustering data. The algorithm requires only one parameter – a
number of nearest neighbors, which can be quite easily established. Its
performance on both artificial and real data sets is competitive to other
solutions.

Keywords: Spectral clustering, nearest neighbor graph, signless Lapla-
cian.

1 Introduction

Clustering is a common unsupervised learning technique; its aim is to divide
objects into groups, such that members of the same group are more similar each
to another (according to some similarity measure) than any two members from
two different groups. Different applications of clustering in practical problems
are reviewed e.g. in [7]. The technique is successfully used for e.g. in management
for risk assessment [13] and [1] or in portfolio management [19]. Although many
clustering methods have been proposed in the recent decades, see e.g. [6] or [17],
there is no universal one that can deal with any clustering problem, since the
real world clusters may be of arbitrary complicated shapes, varied densities and
unbalanced sizes.

Spectral clustering techniques [15] belong to popular and efficient clustering
methods. They allow to find clusters even of very irregular shapes, contrary to
other algorithms, like k-means algorithm [8]. Spectral techniques use eigenvalues
and eigenvectors of a suitably chosen matrix to partition the data. The matrix
is the affinity matrix (or a matrix derived from it) built on the basis of pairwise
similarity of objects to be grouped. The structure of the matrix plays a significant
role in correct cluster separation. If it is clearly block diagonal, its eigenvectors
will relate back to the structural properties of the set of the objects, [10].

One of the key tasks in spectral clustering is the choice of similarity measure.
Most spectral algorithms adopt a Gaussian kernel function defined as:
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S(i, j) = exp
(
− ‖xi − xj‖2

2σ2

)
(1)

where ‖xi − xj‖ denotes the Euclidean distance between points xi and xj . The
kernel parameter σ influences the structure of an affinity matrix and generally
it is difficult to find its optimal value. Some authors propose a global value
of σ for the whole data set e.g. [12] and [14] while the others suggest using a
local parameter e.g. [18]. However both the solutions fail to reveal the properties
of real world data sets [16]. Another open issue of key importance in spectral
clustering is that of choosing a proper number of groups. Usually this number
is a user defined parameter [12], but sometimes it is estimated – with varying
success rate [14] – in a heuristically motivated way.

In this paper we present a spectral clustering algorithm Speclus that can
simultaneously address both of the above mentioned challenges for a variety of
data sets. It adopts the idea derived by Shi et al. from their analysis of the rela-
tionship between a probability distribution and spectrum of the corresponding
distribution-dependent convolution operator, [14]. Their DaSpec (i.e. Data Spec-
troscopic) algorithm estimates the group number by finding eigenvectors with
no sign change and assigns labels to each point based on these eigenvectors. In
our algorithm the similarity between pairs of points is deduced from their neigh-
borhoods. The use of similarity based on nearest neighbors approach removes,
at least partially, problems with cluster varying densities and the unreliability
of distance measure. Resulting adjacency matrix reflects true relationships be-
tween data points. Also the σ parameter is replaced by the number of neighbors
parameter, which can be chosen more simply since it is an integer and takes a
small number of values. Apart from only one parameter another advantage of
the presented approach is that it incorporates a variety of recent and established
ideas in a complete algorithm which is competitive to current solutions.

In section 2 the notation and related work is presented, the next section
explains the main concepts used in the Speclus algorithm, which is presented in
details in section 4. Then, in section 5, we compare performance of our algorithm
with other solutions. Finally, in section 6, the main conclusions are drawn.

2 Notation and Related Work

Let X = (x1,x2, . . . ,xn) be the set of data points to be clustered. For each pair
of points i, j an adjacency aij ∈ {0, 1} is attached (see Section 3 for details).
The value aij = 1 implies the existence of undirected edge i ∼ j in the graph G
spanned over the set of vertices X. Let A = [aij ] be the adjacency matrix. Let
di =

∑
j aij denote the degree of node i and let D be the diagonal matrix with

di’s on its diagonal. A clustering C = (C1, C2, ..., Cl) is a partition of X into
l nonempty and mutually disjoint subsets. In the graph-theoretic language the
clustering represents a multiway cut in G [3].

In the Speclus algorithm a signless Laplacian M = D + A, introduced by
Cvetković [2], is used. Cvetković proves that the spectrum (i.e. the set of eigenval-
ues) ofM can better distinguish different graphs than spectra of other commonly
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used graph matrices. Graphs with the same spectrum of an associated matrix B
are called cospectral graphs with respect to B, or B-cospectral graphs. A graph
H cospectral with a graph F , but not isomorphic to F , is called a cospectral
mate of H . Let G be a finite set of graphs, and let G′ be the set of graphs in G
which have a cospectral mate in G with respect to M . The ratio |G′|/|G| is called
the spectral uncertainty of (graphs from) G with respect to B. Cvetković com-
pares spectral uncertainties with respect to the adjacency matrix, the Laplacian
(L = D − A), and the signless Laplacian of sets of all graphs on n vertices for
n ≤ 11. Spectral uncertainties in case of the signless Laplacian are smaller than
for the other matrices. This indicates that the signless Laplacian seems to be
very convenient for use in studying graph properties.

As already mentioned the Speclus algorithm utilizes the idea proposed by
Shi et al. in [14]. They study the spectral properties of an adjacency matrix A
and its connection to the data generating distribution P . The authors investigate
the case when the distribution P is a mixture of several dense components and
each mixing component has enough separation from the others. In such a case A
and L are (close to) block-diagonal matrices. Eigenvectors of such block-diagonal
matrices keep the same structure. For example, the few top (i.e. corresponding
to highest eigenvalues) eigenvectors of L can be shown to be constant on each
cluster, assuming infinite separation between clusters. This property allows to
distinguish the clusters by looking for data points corresponding to the same
or similar values of the eigenvectors. Shi et al. develop in [14] theoretical results
based on a radial similarity function with a sufficiently fast tail decay. They prove
that each of the top eigenvectors of A corresponds exactly to one of the separable
mixture components. The eigenvectors of each component decay quickly to zero
at the tail of its distribution if there is a good separation of components. At a
given location xi in the high density area of a particular component, which is at
the tails of other components, the eigenvectors from all other components should
be close to zero.

Also Elon [4] attempts to characterize eigenvectors of the Laplacian on regular
graphs. He suggests that the distribution of eigenvectors, except the first one,
follows approximately a Gaussian distribution. There are also proofs that in
general, top eigenvalues have associated eigenvectors which vary little between
adjacent vertices. The two facts confirm the assumption that each cluster is
reflected by at least one eigenvector with large components associated with the
cluster vertices and almost zero values in the other case.

Another concept incorporated in the Speclus algorithm comes from Newman.
It concerns a quality function called modularity, which is used for assessing a
graph cut [11].

Another concept incorporated in the Speclus algorithm is so-called modu-
larity, i.e. a quality function introduced by Newman [11] for assessing a graph
cut. According to its inventor a good division of a graph into partitions is not
merely one in which there are few edges between groups; it is one in which there
are fewer than expected edges between groups. The modularity Q is, up to a
multiplicative constant, the number of edges falling within groups minus the
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expected number in an equivalent graph with edges placed at random, or in
functional form

Q =
1

2m

∑
ij

[
aij − didj

2m

]
δ(gi, gj) (2)

where δ(r, s) = 1 if r = s and 0 otherwise, and m is the number of edges in the
graph. Newman suggests that a division on a graph makes sense if Q > 0.3.

3 Neighborhood Graph and Structure of Its Eigenvectors

The novel concept of the Speclus algorithm is the similarity measure based on
nearest neighbors approach. Specifically the k mutual nearest neighbor graph is
constructed with points as the vertices and edges as similarities. First for each
of the points k symmetric nearest neighbors are found with Euclidean distance
as the distance metric. Then for each two vertices xi and xj the connecting edge
vij is created if vertex xi belongs to k-nearest neighbors of vertex xj and vice
versa. Afterwards vertices with a small number of edges (less than half of an
average number of edges connected to one point in the graph) are identified.
Each of such vertices with low degree is additionally connected to a few nearest
neighbors of vertices in its closest proximity. By “closest proximity” we under-
stand approximately the first k/2 neighboring vertices and half of its neighbors
create additional connections, but only in case their degree is less than k/2. The
resulting graph is similar to a mutual nearest neighbor graph described in [9].
The difference lies in additional edges, which are created between vertices with
low degrees. For each pair of nodes xi and xj in such constructed graph the
value aij is set to one if and only if there is an edge joining the two vertices.
Otherwise aij equals 0. Also all diagonal elements of the affinity matrix A are
zero.

Such an approach guarantees a sparse affinity matrix, capturing the core struc-
ture of the data and achieved simply with only one parameter k. It can also
handle data containing clusters of differing densities. To illustrate this state-
ment let us consider two neighboring clusters: a dense cluster A and a sparse
cluster B, as Figure 1 shows. The point P does not belong to the mutual nearest
neighbors of the point A, as the last one has many other neighbors closer to it
than P . In such a case lacking neighbors of the point P will be supplemented by
the nearest neighbors of points Q and R.

In order to estimate the number of groups and divide data into clusters the
Speclus algorithm utilizes structure of the top eigenvectors of signless Laplacian.
According to works [4] and [14], and our extensive numerical observations, top
eigenvectors of sparse matrices, related to points creating disjoint subsets, reflect
the structure of the data set. Figure 2 shows an ideal example, when three
clusters are completely separated and each of them can be presented in the form
of the regular graph of the same degree. Top eigenvectors of signless Laplacian
show clearly its structure. Each cluster is represented by an eigenvector, which
assumes relatively high values (of one sign) for points belonging to the cluster
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Fig. 1. Choice of mutual nearest neighbors in case of two clusters with different den-
sities

and zero values for points from other clusters. An additional regularity can also
be seen – if a point is close to a cluster center its value in the corresponding
eigenvector is high. The points, which lay at the border of a cluster have relatively
small values of the appropriate eigenvector.

In real situations, when subsets are close to each other, overlap or have dif-
ferent densities, the picture of data structure given by the top eigenvectors can
be a little confusing. Shi et al. notice that smaller or less compact groups may
not be identified using just the very top part of the spectrum. More eigenvectors
need to be investigated to see these clusters. On the other hand, information
in the top few eigenvectors may also be redundant for clustering, as some of
these eigenvectors may represent the same group. In the Speclus algorithm the
problems are solved with the help of modularity function. If two eigenvectors
indicate two different divisions of the set, the modularity is calculated in order
to choose a better cut in terms of modularity maximization.

4 The Speclus Algorithm

The steps of the Speclus algorithm are as follows:

The Speclus algorithm

Input: Data X, number of nearest neighbors k

Output: C clustering of X

Algorithm:

1. Compute, in the following order

k-nearest neighbors for each x

mutual nearest neighbors for each x

additional neighbors in case degree of x < half of

average degree in X

2. Create affinity matrix A and signless Laplacian M=D+A

3. Compute top w eigenvectors of M
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Fig. 2. Perfectly separated clusters (top right) and their eigenvectors (top left and
bottom)

4. Find eigenvectors with no sign change (up to standard

deviation of its values)

5. Determine overlapping eigenvectors (related to the same

cluster)

6. Calculate modularity corresponding to the graph cut for

each overlapping eigenvector and choose the best one

7. Create a set of eigenvectors A, each representing one cluster

8. Assign each point x to one eigenvector from the set A,

having the biggest entry for x

The algorithm builds a graph, with points as vertices and similarities between
points as edges. It starts by retrieving k nearest neighbors for each point and
afterwards generates mutual nearest neighbors. If a degree of a vertex is smaller
than half of the average degree of vertices in the graph, edges to nearest neighbors
of the vertices from the closest proximity are added, as it is described in section
3. After determining the affinity matrix and signless Laplacian the eigenvectors
and eigenvalues of the last one are calculated. The number of eigenvectors com-
puted, w = 20 is estimated as twice the maximum expected number of clusters,
that guarantees representation of each cluster by at least one eigenvector. Next,
eigenvectors with no sign change are extracted. We assume that an eigenvector
does not change a sign if all its positive entries are smaller than its standard de-
viation or absolute values of its all negative entries do not exceed the standard
deviation. If the clusters are not perfectly separated or have varying densities one
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cluster may be represented by a few eigenvectors. Such overlapping eigenvectors
are recognized with a help of a point with the biggest entry for each eigenvector
(eigenvector maximum). As it is mentioned in the section 3 of this paper, points
located in the center of a cluster have big entries in appropriate eigenvectors.
A point corresponding to the maximum of one eigenvector should have small
entries in the other eigenvectors, unless they represent the same cluster. After
establishing the maximum of an eigenvector v we compare its values in the other
eigenvectors. If the appropriate entry in an eigenvector w is bigger than a small
value ε, e.g. ε = 0.001, it means that the two eigenvectors overlap. Such pairs of
eigenvectors create a set B, while the eigenvectors, which do not overlap belong
to a set A. First the data set is divided into clusters on the basis of the set A.
If a point x has the biggest entry in the eigenvector v it receives a label v, etc.
Afterwards similar divisions are made with a use of each overlapping eigenvector
pair from the set B. Let us assume that eigenvectors v1 and v2 overlap with
each other. A point, which has an entry in v1 bigger than ε is labeled as a set
C1, if the entry in v2 is bigger the label corresponds to a set C2. For each of the
two divisions a modularity function is calculated. The eigenvector, which leads
to better division in terms of modularity function is added to the set A. Eigen-
vectors from this set are used for the final labeling of the data. The number of
eigenvectors included in the set A indicates the number of groups. Each eigen-
vector represents one cluster. Each point is labeled according to the eigenvector
with the highest entry for the point.

Computational complexity of the proposed algorithm is relatively small. First
of all the affinity matrix is very sparse as we use the concept of mutual neigh-
bors. Second the number of needed eigenvectors is relatively small, if we consider
clusters of reasonable size only, i.e. if we require that the minimal cluster size
exceeds 1 percent of the size of the whole data set. Moreover, in case of a signless
Laplacian we seek for top eigenvectors, which are easier to find than eigenvec-
tors corresponding to smallest eigenvalues. In such situation solving the eigen
problem even for large data set is not very time consuming. The other steps of
the algorithm take time O(n) each. So the solution is scalable.

5 Experimental Results

We have compared the performance of the Speclus algorithm (implemented in
MATLAB) to three other methods: the Ng et al. algorithm [12], the Fischer et
al. algorithm [5], and the DaSpec algorithm. The first one is a standard spectral
algorithm, which uses normalized Laplacian L = D1/2SD1/2 and k-means algo-
rithm for final clustering. The second one aims at amplifying the block structure
of affinity matrix by context-dependent affinity and conductivity methods. The
DaSpec algorithm uses the same properties of eigenvectors as the Speclus algo-
rithm and similarly does not need a cluster number to be given in advance. The
first two algorithms need a number of clusters as an input parameter.

In the case of the three algorithms the σ parameter should be carefully estab-
lished. Ng et al. and Shi et al. have proposed heuristics to calculate the value
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of the σ parameter. For many data sets neither of the formulas can guarantee
correct classification. In order to compare the best achievements of all the al-
gorithms the values of the σ parameter were chosen manually, as described by
Fischer et al. For each data set they systematically scanned a wide range of σ’s
and ran the clustering algorithms. We use their results in case of the first two
algorithms.

All the algorithms are evaluated on a number of benchmark data sets identical
as in [5]. Six of the sets are artificial and three are real-world problems. They
cover a wide range of difficulties, which can be met during data segmentation.
The first data set 2R3D.2 is obtained by dispersing points around two interlocked
rings in 3D. The dispersion is Gaussian with standard deviation equal 0.2. The
2RG data set consists of two rather high density rings and a Gaussian cluster
with very low density. The 2S set is created by two S-shaped clusters with varying
densities within each group. Sets 4G and 5G have four and five Gaussian clusters
each of different density in 3D and 4D respectively. 2Spie is a standard set used
for evaluation of spectral clustering algorithms consisting of two spirals with
double point density. The last three sets are common benchmark sets with real-
world data: the iris, the wine and the breast cancer. The first one consists of
three clusters, two of which are hardly separated. The wine is a very sparse set
with only 178 points in 13 dimensions.

Table 1. Number of incorrectly clustered points for Ng et al., Fischer et al. DaSpec,
and Speclus algorithms. n denotes number of points, l – number of clusters, and D –
data dimension.

Data n l D Ng et al. Fischer et al. DaSpec Speclus

2R3D.2 600 2 3 4 93 195 11

2RG 290 3 2 101 0 180 0

2S 220 2 2 0 0 70 0

4G 200 4 3 18 1 41 2

5G 250 5 4 33 11 53 11

2Spi 386 2 2 0 193 191 0

Iris 150 3 4 14 7 35 14

Wine 178 3 13 3 65 89 9

BC 683 2 9 22 20 239 21

As can be seen from Table 1 the Speclus algorithm is the most flexible one and
performs well independently on data set structure. Although both the Speclus

and the DaSpec algorithms use the same concept of eigenvector properties the
second one often fails on real-world data or clusters with different densities.
For sets presented in Table 1 it usually is not able to detect all the clusters.
The dramatic differences in the performance between the two algorithms can
be explained as a result of the use of signless Laplacian and special similarity
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Fig. 3. Performance of Speclus (left) and DaSpec (right) for artificial data sets DS1,
DS2, DS3, and DS4
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Fig. 4. Comparison of ordinary Laplacian (top) and signless Laplacian (bottom) eigen-
vectors for 2RG dataset

measure in the Speclus algorithm. The signless Laplacian spectrum pictures
better data structure than spectrum of any other graph matrix. The similarity
measure based on the mutual neighbors concept caused the affinity matrix to be
more clearly block diagonal. Whether density of points varies meaningly with or
within clusters, our method of constructing affinity matrix gives good results.
Even in case of very sparse data or high Gaussian noise the labeling of data by
Speclus is correct. If data are sparse, adding edges between vertices with few
connections and neighbors of vertices from their closest proximity avoids lost
of graph connectivity and isolation of some points. On the other hand creating
connections between graph vertices on the basis of mutual nearest neighbors
eliminates influence of any noises in the data.

We also compare the performance of the Speclus algorithm with the DaSpec
algorithm on the basis of sets suggested by Shi et al. in [14], that contain non-
Gaussian groups and various levels of noise. We use the set DS1, that consists
of three well-separable groups in R

2. The first group of data is generated by
adding independent Gaussian noise N((0, 0)T , 0.152I) to 200 uniform samples
from three fourth of a ring with radius 3. The second group includes 100 data
points sampled from a bivariate Gaussian N((3,−3)T , 0.52I) and the last group
has only five data points sampled from a bivariate Gaussian N((0, 0)T , 0.32I).
Here I stands for the unit matrix. Given DS1, three more data sets (DS2, DS3,
and DS4) are created by gradually adding independent Gaussian noise (with
standard deviations 0.3, 0.6, 0.9 respectively). The results obtained for the four
data sets with the Speclus algorithm are shown in the left column and with the
DaSpec algorithm in the right column of Figure 3. It is clear that the degree
of separation decreases from top to bottom. The divisions resulting form our
algorithm are more correct than in the case of the other algorithm. However,
neither of them is able to separate the five points inside the part of the ring. But
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even for the highest level of noise the Speclus algorithm finds the right number
of groups.

At last we show how performance of the Speclus algorithm changes if we
use ordinary Laplacian L = D − A instead of signless Laplacian M = D + A.
In Figure 4 there are eigenvectors of Laplacian L and Laplacian M , which are
used for partitioning of the set 2RG. The data structure is perfectly illustrated
by signless Laplacian eigenvectors, indicating three separate clusters. Ordinary
Laplacian eigenvectors indicate only two clusters, whereas the third one does not
have any clear representation. This result constitutes an experimental proof, that
signless Laplacian is more suitable for partitioning sets with varying densities
than Laplacian L.

6 Conclusions and Future Work

We have presented a new spectral clustering algorithm, which uses signless Lapla-
cian eigenvectors and a novel affinity matrix.

The matrix is created on the basis of a mutual nearest neighbor graph with ad-
ditional edges connecting points from sparse density areas. Experiments confirm
that a good similarity measure is crucial to the performance of spectral cluster-
ing algorithms. Our solution correctly separates different types of clusters with
varying densities with and within groups, being simultaneously noise-resistant.
It has only one parameter, which is quite easy to establish. The Speclus algo-
rithm does not require a group number as an input parameter and estimates it
correctly using eigenvectors structure and a modularity function.

These observations show that our algorithm is a good candidate to apply it
to image segmentation, that will be our next task.
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Abstract. Large, data centric applications are characterized by its different 
attributes. In modern day, a huge majority of the large data centric applications 
are based on relational model. The databases are collection of tables and every 
table consists of numbers of attributes. The data is accessed typically through 
SQL queries. The queries that are being executed could be analyzed for 
different types of optimizations. Analysis based on different attributes used in a 
set of query would guide the database administrators to enhance the speed of 
query execution. A better model in this context would help in predicting the 
nature of upcoming query set. An effective prediction model would guide in 
different applications of database, data warehouse, data mining etc. In this 
paper, a numeric scale has been proposed to enumerate the strength of 
associations between independent data attributes. The proposed scale is built 
based on some probabilistic analysis of the usage of the attributes in different 
queries. Thus this methodology aims to predict future usage of attributes based 
on the current usage.  

Keywords: Materialized view, Query Processing, Attribute dependency, 
Numeric scale, Query Optimization.  

1 Introduction 

Success of any large database application depends on the efficiency of storing the data 
and retrieving the same from the database. Contemporary database applications are 
expected to support fast response and low turn-around time irrespective of the 
mediums and applications. Speeding up the query processing in distributed 
environment is even more challenging. Users demand high speed execution over 
internet, mobile phone or any other modern electrical gadgets. Fetching of closely 
related data attributes together would help to reduce the latency. This would be 
particularly significant to reduce communication cost for query processing in a 
distributed database. The core technology proposed in this paper could further be 
extended in cloud computing environment where data is distributed in different data 
centers. Faster query processing in cloud computing environment result in quick 
service processing to the users. Each of these diverse application platforms have 
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specific, and distinct features and could be differentiated based on their nature. Thus 
not only the data stored in the database is subject of interest. Proper analysis of 
different run time parameters of the execution environment could excel the 
performance.  

In this paper, a numeric scale has been proposed to measure the degree of 
association among attributes based on their usage in recent queries. This forms the 
foundation for several optimization aspects that could improve different database 
perspectives such as building materialized view, maintain indexes, formation of 
database clusters etc.  

Attribute is the most granular form of representing data in database applications. 
Thus this analysis based on attributes give a deep insight of the system. Hence the 
deployment of optimization techniques based on this scale would help to improve the 
performance of the application from the granular level. Once developed, this numeric 
scale could be rebuilt dynamically depending on the changing nature of the queries 
over time. The proposed scale takes into consideration the independent characteristics 
of diverse applications or execution environment. Hence, by incorporating the 
assumptions and constraints of the specific system, this scale could be used in 
heterogeneous applications. 

The rest of this paper is organized in several sections after this brief introduction. 
Section 2 describes different existing work on optimization of query execution. Section 
3 contains the proposed methodology of constructing the numeric scale.  In section 4, 
the selection of parameters is discussed along with the complexity analysis of this 
method. In section 5, the entire process is illustrated through an example. The 
concluding remarks in section 6 summarize the work and mention the future extensions 
and applications of the proposed methodology. 

2 Related Work 

Optimizing the query processing in large data centric application has traditionally 
been studied under the name of query optimization. Several works has been reported 
on this area. Initially the focus was on simple database. Over the time, multiple 
aspects including diverse performance criteria and constraints as well as the 
requirements for specific applications are taken into consideration. In the rest of this 
section, a brief survey work has been presented focused on query optimization.     

A method of query processing and standardization is proposed in [1] where query 
graphs are used to represent the queries. These are converted to query trees which in 
turn are represented in canonical vector form. These trees are optimized to enhance 
the performance. Another graph based model used in this context help in further 
optimization by considering the parameters like relation size, tuple size, join 
selectivity factors [2]. An algorithm has also been proposed in [2] to find a near 
optimal execution plan in polynomial time. The time complexity of analyzing the 
graph is often quite high. In [2], instead of considering the whole execution path, 
selective paths are processed. Genetic algorithm and heuristic approaches are also 
used for query optimization [3, 4]. A genetic algorithm [3] to minimize the data 



268 S. Sen et al. 

 

transmission cost required for a distributed set query processing is presented. This 
work is also a contribution in the distributed database application. On the other hand, 
a heuristic approach [4] is proposed to efficiently derive execution plans for complex 
queries. These works takes into account presence of index and goes beyond simple 
join reordering. Mathematical model is also helpful in this context. Tarski Algebra [5] 
along with graphical representation of query is used to achieve efficient query 
optimization. Another graph based approach is shown to optimize the linear recursive 
queries [6] in SQL. This approach computes transitive closure of a graph and 
computes the power matrix of its adjacency matrix. Using this [6], optimization plan 
is evaluated for four types of graphs: binary tree, list, cyclic graph and complete 
graph. In recent past, the distributed query optimization get serious research attention 
as many of the current applications run in distributed environment. A multi-query 
optimization aspect for distributed similarity query processing [7] attempts to exploit 
the dependencies in the derivation of a query evaluation plan. A four-step algorithm 
[7] is proposed to minimize the response time and towards increasing the parallelism 
of I/O and CPU. 

Creation of materialized view and its archival in fast cache also helps in reducing 
the query access time by prior assessment of the data that is frequently accessed. The 
view management process would be more effective if such data can be included in the 
view that is likely to be accessed in near future. An algorithm was been proposed by 
Yang, et. al. that utilizes a Multiple View Processing Plan (MVPP) [8] to obtain an 
optimal materialized view selection. The objective had been to achieve the 
combination of good performance and low maintenance cost. However, Yang’s 
approach did not consider the system storage constraints. Gupta proposed a greedy 
algorithm [9] to incorporate the maintenance cost and storage constraint in the 
selection of data warehouse materialized views. The AND-OR view graphs were used 
[9] to represent all possible ways to generate warehouse views such that the best 
query path can be utilized to optimize query response time. 

Materialized views are built to minimize the total query response time while there 
is an associated overhead towards the creation and maintenance of these views. Thus, 
an effort has always been to balance a strike between optimizing the processing cost 
[10] and time for view selection vis-à-vis increasing the efficiency of query 
processing [11] by utilizing well-organized materialized view. 

Use of index also helps to achieve faster data processing. The application of bitmap 
index [12] helps in query processing for data warehouse and decision-making 
systems. The work proposed in [13], couples the materialized view and index 
selection to take view-index interactions into account and achieve efficient storage 
space sharing. 

However, none of these existing works of query optimization and query processing 
is based on the outcome of a quantitative analysis on the intensity of association 
between the attributes. The work proposed in this paper, therefore, aims towards 
finding a numeric measure to assess such inter-attribute associations. This numeric 
scale provides the relationship between attributes in terms of both present and future 
usage. Hence this scale could be applicable in any optimization methods that involve 
the association of a set of attributes. The knowledge of this scale could be used in 
building and maintenance of materialized views or indexes. 
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3 Attribute Scaling 

The motivation behind this work is to create a numeric scale to represent the degree of 
associations between different attributes based on a set of queries. This scale would 
help to generate different materialized views based on the requirement of the users. 
The proposed methodology of constructing this numeric scale is explained using a 
seven step algorithm named Numeric_Scale (described in section 3.1).  In the pre-
processing phase, a set of queries (say m number of queries) are picked from the 
recent queries evoked in an application. Say, a total of n numbers of attributes 
participate in the query set. The proposed scale is based on these n attributes. 

The 1st step of the proposed algorithm builds the Query Attribute Usage Matrix 
(QAUM), which shows what attributes are used by which queries (described in 
section 3.2). In the next step, mutual dependencies among every pair of attributes are 
computed, yielding to the Attribute Dependency Matrix (ADM) (described in 3.3). 
This is a symmetric matrix. Based on the result of ADM a new matrix, called 
Probability Distribution Matrix (PDM), is computed. PDM shows the dependencies 
among every pair of attributes based on a probabilistic function (described in 3.4). 
This is followed by the computation of standard deviation of each attribute (described 
in section 3.5).  Then for every attribute, scaling is calculated using a function of 
standard deviation and frequency of attribute occurrences (described in section 3.6).  
This result is stored in the Numeric Scale Matrix (NSM).  Now this result is 
normalized in a scale of 10 for every attribute and stored in Normalized Numeric 
Scale Matrix (NNSM) (described in section 3.7). The NNSM Matrix shows the 
dependency among all pair of attributes in the query set based on a numeric scale. 
Higher the value in each cell of NNSM lower the dependency among the pair of 
attributes corresponding to the particular cell. Thus the entry of 10 in some cell say, 
[i, j] means that for ith attribute it has lowest dependency on jth attribute. 

3.1 Algorithnm Numeric_Scale 

Begin 

Step 1. The association between the queries and attributes is computed in Query 
Attribute Usage Matrix (QAUM). 

Call method QAUM_Computation;  
Step 2. Mutual dependencies of the attributes are stored in Attribute Dependency 
Matrix (ADM). The sum of 1 to nth columns (except the diagonal cell) for a given 
tuple is stored in the newly inserted (m+1)th  column of ADM known as Total 
Measure. 

Call method ADM_Computation; 
Step 3. The probability that an attribute is dependent on another attribute is calculated 
and stored in a Probability Distribution Matrix (PDM). 

Call method Probability_Calculation; 
Step 4. Standard Deviation (SD) of each attribute is calculated. 

Call  method StandardDeviation_Computation; 
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Step 5. A particular attribute (PIVOT attribute) is selected and scaling of each 
attribute is done using the methodology Scaling_Calculation and the result is stored in 
Numeric Scale Matrix [NSM]. 

Call method Scaling_Calculation; 
Step 6.  Normalize the computed value of NSM in the closed interval of [1, 10] and 
stored in Normalized Numeric Scale Matrix[ NNSM]. 

Call method Normalized_Scale; 
End Numeric_Scale. 

3.2 Method QAUM_Computation 

In this stage, a m x n binary valued matrix is constructed named as Query Attribute 
Usage Matrix (QAUM).  Here, m is the numbers of queries in the query set and n is 
the total numbers of attributes used in this query set. If query h uses kth attribute, 
QAUM[h, k] would be 1 else 0. 

Begin QAUM_Computation 
/* Procedure to build Query Attribute Usage Matrix (QAUM) */ ℎ ߳ ሾ1. . ݉ሿ, .ሾ1 ߳ ݇ . ݊ሿ, ,ܯܷܣܳ     ,ℎ ݊݅ ݀݁ݏݑ ݏ݅ ݇ ݂݅ = ,ܯܷܣܳ  ݁ݏ݈݁   ;1 = 0;  
End QAUM_Computation 

3.3 Method ADM_Computation 

In this stage, a n x n symmetric matrix named Attribute Dependency Matrix (ADM) is 
built. Each cell say [h, k] of this matrix keeps a count on the number of times that both 
hth and kth attributes are used simultaneously in the set of m queries. As this is a 
symmetric matrix at this stage ADM[h, k] = ADM[k, h]. The diagonal of this matrix is 
marked as ‘#’. The diagonal cells contain trivial information that the dependency of an 
attribute is with itself only. After this new column is inserted into ADM named Total 
Measure, which stores the sum of every row. So, finally ADM is a n x (n+1) matrix. 

Begin ADM_Computation 
/* Procedure to count number of times two attributes a, b occur simultaneously and 
store it in matrix ADM and finally adding the values of each row to store in column 
Total Measure.*/ ℎ, ݇ ߳ ሾ1. . ݊ሿ, ݂݅ ℎ = ,ܯܦܣ     ݇ = ,ܯܦܣ  ݁ݏ݈݁   ;# =   ; ݏ݁݅ݎ݁ݑݍ ܰ ݂ ݐ݁ݏ ℎ݁ݐ ݊݅ ݎℎ݁ݐ݁݃ݐ ݇ ݀݊ܽ ℎ ݏ݁ݐݑܾ݅ݎݐݐܽ  ݂ ݏ݁ܿ݊݁ݎݑܿܿ ݂ ݐ݊ݑܿ ݈ܽݐݐ

,ℎ   ݇ ߳ ሾ1. . ݊ሿ,  
,ାଵܯܦܣ   = ∑ୀଵ ℎ  ,ܯܦܣ  ് ݇. 

  End ADM_Computation 
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 Variance(X) = ∑ୀଵ ݔ). െ μ)2 

 Standard Deviation(SD)=√Variance(X) 

Mean(μ) = ∑ୀଵ  ݔ.

3.4 Method Probability_Calculation 

 In this stage an n x n Probability Distribution Matrix (PDM) is constructed. This 
matrix is build to estimate a probabilistic measure of dependencies of every hth 
attribute with other attributes. Every value of PDM[h, k] is computed by dividing the 
value of ADM[h, k] by the value of Total Measure (ADM[h, n+1])corresponding to the 
hth row of ADM. However, computing the measures of two types of cells are not 
required. These are diagonal cells and the cells for which ADM entry is 0. These types 
of cells are marked as ‘#’ in PDM     

Begin Probability_Calculation 
/* Procedure to build Probability Distribution Matrix (PDM) on the basis of use of 
attributes */ ℎ, ݇ ߳ ሾ1. . ݊ሿ, ݂݅ (ℎ = ,ܯܦܣ) ڀ (݇ = ,ܯܦܲ    ,(0 = ,ܯܦܲ  ݁ݏ݈݁   ;# = ெ,ೖெ,శభ; 

End Probability_Calculation 

3.5 Method StandardDeviation _Computation 

In this stage the mean, variance and standard deviation of attributes are computed as 
function of ADM and PDM.  This is computed to measure the deviation of mean of 
other attribute from a given attribute. 

 
 
 
 
 
 
 
 

 

Fig. 1. Formulas for Mean, Variance and Standard Deviation 

If the random variable X is discrete with probability mass function x1→p1,….,xn→pn 
then Mean, Variance and Standard Deviation(SD) are calculated using the three formulas 
shown in Figure. 1.  Here, ph and xh are the entries of PDM and ADM respectively. 
However those entries which are marked as # in PDM they are not considered in this 
computation. The results of Mean, Variance and Standard Deviation of every attribute are 
stored in MVSD table. The 1st row contains the mean, 2nd row contains the variance and 
3rd row contains the standard deviation. 
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Begin StandardDeviation_Computation 
/* Procedure to compute and store mean, variance and standard deviation for attributes 
in MVSD matrix*/ h Ԗ ሾ1. . nሿ S = 0;  

.k Ԗ ሾ1  . nሿ if (PDM୦,୩ ് #)   S = S  ADM୦,୩ ൈ PDM୦,୩; /*Value stored in ADM [h, k] is multiplied with 
the value stored in PDM[h,k] */ MVSDଵ,୦ = S;  /* Stores mean(µ) */ h Ԗ ሾ1. . nሿ SD = 0;  

.k Ԗ ሾ1  . nሿ if (PDM୦,୩ ് #)   SD = SD  PDM୦,୩ ൈ (ADM୦,୩ െ MVSDଵ,୦)2; MVSDଶ,୦ = SD;  /* Stores Variance(X) */ MVSDଷ,୦ = √SD;  /* Stores Standards Deviation */ 
End StandardDeviation_Computation 

3.6 Method Scaling _Calculation 

In this stage an n x n matrix is constructed and named as Numeric Scale Matrix 
(NSM). The values of this matrix are computed as the function of standard deviation in 
MVSD and ADM.  The result of every MVSD[h, k] is computed as : modulus 
difference of standard deviation of hth and kth attribute, which is divided by the 
ADM[h,k]. However, if the PDM[h, k] is #, it is not considered for computation. This 
matrix is constructed taking the help of both the probabilistic estimate of attribute 
usage as well as the current context of attribute usage. Thus this matrix identifies the 
degree of interdependence among every pair of attribute.  Lower the value in every cell 
of NSM, higher the degree of dependence among the attributes corresponds to the row 
and column. 

Begin Scaling_calculation 
/* Procedure to compute and store degree of interdependence among attributes to 

build Numeric Scale Matrix (NSM)*/ 
.ℎ ߳ ሾ1  . ݉ሿ, .ሾ1 ߳ ݇ . ݊ሿ, ,ܯܦܲ ݂݅ = ,ܯܵܰ     ,# = ܦ  ݁ݏ݈݁   ;# =   ;,ܯܦܣ

,ܯܵܰ           = หெௌయ,ି ெௌయ,ೖห ; 
End Scaling_Calculation 

3.7 Method Normalized_Scale 

In this stage another n x n matrix named Normalized Numeric Scale Matrix (NNSM) is 
constructed by normalizing every row of NSM in a scale of 10. For every row the 
highest value is mapped to 10, similarly all other values of the row are mapped to the 
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new value with the same mapping function. For a row (say, for attribute h) if the 
attribute k has the value 10, that means h has the weakest relationship with attribute k 
where as the lowest entry (say, for attribute p) in some column signifies that h has the 
strongest relationship with attribute p.  

Begin Normalized_Scale 
/* Procedure to compute normalized numeric scale and result stored in NNSM*/ ℎ ߳ ሾ1. . ݊ሿ ݔܽܯ = 0;  

.ሾ1 ߳ ݇  . ݊ሿ ݂݅ (ܰܵܯ, ് #) ר  ,ܯܵܰ)  ݔܽܯ   (ݔܽܯ = .ሾ1 ߳ ݇  ;,ܯܵܰ . ݊ሿ ݂݅ (ܰܵܯ, ് #)   
,ܯܵܰܰ  = #; 
 ݁ݏ݈݁ 
,ܯܵܰܰ           = (ݔܽܯ/,ܯܵܰ) ൈ 10; 

End Normalized_Scale 

4 Selection of Parameters and Complexity Analysis 

The proposed model is based on set of queries and the attributes belonging to this set. 
Thus some selection criterions are important for successful execution of it. The 
different performance issues for the proposed numeric scale include scalability, 
dynamicity, and generalization aspect. The roles of the identified parameters are 
discussed below: 

1) Query Selection: This algorithm starts with a set of queries. The entire analysis 
process is based on this query set. Hence, identification of query set is an important 
parameter for this process. It could be done in different ways. Two of the widely used 
methods are random selection, and interval based Selection. The first method extracts 
some of the executed queries from a given set randomly. In the second approach, 
certain time interval is chosen and the queries that have been executed during this are 
taken for analysis purpose. 

2) Attribute Selection: Once the queries have been selected a set of attributes 
belonging to this query set is clearly identified. However, all of the attributes may not 
be subject of interest. As for example, if an attribute is used rarely in a query set, 
discarding that attribute would reduce the size of ADM and hence result in a faster 
execution of this method. 

3) Threshold Selection: In the preceding step the requirement of attribute selection is 
defined. This is to be supported by some proper usage ratio. Thus the selection of 
threshold value of usage is also need to be defined. 

The overall asymptotic run-time complexity of this algorithm is O(n2), where n is the 
number of attributes selected for analysis.  Therefore, the effectiveness of our approach 
relies on one hand on the ratio n/M, where M is the overall number of attributes in the 
database, and on the other hand variance degree of attributes appearing in the query 
sequence. Measuring the actual computational advantage of our algorithm is the main 
subject of our ongoing work. 
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5 Illustrative Example 

Let's consider a small example set of queries. This is only for the sake of a lucid 
explanation of the steps to be followed in the proposed algorithm. There are ten queries 
(q1, q2, …. ,q10) in the set which use ten different attributes namely a1, a2,…….,a10. 
The queries are not given here due to space constraint, the example is shown starting 
from QAUM. The results are shown up to 2 decimal places. 

Step 1: The use of these 10 attributes, by these 10 queries is shown in the 
QAUM(Table 1) using the method QAUM_Computation. If we consider query q1 we 
can say this query uses attributes a1, a2, a3, a4, a5 and a9.  

Table 1. QAUM 

 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
q1 1 1 1 1 1 0 0 0 1 0 
q2 1 0 0 1 0 1 1 0 0 0 
q3 0 0 1 0 1 1 1 1 0 0 
q4 1 0 0 0 1 1 0 0 1 1 
q5 0 1 0 0 0 0 1 1 1 1 
q6 0 0 1 1 0 1 0 0 0 1 
q7 1 1 1 0 0 1 0 1 1 0 
q8 1 1 1 0 1 0 0 0 0 1 
q9 0 1 1 0 1 0 0 1 1 1 
q10 1 0 0 1 0 1 1 0 1 1 

 
Step 2: The mutual dependencies among all the attributes are stored in Attribute 

Dependency Matrix (ADM). For example the attributes a1 and a2 are used 
simultaneously in three queries, namely q1, q7 and q8. Thus, the entry in ADM for (a1, 
a2) is 3. The Total Measure is computed in ADM by adding the attribute dependency 
in every row. For instance, the Total Measure for a1 is 24. (Table 2) 

Table 2. ADM 

 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
Total 

 Measure
a1 # 3 3 3 2 3 2 1 4 3 24 
a2 3 # 4 1 3 2 1 3 4 3 24 
a3 3 4 # 2 4 3 2 3 3 2 26 
a4 3 1 2 # 1 3 2 0 2 2 16 
a5 3 2 4 1 # 2 1 2 3 3 21 
a6 3 2 3 3 2 # 3 2 3 3 24 
a7 2 1 2 2 1 3 # 2 2 2 17 
a8 1 3 3 0 2 2 2 # 3 2 18 
a9 4 4 3 2 3 3 2 3 # 4 28 
a10 3 3 2 2 3 3 2 2 4 # 24 
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Step 3: PDM is built (Table 3) using the method Probability_Calculation to define 
the probabilistic estimate of attribute occurrence; e.g., (a1, a2) in PDM is computed by 
dividing ADM(a1,a2) with the Total Measure of a1 from ADM.   

Table 3. PDM 

 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
a1 # 0.13 0.13 0.13 0.08 0.13 0.08 0.04 0.17 0.13
a2 0.13 # 0.17 0.04 0.13 0.08 0.04 0.13 0.17 0.13
a3 0.12 0.15 # 0.08 0.15 0.12 0.08 0.12 0.12 0.08
a4 0.19 0.06 0.13 # 0.06 0.19 0.13 # 0.13 0.13
a5 0.14 0.10 0.19 0.05 # 0.10 0.05 0.10 0.14 0.14
a6 0.13 0.08 0.13 0.13 0.08 # 0.13 0.08 0.13 0.13
a7 0.12 0.06 0.12 0.12 0.06 0.18 # 0.12 0.12 0.12
a8 0.06 0.17 0.17 0.00 0.11 0.11 0.11 # 0.17 0.11
a9 0.14 0.14 0.11 0.07 0.11 0.11 0.07 0.11 # 0.14
a10 0.13 0.13 0.08 0.08 0.13 0.13 0.08 0.08 0.17 # 

Step 4: Using the method StandardDeviation_Computation Mean(µ), Variance, 
standard deviation for all the attributes are computed and stored in table MVSD (Table 
4). It has three data rows and n columns for the attributes. The first row of the table 
contains the mean, the second row contains variance and the third row contains the 
standard deviation (SD). The formulations for these three counts are specified in Fig. 1. 

Table 4. MVSD 

 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 
Mean 2.92 3.08 3.08 2.25 2.71 2.75 2.06 2.44 3.29 2.83 

Variance 0.30 2.09 2.61 5.54 3.95 3.82 3.46 3.41 6.98 7.38 
SD 0.55 1.45 1.62 2.35 1.99 1.95 1.86 1.85 2.64 2.72 

Table 5. NSM 

 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
a1 # 0.30 0.36 0.60 0.72 0.47 0.66 1.30 0.52 0.72
a2 0.30 # 0.04 0.90 0.18 0.25 0.41 0.13 0.30 0.42
a3 0.36 0.04 # 0.37 0.09 0.11 0.12 0.08 0.34 0.55
a4 0.60 0.90 0.37 # 0.36 0.13 0.25 # 0.15 0.19
a5 0.48 0.27 0.09 0.36 # 0.02 0.13 0.07 0.22 0.24
a6 0.47 0.25 0.11 0.13 0.02 # 0.03 0.05 0.23 0.26
a7 0.66 0.41 0.12 0.25 0.13 0.03 # 0.01 0.39 0.43
a8 1.30 0.13 0.08 0.00 0.07 0.05 0.01 # 0.26 0.44
a9 0.52 0.30 0.34 0.15 0.22 0.23 0.39 0.26 # 0.02
a10 0.72 0.42 0.55 0.19 0.24 0.26 0.43 0.44 0.02 # 
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Step 5: Using the method Scaling_Calculation, the NSM table (Table 5) is 
constructed. The entries in NSM are derived from the corresponding entries in ADM 
and MVSD. As for example NSM(a1, a2) is computed at first by taking the modulo 
subtraction result of standard deviation of a1 and a2. Then this result is divided by 
ADM (a1, a2). In this case, the difference from the modulo subtraction is 0.90 and 
ADM(a1, a2)  is 3. Thus the NSM(a1, a2) is 0.30. 

Table 6. NNSM 

 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

a1 # 2.31 2.74 4.62 5.54 3.59 5.04 10 4.02 5.56

a2 3.33 # 0.47 10 2.00 2.78 4.56 1.48 3.31 4.70

a3 6.48 0.77 # 6.64 1.68 2.00 2.18 1.39 6.18 10

a4 6.67 10 4.06 # 4.00 1.48 2.72 # 1.61 2.06

a5 10 5.63 1.93 7.50 # 0.42 2.71 1.46 4.51 5.07

a6 10 5.36 2.36 2.86 0.43 # 0.64 1.07 4.93 5.50

a7 10 6.26 1.83 3.74 1.98 0.46 # 0.08 5.95 6.56

a8 10 1.03 0.59 # 0.54 0.38 0.04 # 2.03 3.35

a9 10 5.69 6.51 2.78 4.15 4.40 7.46 5.04 # 0.38

a10 10 5.85 7.60 2.56 3.36 3.55 5.94 6.01 0.28 # 

 
Step 6: Using the method Normalized_Scale, every row of NSM is scaled in a factor 

of 10. For every row the highest value of NSM is scaled to 10 and similarly all other 
attributes are mapped to new values in NNSM(Table 6). As for example in the 1st row 
of NSM a8 has the maximum value thus it is scaled to 10 using the algorithm described 
in section 3.7. Similarly all other values of 1st row are mapped. 

6 Conclusion 

The novelty of this paper is in proposing a methodology to build a numeric scale 
based on quantitative analysis on the set of attributes used in recent queries. Use of 
the standard deviation in this methodology helps to build a predictive model on future 
usage of attributes. Thus this method combines the actual usage with the probabilistic 
assumptions.  

The proposed scale would find significant usage in diverse aspects of database 
management. This would improve the performance towards creation and maintenance of 
the materialized views. This in turn would enhance the query execution in both database 
and data warehouse applications. As the proposed scale is independent of any external 
parameters, materialized views could be formed for heterogeneous applications. Other 
database functionalities like indexing, cluster formation, etc. could also be done on the 
basis of quantitative measures using the proposed scale as compared to intuitive 
approaches. The proposed scale is also useful in any rank based analysis of attributes. 
The future research work of this scale includes several aspects. Firstly, the types of 
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queries to be selected to initiate this process for different applications are interesting and 
depend on the business logic. Experimental findings on diverse database applications by 
using the proposed scale could unearth interesting associations. Secondly, incorporating 
value based analysis over the attributes based analysis could be one using the scale. As 
all the values of the attributes are not accessed during query processing filtering could be 
used on the values as well. Combining the value based analysis with the existing numeric 
scale would help to achieve high speed query processing. Besides, the proposed scale 
could be combined with the concept of abstraction of attributes using concept hierarchy. 
This would help to reduce the amount of data to be accessed and to reduce size of 
materialized views.  
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Abstract. Learning management systems are widely used as a support of dis-
tance learning. Recently, these systems successfully help in present education as
well. Learning management systems store large amount of data based on the his-
tory of users’ interactions with the system. Obtained information is commonly
used for further course optimization, finding e-tutors in collaboration learning,
analysis of students’ behavior, or for other purposes. The partial goal of the paper
is an analysis of students’ behavior in a learning management system. Students’
behavior is defined using selected methods from sequential and process mining
with the focus to the reduction of large amount of extracted sequences. The main
goal of the paper is description of our Left-Right Oscillate algorithm for commu-
nity detection. The usage of this algorithm is presented on the extracted sequences
from the learning management system. The core of this work is based on spec-
tral ordering. Spectral ordering is the first part of an algorithm used to seek out
communities within selected, evaluated networks. More precise designations for
communities are then monitored using modularity.

1 Introduction

E-learning is a method of education which utilizes a wide spectrum of technologies,
mainly internet or computer-based, in the learning process. It is naturally related to
distance learning, but nowadays is commonly used to support face-to-face learning as
well. Learning management systems (LMS) provide effective maintenance of particu-
lar courses and facilitate communication within the student community and between
educators and students [9]. Such systems usually support the distribution of study ma-
terials to students, content building of courses, preparation of quizzes and assignments,
discussions, or distance management of classes. In addition, these systems provide a
number of collaborative learning tools such as forums, chats, news, file storage etc.

Regardless of LMS benefits, huge amount of recorded data in large collections makes
often too difficult to manage them and to extract useful information from them. To
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overcome this problem, some LMS offer basic reporting tools. However, in such large
amount of information the outputs become quite obscure and unclear. In addition, they
do not provide specific information of student activities while evaluating the structure
and content of the courses and its effectiveness for the learning process [26]. The most
effective solution to this problem is to use data mining techniques [1].

The main goal of the paper is the description of our Left-Right Oscillate algorithm
for community detection. The usage of this algorithm is presented on the extracted se-
quences from a learning management system. The core of this work is based on spectral
ordering. Spectral ordering is the first part of an algorithm used to seek out communi-
ties within selected, evaluated networks. More precise designations for communities are
then monitored using modularity.

The discovery and analysis of community structure in networks is a topic of con-
siderable recent interest in sociology, physics, biology and other fields. Networks are
very useful as a foundation for the mathematical representation of a variety of complex
systems such as biological and social systems, the Internet, the world wide web, and
many others [8,17]. A common feature of many networks is community structure, the
tendency for vertices to divide into groups, with dense connections within groups and
only sparser connections between them [12,18].

2 Analysis of Students’ Behavior

Several authors published contributions with relation to mining data from e-learning
systems to extract knowledge that describe students’ behavior. Among others we can
mention for example [14], where authors investigated learning process of students by
the analysis of web log files. A ’learnograms’ were used to visualize students’ behavior
in this publication. Chen et al. [3] used fuzzy clustering to analyze e-learning behavior
of students. El-Hales [11] used association rule mining, classification using decision
trees, E-M clustering and outlier detection to describe students’ behavior. Yang et al.
[25] presented a framework for visualization of learning historical data, learning pat-
terns and learning status of students using association rules mining. The agent tech-
nology and statistical analysis methods were applied on student e-learning behavior to
evaluate findings within the context of behavior theory and behavioral science in [2].

Our subject of interest in this paper is student behavior in LMS, which is recorded
in form of events and stored in the logs. Thus, we can define the student behavior with
the terms of process mining which are used commonly in business sphere. Aalst et al.
[23,22] defines event log as follows:

Let A be a set of activities (also referred as tasks) and U as set of performers (re-
sources, persons). E = A×U is the set of (possible) events (combinations of an activity
and performer). For a given set A, A∗ is the set of all finite sequences over A. A fi-
nite sequence over A of length n is mapping σ =< a1,a2, . . . ,an >, where ai = σ(i) for
1≤ i ≤ n. C = E∗ is the set of possible event sequences. A simple event log is a multiset
of traces over A.

The behavioral patterns are discovered using similarity of extracted sequences of
activities performed in the system.
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A sequence is an ordered list of elements, denoted < e1,e2, . . . ,el >. Given two
sequences α =< a1,a2, . . . ,an > and β =< b1,b2, . . . ,bm >. α is called a subsequence
of β , denoted as α ⊆ β , if there exist integers 1 ≤ j1 < j2 < .. . < jn ≤ m such that
a1 = b j1,a2 = b j2, . . . ,an = b jn. β is than a super sequence of α .

For finding the behavioral patterns, we need to use the methods for the sequence
comparison. There are generally known several methods for the comparison of two or
more categorical sequences. On the basis of our previous work [21] we have selected
the algorithm, witch deals with the different lengths of sequences and with the possible
error or distortion inside the sequence.

Time-warped longest common subsequence (T-WLCS) [13] is the method, which
combines the advantages of two methods from pattern mining - The longest common
subsequence (LCSS) [15] and Dynamic time warping (DTW) [16]. LCSS allows us to
find the longest common subsequence of two compared sequences. DTW is used for
finding the optimal visualization of elements in two sequences to match them as much
as possible. Then, selected T-WLCS method is able to compare sequences of various
lengths, it takes into consideration the order of elements in the sequences, and it is
immune to minor distortions inside of one of the compared sequences. Moreover, the
method emphasizes recurrence of the elements in one of the compared sequences.

To obtain behavioral patterns of similar sequences in LMS, we have used our pro-
posed new Left-Right Oscillate algorithm for community detection. The algorithm is
based on spectral ordering (see Section 3).

3 Spectral Clustering and Ordering

Spectral clustering has become one of the most popular modern clustering algorithms
in recent years. It is one of the graph theoretical clustering techniques and is simple to
implement, can be solved efficiently by standard linear algebra methods, and very of-
ten outperforms traditional clustering algorithms such as the k-means or single linkage
(hierarchical clustering). A comprehensive introduction to the mathematics involved in
spectral graph theory is the textbook of Chung [5]. Spectral clustering algorithm uses
eigenvalues and eigenvectors of Laplacian of similarity matrix derived from the data set
to find the clusters. A practical implementation of the clustering algorithm is presented
in [4]. Recursive spectral clustering algorithm is used in [6]. There Dasgupta et al.
analyzed the second eigenvector technique of spectral partitioning on the planted parti-
tion random graph model, by constructing a recursive algorithm. A spectral clustering
approach to finding communities in graphs was applied in [24].

Ding and He showed in [7] that a linear ordering based on a distance sensitive objec-
tive has a continuous solution which is the eigenvector of the Laplacian. Their solution
demonstrate close relationship between clustering and ordering. They proposed direct
K-way cluster assignment method which transforms the problem to linearization the
clustering assignment problem. The linearized assignment algorithm depends crucially
on an algorithm for ordering objects based on pairwise similarity metric. The ordering
is such that adjacent objects are similar while objects far away along the ordering are
dissimilar. They showed that for such an ordering objective function the inverse index
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permutation has a continuous (relaxed) solution which is the eigenvector of the
Laplacian of the similarity matrix.

3.1 Modularity-Quality of Detected Communities

To quantify the quality of the subdivisions we can use modularity [20], defined as the
fraction of links between the nodes in the same community minus their expected value
in a corresponding random graph [20]. Networks with the high modularity have dense
connections between the nodes within community, but sparse connections between the
nodes in the different communities. Modularity is often used in optimization methods
for detecting community structure in the networks [19]. The value of the modularity
lies in the range 〈−0.5,1〉. It is positive, if the number of edges within groups exceeds
the number expected on the basis of chance.

For a weighted graph G we have a weight function w : E → R. It is for example
function of the similarity between the nodes vi and v j. The weighted adjacency matrix
of the graph is the matrix W = (wi j) i, j = 1, . . . ,n. Than the degree of a vertex vi ∈ V
in weighted graph is defined as

di =
n

∑
j=1

wi j.

The weighted degree matrix D is defined as the diagonal matrix with the weighted
degrees d1, . . . ,dn on the diagonal.

In terms of the edge weights, modularity Q(C1, . . . ,Ck) is defined over a specific
clustering into k known clusters C1, . . . ,Ck as

Q(C1, . . . ,Ck) =
k

∑
i=1

(eii −
k

∑
j=1,i�= j

ei j)

where ei j =∑(u,v)∈E,u∈Ci,v∈Cj
w(u,v) with each edge (u,v) ∈ E included at most once in

the computation.

4 Left-Right Oscillate Algorithm for Community Detection

Upon completing our study of various modifications of algorithms for spectral clus-
tering, we designed our own algorithm for detecting communities within complex net-
works. This algorithm utilizes spectral ordering where similar vertices are closer to
indexes and less similar vertices are further from indexes. When determining the order-
ing, it is necessary to calculate the eigenvector of the second smallest eigenvalue of the
matrix L = D−W . Since we have designed our algorithm for large amounts of data in
a complex network, we used Lanczos method to calculate the Fiedler vector. Once the
Fiedler vector was calculated, we detected appropriate gaps that divide the vertices of
a graph into communities. As observed in the experiment, this type of separation into
gaps leads to several badly-assigned subgraphs. This is due to the fact that the Fiedler
vector is only linear ordered, as is revealed in our data collection. The Left-Right al-
gorithm (see Algorithm 3.1) we have designed for incorporating small subgraphs into
larger communities, gradually increases modularity in a given calculation.
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Algorithm 1. Left-Right Algorithm for Community Detection
Input: similarity matrix W = wi, j for i = 1, . . .n and Sc size of smallest communities.
Output: communities Ck, modularity of detected communities

1. Create Laplacian L = D −W using a matrix of similarity W of a connected graph G =
(V,E,W ).

2. Calculate the Fiedler vector (the second eigenvector of Laplacian).
3. Reorder vertices according to Fiedler vector.
4. Calculate the sums of antidiagonals Asumi =∑∀ j wi− j,i+ j a Asum(i+1/2) =∑∀ j wi− j,i+ j+1for

all i = 1, . . .n and determine sumi = Asum(i−1/2)/4+Asum(i)/2+Asum(i+1/2)/4.
5. Approximate the discrete function sumi by its spline and determine its first and second

derivation. Then find all local minimums and maximums.
6. Assign maximum gaps that lie between two local maximums. Divide the set of vertices

according to its gaps. Obtain subsets SSk ⊂V , where k = 1, . . .K is the amount of subsets.
7. Detect a community using the Left-Right Oscillate assigning algorithm (see Algorithm 2).

Fig. 1. Similarity Matrix and Permuted Similarity Matrix (Natural Number of Communities is 7)

Spectral ordering minimizes the sum of weighted edges multiplied to the power of
the difference in index nodes with the edge incidence. The calculation used for this
equation is the given eigenvector of the second smallest eigenvalue (Fiedler vector) ma-
trix L =D−W . A visualized Fiedler vector and ordered matrix similarity (in agreement
with the Fiedler vector) reveals the creation of several natural clusters which is assigned
by our algorithm.

For finding the Fiedler vector of Laplacian above a large, sparse and symmetric
matrix representative of the evaluated network, we used Lanczos method to partially
solve the eigenvalue problem. To determine the dimension of Krylov subspaces (for a
more precisely calculated Lanczos method), we used modularity for determining the
quality of a detected community. In [7], there is an example of a symmetric Laplacian
Lsym = D− 1

2 LD− 1
2 . Our experiment revealed, that this solution is only appropriate for

some networks.
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Algorithm 2. Left-Right-Oscillate Assigned
Input: subsets SSk ⊂V , where k = 1, . . .K, Sc size of smallest communities.
Output: communities Ck, modularity of detected partitioning.

1. Find connected components Cj for subset SS1, which are greater than the selected size |Cj| ≥
Sc. These components create communities. We add the rest of the vertices vi ∈ SS1 −

⋃
Cj to

the next subset of vertices SS2.
2. Find next connected components Cj for every subset SSk k = 2, . . .K , which are greater than

the selected size |Cj| ≥ Sc. These components create communities. Attempt to assign other
vertices to the previous community, which was established in the previous step. If the vertex
has no edge leading to the previous community than we add the vertex to the next subset of
vertices SSk+1. Continue repeating this method 2 until reach the end of ordered vertices.

3. Going through through all subsets of vertices, connected components are assigned to Cj for
j = 1, . . .J −1 and CJ contain a set of connected components smaller than the selected size.

4. Employ the same approach going right-left without ”oscillation”. Begin with CJ−1 =CJ−1∪
CJ .

The next step for the algorithm is to order indexes of vertices vi ∈ V for all i =
1, . . .n in compliance with ordering using Fiedler vector values. Because we want to
find communities that are easily detected in a visual representation when ordered by a
similarity matrix, we must determine where one community in a linear order ends and
the next begins (find two nodes that belong to various communities). For this reason,
we have calculated the value of antidiagonal sums above an ordered the set of vertices
that capture a cluster overlap in neighboring vertices vi. We define cluster crossing as
the sum of a small fraction of the pairwise similarities. This is aided by linear ordering
data points. The goal is to find the nodes that lay in the areas with fewer edges. These
vertices lie close to locales with minimum function that are attached by approximation
of a cluster overlap discrete function Sumi. We assigned this approximation using the
spline function, allowing for easy calculations of both the first and second derivation,
which are used to assign local extremes. Between the two local maximum extremes of
this function, there lie two vertices. In this area, these vertices represent a maximum gap
(the difference in their Fiedler vector value). This gap determines the border between
two potential communities.

Using this method, we have found the natural amount of ’communities’ above a given
evaluated network. Since the precision with which the Fiedler vector is calculated is a
determining factor, and since in some cases vertices are incorrectly assigned, the result
is an irrelevant component. The benefit of using our algorithm lies within its ability to
assign isolated nodes (or very small subgraphs with selected sizes) to the nearest, most
suitable, connected component that creates the nucleus of a future community. Within
our assignments, we gradually arrive at a set of vertices V separated by gaps in individ-
ual subsets Vk. If the found set Vk does not create a connected subgraph (Gk = (Vk,E),
we determine all connected components in this subgraph. The maximum connected
subgraph then creates the nucleus of this community and all subgraphs smaller than
the selected size are moved to the right. We then attempt to reassign the subgraph to the
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next subset of vertices Vk+1. Due to the linear nature of spectral ordering, it is presum-
able that subgraphs not yet assigned are reordered to the next subset of vertices. This
means that we add the vertices of these subgraphs to the vertices of the next subset (that
came into existence along gaps and creates a subgraph of the original graph with a set of
vertices Vk+1). Then we test the connectivity of subgraph Gk+1, which was expanded by
the nodes from the previous, unassigned subgraph. We go through the entire, spectrally
ordered set of graph vertices employing this method. At the end of this process, we have
created the most relevant of components within which we assign small subgraphs that
are not yet assigned. Then, we repeat this approach in the opposite direction - going
from right to left - and we try to add vertices for inspection in a subgraph. We may
then assign the vertices to a connected subgraph with adjacency to a vertex of a given
subgraph.

Once we assign a subset of vertices using gaps, and once we have detected connected
components from left to right and vice versa, we always calculate the modularity for
the obtained separation of graphs into subgraphs. Our results have revealed that our
Left-right method increases modularity. The resulting connected subgraphs then create
the structure of communities in the graph, which is demonstrated on well known data
collection Zachary karate club in Table 1.

Table 1. Modularity Before and After Left-Right Algorithm for Zachary Karate Club

Before Left-right Commun. After Left Commun. After Left-right Commun.
Laplacian 0.272 11 0.361 4 0.361 4
Normalized-cut 0.342 7 0.311 4 0.311 4

5 Sequence Extraction in LMS Moodle

In this section is presented the extraction of students’ behavioral patterns performed
in the e-learning educational process. The analyzed data collections were stored in the
Learning Management System (LMS) Moodle logs used to support e-learning educa-
tion at Silesian University, Czech Republic.

The logs consist of records of all events performed by Moodle users, such as commu-
nication in forums and chats, reading study materials or blogs, taking tests or quizzes
etc. The users of this system are students, tutors, and administrators; the experiment
was limited to the events performed only by students.

Let us define a set of students (users) U , set of courses C and term Activity ak ∈ A,
where A = P×B is a combination of activity prefix pm ∈ P (e.g. course view, resource
view, blog view, quiz attempt) and an action bn ∈ B, which describes detailed informa-
tion of an activity prefix (concrete downloaded or viewed material, concrete test etc.).
Event e j ∈ E then represents the activity performed by certain student ui ∈ U in LMS.
On the basis of this definition, we have created a set Si of sequences si j for the user ui,
which represents the students’ (users’) paths (sessions) on the LMS website. Sequence
si j is defined as a sequence of activities, for example si j =< a1 j,a2 j, . . . ,aq j >, which
is j-th sequence of the user ui.
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The sequences were extracted likewise the user sessions on the web; the end of the
sequences was identified by at least 30 minutes of inactivity, which is based on our
previous experiments [10]. Similar conclusion was presented by Zorrilla et al. in [26].

Using this method, we have obtained a set of all sequences S = ∪∀iSi, which con-
sisted of large amount of different sequences sl performed in LMS Moodle. We have
selected the course Microeconomy A as an example for the demonstration of proposed
method. In Table 2 is presented detailed information about the selected course.

Table 2. Description of Log File for Course Microeconomy A

Records Students Prefixes Actions Sequences
65 012 807 67 951 8 854

Table 3. Description of Sequence Graphs for T-WLCS Method

T-WLCS
θ Isolated Nodes Edges Avg. Degree Avg. Weighted Degree

0.1 31 5577366 944.036 179.431
0.2 143 1739042 294.354 88.883
0.3 606 534648 90.496 38.735
0.4 1200 271826 46.010 22.998
0.5 2465 103028 17.439 10.430
0.6 3781 29298 4.959 3.596
0.7 5038 8080 1.368 1.269
0.8 5517 5914 1.001 0.997
0.9 5568 5788 0.980 0.980

The obtained set S of sequences consisted of large amount of different sequences,
often very similar. Such large amount of information is hard to clearly visualize and
to present in well arranged way. Moreover, the comparison of users based on their
behavior is computationally expensive with such dimension. Therefore, we present in
the article [21] the identification of significant behavioral patterns based on the sequence
similarity, which allows us to reduce amount of extracted sequences.

We have used T-WLCS methods for the similarity measurement of sequences. The
T-WLCS find the longest common subsequence α of compared sequences βx and βy,
where α ⊆ βx ∧ α ⊆ βy, with relation to T-WLCS. Similarity was counted by the
Equation 1.

Sim(βx,βy) =
(l(α)∗ h)2

l(βx)∗ l(βy)
, (1)

where l(α) is a length of the longest common subsequence α for sequences βx and βy;
l(βx) and l(βy) are analogically lengths of compared sequences βx and βy, and

h =
Min(l(βx), l(βy))

Max(l(βx), l(βy))
(2)
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On the basis of selected T-WLCS method for finding the similarity of sequences, we
have constructed the similarity matrix for sequences (|S| × |S|) which can be repre-
sented using tools of graph theory. For the visualization of network was constructed
weighted graph G(V,E), where weight w is defined as function w : E(G) → R, when
w(e) > 0. Set V is represented by set of sequences S, weights w are evaluated by
the similarity of sequences, see Equation 1, depending on selected method. In
Table 3 is more detailed description of weighted graphs of sequences, where weight
is defined by T-WLCS method for selected threshold θ (treshold for edges filtering
- edges with smaller weights are removed). The number of nodes for each graph is
5908.

5.1 Reduction of Large Amount of Sequences by Left-Right Oscillate Algorithm

We described the procedure for extraction of sequencec from the LMS system in pre-
vious parts of the paper. We created the graphs of sequences by T-WLCS method. The
examples in this section show how the graphs of sequences are divided to clusters by
Left-Right Oscillate algorithm. We will use the concept ”clusters” instead of ”com-
munities” in this part of the paper because we used Left-Right Oscillate algorithm for
finding clusters of sequences.

Table 4. Description of Selected Biggest Clusters of Sequence Graphs for T-WLCS Method

T-WLCS
θ Nodes Edges

0.2 5763 1739040
0.4 4639 271732
0.7 142 1030

Table 5. Partitioning of Sequence Graph for θ ≤ 0.2

Sc = 1
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.23471 85 560 365 104
Left-Right 0.23471 85 560 365 104

Sc = 3
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.23471 85 560 365 104
Left-Right 0.23721 7 581 421 104

Sc = 6
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.23471 85 560 365 104
Left-Right 0.23717 5 580 424 104
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Table 6. Partitioning of Sequence Graph for θ ≤ 0.4

Sc = 1
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.52153 656 829 648 497
Left-Right 0.52153 656 829 648 497

Sc = 3
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.52153 656 829 648 497
Left-Right 0.52820 101 956 720 579

Sc = 6
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.52153 656 829 648 497
Left-Right 0.52955 59 962 739 594

Sc = 10
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.52153 656 829 648 497
Left-Right 0.52890 40 952 794 586

Table 7. Partitioning of Sequence Graph for θ ≤ 0.7

Sc = 1
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.26457 63 15 15 14
Left-Right 0.26457 63 15 15 14

Sc = 3
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.26457 63 15 15 14
Left-Right 0.38731 12 23 22 21

Sc = 6
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.26457 63 15 15 14
Left-Right 0.46304 7 45 15 14

Sc = 10
Modularity Type Modularity Clusters Size of 1th Size of 2nd Size of 3rd

Original 0.26457 63 15 15 14
Left-Right 0.45416 4 58 42 27

For the illustration, we have selected three different graphs from Table 3. These are
the graphs created with parameter θ is greater than 0.2, 0.4 and 0.7. In each graph, there
was identified the largest connected component, and on the basis on this component
was created the new graph. This graph was partitioned by our new Left-Right Oscillate
algorithm (maximum cycles of Lanczos algorithm inside Left-Right Oscillate algorithm
was set to 1500). The sizes of these newly generated graphs are presented in Table 4.



288 J. Martinovi et al.

Individual outputs and quality cuts of graphs after Left-Right Oscillate algorithm can
be seen in Table 5, Table 5 and Table 7. In these tables we have column ”Modularity
Type” where row ”Original” is without applied Left-Right Algorithm and ”Left-Right”
is row with information after Left-Right algorithm. Other columns in these tables are
”Modularity” (see section 3.1), ”Clusters” with amount of clusters after partitioning and
columns with sizes of the top three communities (columns ”Size of 1th”, ”Size of 2th”,
”Size of 3th”).

It is apparent that the modularity is improved, if the parameter Sc (size of smallest
clusters - see Algorithm 3.1) of the Left-Right Oscillate algorithm is greater than 1.

6 Conclusion

In the paper we introduced the Left-Right Oscillate algorithm, which allows us to im-
prove the results of community detection based on spectral ordering. We showed effect
of parameter Sc on the quality of clustering of sequences, which were extracted from
the Moodle e-learning system. This allows us to better identify the same behavior of
students in the online e-learning system. Modularity was used for measuring the quality
of the distribution of sequences within clusters. In the future work we want to consider
using the Left-Right Oscillate algorithm for hierarchical graph of sequences partition-
ing. Thanks to this we want to aim a more appropriate division of student’s behavioral
patterns.
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Abstract. Plan reconstruction is a task that appears in plan recogni-
tion and learning by practice. The document introduces a method of
building a goal graph, which holds a reconstructed plan structure, based
on analysis of data provided by observation of an agent. The approach
is STRIPS-free and uses only a little knowledge about an environment.
The process is automatic, thus, it does not require manual annotation
of observations. The paper provides details of the developed algorithm.
In the experimental study properties of a goal graph were evaluated.
Possible application areas of the method are described.
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1 Introduction

Building a plan in complex environments is a difficult task. Usually a system de-
signer simplifies a world model, thus, it can be rigidly constrained by a designer’s
knowledge. In practice this approach gives acceptable results. The process can
be improved by analysis and use of existing expert plans. There are sources from
which we can mine new plans from the perspective of an observer. However, we
do not have an access to some internal parts of the model, especially to a com-
munication channel between planning and execution modules. In fact, we can
analyze events in the environment to guess sub-goals of observed agents. Here
the task is similar to plan recognition. However, often plan recognition is limited
to predefined goals and tasks [3]. Thus, we would like to provide a method that
automatically extracts reusable plan elements from a set of recorded observa-
tions. We believe that avoiding predefined STRIPS-like conditions and operators
increases model flexibility [11].

The following section of the paper motivates the undertaken subject and in-
dicates possible fields of application. Next, references to other works and the
state of art is briefly introduced. The next part of the document provides details
of the developed method. Subsequently, study results are presented. The final
sections are conclusions and further work.

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 290–301, 2012.
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2 Motivation

The primary objective of the study is to provide a method that supports planning
by utilizing existing data containing effective solution templates. Moreover, the
crucial assumption is to deliver a solution which requires a minimal amount of
predefined knowledge, so that the model can become more flexible and domain
independent.

In order go give a better understanding of the target application domain, we
refer to a general example. Let’s assume there is an abstract environment in
which agents continuously fulfill their goals. The agents are black-boxes char-
acterized by a high level of intelligence. We are interested in their work and
solutions they generate because we can use them for solving our own problems
related to the same or an analogical environment. However, we do not have
enough resources to build a complete agent model since it is too complex.

The agent’s actions are the result of its decisions. Subsequently, the decisions
are the product of a plan. A nontrivial task is to reconstruct a plan on the basis
of observed actions and events that occur in an environment. Furthermore, a
structure of sub-goals inside a plan can be updated and extended when new
observations are provided.

The developed method collects plans from observed expert agents and merges
them into a map of goals connected by observed solutions. It supports trans-
ferring knowledge from experts and learning by practice approaches. However,
the algorithm can be applied in many fields. It can be used in network infras-
tructures for predicting an attacker’s goals and sub-goals based on historical
intrusions [1][2]. Another example is building a rescue robot or other a human
supporting machine by utilizing recorded human experts’ actions [5][4][6].

3 State of the Art

Mining data from an expert’s actions have been previously done in several pa-
pers [7][9]. However, those approaches are based on STRIPS-like operators. In
this case the method is based on a general environment state representation,
which is an alternative approach. In fact, STRIPS operators (or other planning
concept) can be added later, but for the purpose of recorded data analysis our
algorithm focuses on an encoded sequence of environment states.

Defining a set of STRIPS operators is an additional task to accomplish during
development of a system and it can be difficult for complex environment models.
Not only operators, but also preconditions cause problems. In paper [7] authors
reported a problem with overgrowth of negative preconditions that detracted
quality of solutions. Finally, every predefined data greatly constrains system
flexibility. In fact, STRIPS provides human-readable planning rules, but it is
not perfectly suitable for automatically extracted state transition relations and
state transition operators.

Comparing to [7] our approach does not require a set of expert annotations
for each observation, or any other effort related to manual marking of recorded
data. All the provided input data is processed automatically.
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4 Method Description

This section provides details and a pseudo-code of the developed method. How-
ever, before we proceed to the detailed description of the algorithm a general
overview on a model is required.

4.1 General Overview

The model consists of an environment and modules that share data flow (Fig. 1).
The environment is a well-defined part of an agent system exposed to the ob-
server module, which tracks and records events. The module holds a repository
of recorded state sequences. Our algorithm is located in the plan reconstruction
module. The output of the module is passed to the planner. An agent controlled
by the planner can be placed in the same or a similar environment.

Observer / Recorder Plan Reconstructor

Planner
Expert
Agent Agent

Environment

Fig. 1. Module organization and data flow of the discussed model

The method accepts a set of recorded state sequences on input and returns a
goal graph on output. Each input state sequence is an ordered list of encoded
environment states collected by a recorder component during a single simulation
run. A sequence covers the environment state from the initial to the final state
in which agent accomplishes its final task.

A returned goal graph represents a structure of directed connections between
environment goal states. It enables us to find the shortest path from the initial to
the final state. At the same time it provides a hierarchy of goals and information
about method of their accomplishment. In fact, two types of nodes can be found.
The first one is a Key Node that stands for a goal state. The second, a Transitive
Node is used for connecting Key Nodes. A sequence of adjacent Transitive Nodes
between two Key Nodes is a path that stores simple state-change information.
Subsequently – a goal graph is a data that can be successfully applied in hierar-
chical planning methods [10]. However, in this paper we focus on the description
of building a goal graph on the basis of an input set of state sequences.
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Table 1. Symbol description

state – encoded state of the environment
StateSequence – sequence of encoded states
SetOfStateSequences – set of state sequences
KEY – label for a Key State
TRANSITIVE – label for a Transitive State
GoalGraph – directed graph in which each node stores a value

and a list of references to child nodes

4.2 Algorithm Details

The algorithm consists of several steps. Its general framework is presented by
Alg. 1 (look for the symbol description in Table 1). The first step is to initialize
an empty graph data structure. Next, each state sequence is preprocessed by
marking all elements as a Key or Transitive State (in analogy to a Key and
Transitive Node). If the goal graph is still empty, the first element from the first
state sequence is inserted as the root node. In the same loop the state sequence
is broken into a set of paths each of which is a sub-sequence that starts and ends
with a Key State – the algorithm is straightforward and specified by Alg. 3. Each
sub-sequence (path) is attached to the goal graph (Fig. 2).

Alg. 1. Build Goal Graph from a Set of State Sequences

function buildGoalGraph(SetOfStateSequences)

1: GoalGraph := 〈value = nil, children = {}〉
2: for all StateSequence in SetOfStateSequences do
3: StateSequence := markStates(StateSequence)
4: if GoalGraph.value = nil then
5: GoalGraph.value := StateSequence.getFirstElem()
6: end if
7: Paths := breakApart(StateSequence)
8: for all path in Paths do
9: GoalGraph := attachPath(GoalGraph, path)
10: end for
11: end for
12: return GoalGraph

The method of marking states as a Key or Transitive State showed by Alg. 2
depends on environment characteristics. In general, when we consider some dy-
namic environment, we should focus on environment state properties that an
agent has modified. We can assume that these properties are more important,
because they are somehow related to tasks of an agent. Thus, a modification
applied to the environment state can be recognized as fulfillment of a goal. A
specific approach for marking states problem is described in the next section.
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A

B
C

D
C

B

A

E

Fig. 2. An example of a goal graph. The larger circles are Key Nodes and the smaller
are Transitive Nodes. Dashed arrows show places where new paths are attached to the
goal graph. In this case A is the initial node, {B,D,E} are the final nodes and C can
be considered as a sub-goal.

Alg. 2. Mark States

function markStates(StateSequence)

1: for all state in StateSequence do
2: find state properties modified by agent and mark them as important, ignore the

rest
3: if modification has permanent or long term effect

∨ state = StateSequence.getFirstElem() then
4: mark state as KEY
5: else
6: mark state as TRANSITIVE
7: end if
8: end for
9: return StateSequence

Alg. 3. Break Apart State Sequence

function breakApart(StateSequence)

1: Paths := {}
2: path := 〈〉
3: for all state in StateSequence do
4: path.add(state)
5: if state 	= StateSequence.getFirstElem() then
6: if state is KEY then
7: Paths.add(path)
8: path := 〈〉
9: path.add(state)
10: end if
11: end if
12: end for
13: return Paths
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The last part of the method, attaching a path to a goal graph is presented
by Alg. 4. Since a node in a goal graph holds a state representation, we require
a special method of node comparison that provides some level of generality. In
other words, we are more interested in checking whether two nodes are equivalent
and represent a very similar situation in the environment rather than finding
out whether they are identical. This can be done referring to the previously
mentioned state property importance concept. The comparison method is used
for searching nodes in a goal graph. It is used for the first time for collecting
all nodes equivalent to the first element of the input path, we call them a set of
start nodes. In the next step, we use the same method of finding a set of end
nodes each of which is equivalent to the last element of the input path. These two
node sets enables us to connect gaps between each of two start and end nodes
using the input path. In case a connection between two nodes already exists, it
is replaced by a shorter path. If the set of end nodes is empty, the input path is
simply attached to the start node.

Alg. 4. Attach Path to Goal Graph

function attachPath(GoalGraph, path)

1: // value comparison is made according to the importance of state properties
2: StartNodes := GoalGraph.findNodesWithValue(path.getFirstElem())
3: EndNodes := GoalGraph.findNodesWithValue(path.getLastElem())
4: for all startNode in StartNodes do
5: for all endNode in EndNodes do
6: GoalGraph.connectNodes(startNode, endNode, path)
7: end for
8: if EndNodes.getCount() = 0 then
9: GoalGraph.attachPath(startNode, path)
10: end if
11: end for
12: return GoalGraph

The described algorithm is a set of general steps that can be adjusted accord-
ing to some special cases. However, there is an additional feature of the method
that is worth mentioning. The algorithm was showed to process all of the state
sequences in a single block. It is possible to organize the algorithm flow to work
incrementally. Thus, new state sequences can be attached to a goal graph online.
A set of sequences will produce the same result no matter the order of attach-
ing to a graph. Additionally, because duplicate paths in a goal graph can be
replaced, the graph is not expanding infinitely.

5 Test Environment

For the purpose of the research we have developed an agent environment, which
is described in this section. The system was designed to cover a general case
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of a possible application, but maintaining its simplicity. The environment space
is a discrete grid. Each space cell is a resource, but some of them are blocked
or their acquisition causes a special effect in the environment. In fact, there
are five kinds of resources: an empty space, a permanently blocked space, a
gate (a temporarily blocked space), a trigger (locks and unlocks gate), and an
objective. A configuration of the environment used in the experiment is presented
in Fig. 3. An agent starts a simulation run always in the same position cell. It
is able to acquire and move to an unblocked space resource provided that it is
in an adjacent cell. If an agent enters a trigger resource, the trigger’s internal
state ∈ {0, 1} is switched. Simultaneously, a gate linked to the trigger changes
its blocking state. A simulation run reaches the end when an agent acquires the
objective resource.

2

1

2

1

3

3

4

4

5

5

66

i i

i i

- agent

- trigger off/on

- gate closed/open

- objective

- blocked space

Fig. 3. A resource distribution of an example environment. The dashed line follows an
agent’s path from the initial position to the objective in 13 steps. A trigger opens (or
closes) a gate with the same index number.

An environment state is encoded as a two-dimensional array of state prop-
erties. Each state property in the array corresponds to a cell in the space grid.
A state property stores a type of a resource and its internal state. Additionally,
it shows a position of an agent. Despite the fact that the resource acquisition
action can be invoked at any time and it has assigned an execution time, the
observer module records only state changes.

Regarding the state marking method from the previous section, in this specific
environment it is reasonable to mark state as a Key State whenever an agent uses
a trigger or reaches an objective. However, there is still an issue of comparing
equivalent states. The problem can be solved by assigning an importance flag
to a state property. When an agent modifies a state property for the first time,
the property is set to important. Fig. 4 explains the procedure by an example.
Hereby, each important state property must match between two states to be
considered as equivalent (Fig. 5). The comparison function also checks a stored
position of an anent to maintain consistency of a goal graph.
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Key (initial) Transitive Key Transitive Key Key Key (final)

(1) (2) (3) (4) (5) (6) (7)

Fig. 4. An example sequence of 7 states. Each state is labelled as a Key or Transitive
State. Cells surrounded with a bold border are state properties marked as important.

Fig. 5. Equivalency between two states (indicated by an arrow). States are equivalent
when all important properties (cells with bold border) of both states match.

6 Experimental Study

This section describes an adopted testing methodology of the algorithm and
study results. The goal of the experiment was to study characteristics of out-
put graphs provided by the method. The algorithm was tested on sets of state
sequences generated by a randomly acting agent in the environment (Fig. 3).
Statistics of an example set of sequences generated using this method are lo-
cated in Table 2. Instead of preparing a large number of state sequences and
reading subsets, the sequences were generated on the fly. In the experiment a
different numbers of sequences were provided to the algorithm input. Parame-
ters of output graphs were measured. Tests were repeated 10 times and values
averaged.

The first part of the experiment was prepared to measure a size of a goal
graph with respect to a number of input sequences. Increase of number of nodes
is visualized in Fig. 6. A number of Transitive Nodes initially grows quickly, but
then the increase slows down. Theoretically it is possible the number decreases

Table 2. Statistics of an example generated set of sequences. The numbers stand for:
a size of a set, an average sequence length, standard deviation, the minimum sequence
length, and the maximum sequence length.

size avg. len. stddev min. len. max. len.

2000 316.81 236.53 21 1648
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Fig. 6. An average number of transitive and key nodes with respect to a size of an
input set of sequences

Fig. 7. On the left a goal graph with 546 nodes built from 10 state sequences and on
the right a goal graph with 2953 nodes built from 7000 state sequences

in the future while shorter paths between Key Nodes are provided. However,
in an early phase new connections are still revealed and added. The experiment
showed that even for our simple environment a goal graph can look very complex
– selected graphs are presented in Fig. 7.

Anyhow, Transitive Nodes are insignificant. In fact, they can be pruned since
a transition between two connected Key Nodes can be easily found with the aid
of a heuristic. More importantly the number of Key Nodes is stable. Even though
a number of Key States is proportional to a number of permutation of switchable
state properties, complexity of a graph depends on actions of an observed agent.
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In the next part of the experiment we have studied how the number of input
sequences and graph expansion affects the length of the shortest path between
the initial and the final node. The results are visualized in Fig. 8. Clearly an
increase of input sequences positively influences a solution quality. Finally, a
long-run test showed that a much larger size of input gives no real improvement
of the shortest path length (Table 3).
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Fig. 8. An average shortest path from the initial to the nearest final node with respect
to a size of an input set of sequences

Table 3. Statistics of the biggest tested input sequences set. The numbers stands for:
size of an input set of sequences, average number of key nodes, average number of
transitive nodes and shortest path from the initial to the nearest final node.

input set size avg. key nodes avg. trans. nodes avg. shortest path

7000 213 2737.3 13

7 Conclusions

The described algorithm differs from other STRIPS-based methods. It requires
only basic information about types of elements in an environment. Expert knowl-
edge about relations between objects and their use is compiled into a goal graph.
Thus, workload of a system designer is reduced.

Despite the fact that the method in some cases can have a limited applica-
tion, its main advantage is flexibility and automatic data acquisition support. A
planner based on the approach is not required to manipulate STRIPS conditions
and operators. In fact, it can use a set of general transition functions to move be-
tween graph nodes. The set of transitions can be automatically extended based
on observed expert solutions.
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However, the method is not free from flaws. It requires a large amount of input
data. Thus, it can be applied for analysis of existing models which continuously
generate data (e.g., multiplayer game matches). Additionally, the algorithm in
its original form can lead to performance problems. It is required to utilize some
graph search optimizations before applying in practice. Finally, the approach
can evolve to a hybrid model.

8 Further Work

The described algorithm is dedicated to environments with a single agent, or
many agents that work independently. This assumption limits practical applica-
tion. However, the paper refers to an early stage of the research that aims on an
analogical approach but dedicated to a group of cooperating agents. In the new
case, the algorithm can no more entirely rely on environment state comparison.
A new approach based on cooperation patterns should be proposed. Hereby, not
a state change event but an execution of cooperation pattern will link nodes in
the goal graph [8]. Finally, in order to provide system flexibility, the cooperation
patterns should be automatically recognized and mined.
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Abstract. Spectral partitioning is a well known method in the area of
graph and matrix analysis. Several approaches based on spectral par-
titioning and spectral clustering were used to detect structures in real
world networks and databases. In this paper, we explore two community
detection approaches based on the spectral partitioning to analyze a co-
authorship network. The partitioning exploits the concepts of algebraic
connectivity and characteristic valuation to form components useful for
the analysis of relations and communities in real world social networks.

Keywords: spectral partitioning, algebraic connectivity, co-authorship,
DBLP.

1 Introduction

Spectral clustering (or spectral partitioning) is a useful method for partitioning
and clustering of graphs and networks with solid mathematical background and
clear interpretation. The ubiquity of social and communication networks in to-
day’s information society hand in hand with the increasing power of computers
makes the usage of algebraic techniques such as spectral clustering very practi-
cal. In this work, we use the spectral partitioning to analyze selected parts of
the DBLP1, a large database of computer science publications. The DBLP can
be seen as a vast, dynamic and constantly updated social network that captures
several years of author co-operations in the form of joint publications. It is very
interesting for social network (SN) researcher because the authors can be easily
grouped based on their affiliations, areas of interest, and advisor-advisee rela-
tionship. Moreover, we can trace in the DBLP the development of each author’s
activities, types of activities, areas of interest and so on.

In this paper, we present two spectral partitioning based algorithms to itera-
tively detect communities in the DBLP (and social networks in general).

1 http://www.informatik.uni-trier.de/~ley/db/

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 302–313, 2012.
c© IFIP International Federation for Information Processing 2012
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2 Spectral Graph Clustering

The basics of the spectral clustering (SC) were introduced in 1975 byM. Fiedler [4].
Fiedler’s work defined spectral clustering for both, unweighted and weighted
graphs. The following definitions apply to weighted graphs because the edges in
a co-authorship network intuitivelly have different weights. An edge between two
authors that have published one joint paper has different quality (i.e. weight) than
an edge between two authors that have published a large number of joint papers
through the years. The frequency, regularity, and age of such co-operations can be
a hint for an edge weighting scheme.

Definition 1 (Generalized Laplacian of weighted graph G). For a graph
G = (V,E), the generalized Laplacian is the matrix of the quadratic form

(AC(G)x, x) =
∑

(i,k)∈E

cik(xi − xk)
2 (1)

The AC(G) can be easily computed:

aik =

{
0 if i �= k and (i, k) �∈ E

−cik if i �= k and (i, k) ∈ E
(2)

aii = −
∑
k �=i

cik i, k ∈ N (3)

Definition 2 (Algebraic connectivity of weighted graph G). The alge-
braic connectivity of graph G denoted aC(G) is the second smallest (first non-
zero) eigenvalue of AC(G). Let 0 = λ1 ≤ λ2 ≤ . . . ≤ λn be the eignevalues of
AC(G). Then aC(G) = λ2.

The algebraic connectivity aC(G) is also known as the Fiedler value [17].

Definition 3 (Characteristic valuation of G). The characteristic valuation
of G (also known as the Fiedler vector of G) denoted a(G) = (a1, . . . , an) is
defined by the values of the eigenvector corresponding to aC(G).

The characteristic valuation assigns a non-zero (positive or negative) value to
each vertex in the graph in a natural way. There is a number of interesting
properties of aC(G) and a, for example [4, 6, 17]:

– aC(G) is positive iff G is connected.
– if aC(G) is small, then a graph cut according to the values of vertices in

a(G) will generate a cut with good ratio of cut edges to separated vertices.
– a(G) represents an ordering (Fiedler ordering) which can be used for spectral

partitioning of connected graphs (for the rationale see theorem 1).

Theorem 1. For a finite connected graph G with n vertices that has a positive
weight cik assigned to each edge (i, k), characteristic valuation a(G), and any
r ≥ 0 let

M(r) = {i ∈ N |yi + r ≥ 0} (4)

The subgraph G(r) induced by G on M(r) is connected.
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Via theorem 1 can be defined iterative (stepwise) partitioning of connected graph
G into connected subgraph G(r) and general subgraph G \ G(r). Via theorem
1 can be also defined iterative elimination of vertices with lowest significance to
the graph so that the remainder of the graph is connected. The proof of theorem
1 can be found in [4].

2.1 Graph Partitioning

A graph G = (V,E) can be partitioned into two disjoint sets A, B such that
A ∪ B = V and A ∩ B = ∅. The cut value, which describes the dissimilarity
between the two partitions, can be defined as the sum of weights of the edges
removed by the cut [16]:

cut(A,B) =
∑

i∈A,j∈B

cij (5)

It can be shown that the Fiedler vector represents solution for finding partitions
A and B such that the following cost function (the average cut) is minimized [15,
16]:

Acut(A,B) =
cut(A,B)

|A| +
cut(B,A)

|B| (6)

The average cut is a measure with known imperfections [16]. However, its usage
is simple and its computation is fast.

3 Related Work

As the need for efficient analysis of graph-like structures including social net-
works is growing, there was much attention given to spectral partitioning and
spectral clustering of graphs. In this section, we provide brief state of the art of
graph partitioning methods based on spectral clustering.

The use of spectral partitioning for graph analysis was advocated by Spiel-
man and Teng [17]. They have shown that spectral partitioning works well for
bounded-degree planar graphs and well-shaped d-dimensional meshes. Today,
methods based on spectral clustering are being used to analyze the structure of
a number of networks.

An influential study on spectral clustering and its application to image seg-
mentation was published in 2000 by Shi and Malik [16]. The authors approached
the graph partitioning task from the graph cuts point of view. They described
the graph cut defined by the Fiedler vector and called it average cut. The average
cut was shown to be good at finding graph splits whereas the newly defined nor-
malized cut was designed to compute the cut costs as a ratio of cut edge weights
to all edge weights in the segments. The normalized cut was shown to be useful
when seeking partitions that are both, balanced and tight. On the other hand,
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a study by Sarkar and Soundararajan showed that the increased computational
cost of the normalized cut does not result in statistically better partitions [14].

Ding et al. [3] have proposed in 2001 another graph cut algorithm, the min-
max cut, and showed its usefulness for partitioning real world graphs into bal-
anced parts. Bach and Jordan [1] proposed an algorithm based on a new cost
function evaluating the error between given partition and a minimum normal-
ized graph cut. The partitions can be learned from given similarity matrix and
vice-versa - the similarity matrix can be learned from given clusters. Similar-
ity of nodes i and j in this context means large weight of the edge (i, j), i.e.
large cij . The method leads to clusters with large in-cluster similarity and small
inter-cluster similarity of nodes.

The algebraic connectivity has been used to define a new method for con-
struction of well-connected graphs by Gosh and Boyd in 2006 [5]. The algorithm
uses the properties of algebraic connectivity and defines an edge perturbation
heuristic based on the Fiedler vector to choose from the set of candidate edges
such edges that would improve the value of aC(G).

The work of Ruan and Zhang [13] presents an application of spectral parti-
tioning in the area of social networks. The authors developed an efficient and
scalable algorithm Kcut to partition the network to k components so that the
modularity Q of community structures is maximized. For more details on Q
see [13]. The usefulness and effectiveness of Kcut was demonstrated on several
artificial and real world networks.

Mishra et al. [12] have used spectral clustering for social network analysis in
2007. They aimed at finding good cuts on the basis of conductance, i.e. the ratio
of edges crossing the cut to the minimum volume of both partitions. Volume in
this context means the number of edges incident with vertices in the sub-graph.
Moreover, the proposed algorithm was able to find overlapping clusters with
maximum internal density and external sparsity of the edges.

Kurucz et al. [8, 9] have applied spectral clustering to telephone call graphs
and to social networks in general. In their studies, the authors discussed various
types of Laplacians, edge weighting strategies, component size balancing heuris-
tics, and the number of eigenvectors to be utilized. The work proposed a k-way
hierarchical spectral clustering algorithm with heuristic to balance clusters and
showed its superiority over the Divide-and-Merge clustering algorithm.

In 2008, Leskovec et al. [10] investigated the statistical properties of commu-
nities in social and information networks. They used the network community
profile plot to define communities according to the conductance measure. Their
work demonstrated that the largest communities in many real world data sets
blend with the rest of the graph with increasing size, i.e. their conductance score
is decreasing.

Xu et al. [18] have analyzed social networks of spammers by spectral cluster-
ing. They have used the normalized cut diassociation measure that is known to
minimize the normalized cut between clusters and simultaneously maximize the
normalized association within clusters.



306 V. Snášel et al.

A recent work on generalized spectral clustering based on the graph p-Laplacian
is due to Bühler and Hein [2]. It was shown that for p → 1 the cut defined by
Fiedler vector converges to the Cheeger cut. The p-Spectral Clustering using the
p-Laplacian, a nonlinear generalization of the graph Laplacian, was in this paper
evaluated on several data sets.

An overview of spectral partitioning with different Laplacians was given by
Luxburg in [11]. The study contained a detailed description of the algorithm,
properties of different Laplacians and a discussion on suitability of selected
Laplacians for given task.

In general, many variants of the basic spectral clustering algorithm were used
to partition graphs and detect network structure in multiple application areas
with good results. Real world networks and social networks constituted by the
natural phenomena of communication, interaction, and cooperation are espe-
cially interesting application field for the spectral partitioning.

4 Spectral Partitioning of Co-author Communities
in the DBLP

We have defined two iterative partitioning algorithms based on spectral cluster-
ing and algebraic connectivity to find co-author communities in the graph. In
the algorithm 1 (simple iterative spectral partitioning, SimpleISP) was the initial
connected graph divided into two subgraphs, each containing vertices with pos-
itive valuation (and incident edges) and vertices with negative valuation (and
incident edges) respectively. For the next iteration was used as an input the
subgraph that contained the author vertex. If the author vertex belonged to the
negative subgraph (that was not guaranteed to be connected), all vertices that
were not connected to the author vertex were removed. The partitioning ended
when the subgraph contained only single vertex (author vertex ). This variant of
the algorithm creates in every iteration a smaller (narrower) community centered
around the author.

In the algorithm 2 (iterative spectral patritioning, ISP), the graph for next
iteration was created differently. In each iteration, we removed all vertices that
had lower characteristic valuation than the author vertex. It is guaranteed that
the resulting subgraph is connected. The algorithm ended when the author vertex
had the lowest valuation among all vertices in the graph (i.e. it was not possible
to remove loosely connected vertices). This variant of the algorithm centers on
the community to which the author belongs rather than on the author herself.

4.1 Experiments

To observe the communities generated by proposed algorithms, we have con-
ducted a series of experiments with the DBLP data. We have downloaded the
DBLP dataset from April 2010 in XML and preprocessed it for further usage.
We have selected all conferences held by IEEE, ACM or Springer, which gave
us 9,768 conferences. For every conference we identified the month and year of
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Algorithm 1. Simple iterative spectral partitioning (SimpleISP)

1: Find a connected subgraph S containing the vertex of selected author (author vertex), vertices
of all his or her co-authors, vertices of all their co-authors, and edges among them.

2: while |S| > 1 do
3: Compute a(S)
4: Cut S according to a(S)

5: Let S+ contain all vertices and incident edges for which the value of a(S)i ≥ 0 and S−

contain all vertices and incident edges for which a(S)i < 0.

6: Remove all edges between vertices in S+ and S−.
7: if author vertex ∈ S+ then
8: S = S+

9: else
10: S = S−

11: end if
12: Remove from S all vertices that are not connected to author vertex
13: end while

Algorithm 2. Iterative spectral partitioning (ISP)

1: Find a connected subgraph S containing the vertex of selected author (author vertex), vertices
of all his or her co-authors, vertices of all their co-authors, and edges among them.

2: repeat
3: Compute a(S)
4: Get the valuation of author vertex aAV = a(S)author vertex

5: Remove from S all vertices with valuation lower than aAV . The rest is connected.
6: until mina(S) < aAV
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(a) Component size (SimpleISP).
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(c) Relative component size (Sim-
pleISP).
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Fig. 1. Size of author components during the partitioning



308 V. Snášel et al.

(a) 11th iteration (b) 12th iteration

(c) 13th iteration (d) 14th iteration (e) 15th it-
eration

Fig. 2. Philip S. Yus network in selected iterations of SimpleISP

the conference. In the next step we extracted all authors having at least one
published paper in the mentioned conferences (as authors or co-authors). This
gave us 443,838 authors. Using the information about authors and their papers
we were able to create a set of cooperations between these authors consisting of
2,054,403 items. Finally, the cooperations were represented as a graph. A vertex
in the graph represented one author and an edge represented a co-operation be-
tween the authors (joint publication). The edges were weighted according to the
number of joint publications between the two authors, i.e. if two authors pub-
lished one joint work, the weight of the edge between their vertices was 1. If they
co-operated on n papers, the weight of the edge between their vertices was n.
We note that this weighting scheme is quite näıve and much more sophisticated
approaches can be used, but such a research is out of the scope of this paper.

We have selected two authors and investigated spectral partitions of the con-
nected graph consisting of their co-authors and their co-authors’ co-authors. We
investigated only two levels of co-authors to obtain components that could be
manually inspected. Floriana Esposito and Philip S. Yu were investigated in a
recent work on co-authorship network analysis [7]. Floriana Esposito is an au-
thor who has been active since 1990 and who has a lot of strong ties whereas
Philip S. Yu is an author with the greatest number of records in the data set
and with a number of strong co-authors. We have applied both, simple iterative
spectral partitioning and strict iterative spectral partitioning to the subgraphs
around selected authors.
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(a) 15th iteration (b) 16th iteration

(c) 17th iteration (d) 18th iteration (e) 19th itera-
tion

Fig. 3. Floriana Espositos network in selected iterations of SimpleISP

4.2 Results

The process of iterative spectral partitioning of subgraphs for Philip S. Yu and
Floriana Esposito is captured in Fig. 1. The figures illustrate the sizes of com-
ponents (communities) of both authors in each iteration of SimpleISP and ISP.
Initial size of P. S. Yus component was 9607 and initial size of F. Espositos
component was 1180, so for a better comparison, the relative component sizes
are compared in Fig. 1(c) and Fig. 1(d). Figures Fig. 1(a) and Fig. 1(c) show
the process of SimpleISP. We can see that both authors loose the majority of
their collaborators in the second iteration. However, Floriana Espositos network
keeps larger fraction of the original nodes during the whole process and it be-
comes larger than Philip S. Yus network after 12th iteration. The SimpleISP
ended for Floriana Esposito after 20 iterations and for Philip S. Yu after 16
iterations.

The ISP process is shown in Fig. 1(b) and Fig. 1(d). In this case, the most
significant reduction of the communities was done in the first iteration. Floriana
Espositos network lost 932 out of 1180 nodes and Philip S. Yus network reduced
from 9607 to 410 nodes. Again, the relative component size of Floriana Esposito



310 V. Snášel et al.

(a) 3rd iteration (b) 4th iteration

(c) 5th iteration (d) 6th it-
eration

(e) 7th it-
eration

Fig. 4. Philip S. Yus network in selected iterations of ISP

was greater than the relative component size of Philip S. Yu during the whole
ISP and it becomes larger than P. S. Yus community after second iteration. The
ISP ended for F. Esposito after 7 iterations and the final network conatined 20
nodes. In contrast, the ISP for P. S. Yu ended after 8 iterations and the final
network contained only one node - the author node.

Examples of the partitions in selected iterations of the SimpleISP and ISP
for P. S. Yu and F. Esposito are shown in Fig. 2, Fig. 3, Fig. 4, and Fig. 5 re-
spectively. Blue and red vertices and edges represent the components and dotted
edges represent the cut. The number on each vertex corresponds to characteristic
valuation of the vertex and the number on each edge represents the weight of
the edge, i.e. the multiplicity of author co-operation in this experiment. We note
that larger graphs are shown to illustrate the structure of the community and
cut rather than to provide the names of the co-authors which is printed using
very small font.
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(a) 5th iteration (b) 6th iteration

(c) 7th iteration

Fig. 5. Floriana Espositos network in selected iterations of ISP

5 Conclusions and Future Work

In this paper we present two algorithms for iterative spectral partitioning of
social networks. The goal of the algorithms is to find meaningful communi-
ties in networked data. We demonstrate the application of the algorithms on
a co-authorship network, namely the DBLP, in which we sought for communi-
ties of selected authors. The first algorithm focused on a central node around
which it iteratively created connected subgraphs, i.e. possible communities. It
was searching for communities around an author. The second algorithm, fol-
lowing more closely the idea of algebraic connectivity and spectral clustering,
focused on a community rather than on the author. It was highlighting the
community to which the author belonged. We have selected two authors with
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different statistical properties and searched for their communities using both
approaches.

The results of the experiment show that both, the partitioning process and
generated partitions, were quite different for the two authors, no matter which
algorithm was used. An author with strong ties to other authors retained con-
nection to a large number of co-author nodes during most of the partitioning
process. On the other hand, a highly co-operative author lost the links to major-
ity of his/her co-authors very early. The results support the intuition that the
partitioning of such a different authors will be different. We have also observed,
that the author with strong relationships to others was placed to a community
of twenty collaborators whereas the highly collaborative author ended alone.

There are many directions in which this work can continue. First, the observa-
tions presented in this paper should be confirmed on a large number of authors.
Second, the weighting scheme used in this study was rather simple - a different
edge weighting schemes should be applied and their influence on the partitioning
should be investigated. Third, in this work we have used the simple average cut
in which we have split the network according to negative and positive values
of vertex characteristic valuation. Many different cuts were proposed and their
effect on co-authorship network partitioning should be investigated. Also the
effect of different Laplacians should be investigated. Finally, the results of the
spectral clustering of the co-authorship network should be compared to other
non-spectral network and graph analytical methods.
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Abstract. Playfair cipher is a digraph cipher which is not preferred now a day 
for two main reasons. Firstly, it can be easily cracked if there is enough text and 
secondly, frequency analysis of digraph is anyway possible. This paper 
proposes a new solution, which encrypts / decrypts each byte by applying the 
Playfair on its nibbles with the help of a reduced 4×4 Key matrix. This byte by 
byte encryption supports any character (even multilingual character), number 
(of any base), symbol and any type of media file and thereby ensures flexibility. 
Randomness of the algorithm is achieved by rotating the key matrix randomly 
after encryption / decryption of each byte. Several operations are performed to 
support the mechanism of lightweight cryptography. The proposed method is 
implemented and compared with other popular ciphers on the basis of certain 
parameters, like Avalanche Effect, Time Complexity, and Space Requirement. 
The result obtained demonstrates efficiency of the proposed algorithm. 

Keywords: Playfair cipher, Digraph, Encryption, Decryption, Avalanche effect. 

1 Introduction 

Playfair cipher was invented by Charless Wheatstone [1] in 1854 but was named after 
Lord Playfair who prompted the use of the cipher. In Playfair cipher, the alphabets are 
arranged in a 5×5 key matrix based on secret key. Though there are 26 alphabets in 
English language, Playfair cipher can handle only 25 alphabets. So either Q is to be 
discarded or any one of i/j can be used. Despite its proven efficiency the algorithm 
lacks on several areas. Over the years several attempts have been made to modernize 
the algorithm [2], [3], [4], [5], [6], [7], [8], [9], [10] to increase its acceptances by 
eliminating its limitations. This paper provides a new solution approach to overcome 
the shortcomings of the Playfair algorithm. 

1.1 Algorithm 

Playfair cipher is a symmetric encryption technique which uses digraph substitution 
[1]. This cipher encrypts alphabets based on a reference 5×5 key matrix which is 
formed from the given key- PASSWORD. 
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Table 1. Key Matrix 

P A S W O 
R D B C E 
F G H I/J K 
L M N Q T 

U V X Y Z 

 
Now two alphabets are taken at a time from the source plaintext file and then with 

the reference of this key matrix a new pair of cipher text are obtained. Despite of its 
proven efficiency, the main drawback of Playfair Cipher lies in its limitations. The 
limitations of the cipher are as follows. 

• Only 25 alphabets of English language are supported. 
• No support for numeric characters. 
• Only either upper cases or lower cases are supported. 
• No special characters (viz. blank space, new line, punctuations etc.) can be used. 
• Unable to deal with languages other than English. 
• Any type of media files cannot be encrypted. 

Beside these limitations playfair is a poly alphabetic cipher. So by testing the 
frequency of occurrence the plain text can easily be tracked. 

1.2 Related Work 

The main limitation of playfair algorithm lies in its support strictly limited to 25 
alphabets of English language. Over the years several attempts have been made to 
increase the character limit of its dataset. Some modifications increase the matrix size 
to enhance the character set. A 6×6 matrix supports 36 characters, which include 26 
alphabets of English language and all 10 decimal numbers (0-9) [2]. But it needs more 
character support in order to be able to work over a large range of text file. To 
increase the character set the matrix size is further increased to 8×8 to allow 64 
characters, which includes 26 English alphabets, 10 decimal numbers (0-9) and a 
selected set of 28 symbols [3]. Though these modifications increases the character set, 
but still they were limited. Especially 64characters are not at all sufficient in modern 
day encryptions. Keeping this in mind some modifications focus on the use of ASCII 
values in playfair. The use of 7-bit ASCII values increased the character support to 
128 characters. To deal with the matrix manipulation of playfair the concept of 
interweaving is introduced. It actually jumbles the binary values of the ASCII codes 
of a set of characters. Use of multiple iteration and character substitution further 
increases the security. These interweaving and iteration actually leads to lots of  
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confusion and diffusion [4] [5]. These modifications are useful for text encryption, 
but for modern day encryption of multilingual character or media files, the algorithm 
must be modified to support binary file encryption. To achieve the desired output 
some adaptations are made on traditional playfair cipher. The binary values of 7-bit 
ASCII codes corresponds colors of ARGB color model. To utilize the maximum color 
limit some further calculations are made before choosing the next color of the cipher 
based on the key/password [6]. But still a 7-bit ASCII support limits the scope to 
English language only. Multilingual characters are not supported. Keeping this in 
mind another modification focuses on the incorporation of DNA coding in the 
playfair cipher. Binary 8-bit ASCII values are initially replaced by DNA bases, and 
then converted into amino acid groups before applying normal playfair algorithm [7]. 
This actually solves the problem of limited character support but due to its 
complicated and lengthy process it takes more time to encrypt / decrypt. These 
modifications actually treat the plaintext file as binary data stream and thus enrich the 
character set. Another major problem of the traditional playfair is the predictability of 
the cipher by using frequency testing of character occurrences. To overcome this a 
new approach was introduced which keeps track of the frequency of occurrences of 
each and every character in English language and replaces the every next occurrence 
of the character with a character of least frequency of use [10]. Though this provides a 
variation in case of repetitive characters but it also takes extra time as it searches for 
the frequency table for each and every replacement. Another efficient way to deal 
with the problem is to use Random Numbers [3] [8] is a popular technique. 
Unpredictable different random sequences are produced from Linear Feedback Shift 
Register by varying logic functions and taps based on key. But the use of random 
numbers dose not supersedes probability of breaking it on the basis of the frequency 
test. Some research is also done on integration of several encryption algorithms. To be 
precisely if suggests use of a hybrid technique blending of both classical encryption 
technique as well as modern techniques to provide better security [9]. 

1.3 Contribution 

This paper provides a new solution approach to overcome the shortcomings of the 
Playfair algorithm. Enhanced Binary Playfair Algorithm uses a reduced 4×4 key 
matrix to encrypt each byte of the plaintext file. Two nibbles of each byte are applied 
on the reference key matrix and a new pair of nibbles are obtained, which form the 
cipher byte. This algorithm also uses a dynamic matrix rearrangement to incorporate 
randomness in playfair instead of conventional poly alphabetic block cipher 
technique. The proposed Binary Playfair Algorithm is a stream cipher which uses 
dynamic byte substitution. This algorithm also is also efficient in respect to time 
complexity and space complexity and power consumption as it uses simple XOR and 
assignment operations. For these features this lightweight encryption algorithm can be 
used, where resources are limited in terms of- memory, computing time, computing 
power, battery supply, especially in the case of encryption/decryption in mobile 
device. 
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2 The Modified Binary Playfair Cipher 

The new approach to overcome the limitations of the playfair cipher, which is discussed 
in this paper, treats each file as a binary file and applies the playfair algorithm on each 
byte of the file. The nibbles of each byte are used to encrypt / decrypt with the help of a 
reduced 4×4 reference key matrix. A nibble consists of 4 bits having a value of range 0-
15. On the other hand, the 4×4 reference key matrix also contains 16 values, in the range 
0-15. So, each pair of the nibbles of a byte is replaced with a new pair of nibbles and thus 
new byte is obtained. This algorithm encrypts / decrypts the file byte wise and hence the 
reminder offset or odd length word problem doesn’t arise. 

2.1 Algorithm 

This algorithm consists of two phases: Key Matrix Formation and the main 
Encryption / Decryption phase. 

Password / Key Matrix formation 

Step 1: Read the key file Kf. 
Step 2: XOR both nibbles of the byte and put the result value in a key-buffer. 
Step 3: If the XOR value already exists in the buffer, put the next value. 
Step 4: After putting the values if the buffer-size is less than 16 put the remaining 

values in the buffer, so that no repetition occurs. 
Step 5: Put the values of the key-buffer in the key-matrix in any specific 

arrangement order, based on the key value. 

Encryption / Decryption 

Step 1: Read the plaintext file Pf. 
Step 2: Take a byte of the plaintext file to encrypt/decrypt. 
Step 3: Take two nibbles of each byte as reference and apply Playfair to get two   

resultant nibbles. 
Step 4: Combine these two nibbles to get the encrypted byte. 
Step 5: Write the byte in cipher text file Cf. 
Step 6: Rearrange the key matrix on the basis of plaintext value and present key 

matrix arrangement. 
Step 7: Repeat the steps 2-6 for next byte value until the plaintext is empty. 

2.2 Step by Step Illustration for an Example String 

Now to understand the algorithm more clearly, let us take a more detailed illustration 
of the algorithm. 
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1. Create Key-Buffer: Let us assume that the key file contains text “IT(cwe)”.  

Table 2. Creating unique key buffer 

Key ASCII HEX-Code Nibble 1 Nibble 2 XOR Buffer 

I 73 49 4 9 D (13) 13 

T 84 54 5 4 1 1 

( 40 29 2 9 B (11) 11 

c 99 63 6 3 5 5 

w 101 65 6 5 3 3 

e 119 77 7 7 0 0 

) 41 30 3 0 3 4 

Now, the remaining values (that are not already placed) are placed serially 
starting from 0. So the total key buffer is given below. 

13 1  11 5  3  0  4  2  6  7  8  9  10 12 14 15 

2. Key Matrix Arrangement: Initially key matrix can be arranged in different 
variations. Some of the possible options are as follows. 

Table 3. Some possible key arrangements 

8 0 9 1  12 11 4 3 

4 12 5 13  13 10 5 2 

10 2 11 3  14 9 6 1 

6 14 7 15  15 8 7 0 
         

0 1 5 6  0 1 2 3 

2 4 7 12  11 12 13 4 

3 8 11 13  10 15 14 5 

9 10 14 15  9 8 7 6 

3. Encrypt / Decrypt: After the arrangement of key-matrix the main encryption/ 
decryption is performed. Let us assume the first byte of the plaintext is K (HEX 
value: 4B). And the present state of Key Matrix is as follows. 

Table 4. Key Matrix 

8 0 9 1 
5 12 5 13 
10 2 11 3 
6 14 7 15 



 An Efficient Binary Playfair Algorithm Using a 4×4 Playfair Key Matrix 319 

The nibble values 4 & 11 of K are applied on the key matrix and the output 
nibbles are 5 & 10. So the output cipher is 5A which resembles Z. 

4. Key Matrix Rotation: The size of the reference key matrix is reduced in this 
algorithm. So to prevent frequency based tracking this paper suggests a 
compulsory rotation / rearrangement of the reference key matrix.  

 

Fig. 1. Some possible key re-arrangements 

2.3 Illustration with an Example File 

To understand the algorithm more clearly, let us take an example and see its 
illustration. Let us assume the key / password is  IT(cwe). 

And the plaintext is  Switch to prudential home insurance and you could get a 
"25%" introductory discount for the first year of your policy. 

1. Create Key-Buffer: According to Table 2 of the previous example, 
following key buffer is formed from the password IT(cwe). 

13  1  11 5  3  0  4  2  6  7  8  9  10 12 14 15 

2. Key Matrix Arrangement: Initially key matrix is arranged as follows. 

Table 5. Key Matrix 

9 12 14 15 
4 6 7 8 
0 3 11 2 
13 1 10 5 

3.  Encryption/Decryption: The first byte of the plaintext is S (HEX value: 53). 
The nibble values 5 & 3 of S are applied on the key matrix and the output 
nibbles are 1 & 2. So the output cipher is of HEX value 12 which resembles 
DC2 (Device Conctol 2). 
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4.  Matrix Rotation: Based on the key matrix of Table-5 and previous plaintext 
character S (Ascii value: 83) the matrix is rotated. So the current key-matrix 
is as follows. 

Table 6. Key Matrix 

3 9 12 14 
0 4 6 15 
13 11 7 8 
1 10 5 2 

5. Encryption/Decryption: The second byte of the plaintext is w (HEX value: 
77). The nibble values 7 & 7 of w are applied on the key matrix and the 
output nibbles are 8 & 8. So the output cipher is of HEX value 88 which 
resembles the symbol ‘?’. 

 

These two steps of Encryption/Decryption and Matrix Rotation will be 
repeated for each bytes of the plaintext / ciphertext. For the plaintext of this 
example it will repeated for 118-times. 

And the corresponding cipher is    ı?$:-B??þ9H?#øÖB?äç®æı??}ıìRı 
¼úÖı¦Ç©¦é?ı4ÔÊ?¬v?¬?ı©¤-;ª?qÑªQóEıø[ÆÛv?¦Þ£b]Æ+É~¿Öbıw¦lı 
æAðo tä5 ùL_ ııUâX?öÂ\'¶§¬ık 

3 Experimental Results 

The proposed Enhanced Binary Playfair algorithm is implemented on java platform 
[11] and a number of tests are considered to observe the encryption efficiency in 
terms of certain parameters like avalanche effect, key randomness and time. Two 
more algorithms DES (Data Encryption Standard) [12] and DNA-Playfair [7] 
algorithms are considered for comparative encryption analysis with the proposed 
algorithm. In respect of the above mentioned parameters some experimental results 
are given below. 

3.1 Avalanche Effect 

The avalanche effect refers to a desirable property of cryptographic algorithms. The 
avalanche effect is evident if, when an input is changed slightly (for example, flipping 
a single bit) the output changes significantly (e.g. - 35% of the output bits flip). 

In the proposed enhancement of playfair the avalanche effect is tested on a number 
of randomly generated 100 files. The result of Avalanche Effect lies between 46% - 
55%. The ideal case or strict avalanche criterion (SAC) is the probability of 50% bits 
change. So the obtained result proves the efficiency of the algorithm very strongly. 
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Though in this algorithm the type or varity of rotation is fully dependent on ‘key’ and 
on the 'content of the plaintext file’, the result may vary for different files. 

A details comparison of Avalanche effect between different algorithms is given in 
the chart below. 

 

Fig. 2. Avalanche Effect of different algorithms 

Figure 2 shows the avalanche effect of different encryption algorithms. It can be 
observed that the proposed Binary Playfair algorithm gives avalanche effect of almost 
49% change, which satisfies nearly the strict avalanche criteria of 50%. Thus, it can 
be inferred that the Enhanced Binary Playfair algorithm gives comparatively much 
better result than other two encryption techniques DES and DNA Playfair which show 
6% and 30% avalanche effects respectively. 

3.2 Repetitions of Characters 

The chance of repetition of a character is very low. So, it is safe from frequency 
tracking. The repetition a of character in the process of encryption of a 16 KB file on 
its every occurrence a particular byte “#” with hexadecimal value of 23 is encrypted 
as follows. 

 
The above box shows that it is almost impossible to break the cipher using 

frequency of the character occurrence testing. 
A frequency count is also computed on the cipher key matrix to analyze what are 

the most and least common character occurrences in the cipher. Experimental analysis 
for character repetition has been conducted on a large set of files of varying sizes and  
 

37 1F 6C 68 3A 50 C1 DF 0D 9D 95 BD 03 A1 
C7 35 01 DB 1B 42 1C 10 84 75 B2 CE F9 74 
35 52 06 7D 37 58 D6 8D C4 B2 1B 37 DF BA 
FC 71 8F 78 52 05 3D E2 6B DC F6 30 
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Table 7. Comparison of Character Occurrences 

File Size Algorithm Percentage of Repetition 

4 KB 

Binary Playfair 15 % 

DES 24% 

DNA Playfair 40% 

12KB 

Binary Playfair 29% 

DES 32% 

DNA Playfair 79% 

the proposed algorithm has been compared with DNA Playfair and DES. Two sizes of 
file, 4 KB and 12 KB are chosen. The percentage values are obtained from the 
average of large set of small size and large size files. The results are shown as below. 

It is observed in Table 7, that for small size file, the frequency tracking of the 
proposed algorithm is almost difficult and byte repetition is around 15% in 
comparison with DNA Playfair and DES of values 24% and 40% respectively.  
Although for large file size, the chances of byte repetition is likely to be more and 
hence percentage of repetition gets higher. Still Binary Playfair is proved to be more 
lightweight and efficient as claimed in our algorithm in comparison to DNA Playfair 
and DES algorithm.  

3.3 Random Rotations 

After encryption of each byte the matrix can be rotated in n! (i.e. 2092278988800) 
where n = row×column = 16) number of different ways. Among these rotations, in 
some cases repetitions may occur in the cipher. If row and col represents the number 
of rows and columns of the key matrix, and Nr represents possible number of unique 
rearrangements of the matrix. Then in each case of rotation/rearrangement, the actual 
number of variations where no repetition will occur can be expressed as follows. 

 Nr = n! – [ (rowC2×2!) ×(colC2×2!) ] × (n – 4)! ] (1) 

In case of this modified version of playfair a 4×4 key matrix is used. So, row=4, 
col=4, n = (row×col) = 16 

 Nr = 16! – [ (4C2×2!) ×  (4C2×2!) ] × (16 – 4)! = 43536 (2) 

This 43536 is a huge number of variations, for a cryptanalyst to search in each byte of 
the cipher in order to break it. Hence the cipher is secured. 

3.4 Low Space Requirement 

The space requirement of this modified Playfair algorithm is very low. It uses a 4×4 
matrix. Only a buffer of 16 nibble is required. In addition, two bytes are required one 
for file read/write buffer and the other for matrix manipulation buffer. 
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3.5 Low Time Requirement 

The time requirement for encryption of this modified Playfair algorithm is 
substantially low. The proposed algorithm has been applied randomly on a set of 100 
files of different in order to calculate the average time requirement for encryption / 
decryption. 

 

Fig. 3. Average Encryption / Decryption Time 

In Figure 3, the average time is depicted to encrypt 24 files of size ranging from 100 
KB to 150 KB. It is observed that on an average 2 sec 832 millisecond time is required to 
encrypt a file of size 122 KB. As a matter of fact, it can be well inferred that average time 
required to encrypt increased number of large size files will be more. 

A detailed comparison of different algorithms regarding time requirement to 
encrypt / decrypt a file of size 103 KB is given in the chart below.  

 
Fig. 4. Time requirement versus different encryption algorithms 
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Figure 4 depict the average time taken by different algorithms to encrypt files of 
size 100 KB. A large number of randomly generated text and binary files of size 100 
KB was used in the experimentation. It can be clearly observed that the proposed 
Enhanced Binary Playfair algorithm is taking least time of 2.150 seconds to encrypt 
the file. For other algorithms like DES and DNA Playfair, the time requirement for 
encrypting the same file are more, which are around 2.580 seconds and 5.234 seconds 
respectively. 

4 Conclusion and Future Work 

The original Playfair cipher uses a digraph substitution technique to encrypt/decrypt 
alphabets based on a reference 5×5 key matrix which is formed from the given key. 
The algorithm is strictly restricted to “English Alphabet”, that to either in uppercase 
or in lowercase character. No numbers, punctuations and other characters are 
supported. Several modification attempts have focused on elimination of several 
limitations. Some methods have increased the character-set of the key matrix, others 
have used the ASCII values and others have incorporated randomness. But these 
modifications stand strong in their own purposes. The overall limitations of the cipher 
were not eliminated by these individual modifications. 

This paper proposes a modification of the Playfair algorithm which strongly increases 
the security of the cipher. The proposed algorithm uses the 8-bit ASCII values of the 
plaintext file to encrypt/decrypt in the binary mode. Thus it supports any type of plaintext 
be it any alphabet of any language, any symbol, any number system, any type of media 
file or anything else. This algorithm acts as a stream cipher rather than conventional poly 
alphabetic block cipher. There is no need to adjust reminder offset or odd length word. 
Randomness is incorporated by means of random specific rearrangement of key matrix. 
The algorithm uses a 4×4 key matrix. So space efficiency is achieved. It uses simple 
XOR, shift and assignment operations straightway. The time complexity of the algorithm 
is O (n), where n is the file size. For these features, this lightweight encryption algorithm 
can be used, where security requirement is high but resources are limited in terms of 
memory, computing time, computing power, battery supply. 

The future work can focus on a larger key matrix which might enhance the security 
further and also reduce the time complexity. An additional indexing can be introduced 
to sort out the order and total number of rearrangement techniques based on the key / 
password. This algorithm can further be implemented in chip level to embed it in 
mobile sensors networks. 

Acknowledgement. Authors acknowledge UPE-II program of Jadavpur University 
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Abstract. The paper presents and discusses direct and indirect tun-
ing of a knowledge-driven harmonization model for tonal music. Auto-
matic harmonization is a data analysis problem: an algorithm processes
a music notation document and generates specific meta-data (harmonic
functions). The proposed model could be seen as an Expert System with
manually selected weights, based largely on the music theory. It em-
phasizes universality - a possibility of obtaining varied but controllable
harmonies. It is directly tunable by changing the internal parameters of
harmonization mechanisms, as well as an importance weight correspond-
ing to each mechanism. The authors propose also indirect model tuning,
using supervised learning with a preselected set of examples. Indirect
tuning algorithms are evaluated experimentally and discussed. The pro-
posed harmonization model is prone both to direct (expert-based) and
indirect (data-driven) modifications, what allows for a mixed learning
and relatively easy interpretation of internal knowledge.

Keywords: Harmonization, data analysis, expert system, musical work,
supervised learning, tonal music.

1 Introduction

Harmony is an important element of tonal music, it defines a vertical relation
between notes [1], and by definition is opposed tomelody - a horizontal succession
of notes in a specific voice. In fact, however, the harmonic relations of the leading
melody (regarding mono- or homophony) are largely depending on the horizontal
succession of notes and melodic intervals between them. Harmonic passages that
follow harmonic chords (with smaller or larger deviations) can be frequently
detected in a melody. Similar, but obviously much stronger harmonic relations
are to be found in an accompaniment, where the melody is less (or even not at
all) important, as the main goal is to define a background for the leading melody.
The obvious exception to these assumptions are polyphonic musical works. They
tend to cultivate two or more independent voices, that compete for attention,

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 326–337, 2012.
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but also have to cooperate harmonically, usually indicating strong harmonic
relations.

Automatic harmonization can be seen as a problem crossing two different ar-
eas: 1) theoretical music knowledge and 2) formal mathematical computations
- presented in form of algorithms or slightly less formal Artificial Intelligence
solutions. From the technical point of view it could be seen as analyzing of a
music notation document and producing meta-data (harmonic functions). Over
the years, many various approaches and techniques were used to solve the prob-
lem (or similar). The most popular paradigms are: Expert Systems [2][3], Neural
Networks [4], Constraints and probabilistic approaches [5] [6] [7], evolutionary
algorithms [8]. Due to excessive complication and uncertainty, related to such
sensitive subject as music (feelings and sensitivity still tend to evade scientific
approaches), no approach seems to fully explore and describe the subject. In
fact, some of the approaches focus on a particular style of musical works, as
for example typically Baroque pieces of J. S. Bach in [4]. This allows for rel-
atively narrow specialization and therefore eases the algorithmic description of
the problem.

Frequent limitations for above-mentioned approaches seem to be: lack of uni-
versality (results limited to a specific area), an unpredictability, a need for a
large learning examples database and an extensive amount of calculations. The
authors’ approach is mostly based on an advanced theoretical music knowledge,
especially in the area of harmonization, and is aimed at solving these disadvan-
tages. The authors propose a model that may be customized at various levels
and does not need any learning examples, as they are replaced by an expert
knowledge of harmony, incorporated in model. It may be defined initially as Ex-
pert System with manually selected weights, however the authors also propose
a scheme for tuning the general harmonization model. With enough knowledge
of harmony one can also directly modify the model using internal parameters.

In this paper the authors concentrate on tuning procedures of their harmo-
nization model introduced in [9] and extended in [10]. The paper is organized into
five sections; Section 1 being an introduction. Section 2 presents basic concepts
concerning harmony and harmonization in tonal music. Section 3 describes the
harmonization model and explains mechanisms used. Section 4 discuses various
tuning possibilities of a proposed model and presents a sample of experimental
results. Finally, Section 5 concludes the paper, discuses configuration, universal-
ity properties and suggests future work.

2 On Harmony in Tonal Music

The process of creating accompaniment to a homophony (lone melody - a single-
layered progression of sounds in time) can, in practice, be divided into two
phases. The first is harmonization (determination of harmonic functions and
chords corresponding to them), the second phase is creation of accompaniment
using previously determined chords. It is important to stress, that in vast num-
ber of cases there is no single, ultimate harmonization for a given melody. There
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are many possibilities, from the most simple and obvious to the highly compli-
cated and non-trivial ones (e.g. improvised music, jazz). The decision depends
mostly on a style of music. It also relies on capabilities of the available instru-
ment/orchestration, and the abilities of performers/harmonizers. There are also
cases when no additional information is needed to perform the music, except for
the leading melody and harmonic functions. A common example is an improvised
à vista accompaniment to songs played on a guitar or a piano.

2.1 The Tonal Harmony

For the purposes of this paper the authors have focused on a tonal system with
two basic scales : major and minor (natural minor as well as harmonic and
melodic modifications). The authors’ considerations and experiments are based
on seven diatonic harmonic functions (built on 1st, 2nd, 3rd, 4th, 5th, 6th and 7th

grade of major/minor scales) with common modifications: adding the seventh,
ninth, and sixth (all three minor and major).

The harmonic relations in tonal system tend to be well defined in terms of con-
sonants (chords ’pleasant’ to human ear, stable) and dissonances (chord slightly
’unpleasant’, unstable, introducing a tension that needs to be resolved to conso-
nants). The authors have omitted alterations and higher intervals (alike eleventh,
thirteenth), that may be considered as dissonances meant to resolve, rather than
intrinsic harmony.

3 Proposed Harmonization Model

The proposed harmonization model is based on several mechanisms that closely
follow music theory:

1. Particular note can have various harmonic importance (based on the
note’s relative length, the notes placement in measure, surrounding notes,
volume, etc.);

2. Each note excites (fits to) several harmonic functions, based on pitch
and function components taken into consideration (components higher than
9th are usually very rare and considering them is very difficult);

3. Some harmonic functions are more likely to occur than others (the
simplest example being Tonic - a base and consolation for vast majority of
tonal music, therefore usually occurring most frequently). It is preferable to
prioritize the commonly used functions;

4. Some specific successions of harmonic functions are more or less
probable, therefore it is possible to prioritize the more likeable (frequent)
successions (e.g. Dominant → Tonic or Tonic → Subdominant).

The mechanisms are implemented in an independent way (when possible) and
weighted using a standard range [0; 1], in order to easily configure (or eliminate)
their degree of influence.
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3.1 Data Representation of Harmonic Functions

Each harmonic function is stored in a structure that contains a vector of Har-
monic Function Strengths (since we consider 7 different diatonic functions its
length is 7) and a corresponding vector of function modifiers. Harmonic Func-
tion Strength is a factor used to determine probability of occurrence of a specific
diatonic harmonic function. In the authors’ experiments the function modifiers
are mostly limited to sevenths, with occasional ninths and in rare cases to sixths.
Sixth is present in so-called Chopin’s chord : Dominant with seventh and natural
or augmented sixth instead of fifth, resolving down to the first degree of scale.
The diatonic function with modifiers in a given key is equivalent to chords e.g.
Tonic with modifier seventh in key G-major is equivalent to G7. Some modifiers
cover others, e.g. a chord with a ninth is a variation of a chord with a seventh.
Modifiers can be seen as subclasses of the main class (basic diatonic function).

For simplification reasons the authors have decided to determine the harmonic
functions in constant intervals: twice per measure in the case of 3 or 4 beats and
once per measure in the case of 2 beats. This is sufficient in most cases, as in
practice the harmonic functions rarely change more frequently. The authors have
also experimented with harmonic fragment being equal to the whole measure.
Musical piece is decomposed into harmonic fragments (defined as indivisible
musical unit with a single diatonic function attached to each one of them).
The Harmonic Function Strength for a harmonic fragment is a sum of function
excitations (determined by note pitch) for all notes in the fragment, according
to varied degrees of Note Importance.

3.2 The Flow of the Proposed Model

The flow of the proposed model regarding a single harmonic fragment is pre-
sented in Fig. 1, and proceeds as follows:

1. The harmony of a particular fragment is evaluated by examining all notes
that it is composed of. Based on a set of rules from Section 3.3, every note
is attached with a Note Importance value.

2. Each note excite (add a certain value to Function Strengths vector) several
corresponding diatonic functions by being a specific chord component, with
degree defined by the Function Excitation Matrix (Section 3.4).

3. After all the notes are processed, the vector of Function Strengths is el-
ementwise multiplied by a Function Popularity Vector (Section 3.5). This
primarily serves as a method of favouring the more popular functions. The
Function Popularity Vector can also be a way to get a rich and uncommon
harmony.

4. A Function Successions mechanism is applied after the individual process-
ing of all of the harmonic fragments is complete. Function Succession matrix
(Section 3.6) defines the degrees of desire for a specific succession of harmonic
functions. They serve as additional modifiers (regarding direct predecessor
and successor) for vectors of the Function Strengths. Every fragment is mod-
ified twice, first as a predecessor and the second time as a successor; only
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0.81 0.42 0.83 0.00 0.87 0.51 0.440.81 0.42 0.83 0.00 0.87 0.51 0.62

Fig. 1. Harmonization model flow

the outmost fragments are changed once. The modifications are calculated
for every possible function succession (a total of 49 combinations is possible
for 7 recognized functions, the modifiers are not taken into account). They
are multiplied by both corresponding function strengths and additionally by
a 1/12 factor what potentially keeps them in the original Function Strengths
range.

5. A classification decision is made for each Harmonic Fragment. It is based
on values of Function Strengths. Winner-takes-all decision was used for sim-
plicity reasons; the classification-like relations are already hidden inside the
above mentioned mechanisms. It is important to stress that any classifier
can be used for this purpose (including direct use of function subclasses,
described in Section 3.1. Determination of classifier for this purpose is a
large topic exceeding the scope of the paper. The winning diatonic func-
tion is translated into chord, regarding the key. Finally it is attached with
chord modifiers (e.g. seventh, ninth), that were stored independently during
Excitation.

Each omittable mechanism (Note Importance, Function Popularity, Function
Succession) is attached with an overall Global Configuration Weight from the
range [0; 1] (Fig. 1). It can be used to fine tune or disable the influence of a
specific mechanism on the final harmonization result. Excitation is an essential
mechanism to obtaining Function Strengths, therefore it may not be weighted in
a similar manner. The mechanisms are based on matrices (Function Excitation,
Function Succession), vectors (Function Popularity) or rules (Note Importance)
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that offer substantial, direct and indirect configuration possibilities. The follow-
ing subsections describe in detail the above-mentioned mechanisms.

3.3 Note Importance Determination

Note Importance may be determined by:

– the length of note - longer notes have, in general, greater influence on the
harmony. The note length is used as an initial value for further importance
weighting. Values corresponding to neighboring note lengths (alike eighth
note and quarter note) have common ratio, empirically stated as 5/6.

– position in measure - notes at inherently accented parts of measure - on-
beat - are very important. Notes at generally unaccentuated parts of measure
- off-beat, are less significant. Notes occurring in-between these main beats
are harmonically even less important.

– notes that are at the end of ties have minor contribution to the
harmony; when played on string instruments (e.g. grand piano, upright
piano, guitar) they are not hit again. They are therefore relatively quiet.

– notes that are easily-heard by human ear are placed in extreme
voices (highest and lowest notes); notes in the middle voices are slightly
harder to hear and therefore contribute less to the local harmony;

– accentuation increases the volume and therefore harmonic value of the
note.

Homophony harmonization was chosen for the experimental evaluation, therefore
the authors have determined a set of Note Importance rules described in Table
1. In this case, rules regarding voice position are irrelevant, and are not taken
into consideration. These rules would be however important for music works
with many voices. Corresponding note length from upper part of the Table 1 is
taken as an initial value of Note Importance. Initial values for non-standard note
lengths (e.g. a half note with a dot) are determined proportionally. The weight
corresponding to the first fitting rule from lower part of the Table 1 serves as
the multiplier for the initial value.

3.4 Implementation of Functions Excitation by Notes

A well-defined diatonic function contains at minimum three components (typi-
cally root note, third and fifth). More complicated diatonic functions contain also
additional or altered intervals. Determination of exact pitches of these function
components requires detection of the piece key and reading of the current key
signature.

Two matrices of Function Excitation are used to define the excitations of dia-
tonic functions with notes (from the melody or the accompaniment). The matrix
for major scales is presented in Table 2. Each diatonic function is excited by the
particular matching note to a specified degree. This, obviously, is relative to
the pitch of the note in question, and to the pitches of the notes occurring in the
tonal functions themselves. The authors have defined the weights of excitation
in the range of [0, 1], assigning:
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Table 1. Determining Note Importance

Note length Initial value

Whole note 1.440
Half note 1.200

Quarter note 1.000
Eighth note 0.833

Sixteenth note 0.694
Thirteenth-second note 0.579

Condition Importance weight

Note at the end of a tie 0.4
Note on the 1st beat 1.0

Note on the 3rd beat 0.9
Accentuated note 0.8

Note on the 2nd or 4th beat 0.7
Other notes 0.6

– [0.8; 1.0] - greater degrees to the common chord components (e.g. root note,
third and fifth);

– [0.4; 0.6] - moderate degrees to the less common components: sixth, seventh,
ninth with occasional modification of natural third. Making major chords
from naturally minor chords using augmented third serves frequently as toni-
cization - a local Dominant → Tonic resolution);

– [0.1; 0.2] - small degrees to the rare modifications of natural sixth seventh
and ninth.

Table 2. Excitation weights for major scales

Absolute shift from function root note[in semitones]
0 1 2 3 4 5 6 7 8 9 10 11

D7 1 0 0 0.9 0 0 0.8 0 0 0 0 0
T6 1 0 0 0.9 0.1 0.1 0 0.8 0 0 0.4 0
D 1 0.5 0.2 0.1 0.9 0.1 0 0.8 0 0.4 0.6 0.1
S 1 0 0 0.1 0.9 0.1 0 0.8 0 0 0.4 0
T3 1 0 0 0.9 0.1 0.1 0 0.8 0 0 0.4 0
S2 1 0 0 0.9 0.1 0.1 0 0.8 0 0 0.4 0
T 1 0 0 0.1 0.9 0.1 0 0.8 0 0 0.4 0

A similar matrix has been prepared for minor scales. Due to space limitation
it is not presented in this paper. The obvious differences in reference to major
scales are the natural qualities of diatonic functions. The less straightforward
dissimilarity is a frequent conversion from naturally minor Subdominant and
Dominant to major. This commonly occurs in a melodic variation of scale, and
sometimes, in harmonic variations.
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3.5 Function Popularity

The goal of determining and applying weights corresponding to Function Pop-
ularity is to directly prioritize frequently occurring tonal functions (e.g. Tonic,
Subdominant, Dominant). This is a direct way to make them more frequent than
less popular functions, as inherently specified by music theory. The goal can be
indirectly obtainable by using lower coefficients in the Functions Succession ma-
trix (described in Section 3.6). Obviously, the direct method makes controlling
the process much easier. For experimental studies the authors have used the
Function Popularity vector, specified in Table 3.

Table 3. Function Popularity vector weights

Tonal function

Name Weight

T 1.0

S2 0.6

T3 0.7

S 0.9

D 0.95

T6 0.65

D7 0.2

3.6 Succession of Harmonic Functions

The succession of harmonic functions (horizontal relations between neighbor-
ing harmonic functions) is implemented using encouragement of more probable
combinations, with moderation of less likable ones. This is done using a Func-
tion Succession matrix. The matrices proposed for major and minor scales are
presented in Table 4. The matrix for minor scale is similar and due to space
limitations not presented here.

The matrices values were determined in order to prioritize the most likable
successions. The exemplary common successions are: Tonic into Subdominant,
Subdominant into Dominant and Dominant into Tonic - cadence (the simplest
and most common). Another example is less common deceptive cadence (Domi-
nant into Tonic6). The matrices also support tonicization (e.g. succession from
Subdominant2 into Dominant). It is worth mentioning that the most supported
quasi-succession is maintaining the current function (no change) with the max-
imum degree of support: 1.0. It allows more efficient handling of common cases,
where harmonic functions change less frequently than the arbitrary harmonic
fragment length (e.g. two beats). It is also important to mention that the sup-
port of succession occurs only between harmonically determinable harmonic frag-
ments, excluding these that do not contain notes at all (only pauses), or contain
only ongoing tied notes from previous beats. It is assumed that such fragments
continue the previous harmonic function (which is a slight oversimplification as
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Table 4. Functions Succession weights for major scales

Transfer into:
T S2 T3 S D T6 D7

D7 0.5 0.3 0.5 0.2 0.9 0.1 1.0
T6 0.4 0.8 0.3 0.8 0.7 1.0 0.2
D 0.9 0.4 0.7 0.3 1.0 0.8 0.3
S 0.7 0.4 0.4 1.0 0.9 0.5 0.1
T3 0.3 0.2 1.0 0.5 0.6 0.8 0.1
S2 0.2 1.0 0.2 0.5 0.9 0.4 0.2
T 1.0 0.4 0.3 0.8 0.9 0.6 0.1

it does not have to be always true). The succession support occurs forwards
and backwards for each possible succession, with a degree defined by the sum
of products of the neighboring Function Strengths and a succession weight from
the Functions Succession matrix.

4 Model Tuning and Experimental Results

The authors have implemented the proposed model and tested it using music
documents in MusicXML file format [11]. This section discuses various tuning
possibilities and presents exemplary homophony harmonizations with the use of
various tuning approaches.

The model has been applied to musical works containing a single melody
(monophony) with no key changes (no modulations). It may be considered as
a greater challenge (more harmonic uncertainty) than using musical works with
accompaniment or several independent voices, where harmonic functions are gen-
erally easier to detect. The proposed harmonization model is viable for almost
every musical piece, regardless of the number of voices, as long as it is maintained
in a tonal system, e.g. uses either major or minor scale (with possible modifi-
cations like harmonic, melodic, Dorian, etc.). In case of many voices or chords,
ideally, a customized Notes Importance determination is required (as described
in Section 3.3), in order to detect and prioritize more important voices, and at-
tenuate the less important ones. Efficient harmonization of a musical works with
key changes (modulations) requires detection or indication of such changes, and
an adequate update of tonal root and/or minor/major scale properties.

The authors propose the following model modifications:

1. changing values of Global Configuration Weights (respectively:
Note Importance, Function Popularity, Function Succession), exemplary
applications are: moderation of less popular functions, introduction of un-
common function successions;

2. direct tuning - changing values in the configuration matrices (Function
Excitation matrix, Function Popularity vector, Function Succession matrix)
and defining custom Note Importance determination rules. The initial values
are meant to be universal, changing them directly influences the behavior of
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the model and produced results in a specific direction, but requires experi-
ence and advanced knowledge of harmony;

3. indirect tuning by learning from examples - modification of a part
of proposed approach (Function Popularity vector and Function Succession
matrix) using non-direct modification (tuning) of matrices. The example is a
harmonized music piece: a music document with attached harmony functions
corresponding to class labels. A simple statistical analysis of the occurring
harmonic functions are used to update the values in the Function Popularity
vector. Analysis of occurring harmonic function successions in the exam-
ple are used to update Function Succession matrix. Total extinction of rare
functions and successions may occur (depending on the harmony relations
included in the examples), therefore the authors propose to limit the min-
imal values to a fixed threshold 0.05. The learning process is independent
regarding the sequence of examples - similarly to batch learning, as sequential
learning would prioritize the recent examples over the previous ones.

The results in Fig. 2 present alternative harmonizations produced using different
tuning procedures. The fragment of musical piece (A. De Vita and H. Sharper -
Softly, as I leave you) was harmonized with harmonic fragments set to 2 beats
(half of measure). The first and second harmonies were obtained for original
model with various values of Global Configuration Weights (respectively: Note
Importance, Function Popularity, Function Succession): {0.4, 0.4, 0.4} in the first
case, {0, 0, 0.8} in the second case. In the second case less popular functions are
encouraged to appear. Third harmony was obtained by using direct tuning of
the model (by changing Function Excitation matrix to produce more seventh
and ninth chords, and Function Popularity vector to encourage rare functions.
Fourth harmony was obtained by using indirect tuning by learning from exam-
ples, with ten examples being modern popular music pieces of unspecified genre.
The learning set has relatively simple harmonies, therefore the harmonization
results (produced by the tuned model) are also simplified.

Regarding indirect tuning: it is possible to tune the original model into a spe-
cific direction by training with a preselected set of examples (i.e. jazz pieces with
complicated harmony or musical pieces from a specific period). Such approach
requires a number of carefully selected examples and is problematic as musical
styles are often ambiguous.

Fig. 2. Alternative harmonizations using different tuning procedures
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5 Conclusion and Future Work

In this paper the authors have presented music theory based harmonization
model with emphasis on model tuning. The main goal of the approach is univer-
sality but also control over harmonization process and results. Various possibil-
ities of the initial model modifications are discussed with given examples.

5.1 Remarks on Universality

The proposed model offers numerous configuration possibilities and universal-
ity: as it is not data-driven but knowledge-driven, it provides multiple levels of
model control and, to some extent, results of harmonization. As opposed to the
data-driven approaches (taught with examples) the authors’ methodology does
not need to be fed with large or representative sample of data (requiring data
gathering, selection and frequently producing uncontrollable results). It may be
used in many variants relying only on the theoretical knowledge. With modifi-
cations of underlaying configuration data one can achieve many valuable tasks,
such as:

– defining the Note Importance rules tuned to various musical pieces;
– defining the Function Excitation matrix to generate rare or simple func-

tions/modifications, resulting in a complicated or simplistic harmony;
– defining the Function Popularity vector to moderate, forbid or encourage

specific tonal functions, directly limiting or increasing probability of their
occurrence;

– defining the Function Succession matrix to moderate, forbid or encourage
specific harmonic function successions;

– changing the Global Configuration Weights of harmonization mechanisms in
order to tune the model to the specific needs and expectations;

– iterate through configurations in order to quickly generate various (possibly
interesting) harmonies for the same musical work.

The authors propose also data-driven tuning of the initial model, what could pro-
vide more viable harmonizations or (with preselected set of examples) produce
specific harmony style.

5.2 Future Works

Future works in the area will be conducted in the following directions:

– continuous development and evaluation of the presented harmonization
model;

– determination of configuration matrices and parameters for different styles of
musical works (like jazz, classical music, popular music, etc.) using indirect
tuning with preselected set of examples (what requires relatively large and
representative examples database);
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– development of the Function Succession mechanism with use of chord mod-
ifiers;

– development of the Function Excitation mechanism using also relations
between notes, rather than independent notes;

– developing criteria for automatic evaluation of the obtained harmony;
– automatic parametrization of the harmonization model based on the above-

mentioned criteria;
– further development of model tuning procedures, using well established

machine learning paradigms, e.g. Artificial Neural Networks.

Acknowledgement. This work is supported by The National Center for Re-
search and Development, Grant no. N R02 0019 06/2009.
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Abstract. Problem stated here is connected with music information
processing, especially with Braille music notation. The main objective
of this paper is usage of semantics for optimization of Braille music
scores processing. This issue is important in the area of huge Braille
music scores. Our approach is based on structuring – both syntactical
and semantic – in spaces of music information. Optimization would not
be possible without such structuring. The main idea is connected with
logical score partitioning into smaller pieces that are weakly dependent
between each other. Optimization is based on closing changes to small
syntactical and semantic items of the structure. Each change during edit-
ing touches on of such small items instead of processing significant parts
of the whole structure.

Keywords: Data understanding, knowledge processing, music represen-
tation, music data processing.

1 Introduction

In this paper we discuss the problem of processing Braille music notation. Braille
music notation is an example of language of communication between people and,
in this case, it is called a language of natural communication, c.f. [2,6]. Communi-
cation is seen as intelligent exchange of information, which involves information
understanding by all sides of communication. Nowadays technologies support
information processing helping to improve interpersonal communication. Lan-
guages of communication can be seen as tools for constructing vehicles carrying
information. These vehicles are texts of natural languages, scores of music nota-
tion, scores of Braille music. This remark brings a way to deal with information
processing including personal and automatic processing. Such processing requires
information structuring as well as identification of structures of information.

In this study we discuss syntactic and semantic structuring of Braille mu-
sic notation. The discussion is aimed on optimization of automatic processing
of big scores of Braille music notation. Namely, we investigate a possibility of
avoiding processing of big parts of the whole score in editors of Braille music.
Such optimization is worth attention when big scores are edited. However, due

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 338–350, 2012.
c© IFIP International Federation for Information Processing 2012
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to properties of music information, for many symbols of music notation, sim-
ple editor’s tools do not allow for limited processing. It is necessary to employ
deep syntactic and semantic analysis of the score or its fragment corresponding
to editing activities in order to limit to necessary minimum the spectrum of
processed symbols.

The paper is structured as follows. Fundamentals of syntactic and semantic
tools involved in structuring music information are recalled in section 2. In sec-
tion 3 we describe shortly formats of music information. We only recall general
purpose music representation formats and describe to some extent formats re-
lated to Braille music notation. These formats are crucial for the main track
of this study. Introduced efficiencies in Braille music processing are studied in
section 4. On the basis of illustrative examples we describe syntactic and seman-
tic methods leading to minimization of parts of Braille music score subjected
to processing during editing operations. Expansion of presented examples to
other symbols of music notation is straightforward. Finally, we come to conclu-
sions anchored in real Braille music processing editor developed in frames of the
acknowledged research project.

2 Syntactic and Semantic Mappings

Any intelligent processing of constructions of languages of natural communica-
tions requires uncovering structures of raw data. There are different ways lead-
ing to structuring. Our interest is focused on employing syntactic and semantic
structuring of music information with special emphasis put on Braille music no-
tation. It is obvious that raw data without any structuring is useless in intelligent
communication. Otherwise the processing covers some characters from alphabet
without any meaning. The aim is to create generic method for integrate syn-
tactic and semantic structuring of music information. This structuring allows
for optimized processing of music information described in different languages
including Braille music notation and printed music notation. For people with
good eyesight we bind Braille music notation with printed music notation in this
study. The method is an extension of a likewise study in [4].

2.1 Syntax

Syntactic structuring of music information is the first stage of the analysis pro-
cess. We will utilize context-free grammars for syntactic structuring of Braille
music notation and printed music notation. We refer to and will continue dis-
cussion of syntactic structuring outlined in [4].

Let us recall that we use formal grammars, which are systems G = (V, T, P, S)
where: V is a finite set of nonterminal symbols (nonterminals), T is a finite set
of terminal symbols (terminals), P is a finite set of productions and S is the
initial symbol of grammar, S ∈ V . In general productions can be seen as a finite
binary relation P ⊂ (V ∪ T )+ × (V ∪ T )∗). A grammar G is context-free one
(CFG) ⇐⇒ (∀p)(p ∈ P ⇒ p ∈ V × (V ∪ T )∗).
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Since there is no evidence that Braille music notation is a context-free lan-
guage, we do not attempt to construct a context-free grammar generating the
language of Braille music notation. Instead we use context-free grammars cov-
ering the language of Braille music notation. Such grammars will generate all
constructions of Braille music notation and some others, which are not valid
Braille music constructions. This approach cannot be used in generating Braille
music scores or parts of scores or in checking their correctness. However, since
we employ context-free grammars for processing scores, which are assumed to
be correct, the approach is proven. A discussion on construction of context-free
grammars covering printed and Braille music notations is outlined in [4].

2.2 Lexicon

Lexicon is the space of language constructions, each of them supplemented with
possible derivation trees, also known as parsing trees. Lexicon includes relations
between items of this space. Such a tree satisfies the following rules:

– it is a subtree of the derivation tree of the whole score,
– it is the minimal tree generating the given language construction,
– the minimal tree can be extended by a part of the path from the root of this
tree toward the root of the score derivation tree

Due to the last condition, usually there are many trees for a given language
construction. We do not recall the meaning of parsing tree in a context-free
grammar, refer to [5] for definition of it.

Different trees supplementing a given language construction describe different
context of the language construction. For instance, if we consider a sequence of
consecutive notes, the minimal derivation tree for these notes matches all such
sequences in the whole score, if more than one is present. If the minimal tree is
extended to the root of the derivation tree of the whole score, than it represents
only this given sequence of notes, c.f. [3] for details. The concept of the lexicon
can be applied, for instance, for better understanding and better performing of
structural operations, e.g. find operation.

2.3 The World: The Space of Hearing Sensation

Languages allows to describe a real world of things, sensations, thoughts, ideas
etc. Braille music notation describes the space of hearing sensations, which can
be outlined as the space B × D × P of triples (b, d, p). Each triple defines the
performed sound, where b is beginning time, d is duration and p is pitch of this
sound. In general, objects of the real world may be outlined with much reacher
set of features, but this simple triples are sufficient for our discussion, c.f. [4].

Above mentioned approach is very generic, refers to physical essence of a
sound and has not any links to a particular notation. This structure can be
used for any music notation, especially Braille music notation. This definition
of the space of hearing sensation is also very useful in case of other structural
operations, e.g. conversion, c.f. [4].
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The purpose of using the world of real objects is to tie meaning to syntactic
structures, i.e. to tie meaning to lexicon elements of the Braille music nota-
tion. This assumption allows us to cast different descriptions music information
and different formats representing music information onto the space of hearing
sensation. In this way, it is possible to construct collaborating methods, which
operate on these different descriptions and formats, c.f. [1]. We apply the idea
for formats used in a real processing of Braille music accomplished in frames of
the Braille Score project, with the BMF format described in next sections as the
space of music sensations.

2.4 Semantics

As mentioned in the previous section, descriptions of music notation expressed
in different languages and representation of music notation in different formats
are cast on the world of hearing sensations. Such casts are called semantics of
descriptions and representations of music information. Formally, let B is the lex-
icon of Braille music notation and H is the space of hearing sensation. Semantics
S is a relation:

S ⊂ B ×H

The Braille music notation is tightly connected with objects in internal format.
Here we consider the BMF format as the example. Every element of the Braille
music notation (a character, a Braille cell) contains information about its owner
– element from BMF. It is obvious that every Braille cell has such element,
because:

– characters present in notation represent some data from BMF. Otherwise
they are redundant and would be thrown away from notation,

– characters in notation create some data in BMF. Otherwise they are redun-
dant, caries no information and would be thrown away from notation

Every element in notation has related element(s) in BMF, and every element
in BMF has related element(s) in notation. This relation is many-to-many. One
element from BMF may create many Braille cells and one Braille cell may create
many elements from BMF. Nevertheless, one meaning is chosen, often not at
once, but depending on neighboring Braille cells.

3 Formats Description

Musical data is stored as files or physical scores (manuscripts or printed ones
– images/photos of scores). The files are written in different formats. Rough
division enumerates formats that are printed score (e.g. MusicXML files), Braille
score (files with Braille music) or pure sound (e.g. MIDI files) oriented.

When processing music data it is convenient to use more than one internal
format. Internal formats should meet external formats of data or to make pro-
cessing easier.
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Fig. 1. A typical data flow in Braille Score

A set of the internal formats is presented in the Figure 1. These structures
store musical information in varied way: external types, printed music oriented,
Braille music oriented and Braille music files. Between the most of these types
is available bidirectional conversion, except one way conversion BNMF → BN.
There exist implicit conversions BN → ASCII → BNMF.

Bubble ,,ASCII” represents Braille music written as ASCII file. Bubbles ,,
LONG” and ,,PAGE” indicate displayed notation in two manners: as infinite line
or as broken line. These two bubbles do not handle structured data, in opposite
to other bubbles. Each of the other bubbles from the Figure 1 is described in
next paragraph.

3.1 External Source

This data source is used to create the main internal format called ,,MF”. There
is possibility to build MF from following sources:

– MusicXML – a popular file format used to write music scores (c.f. [7]),
– MIDI – file format that contains only sound information (c.f. [8]),
– .bmp, .jpg, .tif, .png – images of scores, which after recognition process will
create MF,

3.2 MF

MF (Figure 2) is the main internal format. It is not tied with Braille notation.
MF can be displayed and edited as printed music notation. MF consists of several
abstract data types, the main are:

– Score – represents whole score, contains Staffs, MusicSystems, time sig-
nature and many other information about page parameters and metadata
(such as title, author, composer)

– Staff – contains information about instrument, key signature and clef
– Music System – contains barlines information and Measures (this con-
struction can be misleading because of different naming convention: some-
times multiple staves is called measure; in Braille Score each measure
contains one staff, many staves creates system)
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Fig. 2. MF

– Measure – contains VerticalEvents
– VerticalEvent – elements that represents one particular event during given
measure’s time, contains voices slots and additional dynamic/ornamentation
information; each voice slot may contain note/rest element

This above description is general draft of MF structure. Mentioned elements
are emblazoned by additional properties, such as ornamentation, articulation,
dynamic symbols.

3.3 BMF

BMF (Figure 3) is the main internal format in Braille music editor. It handles
Braille music information encapsulated at high abstraction level. This format’s
structure is similar to ,,MF”, but there are some differences in regard of Braille
music notation. BMF consists of:

– Score – represents whole score, contains Staffs, Systems, time signature
and many other information about page parameters and metadata (such as
title, author, composer, interval reading direction)

– Staff – contains Measures, instrument names
– System – contains Measures, barlines, time signatures
– Measure – contains Voices, key signature
– Voice – contains notes/rests
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Fig. 3. BMF

3.4 BNMF

BNMF (Figure 4) is simple format that represents Braille dots at high level
abstraction with semantic attached. This format is organized as follows:

– Score – represents whole Braille music score, contains Staffs
– Staff – contains Measures
– Measure – contains BSymbols and ending Small Context
– BSymbol – element that represents Braille dots
– Small Context – set of elements, that allow to process notation more effi-
ciently, will be described in the next paragraph

Fig. 4. BNMF
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Each BSymbol has information about protuberant dots of this cell. It has con-
nection to element from BMF, which produces this Braille cell and gives the
meaning to it.

This format was chosen to be the target of editing operations. Changes in
Braille music notation are made in this format. Then, if necessary, changes are
propagated in other formats.

3.5 BN

BN (Figure 5) is an intermediate layer, that contains both: Braille cells with
semantics as an infinite line and Braille cells with semantics as a broken line.
This format is an element, that can be displayed or written into the file in both
manners: as an infinite line or as a broken line.

Fig. 5. BN

3.6 Context

Context is used when reading Braille music notation (e.g. from ASCII file or
from BNMF format). It contains information about signs read previously which
has influence on current sign.

Elements of Context have different scope. Arbitrary division itemizes inter-
measure elements (33 units) and extern-measure elements (7 units). The first
ones have scope limited to one measure, i.e. they have no influence on signs from
other measures. Extern-measure elements have scope limited to one staff and
will be called ,,Small Context”. To sum up: Context consists of Small Context
and inter-measure elements.

Small Context contains following elements:

– opened slurs count
– opened wedges count
– intervals reading direction
– slurs numbering
– short slurs error check
– last read note (pitch and octave)
– last read attributes (key and time signature)
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Small Context Equality. Two Small Context are equal if and only if theirs
respective fields are equal.

4 Efficient Processing the Braille Music Notation

Very often editing operation changes only one measure, and that operation has
small scope – single measure or a few measures in the neighborhood. There is no
need to process whole score or staff. Using the Small Context, there is an ability
to avoid expensive computing.

4.1 Draft

Thanks to Context construction, i.e. Small Context included in Context, notation
can be faster processed. All changes are made on BNMF, because of presence of
pure notation in this case, and operation touches directly notation.

Because of Lexicon construction (rejection from consideration some struc-
tures, e.g. slurs between staves), any of the staves can be process independently.
Context is used during processing every measure of the score. Each measure
remembers Small Context that occurred at the end of processing this measure.
Small Context – because it is a subset of Context and contains all extern-measure
data. Remembering of the ending (except beginning) Small Context because:

– for each measure k, except the first measure, the beginning context is the
ending context of measure (k-1)

– for measure number 0 the beginning context is new context
– knowledge of ending state at the end of staff

4.2 Mechanism of Processing

Processing the Braille music notation occurs in two situations:

– processing a notation the first time – no knowledge about ending contexts
for the measures

– processing a notation again – knowledge about ending contexts for the mea-
sures because of previous processing

The first case does not benefits from this method for efficient processing. Pro-
cessing the whole notation is all and enough what can be done.

The second case allows to avoid processing whole notation. This situation
occurs when notation has been changed; the changed measures are marked. We
assume that change affects only one measure. In other case, we can treat multiple
position change as multiple changes.
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Algorithm 1. Algorithm for efficient score processing

1: for all s in Staves do
2: ctx = new Context
3: for all m in s.Measures do
4: if m.HasChanged OR m.SmallContext == NIL then
5: if m != s.Measures[0] then
6: ctx = s.Measures[m.Number-1].SmallContext
7: end if
8: process measure m with Context ctx
9: m.HasChanged = false
10: if m.Number < s.Measures.Count - 1 AND !ctx.Equals(m.SmallContext)

then
11: s.Measures[m.Number+1].HasChanged = true
12: m.SmallContext = ctx
13: else if m.Number == s.Measures.Count - 1 then
14: m.SmallContext = ctx
15: end if
16: end if
17: end for
18: end for

4.3 Deferred Semantic Bounding

In paragraph 4.2 was made assumption, that each change is processed separately.
That approach causes sometimes correct but inefficient processing.

There is a need to design a special mode which allows to defer semantic
bounding. This mode prevents score processing till it become switched off. Just
after that the score is processed and semantic is bounded too.

The mentioned above mode is useful when paired symbols included in Small
Context are added, i.e. slurs or wedges beginnings and endings. It is worthwhile
to process score after full symbol insertion, i.e. beginning and ending symbol.

Otherwise it causes instability at the end of measure where insertion occurs:
Small Contexts are not equal to ctx. This instability is propagated from the
changed measure to the end of the staff (in pessimistic situation). The insertion of
the second of the paired symbol causes the same: processing remaining measures.
The second phase reverts almost all changed ending Small Contexts to the state
from before the first processing.

To sum up:

– with deferred semantic bounding the processing affects a few required,
changed measures

– without deferred semantic bounding the processing may affect whole staff
twice in pessimistic case (insertion of paired symbols and processing them
separately)

Deferred Semantic Bounding Example. This section presents example to
illustrate deferred semantic bounding issue. Figure 6 shows editing operation
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Fig. 6. General description of the editing activity

that is aimed to add slur in the notation. This process is partitioned in three
stages: before operation, after inserting beginning sign of the slur and after
inserting ending sign of the slur. Each phase of the slur insertion is described in
sequence by: general overview draft, printed music notation and Braille music
notation. Correspondence between beginnings and endings of slurs in printed
music and signs in Braille music is marked in Figure 6 by bold arrows.

The initial score contains three slurs (first stage). In the second stage begin-
ning of the slur is added to the first note. That makes the inserting slur to be
opened from one of the ends. In terms of processing the Braille music it creates
slur that never ends, that lasts till the score ends.

Ending of the slur is inserted in the third stage. After this activity the slur is
defined by beginning and ending. The score has four slurs. All changes touch one
measure. It means that it is enough to process this particular measure. Efficient
processing is performed in that case thanks to deferred semantic bounding.

Figure 7 illustrates inefficient processing. Slurs are marked in the same way as
in the Figure 6 – by vertical, bold segments connected in pairs by dotted lines.
At the end of each measure the number of opened slurs in marked.

The big arrow in the measure rectangle indicate processing this measure
(bounding semantic). The big and dark arrow is connected with changed mea-
sure, which should be always processed because it contains the change and is the
smallest item of syntactical and semantic sturcturing. The light arrow matches
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Fig. 7. Inefficient processing during edition

Fig. 8. Efficient processing during edition

processing that occurs in the measure as a result of changes of small context
(refer to algorithm 4.2, step 10). The light arrows appear because of absence of
the deferred semantic bounding. In all that cases occur difference between num-
ber of opened slurs in first to second and second to third stages for respective
measures.

Please notice that the light arrow processings are redundant because numbers
of opened slurs in the third stage are the same as in the first stage. That means
no final change in opened slurs in measures marked with light arrow.

The above conclusion brings as to deferred semantic bounding. This term
means that notation is not processed. This implies no changes in small contexts.
Finally, this implies no processing in measures, except one measure where editing
operation was performed.

Correct processing is shown in the Figure 8. The dark arrow occurs once
because of insertion the beginning sign for slur in deferred semantic bounding
mode. There is no light arrows.

5 Conclusions

This paper is a description of the idea of efficient processing Braille music no-
tation. Appropriate algorithm was proposed to show described method and il-
lustrate additional consequences such as deferred semantic bounding. Efficient
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processing way can be used with other music languages, e.g. printed music nota-
tion. It demands only small context definition and smallest syntax and semantic
structures selection.

Introduced method and deferred semantic bounding mode are implemented in
Braille Score – application that allows to process music data. Nowadays deferred
semantic bounding mode is activated manually, but we consider to automatize
this feature.
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Abstract. Multi-path routing protocols are used for different types of wireless 
networks primarily to enhance reliability of packet delivery. The frequency of 
route discovery is also less for multi-path routing protocols as these are more 
fault-tolerant. However, the overhead of route discovery in terms of congestion 
and energy requirement is much higher for multi-path routing as compared to 
single-path routing. In this paper, a restricted multi-path routing algorithm has 
been proposed that dynamically selects the number of neighboring nodes 
through which packets would be transmitted. The selection and degree of multi-
path depends on multiple factors like the remaining energy of the node, trust 
value of that node, number of already existing paths through that node etc. The 
protocol is designed in such a way, that the burden of routing is lower on the 
weaker nodes and the nodes with more resources will have to perform more 
tasks. Consequently, the lifetime of the network would be higher as compared 
to multi-path routing protocols. Besides, the data reception rate, defined as the 
ratio of the total number of packets received by the sink node and the total 
number of packets sent by the source node, is much higher for the proposed 
protocol than any single path routing. While the routing load is balanced among 
the nodes, the multiple routes also increase the reliability. 

Keywords: Selective multi-path routing, back-up path, fault tolerance, trust. 

1 Introduction 

The main objective of different types of wireless networks, such as Sensor networks, 
MANETs, Wireless Mesh Networks is to transfer data from one node to another. This 
communication must be reliable. In order to ensure reliability, multi-path routing 
protocols can be utilized [5]. Due to the unpredictability of the environment, and  
unreliability of wireless medium, a single path routing is more prone to failure in a 
wireless network. This makes the protocol unreliable [7]. On the other hand, Multi-
path routing can easily recover path failure by utilizing alternative routes. The  
frequency of route discovery is also less in a network with multi-path routing, since 
the network can tolerate one or few link failures, and still continue working with al-
ternative paths [8]. It also provides the benefits of fault tolerance, load balancing and 
bandwidth aggregation etc [7]. 
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In spite of such benefits, the overhead of route discovery and maintenance is often 
higher in multi-path routing than single-path routing. In this work, the proposed selec-
tive multipath routing protocol aims to combine the benefits of both the methods. 
Besides, it is expected to offer more efficient load balancing. The word selective 
means that every node has the capability to select a subset from its neighboring nodes 
through which it can transmit. The selection is based on the remaining energy, and 
trust value of that node as well as on issues like the number of existing paths through 
the node, etc.  

The novelty in route selection for the proposed protocol is that the source and the 
intermediate nodes may choose zero, one or more nodes for the next hop transmission 
dynamically depending on the current status. As for example, just like single-path 
routing there could be only one selected node for the next hop, if the communication 
is reliable, trusted and meets other criteria. An intermediate may not forward the 
RREQ packet at all depending on the status of the factors mentioned. However,  
depending on the status, an intermediate may decide to broadcast to its entire neigh-
borhood too. The selection is run-time and dynamic. 

 
 
 
 
 
 
 
 

Fig. 1. Selection of next-hop for Routing 

In figure 1, for example, source node S transmits to nodes A, C and not to B. Node 
A transmits to F only, while C transmits to all its neighbors A, B, E and F, It is as-
sumed that initially all the nodes are connected through bi-directional channels as 
shown by dotted lines. The directed continual lines are the selected links that even-
tually sets up routes up to D. The routes that are set for the selection in figure 1 is 
shown in figure 2.  
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In the example, there are two or more alternate paths from the start node S and 
each intermediate node to destination D, except node J. As evident from this example, 
all the routes from S to D must be routed through J. There are several alternate routes 
to reach J from S. However, there is only one selected path between nodes J and the 
next hop destination L. This is in spite of the fact that both K and L are neighbors of J 
in the direction of destination D. The proposed protocol permits this. This depends on 
the reliability of the link J-L and the trust values, energy level, etc. for the two nodes. 
The underlying premise is that multipath routing may not be needed at all the steps. 
Multiple next-hop nodes have been used for other intermediate nodes depending on 
the status. The path selection is dynamically decided in a reactive manner. 

The rest of the paper is organized as follows: section 2 describes related works, 
section 3 describes the routing process, the performance analysis of this algorithm is 
presented in section 4, the simulation results are presented in section 5 and section  6 
concludes this work, with acknowledgement in section 7. 

2 State of the Art Review 

A brief review of existing Multi-path Routing algorithms in different Wireless Net-
works is presented in this section. The route discovery and selection of multiple routes 
is one of the fundamental issues in multi-path routing. Two broad approaches are 
suggested for this purpose; node-disjoint and link disjoint [7]. In different node-
disjointed approaches, multiple routes are created with an assurance that no common 
node can exist between them. In the link-disjointed methodologies, common nodes 
may exist between several routes, but links between two nodes do not overlap [5]. 

Multi-path routing algorithm is of three types. In the first method a back up path is 
used only when the primary path between a pair of nodes is down. The back up path is 
set up simultaneously with the primary path. In the second method, multiple paths are 
used simultaneously to balance the load of the primary path. Initially the primary path 
is used for data transmission, but when it has heavy traffic, the other paths also partic-
ipate in packet transmission to reduce the burden from that primary path. In the third 
method, every node disjoint path between a pair of nodes is used to increase the end 
to end performance by transmitting data among several paths [1]. 

A meshed multi-path routing M-MPR [2] was proposed to provide mesh connectiv-
ity among the nodes. It also uses selective forwarding of packets among multiple 
paths. The selection is based on the condition of downstream forwarding nodes. End 
to end forward error checking (FEC) is used to reduce the overhead of retransmitting 
the packets based on acknowledgement. Besides being energy efficient, higher 
throughput achievement has been claimed in [2] as compared to any other node  
disjoint multi-path routing protocol.  

Another multi-path [1] routing for wireless networks combines the idea of cluster-
ing and multi-path routing together. Clustering is used to speed up the routing by 
structuring the network nodes hierarchically, and multi-path routing is used to provide 
better end to end performance and throughput. The solution in [1], according to its 
authors, is less prone to interference, than conventional multi-path routing. It is also 
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quite simple as each path in the CBMPR just passes through the heads of clusters, 
resulting in a simple cluster level hop-by-hop routing. A reliable and hybrid multi-
path routing, RHMR for MANET was proposed in [5]. It uses a proactive-like routing 
for route discovery and reactive routing for route recovery and maintenance. 

LIEMRO [6] is another node-disjoint multi-path routing based on event based sen-
sor network to improve QoS in the terms of data reception rate, lifetime, and latency. 
The primary path from source node to sink node is consist of the nodes with minimum 
packet transmission cost at each step. Similarly, the second path is established using 
the second best nodes at each step. Extra routes are only established if they don’t de-
crease data reception rate at the sink node.  

MHRP [3] is a Hybrid Multi-path Routing protocol that was designed to properly 
exploit the inherent hybrid architecture of WMNs. It uses Proactive Routing protocol 
in mesh routers and reactive routing in mesh clients. By efficiently using the resource-
ful router nodes in route discovery and security mechanism, it reduces overhead from 
client nodes, which are mobile and have fewer resources. 

Another multi-path routing for WMNs was proposed in MRATP [4]. It uses a  
traffic prediction model based on wavelet-neural network. The main idea of this paper 
is to set up one primary and some backup paths between a pair of nodes. The primary 
path is used to transmit the data, until any node on that path generates a congestion 
signal. Then the back-up paths is used to balance the load in the network. It is  
claimed that [4] reduces end to end delay and balances the load of the whole network 
efficiently.  

3 The Proposed Algorithm 

Wireless Ad Hoc networks were developed for reliable data communication and load 
balancing. Multiple path communication is the basic need behind these two objec-
tives. If these attributes of Wireless networks are not utilized properly; one cannot 
achieve the best out of this network paradigm. Moreover, multi-path routing assists in 
achieving security in routing protocols. Most of the proposed schemes are not able to 
minimize the overhead of storing extra routes, through the life time and the mainten-
ance cost of those routes. These limitations urge a need of a routing protocol which 
can manipulate the degree of multi-paths according to the energy level, number of 
paths through a node and trust value of a node. 

In this section, the working of the proposed algorithm has been described. There 
are mainly two parts, 1. Neighbor Discovery, and 2. Route Establishment. The work-
ing of this algorithm is based on the following principles:  

• Every node has to maintain two arrays; HEALTH and TRUST and two variables; 
ENERGY and PATH. 

• Every node maintains the health information about its 1 hop neighbors. 
• HEALTH is a linear function of the remaining energy of that node, number of 

paths already exists through the node and trust value of the node. 
• Every node has to send its energy and path metrics to its 1 hop neighbors. 
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3.1 Neighbor Discovery 

At first every node obtains some information about its neighbors. Each node broad-
casts a HELLO packet to identify its neighbors within one-hop distance. On receiving 
the HELLO packets, each node replies with a ACK packet, containing the remaining 
energy of that node, the value of a counter variable PATH, which denotes the number 
of paths already existing through that node and the trust value of that node, given by 
its neighbors. We assume that, every node send its information reliably. After that, 
every node calculates the value of the variable HEALTH of its neighbors in terms of 
their remaining energy, number of paths already passing through the node and the 
trust value of that node.  

HEALTH=f(remaining-energy, trust, PATH) 

3.2 Route Establishment 

Figure 3 shows the route establishment process for this algorithm. To establish a route 
between a source node and a sink node, the source node sends a ROUTE_REQUEST 
packet towards the sink node. Each node checks for the healthiest node among its 
neighbors. If the value of the variable HEALTH for the healthiest node is greater than 
90%, then it forwards the ROUTE_REQUEST packet through that node only. If the 
value of HEALTH is in the range of 75% to 90%, then the sender forwards the 
ROUTE_REQUEST packet through two nodes, the healthiest one and the second 
healthiest one.  If the value of HEALTH is in the range of 60% to 75%, then  
the ROUTE_REQUEST packet is forwarded through the first three healthiest nodes in 
the neighborhood. If the value of HEALTH is in the range of 45% to 60% then the 
ROUTE_REQUEST packet is forwarded through the first four healthiest nodes in the 
neighborhood. Otherwise, that is, when the value of HEALTH is below 45% for every 
node in the neighborhood, the sender broadcasts the ROUTE_REQUEST packet 
through all the neighbors.  

Each node, after receiving the ROUTE_REQUEST packet, forwards it similarly, 
and they also keep the ID of the node from which this packet has been received and 
inserts its own ID in the packet, to prevent the looping error. A node can not forward 
the ROUTE_REQUEST packet to such a node, whose ID is already in the packet. 
When the ROUTE_REQUEST packet reaches to the sink node, sink node replies by 
transmitting a ROUTE_REPLY packet to the node from which it receives the 
ROUTE_REQUEST packet. Every node along through the path from the sink node to 
the source node, increment the value of the counter variable PATH by one, every time 
when it receives a ROUTE_REPLY packet. Thus the PATH variable denotes the 
number of path passes through this node. 

Upon receiving the ROUTE_REPLY packet, the source node confirms a path to 
the sink node, and uses this path to transmit data. Each node distributes the load 
equally through all the paths starting from that node towards the sink node. i.e. if 
some node have only one path towards the sink node, it transmits the data through that 
path only, and if some node have two or more paths towards the sink node, it divides 
the data equally, and transmit through each route. Every node gain some rewards from 
its neighbors, when it forwards the data packets successfully.  
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Fig. 3. Selection of route depending on HEALTH 

4 Performance Analysis 

In traditional multi-path routing, one has to maintain all the routes, though it may be 
the case that, maximum of the routes will remain inactive through out the lifetime of 
the network. Thus, the maintenance and setup cost of multiple routes are become 
overhead. On the other hand, in this algorithm, the degree of multi-path depends on 
the health of the nodes of the network itself. The number of multi paths is also  
dynamically changes with the overall condition of the nodes in the network. A node 
only increases the number of routes towards the sink node, when it finds that the next 
hop nodes are not capable enough to carry the total load. Thus, it can be said that it is 
a much intelligent approach for multi-path routing. Due to this feature, the data recep-
tion rate, defined as the ratio of the total number of packets received by the sink node 
and the total number of packets send by the source node, is much higher than any 
single path routing. Also the end to end delay is decreased in this algorithm, due to the 
reason that the number of routes will increase with the decreasing health of nodes. 
Thus the load is balanced among the nodes and the multiple routes also increase the 
reliability. The lifetime of the network also increases with this algorithm, as the nodes 
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with less remaining energy are released from the burden of transmitting the total load. 
The burden of each node is decreased proportionally with its remaining energy.   

5 Simulation Results 

The proposed algorithm has been successfully simulated using the standard Network 
Simulator QualNet. The findings are based on simulation results. We have taken the 
results by varying the node density from 10 to 50 nodes with the fixed mobility 30 
mps. The simulation scenario and settings are described as follows:  

Table 1. Simulator parameter settings 

Parameter Value
Terrain area 1500X1500 m2
Simulation time 100 sec
Mac Layer protocol DCF of IEEE 802.11b stan-
Traffic Model CBR
Number of CBR applications 10 % of the number of nodes 
Mobility Model Random Waypoint
Trust Value of normal nodes 0-10
Initial Energy Value of normal 5000

5.1 Packet Delivery Ratio 

The Packet delivery ratio (PDR) is an important metric to analyze the performance of 
a routing protocol. PDR is defined as the ratio of the total number of packets send by 
the source node and the total number of packets received by the destination node 
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Fig. 4. Packet Delivery Ratio Vs Node Density 

As shown in fig. 4 the packet delivery ratio is almost 100% for less node density. 
But the packet delivery ratio decreases with increasing node density, because of the 
increasing congestion in the network. Still, with higher node density the packet  
delivery ratio is quite stable.  
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5.2 Throughput 

The throughput is defined as the total number of bits received by the receiver per 
second. The size of each data packet is 512 bytes and one data packet is sent in every 
second by the sender.  
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Fig. 5. Average Throughput Vs Node Density 

Fig. 5 shows that the average throughput of the nodes in different node density. 
The average throughput of nodes decreases as the node density increases. The rate of 
decrease in throughput is almost 2.5%-3% in average with 100% increment in the 
node density. However, it still gives a moderate result. 

5.3 End to End Delay 

The end to end delay can be defined as the time that a data packet takes to traverse the 
distance between the sender and the receiver. 

It can be seen from figure 6, that the average end to end delay is quite stable with 
the node density. 
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Fig. 6. Average End – to – end Delay Vs Node Density 
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5.4 Jitter 

Jitter is expressed as an average of the deviation from the network mean latency.  
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Fig. 7. Jitter Vs Node Density 

The jitter in the network is increasing quite linearly with the increment in node 
density. It can also be seen from figure 7, that the value of the jitter is much lower 
with our algorithm. 

5.5 Average Energy Consumption 

The average energy consumption of the network under various node densities is also 
simulated. 
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Fig. 8. Average Energy Consumption Vs Node Density 

The energy consumption of the network increases with the number of nodes,  
because, with the increasing number of nodes, every node has to broadcast more hello 
messages and also has to calculate the health and trust of those nodes. However, the 
power consumption is much lower than the other multi-path algorithms, as the pro-
posed algorithm tries to divide the load of the network equally among the nodes, so 
that no node can be suffer. 
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6 Conclusion 

In this paper, a new selective, multi-path routing for effective load balancing is pre-
sented. In this algorithm, every node selects its next hop forwarding nodes very intel-
ligently. The selection procedure helps to improve the lifetime of the whole network, 
and as the selection is also based on trust values, the algorithm provides reliability. 
Moreover, the multi-paths also increase the data delivery rate. The effectiveness of 
this algorithm is validated through theoretical performance analysis as well as simula-
tion results using QualNet.  The proposed methodology builds the foundation for 
several meaningful extensions in future. The incorporation of different security me-
chanisms to this routing protocol is left as future work. In this paper, the evaluation of 
health parameter of each node depends on three parameters: energy, path and trust. 
However, the impact of other factors like interference, latency on the health of each 
node could be an interesting extension of the proposed work.  
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Abstract. Wireless sensor network comprises of numerous tiny sensor nodes to 
form an ad hoc distributed sensing and data propagation network to collect the 
context information on the physical environment. Wireless sensor networks are 
used for remotely monitoring tasks and effective for data gathering in a variety 
of environments. Minimizing energy dissipation and maximizing network 
lifetime are one of the central concerns to design applications and protocols for 
wireless sensor networks. Cluster based architectures are one of the most 
practical solutions in order to cope with the requirements of large scale of 
sensor networks. Clustering results in a reduced number of messages that 
propagate through the network in order to accomplish a sensing task. In this 
paper, we have presented a brief review of the state of the art scenario of 
various routing protocols and propose a weighted energy efficient cluster based 
routing for wireless sensor networks. Conducted simulation experiments on 
different scenarios shown its ability to obtain effective & efficient 
communications among different clusters and achieves scalability in large scale 
of wireless sensor networks. 

Keywords: Wireless Sensor Networks, Weighted, Energy, Cluster, Routing. 

1 Introduction 

Wireless sensor networks are formed by densely and usually randomly deployed large 
number of sensor nodes either inside or very close to the phenomenon that is being 
monitored. The potential applications of sensor networks are highly varied, such as 
natural phenomena, environmental changes, controlling security, estimating traffic 
flows, monitoring military application, and tracking friendly forces in the battlefields.  

Wireless sensor networks consist of sinks and sensors. Sinks play a role of 
collecting data which is transmitted by sensors. Sensor nodes sense the desirable 
physical phenomenon and locally do the data aggregation to avoid communication of 
redundant data. Using routing protocol sensor nodes determine the path for sending 
data to sink. A sensor node is comprised of four basic components: sensing unit, 
processing unit, radio unit and power unit. The sensing unit is used to measures a 
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certain physical condition. Processing unit is responsible for collecting and processing 
signals. The radio unit transfers signals from the sensor to the user through the 
gateway. All previous units are supported by the power unit to supply the required 
energy in order to perform the mentioned tasks.  

Clustering in wireless sensor networks provide scalability and robustness for the 
network. It allows spatial reuse of the bandwidth, simpler routing decisions, and 
results in decreased energy dissipation of the whole system by minimizing the number 
of nodes that take part in long distance communication. A cluster is a group of linked 
nodes working together closely for same purposes and belongs to same topological 
structure. A cluster head is responsible of resource allocation to all nodes belonging to 
its cluster and directly associated to its neighbor clusters for performing various task 
of intra and inter cluster communication. Sensor network used to be designed as 
clustering structure to minimize transmission costs and energy usage to prolong the 
network lifetime.  

In this paper we propose a weighted energy efficient cluster based routing for 
wireless sensor networks. This proposed routing scheme comprises of five different 
steps. At first cluster head selection mechanism has been executed. The main motive 
of dynamic cluster head rotation mechanism is to evenly distribute the energy load 
among all the sensor nodes so that there are no overly utilized sensor nodes that  
will run out of energy before the others. Cost calculation technique has been 
introduced in second stage. Depends upon the dynamic cluster head selection and cost 
estimation technique, cluster formation mechanism has been presented at third step. 
Communication procedure has been described at step four. In step five route 
maintenance mechanisms take an important role to maintain the routes to deliver the 
messages from sender to receiver. 

The rest of the paper is organized as follows. A comprehensive survey of related 
works of different routing techniques in Wireless Sensor Networks is presented in 
Section 2. In Section 3, we have design and describe a new routing algorithm, which 
incurs the transitions among these five different phases and improves energy 
efficiency to prolong the whole network lifetime. Energy Estimation mechanism is 
described in section 4. Intensive result analysis is presented in section 5. Finally, we 
conclude our paper with final remarks in Section 6.  

2 Related Works 

In recent years, cluster based architectures are one of the most suitable solutions to 
cope with the requirements of large scale wireless sensor networks. The clustering 
protocols have been extensively studied in this literature, which mainly differ in the 
selection of cluster heads, reformation strategies, hopping limits and routing scheme. 
In this section we take a brief look at some of the common clustering algorithms 
applicable for wireless sensor networks. 

In HCBQRP [1] the main objective was to design a cluster based routing algorithm 
for sensor networks to find route from source to destination. HCBQRP [1] was 
designed based on the query-driven approach and provides the real time 
communication between sensor nodes. 

Maximum Degree and Negotiation Strategy Based Clustering Algorithm for 
wireless sensor networks [2] was proposed by Qiang Wang et.al. MXAD-N [2] is 
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divided into two phases; one is communication and computation of node degree and 
other is cluster head election and cluster formation. MAXD-N [2] selects candidate 
based maximum degree and determines cluster head according to the negotiation 
strategy. 

Babar Nazir et.al. proposed Mobile Sink Based Routing Protocol [3] for 
prolonging network lifetime in clustered wireless sensor network. In MSRP [3] 
mobile sink moves within cluster area to collect sensed data from cluster heads and 
maintains information about the residual energy of the cluster head.  

In [4] Tian Ying et.al. presented Energy Efficient Chain Cluster Routing protocol 
for wireless sensor networks. ECRM [4] protocol divided into backbone setup phase, 
cluster formation phase and steady communication phase. ECRM [4] includes 
efficient cluster head selection mechanism to prolong the network lifetime and 
improve the energy efficiency. 

Asif U. Khattak et.al. proposed a Two Tier Cluster Based Routing Protocol [5] for 
wireless sensor networks. TTCRP [5] configures the nodes in the form of clusters at 
two levels. TTCRP [5] introduced a power control algorithm to allow the isolated 
sensor nodes as well as cluster heads to dynamically change their transmission power 
and provides network robustness. 

LU Li fang et.al proposed Weight Based Clustering Routing Protocol for wireless 
sensor networks [6]. In WCR [6] cluster head selection algorithm is designed for 
periodically select cluster heads based on the node position and residual energy. WCR 
[6] is used to minimize the energy dissipation of intra cluster and inter cluster data 
transmission.  

In [7] Awwad et.al. presented adaptive time division multiple access scheduling 
and round free cluster head protocol called Cluster Based Routing  Protocol for 
Mobile nodes in Wireless Sensor Network [7]. CBR Mobile-WSN [7] is energy aware 
scheme and used to handle packet loss and reduces the energy consumption. 

An Energy Level Based Routing Algorithm of Multi sink Sensor Networks [8] was 
proposed by Zhongbo et.al. In ECR [8] two different hierarchy structure of the 
network topology are presented. The operation of ECR [8] can be divided into three 
steps, cluster-formation phase, cluster head selection phase and steady state phase.  

Lu Cheng et.al. proposed an Energy Efficient Weight Clustering Algorithm [9] to 
reduce energy consumption by perfecting cluster formation procedure. In EWC [9] 
residual cluster energy, location and node degree and coefficients are takes an 
important role in cluster head selection stage and nodes’ having minimal combined 
weight becomes cluster head. 

In [10] A. Martirosyan et al. presented an Energy Efficient Inter Cluster 
Communication based routing protocol for WSNs. ICE [10] uses acknowledgement 
based approach to faulty paths discovery and provides QoS by finding a path with the 
least cost for high priority event notification messages.  

An Adaptive Decentralized Re-clustering Protocol for wireless sensor networks 
[11] was proposed by Sethares et.al. ADRP [11] incurs high overhead in forming 
clusters due to the information exchanged between the nodes and the sink 

Boukercheet. al. proposed Clustering PEQ [12], configures the dissemination tree 
using the PEQ’s [12] mechanism and an additional field contains the percentage of 
nodes that can become cluster head. CPEQ [12] employs an energy aware cluster 
head selection mechanism in which the sensor nodes with more residual energy are 
selected as cluster head and increases the network lifetime. 
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Kyung Tae Kim et.al. presented an Energy Driven Adaptive Clustering Hierarchy 
for WSNs [13] to increase the lifetime of sensor networks.  EDACH [13] protocol is 
based on partitioning of the network according to the relative distance to the base 
station for assigning different probability of cluster head. 

In [14] Proxy Enabled Adaptive Clustering Hierarchy proposed by Kim et.al. A 
proxy node assumes as cluster head in place of weak cluster head during one round of 
communication. In PEACH [14], the clustering scheme avoids long range 
communication, data fusion and saves energy by compressing the data and rotation of 
cluster head allows to prolong the lifetime of every node.           

An Energy Efficient Unequal Clustering [15] routing protocol was proposed by 
Hee Yong Youn et.al. EEUC [15] is a distributed competitive algorithm, where 
cluster heads are elected by locally and clusters are closer to the base station are 
expected to have smaller cluster sizes.  

In [16], according to free space model, the propagation loss is modeled as inversely 
proportional to di (where i=2, if d <d0). In the multi-path fading channel model [16], 
the propagation loss is modeled as inversely proportional to di (where i=4, if d ≥ d0). 
At the time of transmitting message, the amount of energy dissipated by sensor node 
has been defined as; ܧ ௧ܲ௫(, ݀) = ܧ ܲ כ   ε௦ כ  כ ݀ 
To receive this p-bit message the energy dissipated;  ܧ ܲ௫() = ܧ ܲ כ  

Where p is the size of message, d is the distance between source and destination node, 
EPelec is the circuit energy cost for transmitting or receiving purposes, εfs is the  
amplifier parameter.  

In [17], the first order radio model is used, which consists of three main models: 
the transmitter, the power amplifier, and the receiver. The amount of energy 
consumed by each sensor node while transmitting message, is defined as ܧ ௧ܲ௫(, ݀) = ܧ ܲ כ   ܧ  ܲ כ  כ ݀ଶ, where EPamp is the amplifier coefficient. 

Heinzelman et.al. proposed Low Energy Adaptive Clustering Hierarchy [17] 
algorithm for sensor networks. Two layers architecture was introduced in LEACH 
[17]. One used for communication within the clusters and the other was between the 
cluster heads and sink. Due to the random selection, there exists the probability of 
unbalanced cluster head selection and selected cluster head may be present in one part 
of the network, making other portion of the network unreachable. 

Through the extensive literature review it is observed that the selection of cluster 
heads can greatly affect the performance of the whole network and well selected 
cluster heads not only decrease the energy consumption but also prolong the network 
lifetime. Energy efficiency is unanimously considered as core design issue and in 
order to improve the deficiencies of aforementioned schemes, the challenge is to 
develop a routing protocol that can meet these conflicting requirements while 
minimizing compromise. In the next section we are going to propose a new weighted 
energy efficient cluster based routing protocol for wireless sensor networks. 

3 Proposed New Routing Protocol 

The previous section leads to the observation of different cluster based routing 
protocol for wireless sensor networks. Clustering involves in the cluster formation 
techniques where low energy nodes are assigned the task of sensing. The main aim of 
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cluster based routing algorithm is to efficiently maintain the energy consumption of 
sensor nodes by involving them in multi hop communication.  

The assumptions made for this protocol are as follows: all sensor nodes in the 
network are immobile, homogeneous and are equipped with power control 
capabilities; sensor nodes are generally energy constrained and they are capable to 
operate in an active mode or a low power sleeping mode and have enough processing 
power to support the different protocols and data processing tasks; each sensor node 
has a unique identifier and uniformly deployed over the target area to continuously 
monitor the environment; every sensor node can directly communicate with its 
immediate neighbor; the transmission range of each node is same on one condition.  

Wireless sensor network is usually data centric. Collected data are periodically 
transmitted from the sensor node to the remote sink node. It is assumed that the 
sensed information is highly correlated, thus the cluster head can always aggregate the 
data gathered from its members into a single length fixed packet. The correlation 
degree of sensed data from different clusters is relatively low. 

In the proposed weighted cluster based routing algorithm protocol, WSN perceived 
as a network partitioned into different clusters and we present a new robust approach 
of routing. The proposed weighted cluster based routing scheme is divided in some 
subsections. In section 3.1 cluster head selection procedures has been presented. 
Section 3.2 is used for cost calculation technique. In section 3.3 we have described 
cluster formation mechanism. Section 3.4 presented communication procedure. Route 
maintenance technique has been presented in section 3.5.  

3.1 Cluster Head Selection Procedure 

In our proposed scheme we introduce a weight based cluster head selection procedure. 
The main objective of choosing cluster head that guarantees both the intra-cluster and 
inter-cluster data transmission with energy efficient manner. Many energy consuming 
activity have to perform by the cluster heads, such as, data collections from member 
nodes and forwarding processed data to other neighbors or to the sink node. To select 
the cluster head, we have considered some parameters like; number of neighbor 
nodes, distance between cluster heads and sink node, degree difference of node; 
residual energy of sensor node is another important parameter for cluster head 
selection process. Every sensor node takes part in cluster head selection procedure. A 
node is selected as a cluster head and its energy level is periodically monitored.  Once 
the energy level goes below the threshold value, it is released from its’ special 
responsibilities. 

We assume that N number of sensor nodes are scattered randomly over the area of 
interest and left unattended to continuously sense and report events. We denote the ݅ݐℎ 

sensor by si and the corresponding sensor node set S= {s1, s2, ….., sN}, where |S|=N, 
where N is the total number of sensor nodes in the network. 

Definition 1: At time instance Tn, to send a p-bit message from transmitter to receiver 
at the distance di and to receive the p-bit message at same distance di, the total energy 
dissipated from node si is Ereq ܧ = ൛൫ܧ ܲ כ   ε௦ כ  כ ݀ଶ൯  ܧ) ܲ כ  ൟ  (i)(
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And the remaining energy for node si is Er ܧ  = ൛(ܧ௧) െ ൫ܧ൯ൟ  
(ii) 

After calculating total dissipated energy and remaining energy of node si for time 
instance Tn, store all these different estimated energy in the ND_ENGY_TBL {Si, 

Einit, Ereq, Er, Tn} table. 
 

Algorithm 1. Algorithm for Cluster Head Selection 

Step1:  Find the neighbors of each node si 
 ŃģŃ௦ሾ ሿ = ∑ ś € Ń, ݏ ് ś ሼ ,ݏ)ݐݏ݅݀ ś)  ሽ  (iii)ݐ

Step2:  Compute the distance dݏ for each node si as: 
 ݀௦ = ,ݏ) ݐݏ݅݀ ݀௦) 

Step3:  Compute the degree difference for every node si 
= ݏ∆  ∑ ś € Ń, ሾ൛ŃģŃ௦ െ έൟ  ݐ ሿ   (iv)

Step4:  Read initial energy Einit and residual energy Er of node si for each time 
instance Tn from ND_ENGY_TBL and update this energy table. 

Step5:  Calculate the total weight of each node si as: 
௦ݓ  = ଵݓൣ כ ŃģŃ௦  ݓଶ כ ݀௦  ଷݓ כ ݏ∆  ସݓ כ ܧ  ହݓ כ ௧ܶ ൧  (v)

Step6: Store all value ofݓ௦in the ws[] and select minimum value of ݓ௦  as Ch_Idi 
Step7:  END. 
By using the above technique, cluster head selection has been executed. 

3.2 Cost Calculation 

In this section we propose a method of calculating combined cost between various 
sensor nodes. After a brief survey of network environment, we are going to define 
some network parameters. These parameters reflect the cost of hopping to its 
neighbors, i.e., the cost of a link leading from the node to its neighbors. The 
parameters are described below: 

tpi 
 

The throughput of sensor network. This can be estimated by counting total
received and send packet by node i in a time interval. 

bwi The available bandwidth of NIC of node i. 
sbi 
 

Indicates the saturation of sending buffer at node i. If the length of buffer queue
reaches 85% of its total size then sbi set to “1”; otherwise sbi set to “0”. 

rbi Indicates the saturation of receiving buffer at node i. If the length of buffer
queue reaches 85% of its total size then rbi set to “1”; otherwise rbi set to “0”. 

By using the above parameters, we can estimate communication cost between two 
nodes as follows: ݐݏܥ =  ቂቄቀݐ ൗݓܾ ቁ כ ௦ቅݓ  ܾݏ   ቃ  (vi)ܾݎ
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The total cost can be calculated using this following equation: ݐݏܥ, =  ൣሼݐݏܥ ሽ  ሼݐݏܥ௬ ሽ൧  (vii) 

3.3 Cluster Formation Mechanism 

After cluster head selection process is completed, each cluster head broadcast a 
CM_FRM_MSG {Ch_Id, Msg_Id, Ch_Wg, TTL} message to its neighbor nodes.  

If a node receives this type of message from more than one cluster head, then it 
chooses to join the membership of the cluster head causing minimum cost. 
Accordingly, the node sends a reply CM_RPLY_MSG {Ch_Id, Cm_Id, Ch_Wg, 
Msg_Id, Costi,j, TTL} message to the corresponding cluster head with minimum 
total cost. 

If any other cluster head receives this CM_FRM_MSG message from the other 
cluster head, then it will truncate the message and don’t send any reply or 
acknowledgement to the sender cluster head. If any cluster member of other cluster 
again receives this message, then it will follow the same procedure. The total process 
is described below. 

 
Algorithm 2. Algorithm for Cluster Formation 

Step 1:  Ch_idi broadcast a CM_FRM_MSG message for cluster formation. 
For each node in the network: 
Step 2: If the node is already another cluster head or member of another cluster  
 Then it discards the previous message. 
 Else 
 Step I: Calculates total cost between it and Ch_idi 
 Step II: If total cost <Thcost 
 Then it sends a reply CM_RPLY_MSG message to Ch_idi

and added to Ch_idi_Mem [ ]. 
 Else 
 Then it discards the previous message. 
Step 3:  END. 

By using the above procedure any non-member nodes can join to the cluster head. 

3.4 Communication Procedure 

In this section we have discussed the communication procedure between sensor 
nodes. Every cluster head maintains the NGH_CLSRHD_TBL {Ch_Id, Ch_Wg, 
Ch_Comm_Cost, TTL} table and also maintains their cluster members’ information 
in CM_INF_TBL {Cm_Id, Msg_Id, Cm_Wg, Costcomm} table.  

When any sensor node requires some information, it initiates communication. At 
first it communicates with its corresponding cluster head and cluster head searches in 
its CM_INF_TBL table. If required information is not available then it searches in 
NGH_CLSRHD_TBL table. The cluster head with lowest communication cost is 
selected as next hop. The algorithm is described below: 
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Algorithm 3. Algorithm for Communication Procedure 

Step 1: Node N send a request message to corresponding Chi. 
Step 2: Chi searches in its CM_INF_TBL. 
Step 3:  If required information is available 
 Step I:  Then it appends corresponding node’s Cm_Id in RT_INFO

table.          
 Step II:  That node sends message to sink and updates its energy level. 
 Step III:  Communication end. 
 Else 
 Step I:  Searches in NGH_CLSRHD_TBL 
 Step II:  The Chi with lowest communication cost selected as next hop. 
 Step III:  Go to step 2. 
Step 4:  END.     

After successful execution of the above algorithm we find the node with required 
information. This node becomes source node and sends a message including the 
required information through selected path from RT_INFO {Snd_Nd_Id, Nxt_Hp, 
Dst_Id} table. 

3.5 Route Maintenance Techniques 

If in a particular route, a sensor node is damaged for a certain time period or link is 
broken, the route will be damaged. To handle this kind of situation we have 
incorporated route maintenance mechanism to overcome this problem. 

After receiving any information from any sensor node, the receiving node has send 
ACK_MSG {Snd_Nd_Id, Recvr_Nd_Id, Msg_Id, Ack_Id, Tm_Stmp} to the sender 
node within a certain time period. These ACK_MSG message based repair 
mechanisms consist of two parts. One is failure detection and other is selection of 
alternative node.  

Depends on the reception time of ACK_MSG sensor nodes can detect if its 
neighbor nodes are functioning properly or not. If ACK_MSG not received within a 
specified time, the sensor node initiates the communication procedure to find out the 
alternative route. 

By using the above discussed algorithm any sensor node can communicate with 
any another nodes through the cluster head within that network. 

 
Algorithm 4. Algorithm for Route Maintenance 

Step1: If ACK_MSG is not received within specified time interval 
 Then execute communication procedure for finding alternative route 
 Else terminate the process. 
Step2: END. 

 

 



 Weighted Energy Efficient Cluster Based Routing for Wireless Sensor Networks 369 

 

Table 1. Data Dictionary 

   Parameter      Details 
Ch_Id Cluster head id 
Ch_Wg Weight of cluster head 
Thcost Threshold cost 
TTL Time to leave 
Edg Data aggregation cost 
Recvr_Nd_Id Receiver node id 
tr Transmission range 
Nxt_Hp Next hop 
Cm_Id Cluster member id 
Msg_Id Message id 
Dst_Id Destination node id 
Snd_Nd_Id Sender node id 
Ack_Id Acknowledgement id 
Tm_Stmp Time stamp 
dch Average distance between cluster head & sink 
Ttach Time for select as cluster head 
Ws[]     Store all the calculated weight value of ݓ௦  
Ch_comm_cost Communication cost of cluster head 
Cm_Wg Weight of cluster members 
Ch_idi_Mem [] Node belongs to member list of cluster head. 
dchm Average  distance between cluster members & cluster  

     head 

4 Energy Estimation 

Definition 2: In the proposed cluster based network, assuming there are n numbers of 
cluster members and each member having the capacity of sending at most p-bit 
message. The total number of the received message at the cluster head is m;  ݉ = ݊ כ  (viii)  

ܧ  = ܧൣ ܲ כ   ௦ߝ כ  כ ݀మ൧  (ix) 

Definition 3: Eqn (x) represents average energy consumption per cluster member, 
assuming there are n numbers of cluster members are present within the cluster. ܧ  =  ൛1 ݊ൗ ∑ ܧ (݅)ୀଵ ൟ  (x) 

Definition 4: The energy consumed by a cluster head is obtained by Eqn (xi). Ech is 
the energy consumption as the cluster head transmits the aggregated data to the sink 
node. 
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ܧ  = ܧ ܲ כ ݉  ௦ߝ כ ݉ כ ݀మ  (xi) 

Definition 5: Eqn (xii) represents average energy consumption per cluster head, 
assuming there are c number of clusters are present in the network. Since Each change 
over time, the threshold is calculated in every data collection and transmission phase. ܧ  = 1 ܿൗ ∑ (݅)ୀଵܧ   (xii) 

Definition 6: For our proposed weighted energy efficient cluster based routing 
scheme, the energy dissipated during a round is given by Eqn (xiii). ܧ  = ൣ൫ܧ ܲ כ ݉  ε௦ כ ݉ כ ݀మ൯  ൫∑ ൛ܧ ܲ כ   ε௦ כ  ୀଵ     ݀మሽ൯כ   ൫ܧௗ כ ݊ כ ൯  ܧ) ܲ כ ܿ כ ݉)൧  (xiii) 

Where c is the number of clusters present in the network and m is the number of 
transmitted messages.  

Definition 7: Assuming that the sensor nodes are uniformly distributed, it can be 
shown that; where q2 is the area of the monitoring filed.  ݀మ = ௫ೌೣ  ଶݔ)  ଶ)௬ೌೣݕ כ ߩ ,ݔ) ݕ݀ݔ݀(ݕ   

(xiv) 

݀మ = ൜൬ݍଶ 2ൗ כ ߎ כ ൰ݎ כ ݀ൠ (xv) 

Definition 8: The total energy dissipated in the network is equal to: ܧ௧௧  =  ൣ൫∑ ൛ܧ ܲ כ ௦ߝ   כ  כ ݀మൟୀଵ ൯  ∑ ܧ (݅)ୀଵ  ൫ܧௗ כ ݉൯                (ܧ ܲ כ ܿ כ ݉)൧ 
The total consumed energy of the sensor network is depends up on the construction of 
the cluster, if the clusters are not constructed in an optimal way, the total consumed 
energy of the sensor network per round is increase. 

5 Result Analysis 

The simulation model consists of a network model that has a number of wireless 
nodes, which represents the entire network to be simulated. The network simulator, 
NS-2 is used to evaluate the performance of the proposed protocol WECRP and 
present the following metrics for comparing the performance of WECRP with the 
AODV. 

End2End delay is the average difference between the time the first data bit is 
originated by an application and the time this data bit is received at this destination. 
Throughput is defined as the total number of message sent or received per time unit.  
In this experiment, throughput is measured in terms of bits delivered per time unit. 
End2End of the data packet is one of the performances metric in our proposed 
scheme. The results for this metric are shown in fig 1.  

(xvi) 
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Table 2. Simulation Environment Parameters 

      Parameter         Value 
Channel Wireless Channel 
Propagation Two Ray Ground 
Antenna Omni Antenna 
Phy Wireless Phy 
Mac 802_11 
Number of nodes 10 
WSNs field (0,0)∼(500,500)m 
Initial energy 0.5 J 
Data package size     2100 bits 

 

Fig. 1. Throughput of Sending Bits vs. End2End Delay 

 

Fig. 2. Energy vs. Simulation Time 
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From this graph we have observed that in all situations the delay of WECRP is 
lesser than AODV. Though our proposed protocol induces a lower routing load than 
AODV, as a result data transmissions are less delayed. Thus our approach with lower 
End2End delay offers better QoS. 

In fig 2, we have depicted a relation between energy vs. simulation time. It has been 
observed that when more number of packet or data bit is transferred, corresponding 
energy are less dissipated compared to AODV. 

6 Conclusions 

In this paper we have summarized the generic characteristics of some well-known 
cluster based routing protocols for WSNs and present a new routing scheme, weighted 
energy efficient cluster based routing for Wireless Sensor Networks to achieve real-
time communication and high energy efficiency. As the cluster head of each cluster 
acts as a local coordinator for its cluster, performing inter-cluster routing, data 
forwarding and has to undertake heavier tasks so that it might be the key point of the 
network. In our proposed routing scheme only cluster head can take part to share 
information with their neighboring cluster heads. In WECRP we have considered 
weight factor of every sensor nodes to select the cluster head. According to WECRP 
nodes having least weight factor will select as a cluster head. Using cost estimation 
technique each cluster head selects its neighbor cluster members. Within the same 
cluster or different clusters, communication procedure has been carried out and route 
maintenance takes an important role in this routing algorithm. 

The routing of messages using the proposed WECRP is achieved in an efficiency 
manner as observed in the performance graph. The parameters used for performance 
analysis are energy efficiency, transmission delay and throughput. A comparative 
analysis of the proposed WECRP against AODV has been carried out. It has been 
observed that the proposed method shows better performance in each cases and 
achieved energy efficiency, scalability, information sharing and route maintenance 
mechanism.  
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Abstract. During the years of prosperity, numerous organizations neglected 
numerous aspects of risk management. As systematic approach to handling 
identified risks is crucial to achieving success by the organization, modern 
business modeling standards and techniques are supposed to take risk-related 
features into account. The article is devoted to elaborating and exemplifying an 
extension aimed at risk handling for OMG’s Business Process Modeling 
Notation (BPMN), one of the most prospective standards for business process 
modeling. After an introduction, key risk management concepts are discussed. 
Section 3 discusses extensions introduced within BPMN meta-model, while 
section 4 exemplifies proposed concepts. The article is concluded with a 
summary. 

Keywords: Business Process Modeling Notation, Risk Management, BPMN 
Extension. 

1 Introduction 

Continuous and lasting for decades evolution of all-purpose and domain-centric 
notations resulted in creating modern modeling standards, such as Unified Modeling 
Language (UML), Business Process Modeling Notation (BPMN) or BPMS method, 
integrated in ADONIS business management solution. There is however plenty of 
room for further improvement. Needless to say, a few BPMN extensions were 
proposed by academic community and business modeling community.  

Early versions of BPMN – although often classified by practitioners as powerful on 
their own (comp. Harrison-Broninski, 2006) – were enriched with business process 
goals as well as performance measures by Korherr and List (2007). (Rodriguez, 
Fernandez-Medina and Piattini, 2007) presented a BPMN 1.0 meta-model with core 
element and extension that allowed incorporating security requirements into Business 
Process Diagrams aimed at increasing the scope of the expressive ability of business 
analysts. (Magnani and Montesi, 2009) addressed relevant limitations of BPMN 
regarding weak data representation capabilities in comparison to competing standards, 
designed or adapted to business process modeling needs – such as ADONIS BPMS 
method or OMG’s Unified Modeling Language profiles and custom approaches 
(comp. Przybylek, 2006). Some of the concepts proposed were included later in 
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BPMN 2.0 specification (Object Management Group BPMN, 2011), which was a 
significant revision that led the emerging standard the UML-alike multi-diagram way 
(comp. Wrycza, Marcinkowski and Wyrzykowski, 2005). (Stroppi, Chiotti and 
Villarreal, 2011) offered solutions to strengthen the resource perspective of a business 
process model elaborated using BPMN 2.0 in order to improve the communication of 
resource structure, authorization and work structure between business analysts and 
technical developers.  (Zor, Schumm and Leymann, 2011) enhance BPMN 2.0 
modeling capabilities within manufacturing domain. 

Business Process Modeling Notation extension capabilities are to be used by 
Object Management Group itself as a UML Profile for BPMN Processes Request For 
Proposal document (Object Management Group RFP, 2011) was issued. Having that 
said, the profile is not intended to develop notational capabilities but to provide a 
mapping between BPMN semantics and the profiled UML semantics as well as define 
XSLT transforms between the UML XMI for the profile and the BPMN 2 XSD and 
QVT transforms between the UML and BPMN 2 meta-models. 

During the years of prosperity, numerous organizations neglected numerous 
aspects of risk management. As systematic approach to handling identified risks is 
crucial to achieving success by the organization, modern business modeling standards 
and techniques are supposed to take risk-related features into account. The article is 
devoted to elaborating an extension aimed at risk handling for Business Process 
Modeling Notation, one of the most prospective standards for process modeling. 

2 Basic Concepts of Risk Management  

According to (ISACA, 2006), risk management is the process of identifying 
vulnerabilities and threats to the information resources used by an organization in 
achieving business objectives, and deciding what countermeasures, if any, to take in 
reducing risk to an acceptable level, based on the value of the information resource to 
the organization. Risk itself is defined as the combination of the probability of an 
event and its consequence (International Organization for Standardization, 2009). 

Risks may be divided into (International Business Machines Corporation, 2007): 

• business-driven risks, strategic in nature and aimed at protecting the business and 
keeping it accessible whenever and from whoever in support of continuous 
business operations as well as compliance with industry and government 
regulations; 

• data-driven risks, dealing with the availability of data and information in all of its 
different forms as used by the organization, including paper-based data; 

• event-driven risks, focusing on actual events that create risk to business continuity 
and viability, such as natural disasters, thefts and IT attacks. 

It is risk mitigation procedure that is one of the relevant aspects of risk management 
to be included in the elaborated extension. Based on the canon of literature in the field 
of risk management, four standard ways to handle risk are commonly acknowledged 
(comp. DeLoach and Temple, 2000): 
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• reduce, 
• retain, 
• avoid, 
• transfer. 

(Husdal, 2009) proposes to set up a wider framework of risk management by 
discussing exploit and ignore strategies and adding it to the list.  

3 Risk Handling in BPMN – Standard Features and Extensions 

Distinctive features of BPMN include, in particular, very extensive semantics of 
events. In addition to the division of events into start, intermediate and end ones, the 
notation development team proposed twelve types of events, distinguished events that 
are thrown and caught as well as proposed the possibility of interrupting or continuing 
the flow of source activity at the time of event occurrence. It is the error event that is 
particularly important type of event from the perspective of risk management. Such 
event type points to an exception in the underlying activity. The functionality of the 
described event may in fact be used to assign identified risks to processes, sub-
processes or activities to which these risks apply. Indication of potential points of 
error and how to design their handling is therefore the starting point of expansion of 
the standard BPMN business process diagram. 

BPMN standard, however, does not support formal specification of the identified 
risks. A business analyst can attempt fulfilling that task by introducing text 
annotations, which are among the build-in BPMN artifacts, but it is a technique of 
low clarity and precision. Therefore, the standard was extended with the modeling 
category of risk factor, characterizing a potential risk in terms of the type, likelihood 
and impact on business process as a whole. Analogously as in the related publications 
(Kuciapski and Marcinkowski, 2011), (Kuciapski, 2010) to both the likelihood and 
impact ranks from 1 to 5 range were assigned, with a value of 1 indicates a low 
occurrence probability (impact), while the value of 5 – very high occurrence 
probability (impact). 

Risk factor is designed as an independent modeling category due to its complex 
nature. From the perspective of BPMN meta-model, it was reasonable to assign it to a 
group of artifacts. Therefore, the RiskFactor is implemented as a child element of 
Artifact, and supplemented with the additional properties – occurenceProbability and 
impact (see Fig. 1). A single RiskFactor can be associated with multiple types of 
risks, but the specification of at least one RiskType is mandatory. Types of risk are 
classified as integral parts of risk factors, as highlighted with the use of the 
composition. RiskType is treated in terms of an abstract modeling category. Proposed 
extension of the standard recognizes five types of risks, but this list may be expanded 
according to the needs of the end user. Each proposed type of risk is assigned an 
individual notation. PhysicalResourceRisks can be related to a list of Resources, as 
HumanResourceRisk – a list of Participants. 

Risk factors are assigned to BPMN sequence flows. For this purpose, a standard 
modeling category of association or placement directly by the relevant sequence flow 
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is used. It should be emphasized that with version 2.0 of the BPMN notation, an 
Association is distinguished from a DataAssociation, hence the association in the 
current version of the standard is not document-oriented. A single identifiable 
RiskFactor can be attributed to multiple SequenceFlows. Naturally, from the 
standpoint of a sequence flow, binding risk factors is optional. The extension also 
includes the possibility of decomposing risk factors onto component risk factors. 

 

Fig. 1. Risk factors and BPMN meta-model 

Each identified risk ought to be assigned with a solution. In the proposed 
extension, tasks dedicated to handle risk factors are distinguished from tasks forming 
a natural flow of process or sub-process. In order to achieve that, BPMN meta-model 
is supplemented with additional kind of Task, i.e. RiskHandler, along with 
accompanying markup notation (Fig. 2). In order to provide basic compatibility with 
ADONIS risk analysis process extension for proprietary BPMS notation, both 
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RiskHandlers and RiskFactors introduce icons elaborated within mentioned solution. 
Since a Task is a special case of an Activity, RiskHandler inherits the characteristics of 
activities. In the context of risk management the significance of Resources assigned to 
Activities – Contractors in particular – should be emphasized. 

It is the mitigationMethod that is an integral property of a RiskHandler. Based on 
the list of strategies included in section 2 of the current article, six ways to handle risk 
are proposed: Reduce, Retain, Avoid, Transfer, Exploit and Ignore. As the method is 
expressed as a String, an enumeration called RiskMitigationMethod is designed for 
the purpose of storing potential values of the property. 

 

Fig. 2. Risk handler as a child element of BPMN Task 

4 BPMN Extension for Risk Handling Exemplified 

The proposed extension was tested within business process modeling project, 
involving specification of diverse business processes for real estate developer 
companies. It is a sub-process that illustrates the procedure for managing architectural 
contests that is the business functionality selected for the current paper (Fig. 3).  
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company included the risk of insufficient number of entries to the contest, receiving 
entries that are produced using non-standard toolkits (and thus containing files in non-
supported graphics formats), or occurrence of legal uncertainties as to the authorship 
of the project. These risks are addressed by risk factors, respectively, Insufficient 
number of entries, Unsupported file format and Legal issues raised. It should be noted 
that within the proposed solution of the risk management issues, each identified risk 
factor is to be attributed to a separate event. Thus, on the border of an activity a lot of 
intermediate events, responsible for initiating various factors, may be placed. 

Two former risk factors are classified as PhysicalResourceRisks, while the latter is 
classified as a HumanResourceRisk. Risk factor Insufficient number of entries is 
rather unlikely to occur (rank 2), but has a great impact on the owning sub-process 
(5). It is Publish information regarding inconclusive outcome that is the task devoted 
to handling the risk factor. On the other hand, receiving Unsupported file format is 
more common (rank 3) while having virtually no impact on the sub-process at all 
(rank 1). Should the risk factor occur, risk handler Extend format conversion request 
is invoked. Risk factor Raising legal issues is very rare (rank 1) but has significant 
severity (rank 4). A task Verify entry’s sufficiency in law was designed to handle the 
risk. 

5 Summary 

It was elaborating an extension aimed at risk handling for Business Process Modeling 
Notation that was the goal of the current article. As BPMN functionality for risk 
modeling is very limited, even basic risk-oriented framework required introducing 
custom modeling categories, i.e. RiskFactors, RiskTypes, RiskHandlers as well as 
RiskMitigationMethods. Owing to the consistent practice of publishing meta-models 
for standards maintained by Object Management Group, the categories were 
seamlessly integrated with BPMN meta-model and designed so that the subsequent 
expansion was possible. Practical applications of proposed extension were 
exemplified by illustrating the procedure for managing architectural contests. 
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Abstract. Consumer decision making processes are conditioned by var-
ious forces. Recognized premises are being constantly reevaluated and
future decisions are made in connection with previous ones. Therefore,
authors propose an approach to decision making modeling based on pairs
of vectors describing attitudes towards certain attributes influencing con-
sumer’s decision. As a result, possible is a description of preferences based
on multiple evaluations of one feature. Methodological approach allows
to reevaluate opinions, which even though were taken in past, but still in-
fluence current decisions. In the article we discuss how triangular norms
can be applied to decision making modeling based on information en-
couraging the choice gathered in paired vectors. Developed methodology
is based on combining different known triangular norms for given pairs
of vectors representing various consumers, who are facing the same de-
cision. The choice of preferences evaluation was performed so that they
would represent different real-life situations. Results of applied process-
ing based on combinations of triangular norms are compared. Drawn
are conclusions about various processing properties of aggregation op-
erators. Suggested is, in which cases, certain triangular norms describe
real-life processes accurately. Shown and described are also examples of
operators, which are not suitable at all.

1 Introduction

Decision making processes are driven by various needs. Needs determine our
actions, direct us towards reducing motivational tension. As we described in [6],
proposed were several hierarchies of how humans proceed with satisfying their
needs. A very interesting perspective on the grounds of decision making processes
was presented by K. Lewin, [8]. This article continues the discussion started in
[5] of how the theory of psychophysical field can be applied to consumer decision
making modeling using fuzzy sets and their generalizations.

First, we would like to recall basic notions of how a decision making process
can be perceived as a process inside the psychophysical field and how multi-
valued logic operators can be applied to model it. In section 3 we discuss various
triangular norms, which are applied in section 4 to modeling. Presented is a case

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 382–394, 2012.
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study of one particular choice. Decisions are based on fuzzy information, which
in fact is very common. Developed methodological approach allows us to reeval-
uate consumer’s opinions, which even though had been taken in past, but still
influence current decisions. We compare aggregation possibilities incorporated
in different triangular norms and suggest, which cases describe real-life processes
most accurately.

2 Preliminaries

Psychophysical field is an abstract term, describing decision making process. It
is formed as a combination of three factors:

1. The field (which can be perceived as a set of conditions). Field contains all
motivational stimuli arising when subject thinks about the decision. Condi-
tions of the decision are bounded by available knowledge and previous ex-
periences. The field includes not only premises speaking for or against given
choice, but also all conscious and subconscious factors, which may influence
the decision.

2. Processes, which describe a way of how one makes decisions. It is directly
connected with individual’s behavioral patterns. Processes are conditioned
by customer’s cognitive abilities, rationality and susceptibility to behavioral
biases.

3. The decision - called also the gestalt - it is the outcome of the decision making
process.

In this article we would like to focus on how triangular norms can be applied to
decision making modeling. We would restrict our discussion to positive premises
only, though our future research will include bipolar information aggregation
techniques. Due to this restriction, we would be able to model only some fraction
of real-life processes, but presented techniques can be also adapted for cases
based on both positive and negative premises.

The field (all conditioning factors) will be grouped into two sets: premises
and priorities. These are all recognized motivational stimuli, which ground our
decisions. Processes are represented by triangular norms, which we apply. The
decision (gestalt) is the output of our computations.

As introduced nomenclature may raise some questions, at first, we would
like to explain used notions. While speaking about decision making process,
we would describe perceived stimuli in the terms of premises and priorities.
A premise, in our understanding, is received and decoded information influencing
given decision. We assume that one can evaluate the importance of a premise as
a number from the range [0, 1], where the greater is the value of the premise, the
stronger is positive influence of the premise on the decision. This allows us to
apply a flexible scale of evaluation. For each customer we discuss the same set
of premises (the decision is made about the same product), but with different
evaluations.

While computing the result of the decision making process we introduce ag-
gregating operators, which allow to obtain a decision as a number from the [0, 1]
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range. The greater is the output of our computations, the more convinced is
given customer about the decision. What did we gain? First of all, discussed
models describe real life situations better. We are able to base and compute
imprecise information. Even though we may calculate the decision in the crisp
form (binary response), we are intentionally highlighting that plenty of real-life
decisions are perceived rather as weak or strong attitudes.

Premises describe customer’s motivation towards certain products or services.
In terms of needs theory (see [6]) premises are motivational stimuli, which elicit,
control and sustain certain behaviors. These are all factors, which arise when
an individual thinks of given decision in more general terms. It can be somehow
called an initial or an a priori motivation. Authors treat all premises as a set of
infinite amount of opinions or attitudes, from which while discussing a particular
decision accounted and considered is only a relatively small and countable subset.
Why small? Because people tend to simplify rather than complicate reality.
Moreover, facing time constraints, people are aware that in order to efficiently
manage one’s time, even though there might be million possibilities, only a few
are really worth discussing.

Second term present while discussing decision making processes are priori-
ties. Authors intend to use this term in the context of a second set of beliefs
(or in other words as a second set of motivational stimuli). Priorities allow us
to take into account reassessed attitude towards one particular choice. In this
paper, term premises concerns more general case, while priories describe certain
precise choices. Analogically, priorities can be expressed scaled, for example as
a number from the interval [0; 1]. Priorities are recognized and evaluated later
than premises, and their purpose is to provide a perspective of how one par-
ticular choice satisfies one’s needs. In this context, they may be perceived as
an aposteriori motivation, arising when subject has faced particular product or
service. Of course, a set of priorities evaluations might be drastically different
than premises.

3 Triangular Norms

In this section we recall basic notions of fuzzy sets and generalization of fuzzy
connectives maximum and minimum to triangular norms. We will be expressing
fuzzy sets in the form of membership functions. Namely, a fuzzy set A defined
in the universe X is a mapping μ : X → [0, 1] or μA,X : X → [0, 1] if the names
of the set and the universe should be explicitly stated.

The Zadeh’s model of fuzzy sets can be described as a system similar to set
theory (F (X),∪,∩, ), where F (X) denotes fuzzy sets over the universe X and
∪, ∩, denote union, intersection and complement. This system is clearly in-
terpreted as ([0, 1]X ,max,min, 1−), where [0, 1]X denotes all mappings from the
universe X into the unit interval [0, 1], i.e. the space of membership functions,
and max, min and 1− applied to membership functions implement union, inter-
section and complement. We do not pay attention to the interpretation of fuzzy
sets in terms of a lattice LX .
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In this paper study of fuzzy sets system was enriched with triangular norms
used in place of the max and min operators. Note: max and min are triangular
norms as well.

Triangular norms, i.e. t-norms and t-conorms, are mappings from the unit
square [0, 1]× [0, 1] onto the unit interval [0, 1] satisfying axioms of associativity,
commutativity, monotonicity and boundary conditions (cf. [7,9] for details), i.e.:

Definition 1. t-norms and t-conorms are mappings p : [0, 1] × [0, 1] → [0, 1],
where p stands for both t-norm and t-conorm, satisfying the following axioms:
1. p(a, p(b, c)) = p(p(a, b), c) associativity
2. p(a, b) = p(b, a) commutativity
3. p(a, b) ≤ p(c, d) if a ≤ c and b ≤ d monotonicity
4. t(1, a) = a for a ∈ [0, 1] boundary condition for t-norm

s(0, a) = a for a ∈ [0, 1] boundary condition for t-conorm

t-norms and t-conorms are dual operations in the sense that for any given
t-norm t, we have a dual t-conorm s defined by the De Morgan formula

s(a, b) = 1− t(1− a, 1− b)

and vice-versa, for any given t-conorm s, we have a dual t-norm t defined by the
De Morgan formula

t(a, b) = 1− s(1− a, 1− b)

Duality of triangular norms causes duality of their properties. Note that the
min/max is a pair of dual t-norm and t-conorm. The selected known t-norms
and their dual t-conorms are given in Table 1. Note that Hamacher product is
the chosen representative of the parametric class of Hamacher norms. t-norms
and t-conorms are bounded by minimum t-norm and maximum t-conorm, i.e.
for any t-norm t, any t-conorm s and any x, y ∈ [0, 1]:

t(x, y) ≤ min(x, y) ≤ max(x, y) ≤ s(x, y) (1)

We will be discussing consumers’ decision making process modeled with tri-
angular norms. In this study consumers’ decision making is interpreted in the
following way:
• first, a consumer attempts purchasing a product or a service considering
general needs for it. This solicitude results in a series of necessity factors
corresponding to needs. The necessity factors are expressed as values of
a membership functions and we call them premises

• then, (s)he confronts the general needs with properties of a concrete item or
offer, which fits the general need to some extent. The confrontation produces
fitting factors, again expressed as values of a membership function. We call
the fitting factors priorities,

• we assume that the property of a given item/service cannot increase corre-
sponding need, it rather may soften the need. We say that prioritiesmoderate
premisses and implement the moderation with applying a t-norm. Note that
according to formula 1 the result of moderation cannot exceed weaker of the
premise and the priority,
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Table 1. Selected triangular norms, dual t-norms and t-conorms are placed in one row

t-norm t-conorm

minimum min(x, y) maximum max(x, y)

product x · y probabilistic
sum

x+ y − x · y

Lukasiewicz max(0, x+ y − 1) bounded
sum

min(a+ b, 1)

nilpotent
minimum

⎧⎨
⎩

min(x, y) if x+ y > 1

0 otherwise

nilpotent
maximum

⎧⎨
⎩

max(x, y) if x+ y < 1

1 otherwise

drastic

⎧⎪⎪⎨
⎪⎪⎩

y if x = 1

x if y = 1

0 otherwise

drastic

⎧⎪⎪⎨
⎪⎪⎩

y if x = 0

x if y = 0

1 otherwise

Hamacher
product

⎧⎨
⎩

0 if x = 0 = y
x · y

x+ y − x · y otherwise
Einstein sum

x+ y

1 + x · y

• finally we aggregate moderated premisses and priorities with a t-conorm. We
assume here that needs vote for purchasing, therefore they either strengthen
each other, or at least not weaken themselves. Note that the formula 1 shows
that the aggregation with any t-conorm will produce a result not weaker than
the stronger moderated premise/priority.

In this study we consider only positive premisses. A discussion on negative pre-
misses, i.e. premisses which vote against purchasing, is not in the scope of this
paper. We only wish to note that initial discussion on this subject was under-
taken in [5]. That attempt, utilizing balanced fuzzy sets [4] in decision making,
combines both types of premisses: positive and negative. In frames of another
strive positive and negative premisses are aggregating separately and then final
decision is made on these aggregation. So called intuitionistic fuzzy sets [1,2] or
vague fuzzy sets [3] can be used as vehicles for such aggregation.

4 Case Study

To be able to compare described in section 3 models and observe how their
properties are reflected while modeling decision making processes, we introduce
a case study. In this paper we will continue a discussion on a decision making
process regarding purchase of a car (by analogy to: [5]). In order to be able
to compare results, we will discuss the same set of eight pairs of premises and
priorities for five different customers.
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We will be analyzing following attributes encouraging purchase of a car:

• if you have to take care of babies, it is easier to transport them in a car than
by public transport,

• shopping with a car is very convenient,
• in a city, where decision maker lives, car allows you to go faster than by bus
or by tram,

• having a nice car manifests consumer’s good taste and his wealth,
• with a car you can easily make weekend trips to nearby places,
• car allows you to travel at any time you’d like, you are not dependant on
any timetables,

• if the weather is bad, driving a car is better than waiting on the bus stop,
• car allows to transport plenty of luggage without overworking.

First, we describe customers and their vectors of premises and priorities. Next,
in subsection 4.2 we discuss methodology of applying triangular norms for com-
puting the decision.

4.1 Consumer’s Vectors Description

The analysis revolves around five customers (named A, B, C, D and E). All of
them are discussing the same set of attributes regarding a purchase of a car.
Selection of vectors of premises and priorities describing customer’s preferences
was performed by authors. We chose these particular values in order to capture
different real-life situations.

Customer A was assigned with following vector of premises:

Apremises = [ 0.00, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20 ] (2)

Customer A evaluated all premises as weak ones. First premise is considered
as not important at all (is equal to 0). He is not convinced that having a car
is necessary. Similarly, vector of priorities for customer A expresses his lack of
strong positive opinions regarding one particular car.

Apriorities = [ 0.00, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20 ] (3)

A is consequently convinced, that there is no strong motivation for him to buy a
car. We expect that consumer his final decision regarding the purchase of a car
will be weak.

Customer B was assigned with following vector of premises:

Bpremises = [ 1.00, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20 ] (4)

B has evaluated first premise as extremely important. He has small babies and
having a car would be very helpful to transport them. The rest of premises were
evaluated as rather not influencing. Below shown is vector Bpriorities, which
gathers customer B’s priories evaluation towards one particular car.



388 A. Jastrzebska and W. Homenda

Bpriorities = [ 1.00, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20 ] (5)

Analogically, first priority was evaluated as extremely important - he believes
that this particular car is suitable and would play its role as a help while trans-
porting his family. The rest of priorities still have weak impact on his behavior.

Customer C is described by a following vector of premises:

Cpremises = [ 0.80, 0.80, 0.80, 0.80, 0.80, 0.80, 0.80, 0.80 ] (6)

All premises were recognized as very important. Analogically, C’s vector of pri-
orities Cpriorities contains high values.

Cpriorities = [ 0.80, 0.80, 0.80, 0.80, 0.80, 0.80, 0.80, 0.80 ] (7)

C is strongly convinced that buying car is necessary. Moreover, this one par-
ticular car he is analyzing meets his expectations. We expect that C’s decision
should be strong positive.

Customer D has following values attached to premises regarding purchase of
a car in general:

Dpremises = [ 0.80, 0.30, 0.70, 0.00, 0.10, 0.60, 0.90, 0.30 ] (8)

His preferences are varied. There are several premises recognized as important
and several recognized as very weak. There is even one attribute (premise number
4: car as a way to manifest one’s wealth and social status), which in D’s opinion
initially does not matter at all. Vector Dpriorities describes D’s priorities towards
particular car.

Dpriorities = [ 0.10, 0.80, 0.20, 0.90, 0.60, 0.10, 0.00, 0.80 ] (9)

This customer’s strengths of all priorities are drastically different than strengths
of corresponding premises. When D has faced this one particular decision, he
drastically reevaluated his opinions. We will observe how different moderating
operators would cope with these vectors. Situation captured in Dpremises and
Dpriorities corresponds to a case, when facing one particular choice we recog-
nize several new important features of given product. In such case, old premises
lose their impart on the final decision. This can be caused for example by very
persuasive marketing communications, when customer starts to analyze new pri-
orities, which concern one particular car. Successful marketing campaign makes
customer D believe that these new projected features of advertised car are even
more important than original premises.

Customer E was assigned with following vector of premises:

Epremises = [ 0.80, 0.80, 0.80, 0.80, 0.80, 0.80, 0.80, 0.80 ] (10)

Customer E has reviewed his opinions regarding purchase of a car in general
and decided that all premises are very strong. But when one particular car was
analyzed, he reevaluated the importance of named priorities and it turned out
that all attributes are rather insignificant. Vector Epriorities presents reevaluated
priorities.



Modeling Consumer Decision Making Process with Triangular Norms 389

Epriorities = [ 0.20, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20, 0.20 ] (11)

Situation described with vectors Epremises and Epriorities happens when at first
we are strongly convinced that some product is a necessity. Next, when we face
a particular decision, we are surprised to notice that what has been so appealing
has lost its charm and we are rather disappointed.

4.2 Results of Aggregation

In following subsections we discuss results obtained for A, B, C, D and E after
applying operators described in section 3. We discuss three different methodolo-
gies of moderation and aggregation:

1. various t-norms for premises and priorities moderation and max t-conorm
for final decision calculation,

2. min t-norm for premises and priorities moderation and various t-conorms for
final decision aggregation,

3. various t-norms for premises and priorities moderation and their dual t-
conorms for final decision calculation.

Chosen strategy of applying triangular norms was dictated by literature review
and our intuition. Authors picked popular triangular norms and combined them
in order to obtain different results.

Moderation with Different t-norms and Aggregating with Max t-
conorm. In this subsection we will discuss decisions made for customers A,
B, C, D and E basing on maximum t-conorm and vectors of premises and prior-
ities moderated with different t-norms. At first, we would like to show exemplar
outputs of moderation. Please note that all calculations were performed accord-
ing to formulas given in Table 1.

Table 12 contains exemplar results of premises and priorities moderation using
minimum t-norm for consumers A and C.

A: 0.0 0.2 0.2 0.2 0.2 0.2 0.2 0.2
C: 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8

(12)

In the same fashion calculated were moderated values for consumers B, D and E.
Analogically, we moderated premises with priorities using other t-norms, namely:
product, Lukasiewicz t-norm, Nilpotent minimum, Drastic t-norm and Hamacher
product. Due to space limitations these calculations are not discussed to greater
extent. Please note, that none of results obtained via moderation using t-norms
different than minimum would give us values greater than ones received with
the minimum (property explicitly stated in formula 1).

Next, we would like to discuss final decisions obtained for consumers A, B, C,
D and E after applied maximum t-conorm. Table 13 contains values of decisions
aggregated with max for vectors moderated using various t-norms. The top row
of table 13, contains information about applied t-norms and t-conorms.
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minimum product Lukasiew. Nilpotent Drastic Hamacher
maximum maximum maximum maximum maximum maximum

A: 0.20 0.04 0.00 0.00 0.00 0.29
B: 0.90 0.90 0.90 0.90 0.90 0.90
C: 0.80 0.64 0.60 0.80 0.00 0.67
D: 0.30 0.24 0.10 0.30 0.00 0.28
E: 0.20 0.16 0.00 0.00 0.00 0.19

(13)

Results of minimum t-norm and maximum t-conorm (first column) show that
only B and C are strongly convinced about the purchase of one particular car.
All other customers express weak opinions. Consumer B represents a situation,
when gathered is one strong positive information and several weak premises and
priorities. Decision computed for consumer C is also strong positive one, what
is no surprise, as all evaluations both of premises and priorities are high.

In this first case, consumers A, D and E are not convinced about the purchase
of given car. Even though some of them have recognized several strong priorities
(or premises) the process of moderation disregarded them and the decision was
computed as a weak one.

Second column contains values received by maximum t-conorm aggregation
on vector of moderated premises and priorities. Moderation was performed using
product t-norm. In the second case, only B and C made strong positive decisions.
Through properties of multiplication of numbers not greater than 1 the output
of moderation contains mostly low numbers. Therefore, max t-conorm as an
aggregation operator is more than necessary so that we can somehow balance low
results received through multiplication. Applied product t-norm and maximum
t-conorm for E gave us result equal to 0.16. Previously discussed combination
of operators also returned equally weak choice. The weakest value of aggregated
decision was computed for A. Product t-norm strongly reflected the fact that all
premises and priorities for A were weak ones.

Third column of table 13 contains decisions obtained with a combination of
Lukasiewicz t-norm and maximum t-conorm. Analogically to the previous case,
consumers B and C are the only ones, who are convinced about the purchase of a
car. Consumers A and E’s decisions are equal to 0 - they are absolutely indifferent
towards the decision regarding a particular car. This is first combination of t-
norms and t-conorms, which returns such a strict output.

Fourth column in table 13 presents values obtained after applying Nilpotent
minimum t-norm and max t-conorm for A, B, C, D, and E. Results of aggregation
obtained with Nilpotent minimum t-norm and maximum t-conorm are close to
results obtained using Lukasiewicz and maximum norms. B and C are strongly
convinced about the purchase of the car, while A, D and E would not buy the
car. In this case output for C is more satisfying (is higher) than in the previous
case - enhanced was the fact that C’s both vectors have all strong positive values.

Fifth column contains the results obtained after applying Drastic t-norm and
maximum t-conorm. As we expected, all uncertain cases were eliminated. Posi-
tive decision was computed only for consumer B.
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Sixth column in table 13 presents the output of moderation and aggregation
using Hamacher product t-norm and maximum t-conorm for all customers. No-
ticeable is that B and C are strongly convinced about the purchase of the car.
At the same time A, D and E’s decisions are weak positive.

Moderating with Min t-norm and Aggregating with Various t-conorms.
Second part of our experiment was to observe the differences between decisions
aggregated using different t-conorms. In this approach in each case premises and
priorities were moderated using minimum t-norm. Table 14 compares final deci-
sions obtained using t-conorms as aggregation operators. The top row of table
13, contains information about applied t-norms and t-conorms.

minimum minimum minimum minimum minimum minimum
maximum prob. sum bound. sum Nilpotent Drastic Einstein

A: 0.20 0.79 1.00 0.20 1.00 0.89
B: 0.90 0.98 1.00 1.00 1.00 0.99
C: 0.80 1.00 1.00 1.00 1.00 1.00
D: 0.30 0.71 1.00 0.30 1.00 0.81
E: 0.20 0.83 1.00 0.20 1.00 0.92

(14)

Results obtained using min t-norm for moderation and various t-conorms for
output calculation are unsatisfactory. Apart from the first and fourth case, when
we applied min-max dual operators and minimum/Nilpotent maximum norms,
all other results compute strong positive decisions for each customer. Especially
undesirable effects obtained were for bounded sum and Drastic t-conorms.

We find second methodology rather unsuitable. Nevertheless, basing on dis-
cussed results, we observed how different t-conorms aggregate sequences of the
same values. For example, let’s discuss aggregation of an 8-element sequence of
0.2s. We observe that two t-conorms, namely maximum and Nilpotent maximum
maintain the same result and it is 0.2. All other discussed t-conorms gradually
saturate and tend to 1. Norm, which is returning 1 instantly is Drastic t-conorm.
Norm, which is tending most slowly to 1 is bounded sum. The higher are the
values of aggregated sequence, the faster the result tends to 1. For a sequence of
0.8s, only after three operations the result is saturated. Of course, by definition
of triangular norm, the result of aggregation is always bounded by 1.

In consequence, gradual saturation of the result means that certain triangular
norms, including bounded sum, probabilistic sum and Einstein sum incorporate
following property: the more positive motivational stimuli one recognizes the
closer the decision gets to 1. Second corollary is following: one strong positive
argument (moderated premise with priority) can be replaced by several weak ar-
guments. Discovering these properties is very important from the point of view
of consumer decision making modeling. Presented properties of aggregation op-
erators are highly desirable - economists prove that people tend to simplify
cognitive processes. What does it mean in the context of decision making? Satu-
ration of named t-conorms allows us to model a situation, when customer, even
though there might be an infinite number of premises, is able to efficiently make
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a decision basing on relatively small set of arguments. Presented t-conorms al-
low to represent nontrivial aspects of the decision making processes, including
behavioral biases. We believe that applying them in the neoclassical theory of
consumer’s choice might be increase its accuracy and would allow us to describe
real-life situations more accurately.

Moderating with Different t-norms and Aggregating with Their Dual
t-conorms. Last, but not least, we would like to discuss the decisions regarding
purchase of a car computed basing on various dual t-norms and t-conorms. Table
15 shows decisions made for consumers A, B, C, D and E. The top row informs us,
which t-norm and t-conorm was applied in order to compute particular decision.

minimum product Lukasiewicz Nilpotent Drastic Hamacher
maximum prob. sum bounded sum Nilpotent Drastic Einstein

A: 0.20 0.23 0.00 0.00 0.00 0.58
B: 0.90 0.92 0.90 0.90 0.90 0.98
C: 0.80 1.00 1.00 1.00 0.00 1.00
D: 0.30 0.60 0.20 0.20 0.00 0.78
E: 0.20 0.75 0.00 0.00 0.00 0.91

(15)

Obtained results prove again that the choice, of which operators apply for com-
puting the decision has major impact on the output. The differences between
particular results are substantial. It is vividly seen in the case of customer C,
whose decisions vary from 0 to 1, depending on the applied norm. Variety of
properties incorporated in different aggregating operators would allow us to use
ones, which would describe decision making phenomena the best.

Decisions obtained for D and E are analogical to ones received with the first
methodology. We find outputs computed using operators product/probabilistic
sum and Hamacher product/Einstein sum for D and E as too high. These two
vectors were constructed to reflect consumers who are undecided (D) or who are
disappointed with one particular car described by vector of priorities (E).

Customers B and C were assigned with strong positive decisions in all cases,
except from one (Drastic t-norm and t-conorm for consumer C). Comparing the
third methodology with the first and the second one, we see that C’s decisions
were computed before as weaker. For further research left is the topic, which
methodology is more suitable.

Finally, we’d like to discuss decisions computed using dual t-norms and t-
conorms for consumer A. Third approach computed rather optimistic results.
In comparison, for A’s decisions, first methodology in all cases computed val-
ues non greater than using the third approach. Third approach for the follow-
ing three dual operators: Lukasiewicz t-norm/bounded sum, Nilpotent mini-
mum/Nilpotent maximum, Drastic t-norm and Darstic t-conorm computed A’s
decisions as zeros. We find this results as too conservative, since these norms
disregard all preferences, which even though are weak, but still they exist. As we
mentioned in [5], Kahneman and Tversky proved that people tend to overweight
small probabilities and underweight moderate and high probabilities, c.f. [10].
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Therefore justified would be the choice of conservative operators for the case of
consumer C and rather optimistic operators for A.

5 Conclusions

In the article we discuss how different triangular norms can be applied to model
decision making processes based on positive premises only. We support our pa-
per with the case study of five customers who decide about one particular car
basing on the same set of attributes. These five cases represent different real-
life situations of people, who show varied attitudes towards both a decision
regarding purchase of a car in general and different opinions regarding one par-
ticular car, about which the decision is made. We apply three methodological
approaches of how to calculate the decision using t-norms and t-conorms. First
one uses various t-norms for premises and priorities moderation and maximum
t-conorm to compute the output. Second approach applies minimum t-norm for
vector’s moderation and various t-conorms for decision calculation. Third ap-
proach uses dual t-norms and t-conorms. First and third methodologies bring us
satisfactory results. Second one we find rather not suitable. We noticed that sev-
eral t-norm/t-conorm combinations would allow us to model more conservative
(weak) decisions, while some other are optimistically enhancing the result. An
example of a set of operators strengthening the decision is Hamacher product
and Einstein sum. Examples of t-norms, which applied to vectors of premises
and priorities compute rather weak decisions, for almost each t-conorm, are
Lukasiewicz, Drastic and Nilpotent minimum t-norms. Important conclusions
were introduced while discussing aggregation of sequences using bounded sum,
probabilistic sum and Einstein sum norms. Saturation of decision computed
using named operators ideally reflects human’s tendency for simplification. Pre-
sented triangular norms allow to represent nontrivial aspects of the theory of
consumer’s choice. Possibility of incorporating behavioral biases into consumer
decision making models would allow us to develop a methodology, which would
describe real-life phenomena more precisely and more extensively.
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Abstract. This paper presents an artificial neural networks application for a 
flexible process modeling. A flexible planar single-link manipulator robot is 
considered. The dynamic behavior of this process is described using Lagrange 
equations and finite elements method. The artificial neural networks are all 
variations on the parallel distributed processing (PDP) idea. The architecture of 
each network is based on very similar building blocks which perform the 
processing. Therefore, two feed-forward and recurrent neural networks are 
developed and trained using back-propagation algorithm to identify the 
dynamics of the flexible process. Simulation results of the system responses are 
given and discussed in terms of level of error reduction. Finally, a conclusion 
encloses the paper. 

Keywords: Flexible manipulator, dynamic model, finite elements method, 
Lagrange equations, neural networks. 

1 Introduction 

Robotic manipulators are generally built using heavy material to maximize stiffness, 
in an attempt to minimize system vibration and achieve good positional accuracy. As 
a consequence, such robots are usually heavy with respect to the operating payload. 
The operation speed of the robot manipulation is limited, so the actuators size is 
increased boosting energy consumption and increasing the overall cost. Moreover, the 
robot has a low payload to robot weight ratio. In order to solve these problems, 
robotic manipulators are designed to be lightweight [13].  

Conversely, flexible manipulators exhibit many advantages over their rigid 
counterparts: they require less material, are lighter in weight, have higher 
manipulation speed, lower power consumption, require smaller actuators, are more 
maneuverable and transportable, are safer to operate due to reduced inertia, have 
enhanced back-drive ability due to elimination of gearing, have less overall cost and 
higher payload to robot weight ratio [13]. 

A first wave of interest of neural networks emerged after the introduction of 
simplified neurons by McCulloch and Pitts in 1943. These neurons were presented as 
models of biological neurons and as conceptual components for circuits that could 
perform computational tasks [2, 3, 8]. 
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Most neural networks funding was redirected and researchers left the field. The 
interest in neural networks re-emerged only after some important theoretical results 
were attained in the early eighties, and new hardware developments increased the 
processing capacities.  

Artificial neural networks can be most adequately characterized as computational 
models with particular properties such as the ability to adapt or learn, to generalize, or 
to cluster or organize data, and which operation is based on parallel processing. The 
intriguing question is to which extend the neural approach proves to be better suited 
for certain applications than existing models [1, 3, 5]. 

A connectionist system consists of a set of interconnected processing elements and 
is capable of improving its performance based on past experimental information [7]. 
An artificial neural network is a connectionist system that was originally proposed as 
a simplified model of the biological nervous system [8]. Neural networks have been 
shown to provide an efficient means of learning concepts from past experience, 
abstracting features from uncorrelated data, and generalizing solutions from 
unforeseen inputs. Other promising advantages of neural networks are their 
distributed data storage and parallel information flow, which cause them to be 
extremely robust with respect to malfunctions of individual devices as well as being 
computationally efficient.  

There have been many architectures (i.e. schema consisting of various neurotic 
characteristics, interconnecting topologies, and learning rules) proposed for neural 
networks over the last ten years. Simulation experience has revealed that success is 
problem-dependent. Some networks are more suitable for adaptive control whereas 
others are more appropriate for pattern recognition, signal filtering, or associative 
searching. Neural networks that employ the well known back-propagation learning 
algorithm [9] are capable of approximating any continuous functions with an arbitrary 
degree of accuracy [9].  

This paper is organized as follows: The flexible manipulator system is presented in 
the first paragraph. The dynamic robot behavior is explained in the next paragraph. 
The following paragraph deals with applied topologies of artificial neural networks to 
model the flexible manipulator robot. Simulation results are showing and discussing 
with each useful architecture. 

2 The Flexible Manipulator System 

A schematic representation of the single-link flexible manipulator system is shown in 
figure 1, where a control torque τ(t) is applied at the hub by an actuator motor with E, 
I, ρ, L and IH represent Young's modulus, second moment of area, mass density per 
unit volume, length, and hub inertia moment respectively [10, 12].  

The angular displacement of the link in the X0OY0 coordinates is denoted by θ(t). 
w(x,t) represents the elastic deflection of the manipulator at a distance x from the hub, 
measured along the OX axis. X0OY0 and XOY represent the stationary and moving 
frames respectively. 
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Fig. 1. Flexible manipulator scheme 

The height (width) of the link is assumed to be much greater than its depth, thus 
allowing the manipulator to vibrate dominantly in the horizontal direction (X0OY0 
plane). To avoid difficulties arising from time varying lengths, the length of the 
manipulator is assumed to be constant. Moreover, the shear deformation, the rotary 
inertia and the effect of axial force are ignored. For an angular displacement θ and an 
elastic deflection w, the total displacement y(x,t) of a point along the manipulator at a 
distance x from the hub can be described as a function of both the rigid body motion 
θ(t) and the elastic deflection w(x,t) [6, 12, 14], i.e.  

 ),()(),( txwtxtxy +θ=  (1) 

Thus, by allowing the manipulator to be dominantly flexible in the horizontal 
direction, the elastic deflection of the manipulator can be assumed to be confined to 
the horizontal plane only.  

Kinetic energy of the flexible manipulator, depending of hub rotation and modes 
rotation in the X0OY0 and XOY frames, has the following expression [6, 14] 
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Potential energy just depending of link flexibility has the following form 
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After applying Lagrange’s equations, the dynamic model can be written as 
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where M, K and L are the mass matrix, the stiffness matrix and the length array 
respectively, and q is the elastic modes vector. 

3 Dynamic Behavior 

The dynamic equations can be presented in a sate-space form as 
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The state and control vectors are given by 
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In order to simulate the flexible manipulator system, an aluminum flexible link of 
dimensions L=0.61m and S=3×10-5m², with E=200×109N/m², I=2.5×10-12m4, 
IH=4.3×10-3kg.m² and ρ=7.8×103kg/m3 is considered. The link is discretized into two 
elements.  

Solving the state-space matrices gives the vector of states v, that is, the hub angle, 
the elastic modes and their velocities. The derived dynamic model is a nonminimum 
phase system, not strictly proper, and unstable. Also, the model has zeros very close 
to the imaginary axis; this deteriorates the time domain performance of the closed-
loop system [11, 15]. 

Generally, linear models of flexible structures used in design of controllers are 
derived under restrictive assumptions which are often not valid for large motions that 
occur during slewing maneuvers. Hence, considerable uncertainty in the linear model 
exists. Another feature characteristic of lightly damped systems is the occurrence of 
poles (±159.67j, ±37j, 0, 0) and zeros (±158j, ±25j) very close to the imaginary axis 
that gives rise to ill-conditioned systems. The state-space matrices arising out of such 
systems have largely separated singular values, posing considerable computational 
difficulty in controller design. In the spectral density given by figure 2, the vibration 
frequencies of the system are obtained as 37rad/s and 160rad/s, i.e. 5.9Hz and 
25.46Hz, and the magnitude of frequency response for the two resonance modes are 
122dB and 68.8dB. 
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Fig. 2. Open-loop frequency response 

4 Neural Modeling 

4.1 Introduction 

An artificial neural network consists of a pool of simple processing units which 
communicate by sending signals to each other over a large number of weighted 
connections [1, 2]. 

Each unit performs a relatively simple job: receive input from neighbors or 
external sources and use this to compute an output signal which is propagated to other 
units. Apart from this processing, a second task is the adjustment of the weights. The 
system is inherently parallel in the sense that many units can carry out their 
computations at the same time [4, 7, 8]. 

In most cases, we assume that each unit provides an additive contribution to the 
input of the unit with which it is connected. The total input to unit k is simply the 
weighted sum of the separate outputs from each of the connected units plus a bias or 
offset term bk  

(ݐ)ݏ  = ∑ (ݐ)ݕ(ݐ)ݓ  ܾ(ݐ)  (8) 

4.2 Network Topologies 

The pattern of connections between the units and the propagation of data can be 
distinguished into [2, 3] 

• Feed-forward networks, where the data flows from input to output units is strictly 
feed-forward. The data processing can extend over multiple layers of units, but no 
feedback connections are present, that is, connections extending from outputs of 
units in the same layer or previous layers. 



400 R. Boucetta and M.N. Abdelkrim 

• Recurrent networks that do contain feedback connections. Contrary to feed-
forward networks, the dynamical properties of the network are important. In some 
cases, the activation values of the units undergo a relaxation process such that the 
network will evolve to a stable state in which these activations do not change 
anymore. In other applications, the change of the activation values of the output 
neurons is significant, such that the dynamical constitutes the output of the 
network. 

4.3 Neural Dynamic Modeling 

The parsimonious universal approximation property of neural networks can 
advantageously be exploited for dynamic modelisation of different processes. Two 
types of modelisation can be usually distinguished [7, 9]: 
 

• Knowledge models, which the mathematical expression, including small number of 
adjustable parameters, results from (physical, chemical, etc.) analysis of the 
process. 

• Black Box models, which are determined only from measurements made of the 
process, without any external knowledge 

4.4 Feed-Forward Neural Model of the Flexible Process 

The feed-forward neural model is defined by the input ߬(݇), the torque applied to the 
hub motor, its previous values, and the previous values of the output ߠ(݇), the hub 
angle of the process. The neural model can determined, after training, the future 
output of the process ߠ(݇). The structure of this model is given by the figure 3. 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Feed-forward neural model 

The flexible process is excited with a single-switch bang-bang signal of amplitude 
0.2Nm input torque, applied at the hub of the manipulator. Figure 4 shows the input 
signal. A bang-bang torque has a positive (acceleration) and negative (deceleration) 
period allowing the manipulator to, initially, accelerate, then decelerate and 
eventually stop at a target location. 

 

 (݇)ߠ (݇)ߠ
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Fig. 4. A bang-bang input torque 

  

Fig. 5. Hub angle and end-point residual responses 

The feed-forward neural network is composed of three layers with a nine neurons 
hidden layer. It is trained with the back-propagation method. The simulation results of 
the process responses are given in figure 6. To compare between neural and 
theoretical models responses, we can notice a good learning of the flexible process 
dynamics behavior with a hub angle error less than 10-3rad and an end-point residual 
error less than 1mm. 

 

Fig. 6. Hub angle and end-point residual responses with neural and mathematical models 
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Fig. 7. Hub angle and end-point residual errors 

4.5 Recurrent Neural Model for the Flexible Process 

The recurrent model is developed in terms of torque input, its previous values, and the 
previous values of the neural model output. The figure 8 shows the simplified layout 
of the recurrent model. 

 
 
 
 
 
 
 
 
 
 

Fig. 8. Recurrent neural network model 

  

Fig. 9. Hub angle and end-point residual responses 

0 2 4 6 8 10

-1

-0.5

0

0.5

1
x 10

-3

Time (Seconds)

A
ng

le
 e

rr
or

 (
ra

d)

0 2 4 6 8 10

-6

-4

-2

0

2

4

6

x 10
-3

Time (Seconds)

R
es

id
ua

l e
rr

or
 (

m
)

0 2 4 6 8 10
0

1

2

3

4

5

6

Time (Seconds)

H
ub

 a
ng

le
 (

ra
d)

0 2 4 6 8 10
-0.06

-0.04

-0.02

0

0.02

0.04

Time (Seconds)

E
nd

-p
oi

nt
 r

es
id

ua
l (

m
)

 (݇)ߠ (݇)ߠ

߬(݇) 

ଵିݖ ଵିݖଵିݖ ଵିݖ



 Neural Network Modeling of a Flexible Manipulator Robot 403 

In our case, the recurrent neural model is composed of three layers of neurons; the 
hidden layer comprised 13 neurons. The learning of the neural network with the back-
propagation method can give us the process responses in figures 9 and 10. The error 
value can be noticed around 0.005rad for the hub angle and 3mm for the end-point 
residual response. 

 

Fig. 10. Hub angle and end-point residual error responses 

5 Conclusion 

This paper presents a neural modeling of a flexible robot system with feed-forward 
and recurrent networks methodologies. Dynamic mathematical model of a flexible 
single-link manipulator robot is derived from Lagrange equations and finite element 
method. The flexible process is excited with a single-switch bang-bang input torque to 
consider dynamic behavior and its physical parameters. The learning ability of neural 
networks allows giving implicit models describing complex dynamic behavior of 
flexible robots. A feed-forward neural network is first trained with back-propagation 
algorithm to learn computed dynamic model. Next, a recurrent network is developed 
to form an independent black box model. A set of simulation results showing 
behavior of mathematical and neural models is presented. A good learning is revealed 
in the hub angle and end-point residual responses. 
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Abstract. Membrane computing is an emergent branch of natural com-
puting, taking inspiration from the structure and functioning of a living
cell. P systems, computing devices of this paradigm, are parallel, dis-
tributed and non-deterministic computing models which aim to capture
processes taking place in a living cell and represent them as a computa-
tion. In last decade, a great variety of extensions of model, introduced
by Paun in 1998, were presented. In this paper, we focus on modelling
the traffic flow by the means of P systems. P systems enable mezoscopic
representation of traffic flow with individual modelling of each cars be-
haviour. Theoretical model is presented together with an XML scheme
to store the output of the model.

Keywords: Membrane computing, P systems, traffic flow, XML.

1 Introduction

Membrane computing represents new and rapidly growing branch of natural
computing, which starts from observation that the processes taking place in a
living cell can be understood as a computation. Membrane computing and its
computational device – P system – were introduced by Păun [9] and gained a lot
of interest in last decade. P systems start from observation, that membrane plays
a fundamental role in the functioning of a living cell. Membranes act as three-
dimensional compartments which delimit various regions of a living cell. They are
essentially involved in a number of reactions taking place inside cell and moreover
act as selective channels of communication between different compartments of a
cell [3].

P systems take inspiration from cell on two levels – the structure and the
functioning. Structure of cell is represented by its membranes and functioning is
governed by biochemical reactions. Every P system therefore has three main e-
lements: a membrane structure, where object evolve according to given evolution
rules [11]. Some authors add fourth basic element of membrane systems – com-
munication [3,10]. Communication is always encoded in rules (they are called
communication rules instead of evolution rules) and will be dealt with later in

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 405–415, 2012.
c© IFIP International Federation for Information Processing 2012
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the text. From the point of view of transportation modelling, communication
(e.g. topology) is essential feature.

Fig. 1. Graphical representation of
P system, [17]

Simple example of P system is depicted
in Fig. 1. Membrane structure is hierarchi-
cally arranged set of membranes, contained
in a distinguished outer membrane, called
skin membrane. System is surrounded by the
environment, which may collect objects leav-
ing the system, or in some variants of P sys-
tems, the environments can actively support
system with objects [2,4]. Membranes de-
limit regions, with which they are in one-to-
one relation. Therefore the terms membrane
and region are mostly interchangeable. Each
membrane is identified by its label, which can
be with membranes in one-to-many relation.
The position of inner membranes does not
matter; we assume, that in membrane there
is no ordering, everything is close to every-
thing else [11].

Second basic element of P systems are
objects. By objects in biological sense are

meant chemicals, ions, molecules etc. Those substances are present in a cell
in enormous amounts, but the ordering again does not matter. What matters is
the concentration, the population, the number of copies of each molecule [11].
Abstracting from biological reality, we represent each substance by a symbol
from given alphabet and since the multiplicity matters, instead of objects we
use multisets of objects. Common notation of multisets in P systems is follow-
ing: if, for example, objects a, b, c are present in 7,2 and 5 copies, they will be
represented by multiset a7b2c5.

In basic variant of P systems, multisets of objects are considered to be floating
in inner regions of membrane systems. They evolve by the means of evolution
rules, which are localised with the regions of the membrane structure. There are
three main types of rules [11]: (1) multiset-rewriting rules, (2) communication
rules and (3) rules for handling membranes. In this section only first type of
rules will be described.

Multiset-rewriting rules take form u → v, where u and v are multisets of
objects. For example, rule ab → cd2 says, that one copy of a and one copy of b
are consumed and one copy of c and two copies of d are produced. A number of
possible extensions of rules exists.

Two crucial features of P systems have to be mentioned at this point. As
mentioned earlier, in membranes everything is close to everything else. Therefore,
if one instance of an object can be processed by two or more rules, the rule to
be applied is chosen non-deterministically. All rules have the same probability
to be chosen. The rules also have to be used in maximally parallel manner.
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More specifically, the objects are assigned to rules, non-deterministically
choosing the objects and the rules, until no further assignment is possible. An
evolution step in a given region of membrane system consists of finding the
maximal applicable multiset of rules, removing from region all objects specified
in the left hand of the chosen rules and producing the objects on the right hand
side of the rules.

After giving short introduction to basic notions of P systems, let us continue
with more detailed survey on traffic flow modelling and representation of trans-
portation system by the means of P systems. In Sect. 2, a definition of basic
model – transitional P system, is given. Sect. 3 presents possible extensions of
such model, which are incorporated into a model, described in Sect. 5. Sect. 4
gives a short introduction into the traffic flow modelling. Finally, an XML scheme
designed to store the configuration of developed system is presented in Sect. 6.
We will conclude with some final remarks in Sect. 7.

2 Transition P System

P systems based on application of multiset-rewriting rules are called transition
P system. Formally, transition P system is a construct of the form:

Π = (O,C, μ, w1, w2, . . . , wm, R1, R2, . . . , Rm, io), (1)

where:

– O is the finite and non-empty alphabet of objects,
– C ⊂ O is the set of catalysts,
– μ is a membrane structure, consisting of m membranes, labeled 1, 2, . . . ,m;

one says, that the membrane structure, and hence the system, is of degreem,
– w1, w2, . . . , wm are strings over O representing multisets of objects present

in regions 1, 2, . . . ,m of membrane structure,
– R1, R2, . . . , Rm is finite set of evolution rules associated with regions

1, 2, . . . ,m of membrane structure,
– io is either one of the labels 1, 2, . . . ,m and then the respective region is the

output region of the system, or it os 0 and then the result of the computation
is collected in the environment of the system.

A sequence of transitions of P system constitutes a computation. A computation
is successful if it halts, it reaches a configuration where no rule can be applied
to the existing objects, and output region io still exists [11].

The rules are of form u → v, where u ∈ O and v ∈ (O × Tar), where
Tar = {here, in, out}. Target indications Tar extend transition P system in
following way: rule ab → cheredineout consumes one instance of each a and b and
produces one copy of c in current membrane, one copy of d in a child of current
membrane and one copy of e in the parent of current membrane. If current
membrane is skin membrane, object e is send to environment of the system. If
current membrane does not have a child, rule can not be applied.
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Another extension comes from the existence of catalysts. Catalysts are objects,
which participate in a chemical reaction, but are not consumed or produced by
it. They just enable the application of rule. Rule with catalysts takes following
form: ac → bc, with object c being the catalyst.

3 Possible Extensions of P Systems

In this section we will mention some elementary extensions of P system, which
however constitute only a fracture of possibilities. We refer reader to The P
systems Webpage [16] for complete list of publications and further information.
Already in the text, three types of rules were mentioned. Evolution rules were
briefly covered in previous sections.

Communication rules were introduced in [10]. Basic idea of communicating
P systems is, that computation is achieved only by transporting object between
membranes. Direct inspiration from biology are symport and antiport. When two
chemical pass through membrane only together, in the same direction, the pro-
cess is called symport. When the two chemicals pass only with help of each other,
but in opposite directions, the process is called antiport [10]. Symport rules take
a form (ab, in) or (ab, out), and antiport rules take a form (a, out; b, in), where
a, b are object from alphabet of all possible objects. Meaning of rules is follo-
wing: for symport rule (ab, in) or (ab, out), if objects a, b are present in current
membrane, they are sent together into child (or parent, in second case) of the
membrane. For antiport rule (a, out; b, in), if a is present in current membrane
and b is present in the parent of a membrane, than a exits current membrane
and b enters it. Universality of P systems with symport and antiport have been
proven [10] and simplified version of communication, conditional uniport have
been studied [14]. Comprehensive review of communication strategies in P sys-
tems can be found in [15].

Third type of rules are rules for handling membranes. Dissolution of mem-
branes has already been mentioned, but other ways to obtain dynamical
membrane structure, evolving during the course of computation, have been
presented. Most simple of those is assigning electrical polarization +,−, 0 to
each membrane. Polarization replaces target indicators in, out, here. Polariza-
tion of objects is introduced by the rules and polarized objects can enter only
membranes with opposite polarization. For example, ab → c+d− means, that
one instance of c enters inner membrane with negative polarization and one
instance of d enters inner positive membrane. Rules can also be used to change
the polarization of membranes during the computation.

Two issues seem essential, when P systems are used to simulate real-world
phenomena rather than for computation. Non-determinism is first of the issues.
Some chemical reactions are more likely to occur than others. First attempt to
solve this is by assigning priorities to rules. Firstly, set of rules with the highest
priority is chosen and according to the principle of maximal parallelism, all rules
which can be applied, are applied. Then, the rules with second highest priority
are selected and the procedure repeats, etc.
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Second approach is to assign probabilities to all rules. Probability can be
introduced to P system on different levels [8], but here we will mention only
probability on the level of rule selection. Different approaches have been proposed
[2,6,12]. Basic idea is to associate each rule with a constant k, so the rule takes

a form u
k−→ v, where u, v are multisets of objects and k can be interpreted

either as a probability, or as a “stoichiometric coefficient”, using which the true
probability is calculated.

Last extension, which we will mention at this point, is representation of time
of P systems. In real world, every biochemical reaction takes some time. Rep-
resentation of time in P systems is similar to representation of probability. A

constant t is assigned to each rule, so the rule takes the form u
t−→ v, where u, v

are multisets of objects and t is number of time units, which must pass to com-
plete the application of the rule [5]. In the first time step, multiset u is consumed
and removed from the current membrane. After t− 1 more time steps, multiset
v is introduced into the system. Time can also be introduced into P systems as
a lifetime of objects or even membranes [1].

For the sake of brevity, we will not discuss more extensions of P systems,
although many possibilities were explored within this framework. P system based
model of traffic flow will take advandage of three main features mentioned in this
section – membrane polarization, probability and time-dependence.

4 Traffic Flow Simulation

Hoogendoorn and Bovy [7] distinguish three main levels of modelling of trans-
portation systems:

– microscopic simulation model describes both the space-time behaviour
of the systems’ entities (i.e. vehicles and drivers) as well as their interactions
at a high level of detail (individually). Sometimes submicroscopic models are
mentioned separately.

– mezoscopic model does not distinguish nor trace individual vehicles, but
specifies the behaviour of individuals, for instance in probabilistic terms.
To this end, traffic is represented by (small) groups of traffic entities, the
activities and interactions of which are described at a low detail level.

– macroscopic flow model describe traffic at a high level of aggregation as
a flow without distinguishing its constituent parts. For instance, the traffic
stream is represented in an aggregate manner using characteristics as flow-
rate, density, and velocity. Individual vehicle manoeuvres, such as a lane-
change, are usually not explicitly represented [7].

While microscopic models describe accurately behaviour of small-scaled systems
such as lanes or intersections, their use to simulate spatially extensive areas,
such are cities or agglomerations, are limited. Macroscopic models, on the other
hand, are capable of simulation on low-scale level, but lack detailed description of
individuals. Mezoscopic models are a reasonable compromise between detail and
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robustness, which is desirable for certain applications, such are public transport
modelling [13].

In this study we propose a simulation model for traffic flow, aiming to describe
accurately vehicle behaviour at the intersections, but ignoring detailed descrip-
tion of cars behaviour at road segments between intersections. Such model should
be individual based, representing vehicles as agents instead of populations, but
at the same time should be robust enough to enable simulation of large-scaled
road networks. Such model could be used for example for optimalization of traffic
lights at signalized intersections.

5 P System Based Model of Traffic Flow

In this section we describe P system model of traffic flow. This model aims to
capture detailed behaviour of cars at the intersection, while ignoring behaviour
at road segments.

5.1 Definition of a System

Within P systems paradigm, road network can be described as a graph with
membranes at the nodes. This representation is similar to the one of commu-
nication P systems [15]. There are three types of membranes, based on their
function. White holes act as generators of cars. If the systems represents, say,
a city, than white holes will be the roads, bringing cars to the city. Opposite
reactions take place in black holes, where the cars leave the system. White and
black holes does not necessarily have to be only at the periphery of the system
– also residential, industrial or business areas within the city can act as white or
black holes, and they can therefore be placed arbitrarily in the graph. The third
type of nodes is an intersection. At intersection, cars are distributed to other
parts of the network.

Within this paradigm, cars are represented as objects. For the sake of brevity,
we will consider only one type of object – an arbitrary vehicle. In praxis, how-
ever, different types of vehicles (cars, buses, motorcycles etc.) can be represented
by different objects.

The behaviour of objects is described by a set of rules. In classical P systems,
rules enable objects to be created, destroyed or qualitatively changed. In the
proposed system, each of these is encapsulated in one type of membranes. In
white holes, objects are created, in black holes, they are removed from the sys-
tem, and at the intersections, they are changed (meaning they can change their
state from moving to stopping or vice versa). At the intersections, objects are
communicated to other membranes in the system.

Clearly, the behaviour of cars is not strictly deterministic, therefore stochas-
ticity must be introduced at some point. There are two ways to represent the
behaviour of a car in the network.

– When an object is introduced to the system at white hole A, a target des-
tination B is chosen from set of available black holes. The shortest path
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between nodes A and B is calculated and vector of intersection, which must
be passed by an object is assigned to it. For each white hole, a set of prob-
abilities is assigned to all available black holes. Therefore, some paths are
preferred by the cars then others.

– For each intersection, a set of probabilities is assigned to all intersecting
roads. When a car is present at the intersection, a road is chosen and car
is send to next node of a graph. Each road is associated with a certain
probability of being chosen, therefore some links are more preferred by cars
than others.

First approach is preferable in case, where the preferences of cars in the network
are well known. If we lack the knowledge about drivers preferences and know
only vehicle intensities at the roads, second approach seems more suitable.

Also, travel time have to be taken into account. Time necessary to travel from
one node of a graph to another is represented by a cost of the link. Graph is
oriented, therefore travel time between two nodes can differ in both directions.

Last issue is associated with representation of traffic lights. At intersection,
only cars approaching from a certain direction are allowed to pass. Within
P systems framework, membrane polarizations are suitable tool for selective
allowance of objects into a membrane. The polarization of each intersections
represents red/green lights and periodically changes, therefore simulating real
world situation.

5.2 Formal Definition of a Model

Traffic P system is a construct:

TrafficΠ = (O, μ, syn, (s(i,j,t))(i,j)∈syn;t∈N, R), (2)

where:

– O = {veh, vehs} is an alphabet of objects, veh representing moving vehicle
and vehs representing stopping vehicle,

– μ is a membrane structure, consisting of m membranes, labeled WH,BK,
INT ; representing white holes, black holes and intersections,

– syn ⊆ {(i, j, t)|i, j ∈ {0, 1, 2, . . . ,m}, i �= j, t ∈ N} is a subset of synapses –
links between the membranes, where i and j are membranes from the set μ
and t is time constant associated with each synapse.

– R is a set of rules associated with membranes from μ. The rules differ for
membranes labeled as white holes, black holes and intersections.

• White holes – vehicles veh are generated and sent to one of neighboring
membranes.

[ ]WH
ti−→ [vehWH ]k,

where {k,WH, ti} ∈ syn and application of a rule takes ti time steps. A
label of white hole will be associated with a vehicle veh when approaching
intersection k, which will be used to decide, whether a vehicle should stop
or pass the intersection.
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• Black holes – vehicles veh are removed from the system.

[veh]BH
t=1−−→ [ ]WH ,

application of such rule takes 1 time unit.
• Intersection – several rules are associated with intersections. Here we
describe a situation, where car makes a decision about its target desti-
nation at each intersection.
Rule:

[vehk]km
ti,pi−−−→ [vehm]n

describes a situation, where car coming from membrane k approaches an
intersectionm with polarization k. Since the polarization and label of veh
correspond, a veh can pass the intersection and proceed to membrane n,
with probability pi. veh will be assigned with label of passed membrane
m. Application of rule will take ti time units.
Rule:

[vehk]lm
t=1,p=1−−−−−→ [vehs]

l
m

describes a situation, where moving car veh coming from membrane k
approaches an intersection m with polarization l. Since the polarization
and label of veh do not agree, the vehicle veh must stop and therefore
changes to vehs, with probability 1 and taking 1 time step.
Rule:

[vehk
s ]

k
m

ti,pi−−−→ [veh]n

describes a situation, where stopping car vehs from membrane k is in
membrane m with polarization k; it can pass the intersection and con-
tinue to membrane n. This is enabled by changing polarizations of mem-
branes.

Global clock for the system are assumed. The polarization of membranes changes
according to a given schedule. All other parameters of the system - creation rate
at white holes, probabilities and time constants associated with the synapses can
also be time-dependent.

6 XML Structure for Proposed Model

We used XML language for creating topology, creating rules and setting ini-
tialization values. The reason why we chose this way is simple, because we can
simply and clearly describe all necessary attributes. A code sample is shown in
Listing 1.1, where we divide file to 3 parts.

1. First part stores the topology of P-system. Connections between membranes
are defined, I/O membranes are chosen etc.

2. Second part describes the initial configuration of membranes.
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3. The third part contains the rules for membranes. It consists of left side, right
side and additional information about conditions of use, delays, etc. Left side
contains items needed for rule to be applied, right side describes the result
of rule application.

Listing 1.1. Example XML file

<?xml version=”1.0” encoding=”utf−8”?>
<Program Version=”1.0”>
<Topology>
<Membrane ID=”1”>
<Type Membrane=”White”/>
<LinkTo ID =”3” ValuePath=”5”/>

</Membrane>
<Membrane ID=”4”>
<Type Membrane=”Black”/>
<LinkTo ID =”3” ValuePath=”5”/>

</Membrane>
<Membrane ID=”3”>
<Type Membrane=”Green”/>

<PolarizationComing IDs=”1,4” Time=”10”/>
<PolarizationComing IDs=”2,5” Time=”5”/>

<LinkTo ID =”2” ValuePath=”10”/>
<LinkTo ID =”4” ValuePath=”5”/>
<LinkTo ID =”5” ValuePath=”5”/>

</Membrane>
</Topology>
< Initialization >
<Membrane ID=”1”>
<Item NameID=”a” Value=”0” />
<Item NameID=”b” Value=”0” />

</Membrane>
</ Initialization >
<Rules>
<Selected>
<Membrane ID=”3”>
<LeftSide>
<Item NameID=”a” Value=”1” />

</LeftSide>
<RightSide>
<Item NameID=”a” Value=”1” />

</RightSide>
<Additional>
<Probability Value=”0.5”/>
<DueID Value=”4”/>
<Polarization Value=”true”/>

</Additional>
</Membrane>

</Selected>
<Default>
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<Membrane Typ=”White”>
<LeftSide>
<Item NameID=”a” Value=”1” />

</LeftSide>
<RightSide>
<Item NameID=”a” Value=”1” />

</RightSide>
</Membrane>

</Default>
</Rules>

</Program>

7 Concluding Remarks and Future Work

A P system for traffic flow simulation was defined and an XML scheme designed
to store the configuration of such model was presented. A basic variant of P
system was described with additional features – stochasticity, time-dependence,
selective membrane permeability – described in more detail.

Presented model was designed to simulate the behaviour of vehicles at the
intersections and enables elegant simulation of cars behaviour at the intersec-
tions, while ignoring detailed description of behaviour at road segments. This
robustness is desirable i.e. for traffic light optimalization.

On the webpages of the authors is possible to find the application, which we
develop and use for experiments. (http://wh.cs.vsb.cz/voj189)

In the future, the presented model will be further developed to be able to
describe the traffic system in more realistic manner – cars delays, complex in-
tersections and destination preferences are of primal interest.
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Abstract. Gauging and analyzing the ever-growing strain on todays roadways
is an issue that needs to be adressed with urgency. The rate at which technol-
ogy is developing and the amount of vehicles now equipped with GPS systems
are factors that ensure the potential for creating statistics to gauge this strain.
When processing data gathered from monitored vehicles, it is necessary to im-
plement procedures that identify specific roadways upon which a given vehicles
movement is recorded. With respects to the volume of this data, a method for in-
dexing these data files becomes a critical issue. Within the following text, we will
present a process of collecting and processing data in the FLOREON+ Traffic
system and spacial indexing using a raster index that processes queries at a much
greater speed than standard indexing.

1 Introduction

The problem with analyzing the increasing strain on today’s roadways lies within the
fact that monitoring is limited to major intersections and trouble spots, where modern
camera systems have become the norm. Publicizing information gathered from these
areas leads to faster solutions in crisis situations and aids in the overall elimination of
such crises. A great disadvantage in this approach, however, is the fact that a crisis
situation needs to be identified in advance in order for it to be resolved in time. A
system based on collecting and processing data derived from a vehicle in real time may
contribute to the exploitation of this disadvantage - the ability to monitor only vehicles
where this equipment is installed. Currently, the amount of vehicles thus equipped is
too large for a system of this type to be of any significance or to even be successfully
implemented.

Floreon+ is a science-research project aimed at building a prototype system for mod-
eling, simulating and monitoring situations caused by unfavorable, natural phenomena
using modern computer and Internet technology. The main feature of this project is its
focus in the area of crisis management and support. The project has gradually expanded
to cover relevant topical fields, such as flash flooding, and other factors pertinent to
crisis management and general information services.

Recently, traffic problems have become a recurring issue to be dealt with on a daily
basis in various forms and at several levels. Aside from the everyday traffic situations

A. Cortesi et al. (Eds.): CISIM 2012, LNCS 7564, pp. 416–427, 2012.
c© IFIP International Federation for Information Processing 2012
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perceived by drivers, crisis situations, management and solutions must be taken into
account. This is precisely why the field of traffic information and management are in-
tricate parts of the Floreon+ project. Knowledge of traffic situations and the ability to
utilize sophisticated apparatus to effectively process this information are significant fac-
tors for an entire line of activities from the perspective of crisis management (e.g. which
traffic lanes are clear for emergency unit passage, which areas are flood hazards, etc.).
Additional benefits would obviously include the acquisition and processing of everyday
traffic situations and activities (intelligent navigation systems for automobiles in metro
areas, analyzing high-traffic zones, detecting problems on roadways, etc.)

The Floreon+ Traffic system makes calculations (in real time or for potential situ-
ations) by utilizing a complete line of information derived from various sources. Data
acquired in this manner is then analyzed and adjusted to fit a format that is then usable
in the aggregation of this data with connection to time and space. Currently, the main
information source remains the vehicle itself. Thanks to our cooperation with compa-
nies involved in monitoring car parks, we are able to acquire surface data and individual
car speeds in real time. Individual data acquired in this way is anonymous enough to
fulfill its purpose. Once received, this information is combined with other data relevant
to a given traffic area at a given time. The system actually works with data to determine
an automobiles’ speed and driving style.

1.1 Navigation Systems

Nowadays, the modern technology, especially information technology, is one of the
main parts of automotive industry. There are many new features which bring new driv-
ing experiences and encourage driver’s skills, e.g. adaptive cruise control, lane assistant
or traffic signs reader. However, the on-board navigation is still most common tool for
daily personal transportation.

For today’s drivers, it is very useful and required to know the route from the one
place to another. Unfortunately, the simple knowledge of static route itinerary is not
enough. There are many factors which affect the travel time and efficiency of the se-
lected road. These factors are changed during the time and they are also depending on
time. So, it is necessary to integrate dynamic models of traffic within the routing ap-
proaches to offer real-life navigation functionality. These dynamic models can cover
real behaviors of traffic on macro level based on time, knowledge of statistical data
related to infrastructure elements, knowledge of real traffic occupancy and utilization,
etc. Based on these, it is able to develop much more sophisticated routing algorithms
that bring whole new perspective on the on-board navigation systems. But of course,
on-board navigation is not only one ’consumer’ of such approaches and theirs results.
Also the traffic management or logistics business are covetous users of that.

The crucial layer of these approaches is data layer. The ability to collect relevant data
and its preprocessing are the very important parts. It is hard to develop dynamic models
without suitable data related to the time and location. The information on streets capac-
ity, its utilization, traffic restrictions and incidents, traffic jams, weather, etc. is neces-
sary to have as a background for dynamic model development and operation. Some of
these data (GPS positions with speed value) are possible to collect based on cooperation
with car fleet providers, however these data are often geographically and quantitative
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limited. The companies that develop and offer navigation solutions are able to solve
these problems. For example, the TomTom company offers the IQ Routes technology1,
that deals with standard on-board navigation devices and theirs users which partici-
pate on global traffic state knowledge. This solution puts, by online or offline ways,
the driving experience of millions of TomTom users into central knowledge base and
calculating routes based on current day time, actual speeds driven on roads compared
to speed limits.

The future of navigation and other related tools and services is covered by integration
of all accessible data sources and its utilization within complex traffic model. On this
background, there is able to offer sophisticated

2 Floreon+ Traffic

We are currently receiving information on approx. 2,200 vehicles of different types
(passenger cars, cargo trucks, lorries, etc.). This data is aggregated into a simple, speed
fast profile in real time around the entire Czech Republic. (Coverage is only dependent
upon the accessibility of vector data. Acquired data is currently limited to identify-
ing major roadways because an application that covers all streets would not be relevant
enough with respect to the amount of moving vehicles and the vastness of this network.)
In the near future, we plan to carry out much more detailed analyses of this data in a
way that allows us to randomly expand the grid structure of intersections. This expan-
sion will aid in creating a necessary base of information for evaluating operations and
applications of graph algorithms.

Currently, the system is receiving anonymous records from approx. 2,200 vehicles.
During rush hour, that equates to about 13 records received/second. Taking into account
the algorithm being applied, unprecise GPS readings and, specifically, relevant vehicle
data (unignited engines, etc.) the success rate for the placement of given information on
a specific location is around 30%.

This information is generally highly relevant to the value of real time situations on
roadways. Nonetheless, due to the need for high quality and a large quantity of acquired
data, this information must be supported with data derived from alternate sources. The
most significant data acquired is, therefore, that which is acquired directly from a given
infrastructure. Such data may be derived from toll stations, telematic sensors, camera
systems, etc. Within the scope of their given locations, these sources may influence ag-
gregated data derived from a specific roadway. The advantage provided by these data
sources is the high level of precise information they provide (amount of vehicles passed,
etc.). On the other hand, the disadvantages of using these tools as data sources are their
predominately localized scope and their high investment and operational costs. How-
ever, an appropriate combination of data acquired on-line and data acquired directly
form infrastructures allows for the creation of a quality image of the overall traffic
situation.

An equally important data source would be that of an agenda system that provides
information on traffic accidents, road closures, weather, etc. The potential of this

1 TomTom: http://www.tomtom.com

http://www.tomtom.com
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third-part systems that provide data - agendas, telemetrics, geographical, etc.

Fig. 1. Floreon+ Traffic

alternative as a valuable source is currently being developed in cooperation with opera-
tors of the JSDI system (A unified traffic information system in the Czech Republic).

Floreon+ Traffic system (scheme in Figure 1) output may be assessed and defined in
different ways. Emphasis, however, is placed on its future potential. Aside from provid-
ing aggregated data for additional processing, we envision future benefits of this system
in the following outputs, applications and expansions:

– Detailed statistical information for individual areas, streets, and roadways.
– Accountability for evaluating roads according to amount, quality and data source

influenced by a given road.
– Visualization of entire lines of communication (camera systems, traffic accidents,

data quality, etc.) in 2D and 3D imagery.
– Provision of functions and operations on data (searching for optimal roads, etc.).
– Processing and integrating data derived from various data sources (JSDI, telematic

equipment, meteo. data, digital images, etc.).
– Analysis of historical data with current situational perspectives (automatic detec-

tion of problems on roadways based on comparisons of normal speeds and actual
speeds on a given road).

– Application of higher level algorithms (e.g. anthill theory, flood wave algorithms) to
create predictions and simulations usable in other systems, primarily from a traffic
management perspective.

The applicability of this entire system lies directly in its dependence on data, its quality,
quantity and heterogeneousness. The advantage in using data acquired directly from
vehicles is in their surface coverage and immediate accessibility, regardless of their
lack of relevance. Once this approach is combined with data derived from telematic
sensors, for example (limited to local placement, but highly reliable and precise) it will
be possible to create a total and real traffic situation model.



420 M. Radecký et al.

2.1 Collecting and Processing Data

As mentioned above, the project we are dealing with is based on collecting and pro-
cessing data, derived directly from automobiles equipped with GPS functions that are
able to send spacial data to a distant server in real time, where it is to be processed.
The process then becomes a joint attempt at identifying a roadway where a vehicle is in
motion. Using this identification, we place a spacial query above the roadway network.
From data prepared in this manner, it becomes possible to effectively set statistics for
roadway strain and appropriately visualize their results.

Raw data derived from a vehicle is sent at an amply high rate, i.e. at an average of 1
vehicle/10sec. With an adequate set of monitored vehicles (in our case, we have calcu-
lated with 20,000 vehicles), we attain the desired speed of 2,000 recordings/sec. Data
derived from vehicles obviously does not flow at a constant rate. This issue, however,
may be easily resolved with an appropriately-sized memory. One question remains,
however, as to whether it is at all necessary to process raw data in real time. If we
perform a rough estimate of memory complexity, say for a two-month interval of a
monitored traffic situation, for a recorded surface and a vehicle’s speed, we quickly
reach hundreds of gigabytes of stored data. With data processed from an identified
roadway, upon which their is vehicular movement, we achieve a much lower volume of
data (this obviously depends on the strain of traffic on the given network of roads being
processed).

Another factor is the speed at which data is processed. Whether we process data
in real time or in batches, identifying roadways where there is vehicular movement is
both time consuming and technologically demanding. We will also need to factor in
several potential difficulties that will likely arise, of which the most significant may be
GPS precision. For this, it will be necessary to carefully install error intervals to aid in
partially eliminating this problem.

Another issue is the actual size of the roadway data file itself. In order to provide
meaningful statistics, it will be necessary to include second class roadways. A file this
size for the entire Czech Republic will be quite large and it will have to be queried
for every processed recording from every vehicle being monitored. If we use the Post-
greSQL tool 2 as a reference database, with PostGIS 3 space expansion, and the com-
monly used GiST index, the speed a spacial query is sent to the roadway database will
still be dependent upon the size of the data file itself. As described above, this data file
is quite large and it is almost impossible to reach process speeds greater than 2,000
queries/sec. For this reason we have decided to develop our own method of indexing,
based on scanning domains, making time complexity independent of the amount of
indexed data.

3 Raster Indexing Spacial Data

The principle of raster indexing, in and of itself, is quite simple. In several aspects, it
is very similar to bitmap index. Simply put, a spacial raster index is a very big picture

2 PostgreSQL: http://www.postgresql.org
3 PostGIS: http://postgis.refractions.net

http://www.postgresql.org
http://postgis.refractions.net
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where all indexed recordings are drawn (geometry). Instead of using colors, recordings
are ”drawn” with an identifier. We can then effectively direct queries to this type of
index (we can query the ”color” of a specific pixel). The complexity of this type of
query will obviously be constant. One issue with raster indexing is the limited amount
of whole-number attributes upon which the index is performed. We must be able to
clearly name all values of a given attribute in order to be able to use it for indexing.
The raster index will then contain a paired key-value, where the keys are all value
combinations of an indexed attribute and and the value is the recording identifier that
answers to a combination of attribute values. The index file itself does not contain a key
because it is already possible to encode a key to a position within the index file. A raster
index defined in this way has one evident disadvantage: it is not possible to index two
recordings with identical index attribute combinations. A solution for this shortcoming
is described below.

As far as spacial data is concerned, the whole-number issue presents quite a signifi-
cant problem. This problem is, however, resolvable. We must set an area border for the
raster index we are creating and the resolution with which we will be working. Here,
we come up against one troublesome aspect of raster indexing: with resolution comes
inaccuracy. When creating an index, it is necessary to consider the application for which
the index is being used and, based on this, set the adequate resolution.

Constant complexity, for which point queries are carried out, is attained with a mas-
sively increased complex memory. For the project of measuring roadway strain, we
have chosen a spacial index resolution of 5m/pixel. Since a raster index is actually a
discretely modeled, spacial index data domain, the size of the index created surpasses
the size of the data file many times over. Aside from the amount of space used up in
the discs storage, this issue does not present any additional complications. We must,
however, factor in the disadvantage of occupied space in the discs storage. Since the
data file itself does not change, the index file does not change either. If only the data
file changes, however, it still is not necessary to go through the entire index file; just
going through the space within which the data file appeared is sufficient. The interval in
the index file which needs to be renewed is again identifiable with constant complexity.
Creating, querying and maintaining a raster index for spacial data is subject to several
other rules and conditions, to be described in a later section.

3.1 Raster Index Construction

As described above, we have constructed a spacial index for analyzing roadway strain
that features the following properties: the size of the indexed space has been chosen so
that the entire Czech Republic is covered and the resolution has been set at 5m/pixel.
The structure of the index file, in its basic form, is as follows: the file contains a head-
ing with a configured index (see Table 1) followed by a frame saved in the identifier
recording. Every frame contains a matrix of 1024×1024 identifiers (see Figure 2). The
frames are saved in the index file in rows.

The indexed data file itself is performed as follows: we gradually go through the
space defined by inputting intervals and queries as commonly done with spacial
databases (with a resolution of 5m/pixel, that equates to a square with a 5,120m edge)
and we draw (raster) the resulting object onto a tile. Tiles are gradually saved in the file.
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Table 1. Header of the index file

byte Value of
0..2 RID
3..6 Resolution (in meters, float)
7..10 Left Margin (SJTSK, float)
11..14 Right Margin (SJTSK, float)
15..18 Number of frames - width (int)
19..22 Number of frames - height (int)

Fig. 2. Structure of the index file

The spacial point query for this type of index then simply lies in the index file based
on its assigned coordinate. This results in the identifier object being located on the
squares edge, measuring 5m (index resolution), despite its assigned coordinate being in
the center of the queried square.

A spacial index constructed in this way, however, has several negative properties.
For example, it is impossible to record more objects in one cell, which may present a
big problem in the case of roadways. Another problem is the size and effectivity of the
saved frame within the index file. Methods for countering these negative properties will
be described in the following chapter.

3.2 Raster Index Optimizing

The first problem discussed, saving more files in one cell, can be easily solved by ex-
panding cell recordings. In place of an identifier, we are going to store a paired-sign
identifier. Within the one-byte field of signs, we can save information clarifying whether
this position is just one object or if there are more objects present. Within the scope of
a one-byte field signal, we can save information on whether this position is occupied
by either one or more objects. If there is more than one object present, the object iden-
tifier is not saved here; its position is saved with the aid of a file where the situation
is recorded in a query space (e.g. 3 objects with their identifiers). Another option for
expanding cells saved on the frame is very closely related to indexing roadways. One
valuable piece of information useful in expanding cells is the position of a queried
point for a given roadway (defined as the distance from the start of the roadway, and
running parallel to the entire queried point). Knowing this information enables us to
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effectively analyze and save data about a strained roadway without having to separate
it geometrically into smaller segments. Here, It is important to consider the fact that
every expanded cell within the recording increases the-overall index file size. If we had
an identifier saved as a 4-byte whole number, expanded by a sign byte and the road
position (4 bytes, float), our index file size increases by more than half its original size.
This is best possible option for optimizing memory complexity.

By performing simple statistical calculations on an index file, we find that in the
case of an indexed roadway (generally all LineString data types), the final index file is
more than 90% ”empty”. The aim of lowering memory complexity will then depend on
our ability to avoid saving empty space in the index, if possible. The solution to this
problem is to build a quadtree [6] above the matrix frame that is saved in the index
file. All nodes in the quadtree will then contain a sign informing us whether or not the
frame below it is empty. If not, every leaf contains a frame position in the index file (see
Figure 3).

Fig. 3. Quadtree - two gray leafs are pointing at frame position in the index file

Implementing a quadtree actually increases the time complexity of a queried index,
but this complexity is dependent on the size of the queried space, not on the amount of
indexed data. If we have a raster index the size of n pixels, we will need logn layers in
order to get to only one tree root. A certain disadvantage here may be the square index
space and limitations in the size of the line value 2n.

We do not need go all the way down to the root of the tree, though. We can just set
an index from the matrix of the quadtree, which will allow us to partially eliminate the
aforementioned shortcoming.

The next and last optimization for the system stems from the input of monitored
traffic situations using GPS. GPS alone is able to determine a vehicles position within
approx. 5m. Using maps to identify roadways with vehicular movement is also, at times,
inaccurate; which is why the resulting overall error is added to the identification of a
roadway error. This problem is well-resolved by defining the width of a road before re-
rastering its geometries in the index file. Paralleling this example would be like drawing
a fatter line over a fine line using a bigger marker. An index created in this manner is able
to smooth out smaller errors, even though it may cause further issues, especially when
two rows lie very near one another (e.g. a highway that has directions recorded as two
differing geometries). This shortcoming may be eliminated by recording perpendicular



424 M. Radecký et al.

distances from the center of the roadway, again, at the cost of increasing the index
files size.

4 Result from System FLOREON+ Traffic

We are currently receiving information on approx. 2,200 vehicles of different types
(passenger cars, cargo trucks, lorries, etc.). This data is aggregated into a simple, speed-
fast profile in real time around the entire Czech Republic. The overall coverage (with
speed profile visualization) of the Czech Republic by floating cars used in FLOREON+

Traffic system is on the Figure 4 .

Fig. 4. The overall coverage of FLOREON+ data with speed profile visualization

The above mentioned approaches form a background for a whole operation of traffic
data processing. It is performed by FLOREON+ system on the data storage layer, data
mining layer, as well as visualization of results layer. It is important to note that the real
traffic data from vehicles is not only source of information important for building traffic
model and profiles. Also agenda data (traffic conditions and limitations, etc.), weather
data, infrastructure data, live-cam data, etc. are important for that. The integration and
combination of a wide set of data sources provide a real power to create effective and
usable traffic model. So, this system is responsible for

– receiving the data from its providers (fleet car provider, provider of traffic infras-
tructure state, weather provider, etc.),

– aggregating the data based on time division and the location of a given records,
– preparing and performing the algorithms working with a wide range of data,
– concentrating all of these to the traffic model on micro, meso or macro levels and

also providing simulation based on this model,
– preparing the outputs for following utilizations or integration to other systems.
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Fig. 5. Map visualization of speed profiles on the infrastructure (Ostrava, Czech Republic). The
information on traffic conditions (roadwork, weather, etc.) is also included, as well as real-time
camera view.

Fig. 6. A different type of floating cars data visualization is shown here. The anonymous loca-
tions and speeds are placed on the map and create basis for indexing algorithms. Not all of these
’circles’ involve the speed limit of particular road due to infrastructure limitations and GPS inac-
curacy.

The Figure 5 and Figure 6 depict a set of graphical outputs based on data processed
by the FLOREON+ Traffic system. Also, the traffic visualization is a part of function-
ality of general FLOREON+ web interface 4 which is developed with emphasis to user

4 FLOREON+: http://www.floreon.eu

http://www.floreon.eu
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experiences. The Microsoft Silverlight technology 5 is used for that. The next figure is
a screenshot taken from this our rich internet application.

The main pitfalls of this approach is the primary dependence on the floating car data
[9,10], their quality and quantity. Amount of input data can be significantly reduced
during the processing. Some data has not sufficiently informative value or are geograph-
ically inaccurate. This index based approach, where the individual anonymised records
are assigned to a road, is loss (some amount of data is useless due to above mentioned
reasons). The elementary knowledge of the motion vector of data sources would be an
important contribution to the efficiency of data processing. Thanks to this, it should be
possible to process not only one single location, but also the direction of the motion. It
allows more complex traffic data processing. Unfortunately, this approach is unfeasible
due to law on anonymity and data protection.

5 Conclusion

We presented the method of fast querying to the map of the road network based on
the raster index. The method was experimentally and operationally verified by running
FLOREON+ for three years, receiving information about approx. 2,200 vehicles every
day. Obtained and aggregated data will be used for dynamic routing, which means data
for routing will be updated accordingly to average situation on a given road section
during day. In future work, we will be implementing this to our own version of routing,
which is the combination of Highway Hierarchies [7,8] and heuristics [5,4] and also to
our approach of road network updating during accidents. We presented earlier in [2].
Next step is preparation of other types of indexes for routing. Currently, we are creating
the index for routing algorithms based on OpenStreetMap data 6, which will also be
used for optimized algorithms working on these data. There are sometimes incorrectly
stated speed limits in data, so it’s useful to replace them with average speeds on roads
received by previously described method directly from vehicles.
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Abstract. In this article, we present a comparative study of a developed new 
formal mathematical model of risk assessment (FoMRA) with expert methods 
of risk assessment in the information systems (IS). Proposed analysis  verified 
the correctness of theoretical assumptions of developed model. In the paper, the 
examples of computations illustrating the application of FoMRA and known 
and accepted throughout the world methods of risk assessment: MEHARI and 
CRAMM were presented and related to a specific unit of the public 
administration  operating in Poland. 

Keywords: risk assessment in information systems, risk assessment methods, 
MEHARI, CRAMM, FoMRA, comparative analysis of risk assessment 
methods. 

1 Introduction 

Continuous technological innovations and competition among existing and entering 
into the market organizations (firms) enable customer’s access to a wider range  
of services and products delivered by the ICT systems [1,2,3]. A rapid development 
of the IT systems and growing acceptance of the Internet as a medium (channel) of 
products and services distribution, carries both benefits and risks [4,5]. A particular 
risk arises from the possibility of unauthorized disclosure, modification or  removal of 
a larger amount of a significant information without leaving traces of an unauthorized 
access [6,7,8]. A particular attention should be paid nowadays to ensure an 
appropriate, understandable as a secure, access to such a type of systems [9,10]. 

The choice of methods to ensure the security of the IT systems in a given 
organization should be relevant to the type of risk. A transparent and proactive 
approach to the analysis and risk management may not only minimize risk but also 
allows achieving a competitive supremacy of the organization [11,12].  

Among the methods of risk assessment, a particular attention is paid to the 
methods, which can be represented by means of the mathematical models. One of 
such models has been developed by us and described in detail in [13]. The advantage 
of this formal mathematical model of risk assessment  (FoMRA) on the background 
of existing models (shown below) is that, it enables the performing of risk assessment 
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of the information system of the organization  according  to the ISO/IEC standards 
and OECD recommendations. 

In this paper, a comparative analysis will be performed in order to demonstrate the 
correctness of the FoMRA theoretical assumptions on the background of the expert 
methods such as the CRAMM and MEHARI, accepted and applied by many 
professionals throughout the world. 

2 Description of the Risk Evaluation Methods 

Nowadays, amongst about 200 available methods of risk assessment and risk 
management [14], only few have found the acceptance of the market, including 
COBRA [15], COBIT [16], OCTAVE [17], CRAMM [18] and MEHARI [19]. The 
majority of these methods is based on know-how solutions developed by the 
independent or governmental organizations of different countries, and is assigned for 
the application in the governmental systems and public service organizations. These 
methods are not supported by proofs based on formal mathematical models, but they 
are only the collections of good practices within the IT Governance [20].  

One of the first formalized methods of risk assessment for the information systems, 
approved as the government standard in the USA, is the Courtney method [21]. It 
considers the risk of information systems in terms of confidentiality, integrity and 
availability. 

The Courtney method, being a standard in the USA, was developed by Fisher and 
others [22,23], but Parker was the first one, who eliminated the weak points of this 
method [24]. These weak points, as reported recently in [25,13], are related to the 
“human factor” which influences the risk of the incident. Parker, who applied 
mathematical knowledge and the experience of the IT experts, has proposed the risk 
analysis model containing five phases as described in [24]. 

The model above is an improved model proposed by Courtney. Most of elaborated 
quantitative, qualitative methods (graph-based, static and dynamic,  relational and 
Markov) uses some or the majority of the assumptions of a standard model proposed 
by Parker [26,27,28,29,30]. These methods differ, however, in the approaches to the 
identification and classification of the assets, vulnerabilities and risks, the risk value 
assessment, the choice of countermeasures, etc. This fact makes the most of the 
methods presented above to move in quite different directions, even if the final goal 
seems to be the same [14]. In most cases, it is thus impossible to directly compare 
results generated by two different methods, and an indirect comparison is hard and 
time-consuming, even if conversion mechanisms are obtainable. The important 
questions thus become whether these more or less widely used methods are 
competent? whether they can properly describe any IT system? and whether they 
effectively ensure declared compliance with standards?  

Some answers to these questions were provided in the paper [13] we propose a 
formal model for risk assessment (FoMRA) based on the experience of experts who 
created the MEHARI method and it complies with the requirements and standards’ 
guidelines for the security of the information systems [simplified model is presented 
in Section 2.1].  
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In this paper, the FoMRA model described in [13], will be a subject of the 
comparative analysis aiming, as mentioned above, to demonstrate the correctness of 
the theoretical assumptions of the model against the well-known and widely used 
methods of risk assessment. The experimental results of the risk analysis should 
confirm whether the FoMRA is meaningful, and if it truly describes any information 
system, and whether these results are comparable with the results obtained from other 
methods. 

2.1 Simplified Formal Model of Risk Analysis (FoMRA) 

The defined mathematical structures of the standard formal model of risk assessment 
(FoMRA), were used to precisely define a graph for calculating risk values [13], and 
to define an algorithm of its construction. Briefly, let A be a set of some assets1:  

{ } ..., ,1  :   Ai niaA ==                (1) 

Additionally, let us consider the following finite sets: 

{ } ..., ,1: Vj njvV ==   - a set of vulnerability classes,         (2) 

{ } ..., ,1  :  Tk nktT ==  -  a set of threat classes,          (3) 

{ } ..., ,1  :  Sl nlsS ==  - a set of risk scenarios,          (4) 

{ } ..., ,1  :  DPs nsdpDP ==  - a set of measures reducing a potentiality,       (5) 

{ } ..., ,1  :  DIt ntdiDI ==  - a set of measures reducing an impact.        (6) 

The above sets define classes of system assets, vulnerabilities concerning threats, 
classes of threats for assets, risk scenarios and measures reducing potentialities and 
impacts of threats resulting from assets losses. 

Let us assume that there is a given and ordered set ℜ  of n-values for the 
arguments in IS system (according to [13]), corresponding to sets A, V, T, DP, DI, and 
M, W, where M and W are subsequent arrays and values reducing threats, risks and 
consequences of risk. 

In this set [ ] Nrr ⊂=ℜ maxmin , , where N is the set of natural numbers, 

additional auxiliary functions are defined: 

─ ***      : ℜ×ℜ×ℜ→Avalue
A

 - which assigns to a given asset Aa∈  the values 

of three basic security parameters: CIA (Confidentiality, Integrity, Availability)  

─ ∗∗∗ ℜ×ℜ×ℜ→     : Vvalue
V

 - which assigns the values of three parameters 

depending on AEV (Accident, Error, Voluntary) to a given natural vulnerability 
Vv∈  (a so-called “natural exposure”, independent from the security measures 

used) 

                                                           
1 The numbers DIDPTSVA nnnnnn ,,,,,  further used are some relevantly great natural numbers. 
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o For 
A

value , 
V

value
 

set { }null+ℜ=ℜ* , where *ℜ∈null  is the neutral 

value, what means that such a function’s argument value does not have the 
defined feature, and no value can therefore be assigned to it. 

─ ℜ→     : Tvalue
T

 - assigning a given threat Tt∈  to t value, 

─ ℜ→×× NSDPvalue
DP

: - assigning given measures reducing the threat 

potentiality DPdp∈  to pd  value. 

Additionally, in order to determine the risk values asW , for any risk scenario s 

assigned to an asset a the following arrays are predefined: 

─ an array of potentiality reduction nnn
s
potM ×× , which makes a declared value of 

measure-reducing potentialities ℜ∈],,[ kjiW s
pot  dependent on jsCM ,  (for 

particular j=dp1, ..., 
DPndp ) and vulnerability value ( )vvalueV , 

─ an array of impact nnn
s
impM ×× , which makes a declared value of measure-

reducing impacts ℜ∈],,[ kjiW s
imp  dependent on jsCM ,  (for particular j=di1, ..., 

DIndi ), 

─ an array of impact reduction nn
as

impM ×
, , which makes a declared value of 

measures-reducing impact ℜ∈],[, jiW as
imp  dependent on the value s

impW  

determined from the array nnn
s
impM ××  and the value of an asset ( )avalueA , 

─ an array of risk nn
asM ×

, , which makes a declared value of risk ℜ∈],[, jiW as  

dependent on the value s
potW  determined from the array nnn

s
potM ××  and value 

as
impW ,  determined from the array nn

as
impM ×

, . 

ℜ∈jsCM ,  is a weighted value of the measure reducing the potentiality and impact of 

some threat. The following formula (7) shows how to calculate values for potentiality 
and impact actions:  












++

×
⋅−=


 5.0)(

minminmax, r
P

PR
rrCM

i

ii
js       (7) 

where: 
─ DIDPj ∪∈ – represents implemented measure/countermeasure, 

─  x  - indicates the rounding down of the result x to the number belonging to 

the set ℜ  (to the infimum of x in this set), 
─ Ri– is an answer to an audit question (the value 1 or 0), 
─ ( )( )iXi RnosjvalueP ,,= – is a value assigned to an i-th question, where X = DP 

or DI, which depends on the defined measure type j scenario s and a number of 
the question no(Ri) associated with the answer Ri. 
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The values of defined arrays s
potM , s

impM  as
impM ,  and asM ,  should depend on the 

criticality of business processes in a given organization, and should not be "rigidly" 
taken, as proposed in most methods such as CRAMM and MEHARI. The criticality 
of the process depends on vulnerability values ( )vvalueV , assets ( )avalue A  and the 

effectiveness of the implemented measures reducing potentialities
),...,1:( DPs nsdpDP =  and impacts ),...,1:( DIt ntdpDI = .  

 
For these specific arrays, the following sets of arrays are also determined: 

 }{  
),(  :  

s
potpot MM

DPdpsDPdps ∈∈∃=                      (8) 

 }{  
),(  :  

s
impimp MM

DIdisDIdis ∈∈∃=                      (9) 

 }{  ,

),(  :  
as

imp
a
imp MM

DIdisDIdis ∈∈∃=                    (10) 

       
 }{  ,

),(
as

SAsa
MM ×∈=                                            (11) 

The above brief description of the FoMRA complies with the fundamental 
requirements of the ISO standard: ISO/IEC 27005:2011 - Security techniques - 
Information security risk management. The FoMRA allows to conduct completely a 
comparative analysis with other methods, as shown below. 

2.2 Description of Methods Used in Comparative Analysis  

The choice of the CRAMM and MEHARI methods for comparative analysis has been 
made to demonstrate the correctness of the theoretical assumptions of the FoMRA 
[13]. These methods are widely accepted by the risk analysis and security 
management experts.  

The risk value determined by the CRAMM method is dependent on assets value, 
threats and vulnerabilities of the system (Fig 1). By applying this method, a list of 
countermeasures aiming at reducing risks in information security is created. 

  

Fig. 1. Graphical representation of the CRAMM risk assessment method 
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To determine risk value, CRAMM method applies heptavalent array of risk 
(Tab.1). 
where: 

─ 1, 2 : negligible risk, 
─ 3, 4 : tolerable risk, 
─ 5,6  : inadmissible risk, 
─ 7     : intolerable risk. 
─ Depending on the risk value, CRAMM enables the selection of countermeasures 

from 70 groups for a given scenario, making it a dedicated method for large 
organizations and enterprises. In the case of the SME sector, the choice of 
countermeasures may not be optimal, since risk does not match the scale of the risk 
of failure due to the scale of the enterprise. 

Table 1. The array of risk value according the CRAMM method 

Threats VL VL VL L L L M M M H H H VH VH VH 
Vuln. L M H L M H L M H L M H L M H 

A
ssets/V

alue 

1 1 1 1 1 1 1 1 1 2 1 2 2 2 2 3 
2 1 1 2 1 2 2 2 2 3 2 3 3 3 3 4 
3 1 2 2 2 2 2 2 3 3 3 3 4 3 4 4 
4 2 2 3 2 3 3 3 3 4 3 4 4 3 4 4 
5 2 3 3 3 3 4 3 4 4 4 4 4 4 4 5 
6 3 3 4 3 4 4 4 4 5 4 5 5 5 5 6 
7 3 4 4 4 4 5 4 5 5 5 5 6 5 6 6 
8 4 4 5 4 5 5 5 5 6 5 6 6 6 6 7 
9 4 5 5 5 5 6 5 6 6 6 6 7 6 7 7 
10 5 5 6 5 6 6 6 6 6 6 7 7 7 7 7 

V.L – Very Low, L – Low, M –Medium, H – High, V.H – Very High. 

 
According to various reviews [32,33], CRAMM as a commercial tool, should be 

used only by the experienced users, since it generates too much information, it is 
inflexible and slow. The full analysis can take months, instead of several days. 

Unlike CRAMM, the MEHARI method is available as a Know-How knowledge base 
(in the Excel File) related to threats, vulnerabilities and threat scenarios assessment. 

The MEHARI method is based on the knowledge of assets, vulnerabilities and 
threats  identification and classification, and the assessment of risk levels (Fig. 2). 

 

Fig. 2. Graphical representation of the MEHARI risk assessment method 

To determine risk value, the MEHARI method applies tetravalent array of a risk 
(Tab. 2). 
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Table 2. The array of risk value according to the MEHARI method 

 Impact 

4 2 3 4 4 

3 2 3 3 4 

2 1 2 2 3 

1 1 1 1 2 

 1 2 3 4 

 Potentiality 

where: 

─ 1 : negligible risk, 
─ 2 : tolerable risk, 
─ 3 : inadmissible risk, 
─ 4 : intolerable risk. 

The risk value in the MEHARI method depends on the potentiality and impact 
values for each of the identified risk scenarios. According to various authors [32,33], 
the MEHARI method is flexible and dedicated to small and large organizations. The 
disadvantage of this method is the lack of data bases of countermeasures which are 
reducing risks in information security systems. Moreover, new upgrade issued in the 
year 2012, delivering new knowledge base of vulnerabilities, threats, etc., made this 
method even more complicated and a little more time-consuming. 

Tables 1 and 2 determine the risk values estimation for each type of the 
organization for each of the methods mentioned above . They indicate the risk that a 
given organization takes into account as: (i)) intolerable (risk demanding the 
immediate implementation of countermeasures, despite of the organization budget 
and security plans), (ii) inadmissible (risk must be eliminated or minimized sooner or 
later, according to the established organization budget and security plans), or (iii) 
tolerable (low or insignificant risks - depending on the organization's security policy). 

3 Conditions and Results of the Experiment 

To perform a comparative analysis demonstrating the correctness of the theoretical 
assumptions of the FoMRA [12], we have to: 

─ establish an uniform scale of risk value array (CRAMM, MEHARI, FoMRA), 
─ use the same assets, vulnerabilities, threat/risk scenarios for various methods of 

risk analysis.  

It was assumed for the analysis that the scale of risk value is in the range <1 - 4>. The 
assumed scale is not dictated by any requirements, only for ease operation of the 
quantitative records (for the MEHARI method and FoMRA), dissimilar to 
quantitative-qualitative as CRAMM. 

It was also assumed that risk values (MEHARI and FoMRA versus CRAMM) 
should be interpreted after transformation as follows: 

─ for risk value: 1 = (1,2); 2 = (3,4); 3 = (5,6); 4 = 7 - and they correspond to the set 
of values given in (CRAMM and MEHARI). The scale of risk values according to 
the FoMRA is flexible [17] and can be matched to any of the above methods. 
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Additionally, the following classification system was used: 

─ for assets: 1 - less important, 2 - important 3 - very important, 4 - critical 
─ vulnerability/threat: 1 = Very Low/Low, 2 = Medium, 3 = High, 4 = Very High 

The data derived from the analysis of the IT security of the administrative unit 
operating in Poland were used to perform the comparative analysis.  

FoMRA was used to perform a pre-audit [13] which allowed to identify 
confidentiality (C), integrity (I), and availability (A). Table 3 shows an example of the 
identified CIA parameters.  

Table 3. The results of the pre-audit of resources and vulnerabilities for a given organization 

A Assets ValueA(a) V Vulnerability ValueV(v) 
C I A   A E V 

a1 Data files or data bases accessed 
by applications 

4 4 3 v1 Distorted data entry or 
fiddling of data 

null null 3 

a5 Written or printed information and 
data kept by users and personal 
archives 

2 2 2 v3 Intentional erasure (direct or 
indirect), theft or destruction 
of program or data containers 

null null 3 

a6 Main systems, servers hosting 
applications and their peripheral 
equipments, shared file servers 

null null 4 v5 IT or telecom equipment 
breakdown 

2 null null 

a9 Application software, package or 
middleware (executable code) 

null null 2 v15 Bug in application program null 4 null 

… … … … … … … … … … 

For each of the threat scenarios (s1, s2, ..., sn) the risk value asW , was calculated. To 

calculate the asW ,  value, the results from the audit questionnaire were used. The audit 
concerned the implemented dissuasive measures, preventing from potential threats 
(measures defined in formula 5) and protective,  preventive as well as palliative  
measures, depending on the threat type (measures reducing threat, formula 6). The 
questionnaire results taken from the MEHARI knowledge base [19] have been used to 
perform audit. Similar questionnaires are also available from the OCTAVE [17], 
EBIOS [34], CRAMM [18], etc. One should note that the content of the audit 
questionnaires may not perfectly match between the analyzed methods (certain audit 
questionnaires from the MEHARI contain more details and higher number of 
implemented countermeasures as compared to the CRAMM audit questionnaires and 
vice versa, for the same hazard risk scenarios). 

The situation may happen when one or more of the audit questionnaires will be 
covered in one method, while not in the other one (e.g., audit questionnaires related to 
the recovery measures in the MEHARI method do not have the coverage in the 
CRAMM method, because such measures are not taken into account there). This 
situation can ultimately affect the outcome of risk assessment (e.g. risk values). 

Table 4 shows a section of the questionnaire for the audit of dissuasive measures 
against theft of archives in an office for asset a5 - written or printed information and 
data kept by users and personal archives, susceptibility v3 - intentional erasure (direct 
or indirect), theft or destruction of a program or data containers and the threat t2 - loss 
of data files or documents: theft of data media. 



436 I. El Fray 

Table 4. Section of the audit questionnaire related to the dissuasive measures of the potential 
attackers against theft of archival documents 

Monitoring of protected office areas  Response (0/1) Valuepi 
Is there a complementary video surveillance system, complete and coherent, for protected office areas, 
able to detect movement and abnormal behaviour? 

1 4 

In the case of an alarm, does the surveillance team have the possibility of sending out an intervention 
team without delay to verify the cause of the alarm and to take appropriate action? 

1 2 

Has the security team sufficient resources to cover the eventuality of multiple alarms set off intentionally? 0 4 
Is video surveillance material recorded and kept for a long period? 1 1 
Is the intrusion detection system itself under surveillance (alarm in the case of shutdown, video auto-
surveillance etc.)? 

1 2 

Are procedures for surveillance and intervention in the case of abnormal behaviour audited regularly? 1 2 

 
According to formula 7, we calculate the weighted value of measures CMs,j 

(CMs,j=1 means that the measure is ineffective and CMs,j = 4 means that it is very 
effective) for each identified scenario s. The following example shows the calculation 
of CMs,j = dp1 for dissuasive measures taken from table 4 (scenario s15-value in bold): 

31
15

)212111402141(
)14(

18 , =



 +⋅+⋅+⋅+⋅+⋅+⋅×−== dpjsCM

 

where: 
1/0 - means Yes / No 

Table 5 shows the calculation of the weighted values of the CMs,j for exemplary 
scenarios of threats. As can be seen from the table, some of CMs, j  measures have 
value equal to 1. This value may be the result of calculation as above or can be taken 
arbitrarily in the absence of such measures (scenario s4 - bold values). For example, in 
order to prevent copying the application data files (s4) by a potential hacker, we can 
only use the protective measures against copying and/or measure-reducing impacts of 
copying. The use of effective dissuasive measures against potential hacker (to 
discourage him from performing an attack) is, however, minimal or impossible. 

Table 5. An example of the calculated weighted values of CMs, j for exemplary threat scenarios 

N0 Scenario -S Parameters’ 
& ValueA(a) 

Parameters’ 
& ValueV(v)

CMs,j=dp1= 
valueDP (dp1)

CMs,j=dp2= 
valueDP (dp2)

CMs,j=di1= 
valueDI (di1)

CMs,j=di2= 
valueDI (di2) 

CMs,j=di3= 
valueDI (di3) 

CIA value AEV value 
S4 Repeated copy of application 

data files, by a hacker 
connecting from outside to an 
open port for network remote 
maintenance 

C a1=4 V v2=3 1 3 4 1 1 

S15 Loss of data files or 
documents: theft of archives 
in an office 

A a5=2 V v3=3 3 2 1 2 3 

… … … … …  … … … … … 

Further procedure is the s
potW , s

impW , as
impW ,  calculation and asW , mentioned above. 

For this purpose, the standard values of the risk arrays s
potM , s

impM , as
impM ,  and asM ,  

described in detail in [13] were considered. Tables 6,7 and 8 illustrate all the 
necessary data to calculate the risk values for the selected threats in an exemplary 
administrative unit. Tables cover all the CIA safety parameters and types of actions 
using vulnerabilities AEV within FoMRA. The table also includes the results of 
analysis performed according to the MEHARI and CRAMM methods. During the risk 
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assessment with the use of CRAMM and MEHARI methods, the system of resources, 
vulnerabilities and risks classification was used. The scale of risk values was set 
according to the requirements of both methods. The audit questionnaires from each of 
the methods were used during the analysis in accordance to the requirements 
described above (with the same resources, vulnerabilities, and threat / risk scenarios). 

The results obtained with the use of the FoMRA for 14 out of the 21 scenarios 
presented in Table 7, Table 8 and Figure 5 are comparable with those obtained using 
CRAMM (Fig. 3). In turn, 16 out of the 21 scenarios are comparable with those 
obtained using MEHARI (Fig. 4). Analyzing the results derived from the CRAMM 
and MEHARI and given in Table 8, we received comparable results, for which 14 out 
of the 21 scenarios overlaps. 

As can be seen from Table 7 and Table 8, from the 21 scenarios representing 
approximately 10% of all threat scenarios [19], 12  overlap (they give the same results 
for the three methods). This result contradicts the statement made by the authors [14] 
that in most cases it is impossible to compare directly the results generated by two 
different methods.  

Referring to the statement on audit questionnaires related to the recovery measures 
from the MEHARI method having no coverage in CRAMM method, we performed 
the analysis of the results from Table 7 for the weighted value, CMs, j = di2.  

Table 6. The identified and classified resources and vulnerabilities for each threat scenario 

S Scenarios Assets vulnerability 
CIA a valueA(a) AEV v valueV(v) 

s1 Deliberate erroneous data input by a staff member usurping an 
authorized user's identity 

I a1 4 M v1 3 

s2 Deliberate substitution of data media, by an unauthorized person I a1 4 M v1 3 
s3 Theft of application data media during production, by a person 

authorized to handle the media 
C a1 4 M v2 3 

s4 Repeated copy of application data files, by a hacker connecting from 
outside to an open port for network remote maintenance 

C a1 4 M v2 3 

s5 Access to a system and copy of application data files, by a staff 
member using a security breach left open after a maintenance 
operation 

C a1 4 M v2 3 

s6 Accident during data processing – Alteration of sensitive data  I a1 4 A v11 3 
s7 Accidental loss of business related data (sensitive data) due to 

obsolescence or pollution 
D a1 3 A v12 2 

s8 Data integrity distortion during transmission on the WAN/LAN 
network, by a (remote) hacker 

I a3 4 M v1 3 

s9 Erroneous message sent by a staff member usurping the identity of 
another person, with a forged signature 

I a3 4 M v1 3 

s10 Diversion of sensitive information by a system administrator, using 
access to user data not erased after use 

C a3 2 M v6 3 

s11 Interception of sensitive information transferred over the LAN by a 
network administrator modifying a network equipment 

C a3 2 M v6 3 

s12 Interception of sensitive information transferred between a nomadic 
user and the internal network, by listening to the exchanges 

C a3 2 M v6 3 

s13 Interception of sensitive information: eavesdropping electromagnetic 
emission 

C a3 2 M v6 3 

s14 Short circuit resulting in a fire with important damages on 
WAN/LAN network equipment 

D a4 4 A v13 2 

s15 Loss of data files or documents: theft of archives in an office D a5 2 M v3 3 
s16 Malicious alteration of the expected functionalities of an application 

due to a logic bomb or back door laid by operation staff 
I a9 2 M v7 3 

s17 Deliberate modification of an application by the maintenance I a9 2 M v7 3 
s18 Unintentional degradation of performances for applications after 

software maintenance operation 
D a9 3 E v20 2 

s19 Extended network configurations erased or polluted by a non 
operational staff member 

D a11 3 M v9 2 

s20 Departure of strategic personnel D a13 2 E v16 3 
s21 Remote attack of a third organization by internal personnel using 

authorized connections to the organization 
D a15 2 M v17 3 
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The analysis showed that among the 13 scenarios examined by the FoMRA, where 
the value of the CMs, j = di2> 1 (recovery measure - this means that the audited 
organization possesses the insurance covering some cost of property, assets, etc. 
damage), seven scenarios were identified (5 - Integrity, 2 - Availability) which do not 
match the results derived from CRAMM (Tab. 8).  

Taking into account the method of asW , evaluation, as described in  details in [13], it 
was observed that changes in  CMs, j = di2 for (s1, s2, s6, s7, s8, s14, s16) scenarios from 
Table 7, impose values changes in assigned arrays (Table 9 - CMs, j = di2 = 1 dark gray 
color, CMs, j = di2> 1 gray). 

Table 7. Calculated risk values using FoMRA for selected scenarios on the example of 
administrative unit operating in Poland 

S  Risk value FoMRA 
CMs,j=dp1 CMs,j=dp2 Ws

pot CMs,j=di1 CMs,j=di2 CMs,j=di3 Ws
imp Ws,a

imp Ws,a 
s1 1 2 3 2 2 1 2 2 2 
s2 4 2 2 2 2 1 2 2 2 
s3 3 1 3 1 1 1 4 4 4 
s4 1 3 2 4 1 1 3 3 3 
s5 3 3 2 2 1 1 3 3 3 
s6 1 3 2 3 2 4 2 2 2 
s7 1 2 2 3 2 3 2 2 2 
s8 1 2 3 3 2 1 2 2 2 
s9 1 2 3 1 2 1 4 4 4 
s10 2 3 2 2 1 1 3 2 2 
s11 2 2 3 3 1 1 3 2 2 
s12 1 3 2 1 1 1 4 2 2 
s13 1 2 3 1 1 1 4 2 2 
s14 1 3 2 3 3 3 2 2 2 
s15 3 2 2 1 2 3 3 2 2 
s16 2 4 1 2 2 1 2 2 1 
s17 3 3 2 1 2 1 4 2 2 
s18 1 2 2 1 2 3 3 3 3 
s19 1 3 2 2 2 3 3 3 3 
s20 1 1 3 1 2 4 3 2 2 
s21 3 2 2 2 1 1 3 2 2 

Table 8. Calculated risk values using CRAMM and MEHARI for selected scenarios on the 
example of administrative unit operating in Poland 

S  Risk value CRAMM  Risk value MEHARI 
valueA(a)  valueV (v) valueT (t) WCRAMM <1,7> WCRAMM <1,4> Wpot Wimp WMEHARI 

s1 10 H M 6 3 3 4 4 
s2 9 M M 6 3 2 4 3 
s3 9 M V.H 7 4 3 4 4 
s4 9 M M 6 3 2 3 3 
s5 9 L H 6 3 2 3 3 
s6 9 M M 6 3 2 3 3 
s7 9 M M 5 3 2 2 2 
s8 10 H M 6 3 3 2 2 
s9 10 H V.H 7 4 3 4 4 
s10 3 L H 3 2 2 2 2 
s11 4 M M 3 2 3 2 2 
s12 4 M V.H 4 2 2 3 3 
s13 4 H V.H 4 2 3 2 2 
s14 10 L M 6 3 2 2 2 
s15 3 L H 3 2 2 2 2 
s16 4 L M 3 2 1 2 1 
s17 4 L M 3 2 2 2 2 
s18 8 H H 6 3 2 2 2 
s19 6 M H 5 3 2 3 3 
s20 5 H H 4 2 3 2 2 
s21 4 M H 4 2 2 2 2 
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Fig. 3. Risk value assessed 
from CRAMM method 

Fig. 4. Risk value assessed 
from MEHARI method 

Fig. 5. Risk value  assessed 
from  FoMRA method 

The values, s
potW , s

impW , as
impW ,  and asW , are read from diagonals of s

potM , s
impM ,

as
impM , , asM , arrays. 

Table 9. Impact Arrays 
s
impM  in relation to CIA parameters 

Integrity 
CMs,j=di1 - protective =4  CMs,j=di1 - protective =3  CMs,j=di1 - protective =2  CMs,j=di1 - protective =1 
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1 3 3 3 3  1 3 3 3 3  1 3 3 3 3  1 4 3 3 3 
 1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4 
CMs,j=di3 - palliative  CMs,j=di3 - palliative  CMs,j=di3 - palliative  CMs,j=di3 - palliative 

Availability 
CMs,j=di1 - protective =4  CMs,j=di1 - protective =3  CMs,j=di1 - protective =2  CMs,j=di1 - protective =1 
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1 3 3 3 3  1 3 3 3 3  1 3 3 3 3  1 4 3 3 3 
 1 2 3 4   1 2 3 4   1 2 3 4   1 2 3 4 
CMs,j=di3 - palliative  CMs,j=di3 - palliative  CMs,j=di3 - palliative  CMs,j=di3 - palliative 

Given the additional asset values (a1, a3, a4, a9) attributed to scenarios (s1, s2, s6, s7, s8, 
s14, s16) from Table 6, it was noticed that for assets (a1, a3, a4), classified as very important 

or critical, the change in the value s
impW   (including CMs, j = di2> 1, gray color, and CMs, j 

= di2 = 1 dark gray color) derived from s
impM  array, affect the changes of values in Table 

10. All other assets assigned to scenarios (in our case, a9 → s16), classified as minor or 
major ones, do not affect value changes. This situation may be related to asset value 
(classified as significant), which is comparable to or lower than the security cost.  

Finally, it can be concluded that by considering  recovery measures for losses related 

to some assets revealed when determining the risk value, asW , from Tab. 11, for 6 out of 
the 7 scenarios derived from the FoMRA, a significant effect on the resulting difference 
in risk values between this model and a CRAMM method was observed. 

To unambiguously confirm the above statement, an explanation concerning the 
lack of changes in risk value reduction, CMs, j = di2> 1 in 6 among 13 scenarios (s9, 
s15s17, s18, s19, s20), needs to be found.  
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Table 10. Array reducing impact Table 11. Array of risk value 

ValueA(a)     
4 1 2 3 4 
3 1 2 3 3 
2 1 2 2 2 
1 1 1 1 2 
 1 2 3 4 

Ws
imp 

 

Ws,a
imp     

4 2 3 4 4 
3 2 3 3 4 
2 1 2 2 3 
1 1 1 1 2 
 1 2 3 4 

Ws
pot 

 
For scenarios (s9, s17) associated with the Integrity parameter (Tab.12), at the 

absence of the protective measures, changes in the weighted value, CMs,j = di2 do 

not affect the obtained value, s
impW  from s

impM  array (dark gray color for the CMs, j 

= di2 = 1, gray color for CMs, j = di2> 1). 

Table 12. Impact Arrays 
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impM  in relation to the CIA parameters 
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Other scenarios (s15, s18, s19, s20) associated with the Availability parameter (Table 

12) show also no difference for derived values s
impW  from the array (CMs, j = di2 = 1 

dark gray, and CMs, j = di2 = 2 gray).  
As can be seen from the Table 11, noticeable differences in values, s

impW  appear for 

CMs, j = di2> 2. In a situation where there are no differences in s
impW values for the 

weighted value, CMs, j = di2 = 1 and the calculated CMs, j = di2 = 2, the value as
impW ,  and 

asW ,  determined from the as
impM ,  and asM , arrays, will be the same for the identified 

and classified assets, etc. 
Taking into account the derived results, it can be unambiguously stated that by 

considering the recovery measures of resulting losses from threats, an effect in 
differences of risk values between the FoMRA a CRAMM methods is noticed. The 
rationale for the resulting difference is coming out from a different structure of both 
methods. According to the literature [32], CRAMM and MEHARI methods are 
designed to analyze active risk (preventive measures are planned as a reaction to the 
possible risks before they occur). The proposed FoMRA, which is partially based on the  
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MEHARI method (with the same requirements for asW , assessment [13]) includes 

recovery measures, which leads to statement that both, FoMRA and MEHARI method 
are dedicated for partial analysis of reactive risk (some preventive measures are applied 
"post factum", after the occurrence and identification of a risk and as a reaction to it). 

4 Summary  

A comparative analysis of a new model against the well-known and widely used 
methods of risk assessment was discussed. The obtained experimental results confirm 
the correctness of theoretical assumptions of the FoMRA model. Comparative 
analysis of the model gave almost identical results of risk values, assuming lack of the 
recovery measures in the FoMRA, oppositely to CRAMM methods. Considering 
CRAMM as the most well-known, accepted and used method for risk assessment in 
various IT systems (source materials for establishment ISO/IEC 27002 standard [31]), 
it can be concluded that the proposed FoMRA is meaningful, it is not difficult and 
laborious and can describe really well any information system, as it was shown on the 
example of an administrative unit operating in Poland. It can also be adapted to any 
organization. Further research is primarily focused on the FoMRA development 
towards its adaptation to any method, not only CRAMM or MEHARI. Another, 
equally important issue is the possibility of avoiding cost and time-consuming 
analyzes in the FoMRA, which must be performed after the introduction of any 
changes in the system. 

References 

1. Datta, A.: Information Technology Capability, Knowledge Assets and Firm Innovation: A 
Theoretical Framework for Conceptualizing the Role of Information Technology in Firm 
Innovation. International Journal of Strategic Information Technology and Applications 2, 
9–26 (2011) 

2. Raduan, C.R., Jegak, U., Haslinda, A., Alimin, I.I.: A Conceptual Framework of the 
Relationship Between Organizational Resources, Capabilities, Systems, Competitive 
Advantage and Performance. Research Journal of International Studies 12, 45–58 (2009) 

3. Van Kleef, J.A.G., Roome, N.J.: Developing capabilities and competence for sustainable 
business management as innovation: a research agenda. Journal of Cleaner Production 15, 
38–51 (2007) 

4. Bhatnagar, A., Ghose, S.: Segmenting consumers based on the benefits and risks of 
Internet shopping. Journal of Business Research 57, 1352–1360 (2004) 

5. Byeong-Joon, M.: Consumer adoption of the internet as an information search and product 
purchase channel: some research hypotheses. Int. J. Internet Marketing and Advertising 1, 
104–118 (2004) 

6. Bumsuk, J., Ingoo, H., Sangjae, L.: Security threats to Internet: a Korean multi-industry 
investigation. Information & Management 38, 487–498 (2001) 

7. Posthumus, S., Solms, R.: A framework for the governance of information security. 
Computers & Security 23, 638–646 (2004) 

8. Baker, W.H., Wallace, L.: Is Information Security Under Control?: Investigating Quality 
in Information Security Management. IEEE Security & Privacy 5, 36–44 (2007) 

9. Yeh, Q.-J., Chang, A.J.-T.: Threats and countermeasures for information system security: 
A cross-industry study. Information & Management 44, 480–491 (2007) 



442 I. El Fray 

10. Ezingeard, J.N., Bowen, S.M.: Triggers of change in information security management 
practices. Journal of General Management 32, 53–72 (2007) 

11. Whitman, M.E., Mattord, H.: Principles of Information Security, 3rd edn. Course 
technology, Boston (2009) 

12. Mellado, D., Blanco, C., Sánchez, L.E., Medina, E.F.: A systematic review of security 
requirements engineering. Computer Standards & Interfaces 32, 153–165 (2010) 

13. El Fray, I., Kurkowski, M., Pejas, J., Mackow, W.: A New Mathematical Model for Analytical 
Risk Assessment and Prediction in IT Systems. Control and Cybernetics 41, 1–28 (2012) 

14. Mayer, N., Humbert, J.P.: La gestion des risques pour les systèmes d’information.  
MISC-Éditions Diamond 24, 1–7 (2006) 

15. Consultative Objective and Bi-functional Risk Analysis (COBRA): C&A Security Risk 
Analysis Group, UK (1991)  

16. Control Objectives for Information and related Technology (COBIT). Information Systems 
Audit and Control Association, US (2007)  

17. Operationally Critical Threat, Asset, and Vulnerability Evaluation (OCTAVE): Carnegie 
Mellon University, US (2006)  

18. Risk Analysis and Management Method (CRAMM): Central Computing and 
Telecommunications Agency, United Kingdom (1987)  

19. Méthode Harmonisée d’Analyse de Risques (MEHARI): Club de la Sécurité de 
l’Information Français, France (2010)  

20. Moeller, R.: IT Audit, Control, and Security. John Wiley & Sons, Inc., Hoboken (2010) 
21. Guideline for Automatic Data Processing Risk Analysis: Federal Information Processing 

Standard - FIPS 65. National Bureau of Standard, US (1997)  
22. Dray, J.: Computer Security and Crime: Implications for Policy and Action. Information 

Technology & People 4, 297–313 (1988) 
23. Fisher, T.: ROI in social media: A look at the arguments. Journal of Database Marketing & 

Customer Strategy Management 16, 189–195 (2009) 
24. Parker, D.B.: Computer Security Management. Reston Publishing Co., Reston (1991) 
25. Rainer, R.K., Snyder, C.A., Carr, H.H.: Risk Analysis for Information Technology. Journal 

of Management Information Systems Archive 8, 129–147 (1991) 
26. Ferdous, R., Khan, F.I., Veitch, B., Amyotte, P.R.: Methodology for Computer-Aided 

Fault Tree Analysis. Process Safety and Environmental Protection 85, 70–80 (2007) 
27. Andrews, J.D., Ridley, L.M.: Application of the cause-consequence diagram method to 

static systems. Reliability Engineering & System Safety 75, 47–58 (2002) 
28. Bartlett, M., Hurdle, E.E., Kelly, E.M.: Integrated system fault diagnostics utilising 

digraph and fault tree-based approaches. Reliability Engineering & System Safety 94, 
1107–1115 (2009) 

29. Jacoub, S.M., Ammar, H.H.: A methodology for architectural-level reliability risk analysis. 
IEEE Transaction on Software Engineering 28, 529–547 (2002) 

30. Technical manual - Reliability/availability of electrical & mechanical systems for 
command, control, communications, computer, intelligence, surveillance and 
reconnaissance . Department of the U.S. Army, US (2007)  

31. Information technology – Security techniques – Code of practice for information security 
management. ISO/IEC 27002 (2007)  

32. Inventory of Risk Management/Risk Assessment Methods. European Network and 
information Security Agency (March 2012), http://rm-inv.enisa.europa.eu/ 
methods_tools  

33. Braun, G.: Information Security Risk Analysis and Decision Modelling. BWI-paper Vrije 
Universiteit De Boelelaan HV Amsterdam, pp. 1–27 (2002) 

34. Expression des Besoins et Identification des Objectifs de Sécurité (EBIOS): Direction 
Centrale de la Sécurité des Systèmes d’Information, France (2010)  



Author Index

Abdelkrim, Mohamed Naceur 395
Adamec, Ondrej 236
Albarelli, Andrea 168
Augustynek, Martin 236

Babskova, Alisa 101
Bagchi, Aditya 111
Ben-Abdallah, Hanêne 224
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