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Preface 

The present monograph is intended to provide a comprehensive and accessible 
introduction to the optimization of elliptic systems. This area of mathematical 
research, which has many important applications in science and technology. has 
experienced an impressive development during the past two decades. There are 
already many good textbooks dealing with various aspects of optimal design 
problems. In this regard, we refer to the works of Pironneau [1984], Haslinger 
and Neittaanmaki [1988], [1996], Sokolowski and Zolksio [1992], Litvinov [2000], 
Allaire [2001], Mohammadi and Pironneau [2001], Delfour and Zolksio [2001], 
and Makinen and Haslinger [2003]. Already Lions [I9681 devoted a major part 
of his classical monograph on the optimal control of partial differential equations 
to the optimization of elliptic systems. Let us also mention that even the very 
first known problem of the calculus of variations, the brachistochrone studied 
by Bernoulli back in 1696. is in fact a shape optimization problem. 

The natural richness of this mathematical research subject, as well as the 
extremely large field of possible applications, has created the unusual situation 
that although many important results and methods have already been estab- 
lished, there are still pressing unsolved questions. In this monograph, we aim 
to address some of these open problems; as a consequence, there is only a minor 
overlap with the textbooks already existing in the field. 

The exposition concentrates along two main directions: 

0 the optimal control of linear and nonlinear elliptic equations, including 
variational inequalities and control into coeficients problems, 

problems involving unknown and/or variable domains, like general shape 
optimization problems defined on various classes of bounded domains in 
Euclidean space, or free boundary problems arising in various physical 
processes. 

It should be noted that many shape optimization problems occur naturally as 
control into coefficients problems. A large and interesting class of examples of 
this type, to which the whole of Chapter 6 is devoted, concerns the optimization 
of basic mechanical structures like beams, plates, arches, curved rods: and shells. 

There are strong connections between all these seemingly different types of 
problems. This fact has for the first time been illustrated in the so-called map- 
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ping method introduced by Murat and Simon [1976], which makes it possible 
to transform domain optimization problems into control into coefficients prob- 
lems. Throughout this monograph, we will try to elucidate such connections. 
Another classical coritribution to the solution of shape optimization problems 
is the speed method, which was introduced by Zolksio [I9791 and thoroughly 
discussed in the above-mentioned publications. 

One basic feature of this textbook is the endeavor to relax the needed regular- 
ity assumptions as much as possible in order to include large classes of possible 
applications. We have succeeded in this aim for several fundamental questions: 

0 The existence theory for general domain optimization problems presented 
in Chapter 2 requires just the uniform continuity of the domain bound- 
aries. 

0 The existence theory and the sensitivity analysis for plates and for curved 
mechanical structures, mainly performed in Chapter 6, is established un- 
der regularity hypotheses that are one or two degrees (depending on the 
case) lower than those usually postulated in the scientific literature. 

Another characteristic of this book is that we have tried to stress the ap- 
plication of optimal control methods even in the case of problems involving 
variable/unknown domains. In this respect, it should be mentioned that our 
techniques are close to the works of Lions 119681, [1983], Cesari [1983], Barbu 
[1984], [1993], and Barbu and Precupanu [1986]. We are thoroughly convinced 
that optimal control theory may provide a rather complete and reliable approach 
to the challenging problems involving the optimization of systems defined on 
variable domains. Many of the presented results in this direction, mostly in 
Chapter 5, are original contributions of the authors. 

In order to give the reader a comprehensive overview of the subject, we also 
report on other important results from the existing literature. Whenever certain 
theoretical developments are already available in textbook form, our discussion 
will be limited to the shortest possible presentation. 

The book is organized in six chapters that give a gradual and accessible 
presentation of the material, where we have made a special effort to present 
numerous examples, both at the theoretical and at the numerical level. The 
material covers 

0 motivating examples of "purely" mathematical nature or originating from 
various applications (in Chapter l), 

general existence results for control and shape optimization problems (in 
Chapter 2), 

0 a sensitivity analysis of linear and nonlinear control problems in the ab- 
sence of differentiability assumptions, based on various penalization meth- 
ods (in Chapter 3), 
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0 the presentation of the a priori estimates technique for the numerical 
approxinlation of control problems governed by linear or nonlinear elliptic 
equations (in Chapter 4), 

optimal control and other approaches in unknown domain problems in- 
cluding free boundaries and optimal design (in Chapter 5), 

0 a fairly complete optimization theory of curved mechanical structures like 
arches, curved rods, and shells (in Chapter 6). 

The three appendices collect important notions and results from the theory of 
function spaces and elliptic equations, from convex and nonlinear analysis, and 
from functional analysis, which are frequently used throughout this monograph. 

In Chapters 5 and 6, several rather complex geometric optimization problems 
are studied in detail and are completely solved, including numerical results. We 
do not discuss the questions that arise from the practical implementation of the 
presented methods on a computer or from the solving of the associated finite- 
dimensional problems, as they do not enter into the objective of this book. 

Let us also mention at this place that in order to keep the exposition a t  a 
reasonable length and due to other reasons, several directions of active research, 
such as second-order optimality conditions, a posteriori error estimates, homog- 
enization methods, and applications of shape optimization in fluid mechanics, 
could not be covered in this textbook. However, we have tried to provide the 
reader with the corresponding relevant references in some of these subjects. 

Now we comment briefly on some examples and applications, and we make a 
more detailed presentation of the text. The aim is to give the reader, from the 
very beginning, a clear image about the problems and the questions that are 
studied in this book, and about their motivation and difficulties. 

We consider first the simplest case of an elastic shell of constant thickness that 
admits a general cylindrical surface as its midsurface. We assume that the shell 
is clamped along two of its generators and the forces acting on it are constant 
along the generators and perpendicular to them. Consequently, it is clear that 
the resulting deformation of the shell is also constant along the generators. 

It is enough to investigate a two-dimensional section perpendicular to the 
generators. The obtained structure in R2 is called an arch, and its deformation 
is described by the so-called Kirchhoff-Love model. We mention bridges, roads, 
industrial tubes, windows, roofs, among others, as real-life examples entering 
this description. The design of such structures puts several important questions 
to the engineer or the architect: maximize the mechanical resistence of the 
structure, minimize the total cost, fulfill all the (technological) constraints that 
are imposed, etc. In general, a "compromise" among the sometimes conflicting 
aims has to be found. 

\.lie indicate now the mathematical formulation of the Kirchhoff-Love model. 
If cp = (cpl, p2) : [O, 11 + R2 is the parametrization of the arch with respect to 
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its arc length and c : [O,1] -- R denotes its curvature, then the deformation 
vector a = (q, u2) E HA(0,l) x H t ( 0 , l )  is the solution of 

Here, fi represents the constant thickness of the arch and [fi, fi] E L2(0, 1)' 
are, respectively, the tangential and normal components of the forces loading 
the clamped arch (assumed to act in its plane), while the tangential compo- 
nent vl and the normal comporient ~2 perform a similar representation for 
the deformation. The arbitrary functions u l  E H;(O,l) and u2 E H i ( 0 , l )  
are test functions specific to the weak (variational) formulation of differential 
equations. Let us also mention that a complete study of this problem may be 
found in Ciarlet [1978, p. 4321. 

As the shape of the arch is completely characterized by its curvature c ,  
the corresponding geometric optimization problems may be formulated as the 
minimization of some functional subject to the Kirchhoff-Love model as a side 
constraint and with the function c as the minimization parameter (control). 
For instance, one integral cost functional of interest is 

This means to find the form of the arch that has a minimal normal displacement 
in the sense of the above norm under the action of some known load (fl, f 2 ) .  

This is a natural safety requirement in many applications. Further (technologi- 
cal) constraints may be imposed directly on the admissible controls c or on the 
corresponding state ( U I ,  u2) . 

We notice that the mere formulation of these problems requires the curvature 
c and its derivative (in the second term on the left side of the above equation). 
To ensure the integrability of such expressions one needs y E W33"(0, or 
cp E C3[0, 112 for the corresponding parametrization. It is obvious that such 
requirements are inappropriate to the potential applications (see Figure 1.1 in 
Chapter 6, the Gothic arch). Moreover, some of the simplest and most popular 
discretization approaches (see Chapter 4) introduce nonsmooth approximations 
of y in a natural way, and again the Kirchhoff-Love model cannot be applied. 
Such examples show that new mathematical methods have to be developed in 
order to relax the regularity hypotheses and to ensure a broad class of appli- 
cations. In this book, a more sophisticated variational technique called the 
control variational method, based on control theory, is discussed. It is due to 
the authors and represents an alternative to the classical Dirichlet principle 
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in the theory of elliptic equations. I t  is used for the analysis and optimiza- 
tion of Lipschitzian arches in Section 6.1 and of a simplified model of plates 
with discontinuous thickness in $3.4.2. More geometric optimization problems 
with mechanical background, such as optimal design of three-dimensional elastic 
curved rods and of general elastic shells, are studied by other methods in Sec- 
tions 6.2 and 6.3. Thickness optimization problems for plates are investigated 
in $2.2.2 and Section 3.4. They are highly nonconvex optimization problems, 
but they still enjoy the property that they are defined in some known domain in 
the Euclidean space Rd , d E N . In the above example, d = 1 and the domain 
is ]0,1[.  

We now present another example that involves unknown/variable domains. 
The application is related to the confinement of plasma in a tokamak machine. 
We denote by R C R2 the smooth and bounded domain representing the cross 
section of the void chamber and by D C R its (unknown) subdomain occupied 
by the confined plasma (see Figure 2.1 in Chapter 1). Within the void region 
R \  D , the poloidal flux $ satisfies (cf. Blum [1989, Ch. V]) the elliptic equation 

which is nonsingular (x > c > 0) due to the natural choice of coordinates, based 
on the symmetry of the tokamak in R3 .  The boundary d D  of the plasma is 
one of the unknowns of the problem, and this is an example of a free boundary 
problem. In order to identify it, one uses supplementary measurements on the 
outer boundary dR : 

One can introduce a shape optimization problem with minimization parameter 
given by the unknown domain D C R ,  with performance index 

obtained by the penalization of the second boundary condition and with side 
conditions given by the first boundary condition and the elliptic equation for 
+ in R \ D . This formulation can be further refined by introducing a fictitious 
control variable and a Tikhonov regularization as in Example 1.2.6 in Chap- 
ter 1. Other simple examples of variable domain optimization problems may be 
found in $2.3.1. In Section 5.1, the relationship between free boundary prob- 
lems and shape optimization problems is further explored, while 55.3.1 presents 
the connection between variable domain problems and control into coefficients 
problems via the classical mapping and speed methods. Since such a procedure 
demands high regularity properties for the unknown domains, we introduce in 
Section 5.2 several alternative approaches, based on control theory, which may 
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be applied in more general situations. Moreover, in Section 2.3 a rather com- 
plete existence theory for variable domains optimization problems is developed 
under the mere (uniform) continuity assumption for the unknown boundaries. 
In Sections 2.1, 2.2 (existence), and Chapter 3 (optimality conditions), a rather 
complete presentation of control problems for linear and nonlinear elliptic equa- 
tions, including variational inequalities, is given. 

Although all of us have been actively involved in the study of optimization 
problems in infinite-dimensional spaces for many years, the origin of this book 
can be traced back to the lectures delivered by one of us in 1995 during the sum- 
mer school that is organized annually by the University of Jyvaskyla. These 
lectures have been published iri the form of the report Tiba [1995b]. The fol- 
lowing ten years were marked by an intensive cooperation between us that is 
witnessed by the publication of numerous papers in all of the research directions 
forming the subject of this monograph. 

Much of the material covered in this volume is original and resulted from our 
studies when we were affiliated with the University of Jyvaskyla, the Humboldt 
University Berlin, the Institute for Mathematics of the Romanian Academy of 
Sciences in Bucharest, and the Weierstrass Institute in Berlin. The financial 
support of these institutions, of the Academy of Finland, of the Alexander-von- 
Humboldt Foundation, and of the DFG Research Center MATHEON in Berlin, 
is gratefully acknowledged. 

This monograph is addressed to a large readership, primarily to master's or 
doctoral students and researchers working in this field of mathematics. Much 
of this material will prove useful also to scientists from other fields where the 
optimization of elliptic systems occurs, such as physics, mechanics, and engi- 
neering. 

During the preparation of this monograph, we obtained much encouragement 
and many helpful hints from a number of colleagues who cannot be named 
here. We are also indebted to Springer-Verlag, especially to Achi Dosanjh (New 
York) , for their continuing encouragement. 

Finally, we would like to thank Marja-Leena Rantalainen (Jyvaskyla) and 
Jutta Lohse ( W A S  Berlin) for their efforts in the excellent fiT@ setting of 
this text. We are also indebted to Dip1.-Math. Gerd Reinhardt (WIAS Berlin) 
for his help in solving the problems arising from the inclusion of the figures in 
the text. Of course, the authors carry the full responsibility for each occasional 
misprint or other possible mistake in this monograph. 

Jyvaskyla, Berlin, and Bucharest, March 2005 

P. Neittaanmhki, J. Sprekels, arid D. Tiba 



A Brief Reader's Guide 

The authors are fully aware of the fact that the reader of this volume will usually 
be interested in only a certain part of it. Therefore, we give some hints in order 
to facilitate the reader's orientation within the text. 

The book is divided into six chapters, referred to as Chapter 1 to Chapter 
6, and three appendices, referred to as Appendix 1 to Appendix 3. Each of 
the chapters consists of several "sectio~is," called Section 1.1, Section 6.1, and 
so on. The sections themselves may be divided into several subsections, called 
"paragraphs" and referred to, for example, as $3.1.3. Also, these paragraphs 
may have subparagraphs denoted, for instance, by 83.1.3.1. Clearly, the latter 
refers to the first subparagraph of the third paragraph in the first section of 
Chapter 3. 

Let us also comment on the numbering used in this textbook. Equations are 
numbered by three integers that refer to the corresponding chapter, section, and 
equation, in that order. If, for example, we refer to equation (4.2.6), then we 
mean the sixth equation in the second section of Chapter 4. Definitions, The- 
orems, Lemmas, Propositions, Corollaries, and Examples, are also numbered 
sectionwise within each chapter; typical examples are Theorem 5.2.1, Lemma 
6.2.4; Definition 2.2.1, and so on. -4n exception to this rule is the numbering 
within the three appendices, where references are made in the form Proposition 
A l . l ,  Theorem -42.3, Definition A3.1, and the like, with obvious meaning. Re- 
marks are not numbered. Finally, figures are numbered sectionwise within each 
chapter. 
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Chapter 1 

Introductory Topics 

This first chapter brings a brief introduction to the problems to be studied in the 
following chapters. We present a large variety of examples involving different 
types of controls (distributed, boundary, pointwise, by the coefficients, linear, 
nonlinear, ...). All of them are governed by elliptic differential equations that 
are either defined in a given (fixed) spatial domain or in an a priori unknown 
domain. We also consider cases in which the domain itself is the minimization 
parameter (so-called shape optimization). For some of the examples, physical 
origin and practical relevance will be pointed out. 

To avoid any unnecessary technicalities, we introduce the mathematical ter- 
minology mainly in the examples, in an informal manner. A brief rigorous 
account of the basic mathematical notions and results used throughout this 
monograph is contained in the three appendices a t  the end of the book, where 
relevant references are also given. It is, however, assumed that the reader has a 
working knowledge of the fundamental elements of analysis and functional anal- 
ysis as presented, for instance, in the standard monographs by Rudin [I9871 and 
Yosida [1980]. 

1.1 Some General Notions 

We now discuss several definitions that are related to general optimal control 
problems. The setting adopted in this section simplifies the presentation and 
the systematization of the fundamental notions and is also motivated by a large 
class of examples and applications that will be described below in the next 
sections. 

To begin with, let us consider three reflexive Banach spaces U, V, Z together 
with their respective dual spaces U*, V*, Z*. By renorming, if necessary, we 
may assume without loss of generality that U, V, Z and their duals are strictly 
convex spaces. Moreover, let a Hilbert space H be given that is identified with 
its dual space and satisfies V c H with continuous embedding. The scalar 
product in H and the pairing between V and its dual are denoted by (. , . ) H  



2 Chapter 1. Introductory Topics 

and (. , .)vexv, respectively. The corresponding norms are denoted by / . / H ,  

/ . j v ,  I . I U ,  and so on; by [. , .] we denote ordered pairs in product spaces. 

Let B : U + Z be a linear and bounded operator, and let A : V + Z 
denote some (possibly nonlinear) operator. In many examples, we will have 
Z = V*. We assume that for any fixed f E Z and any u E U (called control), 
the equation 

A y =  B u +  f (1.1.1) 

has a unique solution y E V in a sense to be made precise (which is called 
the state). Consequently, (1.1.1) is sometimes named the state equation. In the 
applications to follow, y will be a weak solution to an elliptic problem. It may 
be defined in various ways, as one can see in Appendix 2 and in the subsequent 
examples. Later, we will also consider operators A depending directly on u, 
Ay = A(u)Y, nonlinear operators B, and further generalizations. 

Let a proper, convex, and lower semicontinuous mapping L : V x U + 
] - m ,  +m]  be given. We then introduce the abstract control problem (P) by 

over all the pairs [y, u] satisfying the state equation (1.1.1). 
If E = dom (L) c V x U denotes the closed convex set given by the effective 

domain of L (cf. Appendix I ) ,  then we see that not all of the pairs [y, u] 
satisfying (1.1.1) are meaningful for (1.1.2); indeed, some may give L(y, u) = 
+m.  Consequently, the minimization in (1.1.2) is in fact considered only over 
all pairs [y, u] E E that satisfy (1.1.1). Such pairs are called admissible for 
the cost functional L or for the optimal control problem (P). We call E the 
constraints set, and we say in this case that the constraints are mixed since they 
involve both the state y and the control u .  

It is quite standard in control theory to formulate the constraints explicitly, 
since they have their own motivation in the underlying applications. In general, 
u = 0 should be allowed as admissible control, corresponding to the case that 
no external influence is acting on the system. 

Suppose now that some nonempty, closed, and convex sets C C H ,  Uad C U 
are given. We may then consider the separate constraints 

control constraints u E Uad, (1.1.3) 

state constraints y E C. (1.1.4) 

We get an equivalent formulation of the control problem (P) by including the 
constraints in the cost functional with the help of the indicator function Ihua, 
of the set C x Uad C H x U.  To this end, we replace L by a new cost functional, 
namely by 

L(Y, U) + ~ X V , , ( Y ,  u). (1.1.5) 

In the following, the new cost functional (1.1.5) will again be denoted by L; this 
will not lead to any confusion. Now recall the definition of the indicator function 
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(cf. Appendix 1) to see that L(y, U) < +M only if (y, u) E C x Uad, which 
means that any solution of the control problem (1.1.2) with the cost functional 
(1.1.5) automatically satisfies the constraints (1.1.3), (1.1.4). Of course, using 
the new cost functional (1.1.5) does not exclude the possibility that within the 
definition of the set E further (implicit) constraints are hidden. 

In many cases it is advantageous to include only a part of the constraints in 
the cost functional while preserving the others in explicit form. If, for instance, 
only the control constraints are to be included, one considers the cost functional 

L(Y,u)  + I vxud (Y1~) .  (1.1.5)' 

Also for this cost functional the generic notation L may be preserved with no 
danger of confusion. 

Let us summarize: a general formulation of the optimal control problem (P) 
consists of the following ingredients: 

- a cost functional to be minimized ((1.1.2)), 
- a state system ((1.1.1)), 
- various constraints ((1.1.3), (1.1.4)). 

A fundamental hypothesis for the control problem (P) is that of admissibility. 
It can be stated in the following form: 

Without this assumption, the problem (P) may have an empty admissible set 
and be meaningless. For mathematical reasons, the case in which the admissible 
set of (P) is "rich" in some sense (typically, it has to be an open or a dense set 
with respect to some topology) is more interesting. Under such assumptions, 
we say that (P) is nontrivial. On the other hand, if (P) is "trivial," then its 
solution may be simple and thus not of mathematical interest. 

Finally, let us mention that all the assumptions mentioned here can be relaxed 
in various ways; some of them may even be omitted. For instance, there is a rich 
literature on control problems without convexity hypotheses on L, E, C,  Uad, 
or allowing (1.1.1) not to be well-posed, and so on. One well-known alternative 
approach is to require various differentiability or generalized differentiability 
assumptions instead. In this connection, we refer to the monographs by Lions 
[I9831 and Clarke [1983], where some extensions of this type are thoroughly 
examined. We shall study such topics in later sections of this monograph. 

1.2 Motivating Examples 

1.2.1 Cost Functionals 

The cost functionals studied in this monograph will generally be of the form 

L(Y, u) = O(Y) + *(u)1 (1.2.1) 
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where B : V +] - a, +m] ,  .J, : U +] - m ,  +m]  denote some proper, convex, 
and lower semicontinuous functions. A standard instance of this type is the 
quadratic functional 

where yd E V is given. 

The interpretation of (1.2.2) in connection with the control problem (P) is 
the following: we seek an admissible control u E Uad such that the associated 
state y E C given by (1.1.1) is as close as possible to the "desired state" yd. In 
addition, this control has to obey a minimal expenditure of energy condition (or 
minimal expenses condition, in general) reflected by the second term in (1.2.2). 
In fact, a compromise between the two (usually conflicting) aims "y close to 
yd)' and "minimal expenses" has to be found, and the relative importance of 
the criteria with respect to each other is expressed by the choice of the weight 
coeficients a, ,B > 0. 

As an anecdotal observation, we remark that the coefficients in (1.2.2) are 
chosen in this special form (as very frequently in the scientific literature) just 
because this "simplifies" the writing of the gradient of L , which plays a central 
role and is frequently used. 

Notice that while (1.2.1), (1.2.2), and (1.1.2) define convex or even strictly 
convex functionals, the composed functional characterizing the control problem 

(PI1 
J(u) = L(Y(u), u),  (1.2.3) 

may be nonconvex. In fact, the state y = y(u) defined by (1.1.1) may depend 
nonlinearly on u. If the operator A is linear, then J remains convex (or strictly 
convex), and any optimal control u* is global (unique) if it exists. That is, the 
minimization property is valid with respect to the whole admissible set. The 
set of the global optimal controls is then convex. Otherwise, J may admit 
many local minimum points, in general. The existence of optimal pairs [Y*, u*] 
will be discussed in the next chapter. Their characterization, the development 
of methods to recover additional information on them, and their numerical 
approximation are among our basic objectives in this monograph. 

Another fundamental example for a quadratic cost functional is obtained in 
the following way: Suppose that another Banach space W is given, and let 
D : V + W denote a linear and bounded operator (which in this connection is 
usually called an observation operator). We then consider the cost functional 

where gd E W has the same significance as yd above. This setting is of partic- 
ular practical importance and typically arises in situations in which the state 
y cannot be directly or fully observed, but only indirectly or in parts through 
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the observation Dy. Typically, if (1.1.1) is a partial differential equation in a 
smooth domain, the operator D may be some trace operator on the boundary 
of the domain, a restriction operator to some subdomain, a partial differential 
operator of lower order, or the like. 

A general form for the mappings 0, .JI occurring in (1.2.1) is obtained using 
integral functionals having convex integrands. To introduce such functionals, 
let S1 c Rd, d E N, be (Lebesgue) measurable, and suppose that g : R x Rm + 
] - co, +m], m E N, satisfies the following conditions: 

(i) g(x, .) is proper, convex, and lower semicontinuous for a.e. x E 0 .  

(ii) g is measurable with respect to the a-field of S1 x Rm generated by the 
product of the Lebesgue a-field in a and the Bore1 a-field in Rm.  

Such mappings g are called normal convex integrands (see Rockafellar [1970], 
Ioffe and Tikhomirov [1974], Levin [1985]). They have the basic property that 
the function x + g(x, y(x)) is measurable on S1 for any measurable function 
y : Ci -t Rm (cf. Appendix 1, Proposition A l . l ) .  Conditions (i), (ii) generalize 
the classical Carathkodory condition that g(. , .) be finite and measurable in 
the first variable and continuous in the second. 

For y E Lp(i2)m, p 2 1, we then define the integral cost functional 0 on 
V = P(S1)m by 

Under appropriate conditions, 0 turns out to be proper, convex, and lower 
semicontinuous (cf. Appendix I) .  For the mapping .JI occurring in (1.2.1), we 
can proceed in a similar way. Also, one may consider the case that y is replaced 
by some Dy in (1.2.1)'. 

Finally, let us point out a simple trick that is very useful in the numerical 
solution of optimal control problems. Suppose that [yo, uO] is an admissible 
pair for (P), i.e., satisfies (1.1.1), (1.1.3), (1.1.4). Then, we may slightly modify 
the form of (1.2.4) by setting 

The advantage of this form is that [yo, uo] is obviously a global minimum (even 
when A is nonlinear and the corresponding J (u)  = E(y(u), u) is nonconvex) 
for the control problem (P) defined by (1.1.1), (1.1.4), (1.1.3), (1.2.4)', with the 
optimal value equal to zero. Moreover, (P) has a structure that is very similar 
to that of (P). This a priori knowledge is helpful if one wants to test numerical 
code for the solution of (P). In particular, this idea is simple to apply when 
no state constraint (1.1.4) is imposed (C = H). Otherwise, even the question 
of finding an admissible pair [yo, uo] may be very difficult due to the implicit 
character of (1.1.4). 
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1.2.2 Partial Differential Equations Setting 

Here, we formulate several examples of elliptic state systems and related opti- 
mization problems that are among the objectives of this monograph. To this 
end, let a bounded domain O C Rd with smooth boundary r = 80 be given, 
and let aij E LM(R), i ,  j = 1,. . . , d l  define a (possibly nonsymmetric) coeffi- 
cients matrix that satisfies with some fixed a > 0 the ellipticity condition 

d d 

aij(x)&Ej 2 a x [ :  for all 6 E R~ and a.e. x E R. (1.2.5) 
i,j=l i=l 

Example 1.2.1 Define the linear and bounded operator A : V = Hi (n )  -+ 
V* = H-l(O) by 

where ao E LM(0) with a. 2 0 a.e. in R is given, and where the derivatives are 
understood in the sense of distributions. Let U = L2(C2), and let B : L2(0) -t 
H-l(O) be the canonical injection operator, Bu = iu = u, for any u  E L2(R). 
Then the state system (1.1.1) becomes a boundary value problem of Dirichlet 
type: 

a 
- C - - ( a , g ) + a o y  j-l dxi = u + f  i n n ,  

, - 

where f E L2(0)  is fixed, and where (1.2.7), (1.2.8) have to be understood in 
the weak sense (see Appendix 2, Example A2.6), i.e., 

We say that we have a distributed control (or action) since u is defined in the 
domain Cl. A related situation is obtained if w is a measurable subset of O and 
B : L2(n)  -+ Hp1(R) is given by Bu = UX,, with X, being the characteristic 
function of w in 0. Then the control action is again distributed, namely in w,  
and (1.2.7) becomes 

We indicate some possible choices for the cost functional (1.2.4) that are 
appropriate in this situation. If W = L2(R) and D : Hh(R) + L2(0)  is the 
canonical injection, then 
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and we have a distributed observation. If Dy = Dy, we have a distributed 
observation of the gradient of the solution: 

The domain Cl in (1.2.10), (1.2.11) may be replaced by some measurable subsets 
of R, a t  least in one of the integrals. 

Let us assume now that the coefficients aij, ao, i, j = 1,. . . , d, are sufficiently 
regular to guarantee that the solution y of (1.2.7), (1.2.8) belongs to H2(S1) 
(i.e., is a strong solution, cf. Appendix 2). Then, by virtue of the trace theorem 
(Appendix 2, Theorem A2.1), the outer conormal derivative 

on r (n is the outer unit normal to I?) satisfies 2 E ~ ' / ' ( r ) .  Taking some 
(relatively) open part ro c I?, we may then choose as cost functional 

a 8~ 2 P L(y, u) = - 1 I-- - 6 ,  (g) do + - 1 u2(x) dx, Cd t ~ ' ( r o ) .  (1.2.13) 
2 ro d n ~  2 n 

In this case, we say that we have a boundary observation (while the control 
remains distributed in 0 ) .  

To complete the definition of the control problem (P) for this example, let us 
discuss some instances of possible constraints. The simplest case is of course 
the unconstrained one when UQd = U = L2(R), C = H = L2(R). One rough 
classification of the constraints is to distinguish between local and global ones. 
Pointwise constraints like 

(r., = {u E L2(R) :  -1 < u(x) 5 1 for a.e. x t a) ,  (1.2.14) 

U,, = {u E L2(R) : u( r )  > [(x) for a.e. x E R, l! t L2(S1) given} , (1.2.15) 

c = {y E H1(R) : lvy(x)IRi < 1 for a . e  x E R ) ,  (1.2.16) 

are of local type. Standard examples for constraints of global type are integral 
constraints like 

A simple example of mixed pointwise constraints is given by 
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Let us briefly return to the control constraint (1.2.14). In this case, it is 
possible to introduce a new control w E L2(R) satisfying 

Making corresponding substitutions, the optimal control problem (P) can be 
transformed into a control problem without constraints for w. The price to 
be paid for this simplification is that in (1.1.1) the dependence of the state on 
the new control variable w (more precisely, the operator corresponding to B) 
becomes nonlinear and that the convexity is lost. However, such simple tricks 
may be very effective in applications. For further details, we refer to Banichuk 
[1983, Chapter I]. 

We conclude this example with the remark that the above discussion of cost 
functionals and of constraints applies to any type of elliptic control problem. In 
the subsequent examples we will therefore focus our attention on the analysis 
of the state equation and control action. 

Example 1.2.2 Let us now concentrate on boundary control problems. We 
begin with control action via Neumann boundary conditions, by considering 
the state system 

where A is given by (1.2.6), and where we assume that ao(x) > p > 0 a.e. 
in 0 .  The variational (weak) formulation of (1.2.20), (1.2.21) is obtained using 
Green's formula: 

d y d v  
~ ~ i j - - d x + ~ a o y u d x = ~ f v d x + ~ ~ u v d ~  VVEH' (R) .  

Q i,j=1 dxi ax j  

To recover the abstract setting (1.1.1), we fix some f E L2(R) and put V = 
H1(R) and U = H ~ ' / ~ ( d f l ) .  Moreover, A : V -+ V* is generated by the 
left-hand side of (1.2.22) (cf. Appendix 2, Theorem A2.3), while B : U + V* 
is defined by 

Obviously, the restriction of A to HA (R) coincides with (1.2.6). Notice that 
also the choice U = L2(dR) is possible with the same definition (1.2.23) of B .  

Next, we turn our attention to control action via Dirichlet boundary condi- 
tions. It is known that the inhomogeneous Dirichlet boundary value problem 
does not admit a purely variational (weak) formulation and that a suitable 
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translation has to be employed first in order to reduce the problem to the ho- 
mogeneous case (KEiiek and Neittaanmaki [1990]). In the setting of control 
problems the corresponding translation operator may be, roughly speaking, in- 
terpreted as the operator B. If the state system is described by (1.2.20) and 

then we may fix B : H-'I2(dR) + L2(R) by Bu = y,, where y, satisfies 
(1.2.24) and 

A y ,  = 0 in R. (1.2.25) 

We refer at this place to Appendix 2, Example A2.7, for the definition of a very 
weak solution of (1.2.24), (l.2.25), using the transposition method. We choose 
V = V* = L2 (R), U = ~ - l / ' ( d R ) ,  define a new operator A : V + V*, zy = y ,  
and a new f E L2(R), given by 

If we write the abstract equation (1.1.1) in the form Ay = Bu + f ,  then it is 
equivalent to (1.2.20), (1.2.24). 

The operator B is called the Dirichlet mapping and plays an essential role 
in this formulation. 

Example 1.2.3 Let us also address the pointwise control of linear systems. We 
take V = Ht(R),  k > f ,  with d being the dimension of 0. By virtue of the 
Sobolev embedding theorem (Appendix 2, Theorem A2.2), we have V c C@), 
and the Dirac functional S,, : V -t R ,  S,,(v) = v(zo), with some given zo E a, 
is linear and continuous on V, that is, S,, E V*. 

Let us put U = R, and let B : U + V* be given by Bu = u &,, which is a 
linear and bounded operator. We assume A : V + V* in the form 

where the multi-index a = ( a l , .  . . , a d )  E Ngd, NO = N U (01, and Ial = 

+ . . . + a d  is its length, the derivatives are taken in the distributional sense, 
and the coercivity condition 

with some c > 0, is assumed to hold. Then the state equation (1.1.1) becomes 
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According to Appendix 2, this system admits a unique weak solution. Owing 
to the definition of B ,  the control u is concentrated in the point xo E R. 

Example 1.2.4 We now examine nonlinear elliptic boundary value problems 
as state equations. We start with the semilinear case. Let A be defined as 
in (1.2.6) and consider a continuous mapping cp : R x R x R + R having 
a continuous derivative cp, with respect to its second argument variable, and 
the property that for any u E L8(R), s 2 max(2, :) (d = dimension of a ) ,  
the mapping cp(. , . , u(.)) is of Carathkodory type. Moreover, the following 
conditions are assumed: 

with a function M E LS(R), a constant c > 0, and a nondecreasing function 
77 : R+ + R+. The state equation has the form 

If aij E C1(n), then (1.2.31), (1.2.32) has a unique strong solution y E 
W2J(R) n Ht(Q) n Lm(R); see Theorem A2.10 in Appendix 2 and the remark 
following it. In (1.2.31), (1.2.32), the control variable u appears implicitly. In 
order to fit this system into the formalism from Section 1.1, we put B = 0, 
and we allow A = A(u), u E U = LS(a) ,  to depend directly on the control 
parameter. One possible way to achieve this is to include the semilinear term 
p(x, ., u) in the definition of A(u) as a superposition (Nemytskii) operator (cf. 
Pascali and Sburlan [1978]). 

One particular situation of interest is the control in the coeficients case. 
For instance, for p(x, y, u) = /uIy all the above assumptions are obviously 
fulfilled. The partial differential equation (1.2.31) then becomes linear with 
respect to y, but the dependence u H y ,  induced by it, is highly nonlinear. 
As a consequence, the associated optimization problems are nonconvex, and 
since they may have many local minima, they are stiff and hence difficult to 
solve numerically. An important application of this type arises in optimal shape 
design theory in connection with the so-called mapping method. For details, we 
refer to Pironneau [1984], Haslinger and Neittaanmaki [1988], as well as to the 
problems studied below in (1.2.51) and in 55.3.1. 

Another important class of applications that may be described by control in 
the coefficients problems is given by the so-called identification problems to be 
discussed in Example 1.2.6 below. 

Example 1.2.5 Let us assume for the moment that the symmetry condition 
a , .  23 - - a , .  3%) i ,  j = 1,2 , .  . . , d, is fulfilled. Then the Dirichlet principle shows that 
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the solution y E V = HA(C2) to (1.2.7), (1.2.8) (or, equivalently, to the weak 
formulation (1.2.9)) admits the alternative variational characterization 

Now let us consider the minimization problem when in (1.2.33) the full space V 
is replaced by a (nonempty) convex and closed set S C V. Again, there exists 
a unique minimizer ys  E S since the quadratic form in (1.2.33) is coercive and 
strictly convex (see Appendix 1). A straightforward computation shows that 
ys is the unique solution to 

for all z E S. Since, in turn, any solution to (1.2.34) is also a solution to the 
minimization problem, then (1.2.33) (with V replaced by S )  and (1.2.34) are in 
fact equivalent problems. Relation (1.2.34) is called a variational inequality as- 
sociated with the closed and convex set S .  Notice that the symmetry condition 
is not essential for the existence of a unique solution to the variational inequal- 
ity (1.2.34), as follows from the Lions-Stampacchia theorem (see Appendix 2, 
Theorem A2.3), which is a generalization of the classical Lax-Milgram lemma. 

Now let I s  : V +] - m, +co] denote the (proper, convex, and lower semi- 
continuous) indicator function of S in V. Then (1.2.34) may be reformulated 
in the form 

More generally, let us consider for any proper, convex, and lower semicontin- 
uous mapping A : V +] - co, +m] the variational inequality 

Then it follows directly from the theory of maximal monotone operators (cf. 
Appendix 1, Theorem A1.7) that (1.2.35) admits a unique solution y E dom(A). 
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Moreover, using the subdifferential dA of A, we may rewrite (1.2.35) as a 
semilinear elliptic inclusion, namely as 

Generally speaking, (1.2.35) or (1.2.35)' may be viewed as extensions of the 
semilinear problem (1.2.31), (1.2.32) in the sense that the mapping p is replaced 
by the nonsmooth and discontinuous (multivalued) subdifferential mapping aA. 

In what follows, we give some important examples for possible sets S. We 
begin with the so-called obstacle problem: 

where p E H2(C2) is a given function (called the obstacle) having the property 
that plan 5 0 ,  which ensures that S is nonempty. 

Formally, the solution y of the obstacle problem (1.2.34), (1.2.36) will satisfy 

The "surface" aRi  \ dR separating C2+ from 0 \ 2' is a priori unknown and 
is called the free boundary of the obstacle problem. The region R \ R+, where 
ys is equal to the obstacle, is called the coincidence set. 

Next, we consider the set S in (1.2.34) that characterizes the so-called elasto- 
plastic torsion problem, 

Again, we may (formally) define two subregions of R, 

the plastic region RI = {z  E R : (Vys(x) ( = I) ,  

the elastic region R2 = {x E R : Vys(x) 1 < 11, 

such that (1.2.34) becomes an equality in one of the subregions (namely in R2). 
Let us mention that for choice p(x) = d(x,aR) the two problems (1.2.36), 

(1.2.37) are in fact equivalent (cf. BrCzis and Sibony [1971]). 
We also notice that the solution ys of the variational inequality (1.2.34) satis- 

fies ys E S, obviously. But this should be distinguished from a state constraint 
(although here the form is similar to (1.2.16)), since it is automatically fulfilled. 
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Indeed, it follows from the Lions-Stampacchia theorem mentioned above that 
a unique solution ys E S c V exists for any u E U = L2(R). 

Unilateral problems, that is, problems involving inequalities in place of equa- 
tions, may also be formulated on aR. For instance, consider the set 

In this case, the (formal) interpretation of (1.2.34) can be deduced from the 
following chain of formal calculations: first, we insert z = ys + v E S for all 
v E V(R) in (1.2.34). Then we obtain 

Next, multiplying (1.2.39) by any z E S and applying (formally) Green's for- 
mula, we find that 

Then, we replace z in (1.2.34) by z + ys, which is possible in view of (1.2.38), 
and use (1.2.40), to find that 

Moreover, 

which follows by using z = ys as test function in (1.2.39), (1.2.40), and by 
comparing with (1.2.34), where we put z = 0 .  Such boundary conditions are 
known as the Signorina problem and describe an elastic body R subject to 
volume forces u + f and in contact with a rigid support body. This is an 
example of unilateral conditions on the boundary. 

More generally, let A : V = H1(R) +] - ca, +m]  be defined by 

Jan j (y) do Vy E V with j(y) E L1(dR), 
N Y )  = 

otherwise , 

where j : R +] - ca, +GO] is a proper, convex, and lower semicontinuous 
mapping. Then the variational inequality (1.2.35) (or, equivalently, the ellip- 
tic problem (1.2.35)') has a unique solution y E V (see Barbu [1984]) that 
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(formally) satisfies 

We remark that all the above formal arguments can be made rigorous pro- 
vided that the solution ys belongs to H2(R) (strong solution). Boundary con- 
trol action u may be studied as well. 

1.2.3 Applications 

We devote this paragraph to a first examination of some physically oriented 
applications. Further details and solutions of the problems will be provided 
later. 

Example 1.2.6 We begin with a problem arising in the confinement of plasma 
in a tokamak machine. Let S1 be a smooth and bounded domain in R2 rep- 
resenting the cross section of the void chamber of a tokamak machine, and 
let D C R denote its (unknown) subdomain occupied by the confined plasma. 
Within the void region R \ D the (unknown) poloidal flux $J satisfies (cf. Blum 
11989, Chapter V]) 

a i a +  a i d *  
i n R \ D ,  

dx x d x  dy x d y  

which is a nonsingular second-order linear elliptic equation since the natural 
choice of coordinates, based on the symmetry of the torus representing the 
tokamak in R3, yields x > c > 0 in R for some constant c (see Figure 2.1). The 
boundary d D  of the plasma region is an unknown of the problem and represents 
a free boundary. It is characterized as a level set by the relation 

M E d D  if and only if $ ( M )  = sup $(x), 
x E F  

where F (see Figure 2.1) represents physical devices called limitators that may 
have various shapes. 

The only available data are the measurements on the outer boundary dn: 

-- ' a* = g on an. 
x dn 
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Figure 2.1. Schematic representation of the void chamber. 

Thus, the problem to identify the subdomain D occupied by the plasma leads 
to an elliptic Cauchy problem ((1.2.41)-(1.2.43)) and is as such ill-posed. A 
fictitious domain approach to this problem consists in fixing some (artificial) 
smooth closed curve r C D (see Figure 2.1), and defining the least squares 
boundary control problem in the domain Ro limited by r and dR, 

1 l d $  2 
Min { ~ ( u )  = - 1 -  - g l  

U E L ~ ( ~ )  2 x d n   an) 

subject to 

In view of the lack of coercivity in (1.2.44), a Tikhonov regularization technique 
may be used. We choose some regularization parameter E > 0 and replace the 
minimization problem (1.2.44) by 

subject to (1.2.41)', (1.2.42)', and (1.2.45). This results in a standard boundary 
control problem with boundary observation and a linear state system. The 
convergence analysis for e \ 0 was performed in Neittaanmaki and Tiba [1995], 
Neittaanmaki, Raisanen, and Tiba [1994]; see 55.2.3.1. 

While the regularized problem (1.2.46) appears to be easy to solve, the sen- 
sitivity to measurement errors, which is intrinsic to all ill-posed problems, re- 
mains an important problem, and the interpretation of the results in terms of 
the original problem turns out to be a difficult task (see Falk [1990]). 
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Another category of problems that may be handled via control methods are 
the so-called identijkation problems. Suppose that some physical system (for 
instance, the equilibrium position of a clamped membrane) is described by the 
following mathematical model: 

where S1 C Rd is a smooth bounded domain and where the assumption (1.2.5) 
is fulfilled. In many applications it turns out to be difficult to measure or to 
have precise a priori knowledge of all the coefficient functions, which usually 
depend on the physical properties of the membrane or other parameters. On 
the other hand, it is natural to assume that some observation of the real state 
(the deflection of the membrane) c of the system, denoted by Dc,  is available 
via measurements. 
Suppose that a0 E Lm(S1), a0 > 0, is the unknown coefficient. Then the least 
squares approach to its determination leads to the problem 

1 
Min { J ( ~ ) = ~ D ~ -  

Q o E L ~ ( ~ +  

subject to (1.2.7)', (1.2.8)', and where W is the associated observation space, 
i.e., D : H:(Cl) + W is linear and continuous. We obtain a control in the 
coefficients problem (compare with Example 1.2.4), and one clear difficulty is 
its nonconvexity; in addition, it is also noncoercive. Therefore, a Tikhonov 
regularization technique is indicated also in this situation. 

The above examples are special cases of inverse problems, an area of appli- 
cations in which the optimal control approach is a standard method. 

Example 1.2.7 Next, we describe some optimization problems involving geo- 
metric parameters, generally called optimal shape design problems. One such 
case, called the optimal layout of materials, is introduced as follows, start- 
ing from (1.2.7)11, (1.2.8)" (in Example 1.2.6) and (1.2.47). We assume that 
aij(x) = Gija(x) ( Gij is the Kronecker symbol) and ao(x) = 1 in 0. The coef- 
ficient a can be interpreted as the thermal conductivity of the body given by 
0 .  We assume that the body consists of different materials having the thermal 
conductivities ki, i = Gm, that is, 

where xi is the characteristic function in Cl of the region occupied by the 
material indexed by i . 

We then may ask the following question: If a fixed heat source f is given, 
what is the optimal distribution of the materials that maximizes the temperature 
y in a given subdomain w c S1 (or on some open part r0 c a n ,  etc.)? 
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To solve this problem, we may take one of the cost functionals 

The minimization parameters are the subsets of fl occupied by the various 
materials. Equivalently, one can use the characteristic functions xi, i = z, 
as control unknowns. Apparently, we can interpret the problem as a control 
into coefficients problem, where 0 and 1 are the only admissible values for 
the controls. For a detailed discussion, we refer the reader to Tartar [1975], 
Pironneau [1984, $8.41, and $2.3.4, $5.2.2.1. 

Let us now briefly comment on a stationary variant of the so-called electro- 
chemical machining process. To this end, we consider the bounded domains 
C C E C D C 0 in R3 where D is variable (see Figure 2.2). In D \ C,  we 
consider the obstacle problem (compare with (l.2.34), (1.2.36)) 

Figure 2.2. The electrochemical machining process. 

The connection with the electrochemical machining process is the following: 
D c fl represents the machine that contains a given core C (a hole, for in- 
stance) that cannot be influenced by the process. The sets d C  and d D  represent 
the electrodes, and the boundary condition y = 1 on the boundary d D  indi- 
cates that some fixed constant voltage is applied. If ij is the extension of y 
by 0 inside C ,  then the condition on d D  in (1.2.49) should be understood in 
the sense 5 - 1 E HA(D). The desired shape for the metallic workpiece to be 
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shaped is given by E \ C and prescribed by the choice of E. The coincidence 
set 

Ey = {x E D \ C :  y(x) = 0 )  

gives the final shape of the metallic workpiece obtained around C. Its bound- 
ary is a free boundary. This is another example of a free boundary problem 
expressed via the variational inequality (1.2.48), (1.2.49) (compare Elliott and 
Ockendon [1982]). We now formulate an optimal design problem related to it. 
Since we cannot expect to realize the desired shape E \ C exactly, we want to 
find at least a domain D such that the associated coincidence set Ey satisfies 

That is, we want to design the shape of the machine itself (by determining D )  
such that the metallic workpieces to be produced satisfy (1.2.50). Taking into 
account the definition of Ey,  the least squares approach leads to the following 
optimization problem: 

1 
Min { J(D) = - I y2(x) dx}, 

EcDcR 2 E\C 

subject to (1.2.48), (1.2.49). This is a quadratic control problem governed by a 
variational inequality. It is nonconvex, and the minimization parameter is just 
the subdomain D where the variational inequality is defined. 

Let us discuss a mathematical approach in a very simple particular case of 
(1.2.48)-(1.2.51). Namely, we take C = 0, E =]O, ; [X]O, I[, il =lo, l[x]O, 1 [ ~  
R2, and D = {(x1,x2) E il : x1 < p(x2)) with some smooth function p : 
[O, 11 -+ [t , I ] .  The minimization parameter remains the variable domain D l  
which is completely described by the mapping p. 

We now employ the so-called mapping method studied by Murat and Simon 
[I9761 and Pironneau [I9841 and mentioned above in Example 1.2.4. To this end, 
we transform the variable subdomain D through the coordinate transformation 
XI H xl/p(xz), x2 ++ x2, onto the fixed domain Cl. This has the advantage 
that we can work on a fixed domain now; however, one has to pay a price for 
this "simplification": as a consequence of the transformation, the mapping p ,  
together with its derivatives, will now enter into the coefficients of the state 
system (1.2.48), (1.2.49). Hence, we end up with a control in the coefficients 
problem, which again shows that this class of problems is closely related to 
optimal shape design problems. 

In general, the control in the coefficients problem is difficult to treat since 
supplementary requirements have to be satisfied for it: p appears in the coef- 
ficients together with its derivatives, or the control coefficients may take only 
certain values, and so on. Moreover, high regularity conditions must be im- 
posed on the unknown boundary of the domain D for the transformation to be 
applicable, which is unnatural in many examples. 
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We continue with a fundamental application from mechanics that arises nat- 
urally as a control into coefficients problem. In Chapter 6 an investigation 
of general curved mechanical structures will be performed. Here, we consider 
systems governed by fourth-order equations of the form 

where f E L2(Cl), u E Lm(Cl), and b > 0 is a constant. If Cl is one- or two- 
dimensional, such models are used in the literature for the computation of the 
deflection y of beams or of plates having thickness u > 0 and subject to the 
transverse load f .  The coefficient b is a material constant, which we assume 
normalized to unity, b = 1. Equation (1.2.52) may be complemented by various 
boundary conditions: 

y = Ay = 0 on dCl (simply supported plates), (1.2.53) 

8 Y  y = - = 0 on dCl (clamped plate). (1.2.54) 
dn  

In the one-dimensional case, with Cl =]0,1[ ,  the boundary conditions 

correspond to a cantilevered beam, that is, clamped at the left end and free at 
the right, see Figure 2.3(a) and (b). 

Figure 2.3. (a) A partially clamped plate. (b) A cantilevered beam. (c) A 
unilaterally supported beam. 

We will also recall the model of a beam that is fixed at x = 0 and unilaterally 
supported at x = 1. To this end, we put V = {y E H2(0, 1) : y(0) = yl(0) = 0). 
The state equation is the following: Find some y E 3 = { z  E V : z(1) 2 0) 
such that 

where A(u) y = (bu3 y")" and f E V* ;  see Figure 2.3(c). We remark here that in 
56.1.3 a similar variational inequality for Kirchhoff-Love arches will be studied. 
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If u(x) 2 m > 0 a.e. in R, the bilinear form corresponding to (1.2.52) 
is coercive in H2(C2), and we easily deduce the existence of a unique weak 
solution in H2(C2) (compare Example 1.2.3). A classical optimization problem 
associated with each of the boundary value problems (1.2.52)-(1.2.56) is the 
minimization of the weight (or, equivalently, of the volume, since the density is 
assumed constant): 

Min {L u(x) dx} . (1.2.57) 

The load f is supposed to be fixed, and the minimization parameter is the 
thickness u. Natural control and state constraints have to be imposed on u 
and y : 

where m, M, r are given positive constants. Relation (1.2.59) signifies that 
the deflection y should be "small," which is a typical safety requirement. 

Another significant minimization problem is of identification type: 

i.e., we want to find the thickness u such that a "desired" (or observed) deflec- 
tion yd E L2(C2) results. In this case the following control constraints may be 
of interest: 

1 

u )  y for a.e. x E [0,1], / U(X) dx = a,  (1.2.58)' 
0 

with given positive constants y and a. 

We conclude by noticing that the above examples are further indications for 
the relationship between optimal shape design problems (involving geometric 
optimization parameters) and control into coefficients problems. In Chapter 5, 
we will introduce methods based on the use of characteristic functions and pe- 
nalization, or on certain approximate controllability-type properties of elliptic 
equations, which also reduce geometric optimization problems to optimal con- 
trol problems, that is, to analytic ones. At the same time, they avoid the 
use of control into coefficients formulations and are advantageous for numerical 
purposes. 

1.2.4 Variable Domains 

In Example 1.2.7 above, we have introduced some optimization problems that 
involve unknown geometric parameters and enter the field of optimal shape de- 
sign problems. The main point was that using various techniques (characteristic 
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functions, mapping method), or by their genuine formulations, such problems 
may be expressed as control into coefficients problems. We have also noticed 
that such problems are difficult to handle: the necessary transformations are not 
always possible or require high regularity hypotheses, the associated numerical 
procedures are stiff, and so on. 

In this section, we briefly discuss direct formulations of variable domain prob- 
lems and their optimization. We do this for a very general class of elliptic 
problems that will be studied in greater detail in Chapters 2 and 5. 

Example 1.2.8 Let (3 denote a prescribed family of open subsets of a given 
bounded domain D C Rd, and let 0 E (3. We define in D the nonlinear 
partial differential operator 

for y E W"p(D), 1 E N, and p > 2. The coefficient functions A, : D x RT + 
R, (x, () H A,(x, (), where T denotes the total number of partial derivatives 
in Rd from order 0 up to order 1 (which are collected in the vector E E RT), 
are assumed to satisfy the following conditions: 

A,(. , E) is measurable in D for all E R ~ ,  and A,(x,. ) is continuous 

on R~ for a.e. x E D. (1.2.62) 

A.(x, ()I 5 C (l<s + p(x)) , where p t Lq(D) and p-l +p- l  = 1. (1.2.63) 

C (&(x, E )  - &(x, TI))(<, - %) 2 0 VE, TI E R~ and a.e. x E D .  (1.2.64) 
l a i l  

The nonlinear operator A in (1.2.61) is called the generalized divergence op- 
erator or the Leray-Lions operator. Linear elliptic equations of order 21 (see 
(1.2.27)) form a special subclass corresponding to the case p = 2. The operator 
A : w;'P(D) + Wpl+J(D) is monotone and hemicontinuous, hence maximal 
monotone (cf. Appendix 1, Proposition A1.4). Moreover, if the coercivity con- 
dition 

with constants cl > 0 and c2 E R, is satisfied, then A is surjective, and 
the realization of A in L2(D), denoted by is maximal monotone and 
surjective (see Example A1.14). 

The assumptions and the definitions (1.2.61)-(1.2.65) are directly inherited 
by any C2 E (3, since functions from w;"(Q) may be trivially extended by zero 
onto the whole domain D.  
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Let us now consider a bounded family of functions {fn) C L2(R), indexed 
by R E 0. Then, according to (1.2.62)-(1.2.65) (cf. Appendix I ) ,  the state 
equation 

A y a = f n  i n n  (1.2.66) 

has at least one solution in 

If the inequality in (1.2.64) is strict, then the solution is unique. Relation 
(1.2.67) also expresses the regularity properties of yn. A weak formulation of 
(1.2.66) is 

c J,  ALI(x,yn, . . . ,  D ' ~ ~ ) D " u ( x ) ~ x =  fn(x)v(x)dx VV€W; '~(R) .  
lal<l J, 

(1.2.68) 

If a family {hn) of functions such that hn E W6?J'(R) for any R t O is given, 
then we may as well impose inhomogeneous boundary conditions in the form 

according to 32.3.2. 

Next, we introduce a general cost functional, 

where L satisfies the same measurability and continuity conditions as the func- 
tions A, in (1.2.62), and the growth condition (compare (1.2.63)) 

with some function 77 E L1(D) and some 1 5 t < p. 

The problem (1.2.66), (1.2.70) is a very general shape optimization problem 
in arbitrary dimension, with nonlinear elliptic equations of arbitrary order and 
homogeneous or (in the case of (1.2.69)) inhomogeneous boundary conditions. 
For instance, the simple case with the Laplace operator, 

is obtained with 1 = 1, p = 2, and arbitrary d E N. 

Another important example arises if different boundary conditions are im- 
posed: 

(1.2.71) 
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subject to 

Obviously, the relations (1.2.71), (1.2.72) represent an optimal design problem 
governed by a homogeneous Neumann boundary value problem. To this problem 
(as in all the other cases presented in this paragraph) we may add various 
constraints on the state y (for instance, positivity) and/or on the domains 
from C3 (for instance, a prescribed measure). 





Chapter 2 

Existence 

This chapter is devoted to a thorough presentation of the existence theory for 
many of the problems introduced in Chapter 1. We begin with abstract results, 
continue with several specialized existence and uniqueness theorems, highlight- 
ing various difficulties and ideas to overcome them, and close the chapter with 
a general theory for variable domain problems that has recently been developed 
by the authors. The text also includes numerous comments and remarks on 
other approaches and research directions, providing a survey of the available 
mathematical literature. For general existence results in the calculus of varia- 
tions and in the optimal control of ordinary differential equations we recommend 
to the reader the works of Buttazo [I9891 and Cesari [1983], [1990]. 

2.1 A General Situation 

In order to prove the existence of minimum points in optimization problems, 
one usually postulates compactness properties with respect to some topology 
for the (nonempty) set on which the problem is defined, as well as the lower 
semicontinuity of the cost functional with respect to the same topology. Under 
these premises, the Weierstrass theorem can be applied, which, if the problem 
is also convex, takes the particularly satisfactory form of Theorem A1.6 in 
Appendix 1. 

These assumptions are quite restrictive, and in many problems some or all 
of them fail to be valid, so that existence or uniqueness of solutions cannot be 
shown. However, the existence of so-called 6-solutions, that is, of parameters 
at which the cost functional attains a value within an interval of radius 6 > 0 
around the optimum value, is always guaranteed and suffices from the viewpoint 
of many practical applications. Moreover, even in the case that the problem 
admits minimum points, the necessary approximations in the numerical solution 
of nontrivial examples eventually yield only 6-solutions for the original problem. 
Equivalently, efficient minimizing sequences are "necessary and sufficient" for 
the solution of minimization problems. 
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It should be noted that in optimization problems a 6-solution may be "far 
away" from the solution itself (for instance, x* = 0 is the minimizer of the 
function f (x) = 61x1 on R, while x = &I are S-solutions). This situation 
clearly differs from looking for the solution of a (differential) equation where 
that solution or a close approximation thereof with respect to a convenient 
topology has to be determined. 

We conclude that 6-solutions are very important in optimization problems, 
but we also stress the fact that the stability properties of numerical algorithms 
for the determination of minimum points are improved in the case that existence 
(and uniqueness) are valid. 

We begin our investigation by briefly discussing the fundamental question of 
admissibility, i.e., that the set of admissible controls should be nonempty. First, 
we study the control problem (P) given by (1.1.1), (1.1.2), (1.1.3), (1.1.4), where 
the spaces U, V, the sets C, Uad, the cost functional L and the linear operators 
A, B fulfill the conditions of Chapter 1 with Z = V". Later on, in Theorem 
2.1.3, we will also examine the situation in which the state operator A depends 
directly on the control u, as in Examples 1.2.4 and 1.2.7. 

The pairs [y, u] E V x U satisfying (1.1.1), (1.1.3), (1.1.4) form the admissible 
set for the control problem (P), which is a closed and convex subset of V x U. 
Sometimes, the condition L(y, u) < +co may be also included in the concept 
of admissibility. Since Uad and C are closed and convex, they may be very 
"thin," and the admissible set may be empty. Therefore, the basic assumption 
that (P) has at least one admissible pair may be a stringent condition and 
difficult to verify. In fact, in many engineering applications it even suffices to 
find just one admissible pair. Of course, the difficulty originates from the state 
constraint (1.1.4), since without it (C  = H )  any u E Uad is admissible. 

One way to relax this hypothesis, inspired by the concept of 6-solutions, is to 
replace the constraints by 

y E CJ, where CJ = {y E H : 32 E C with ly - zIH 5 61, (2.1.1) 

u E (Uad)6, where (Uad)8 = {U E U :  3w E Uad with I W  -uIU < 6). (2.1.2) 

Obviously, CJ and (Uad)6 are closed and convex subsets of H and U, respec- 
tively, and have a nonempty interior. The pairs [y, u] E V x U satisfying (1.1.1), 
(2.1. I ) ,  (2.1.2) are called 6-admissible for (P). Sometimes also small perturba- 
tions of the state equation (1.1.1), in a sense to be made precise, may be taken 
into account (see Proposition 2.1.4 and (2.1.15) below). 

Next we show that the question of admissibility (or S-admissibility) may 
be equivalently formulated as an optimal control problem by adding a nonlin- 
ear term to the state equation (1.1.1). To this end, we denote by .J, : U + 
] - co, +m] and a : H +] - co, +co] the indicator functions of (Uad)~ and 
CJ, respectively, where S > 0 is fixed. Then it is easily seen that a pair [y, u] 
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satisfies the constraints (1.1.1), (2.1.1), (2.1.2) if and only if it solves the mini- 
mization problem 

 in {$J(u)} subject to (1.1.1) and (2.1.1). (2.1.3) 

We now associate to the minimization problem (1.1.1), (2.1.1), (2.1.3) the fol- 
lowing optimal control problem governed by variational inequalities (see Ap- 
pendix 2) without any explicit constraints: 

subject to 
Ay+ w = B u +  f ,  w E da(y). (2.1.5) 

The hypotheses are the same as in Section 1.1 of Chapter 1, where we assume 
that A : V + V* is coercive. The idea to deal with the state constraints 
via the state system (2.1.5) seems more natural than to penalize them in the 
cost functional, which is a standard procedure in the literature. We refer to 
Chapter 3 in connection with this latter method. We have the following result. 

Proposition 2.1.1 The set of &-admissible pairs for (P) coincides with the set 
of optimal pairs to the problem (2.1.4), (2.1.5). 

Proof. First notice that it follows from the general results of Appendix 2 that for 
any u E U there exist uniquely determined elements y E V, w E V*, such that 
y is the solution of (2.1.5) corresponding to u. Any 6-admissible pair for (P) 
obviously satisfies (2.1.5) with associated w = 0 and thus is optimal for (2.1.4), 
(2.1.5) with optimal value zero. Conversely, any optimal pair [y, a] for (2.1.4), 
(2.1.5) satisfies $(E)  = 0 and W = 0, that is, 21 E (Uad)b, and [ y , ~ ]  satisfies 
(1.1.1). Since clearly jj 6 Cb by the definition of variational inequalities, it 
follows that [y, a] is &admissible for (P), which finishes the proof. 0 

Remark. The above equivalence is an example for the so-called variational 
inequality method for state constrained control problems (see (2.1.14), (2.1.15) 
below). Notice that we can further relax the constraints by replacing the in- 
dicator function a by a sufficiently smooth regularization cuE, where E > 0 is 
some regularization parameter. It may be obtained by the Yosida-Moreau reg- 
ularization or as in Example A1.13 in Appendix 1. We then have w = (aE)'(y), 
where (aE)' is Lipschitzian and smooth, and (2.1.4) attains the standard form 
(1.2.1) without convexity. By solving this last problem, one may construct 
6'-admissible pairs for (P) such that 6' > 6. 

Remark. Finally, let us notice that the admissibility property is in fact a con- 
trollability property (with constraints) for the equation (1.1.1): when u ranges 
in Uad, is it possible that the associated solution y "hits" a "target" in C?  The 
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difficulty of this type of question is well known. For a comprehensive investiga- 
tion, we refer the reader to Henry [I9781 and Cgrja [1988], [1991]. 

We now give an existence result for the problem (P) in the general setting of 
Chapter 1 when Z = V*. 

Theorem 2.1.2 Assume that A : V + V* is a linear and bounded operator 
having a linear and bounded inverse. Moreover, let Uad be bounded or L be 
coercive in u uniformly with respect to y, that is, 

lim L(y, u) = +m uniformly in y. (2.1.6) 
l f 4 u + ~  

Then (P) has at least one optimal pair [y*, u*] provided the admissibility condi- 
tion (1.1.6) is fulfilled. 

Proof. If Uad is bounded, we may redefine L(.  , .) by +co outside V x Uad 
as in (1.1.5)'. Then (2.1.6) is fulfilled. Hence, we have to examine only this 
case. The admissibility condition (1.1.6) ensures the existence of a minimizing 
sequence {[y,, u,]) such that 

lim L(y,, u,) = inf((P)) < +a. 
n+w 

In view of (2.1.6), {u,) is bounded in U .  By (1.1.1), and since A-' : V* -+ V 
is bounded, {y,) is bounded in V. Therefore, for a subsequence, which is again 
indexed by n, [y,, u,] + [a, E] weakly in V x U for some [a, G] E U x V .  Passing 
to the limit as n + co in (1.1.1), we conclude that 3 is the state corresponding 
to 'Ci. Obviously, [a,%] belongs to C x Uad, which is weakly closed in V x U .  
Since L is weakly lower semicontinuous, we finally obtain that 

L(a, E) 5 liminf ,++or, L(y,, u,) = inf((P)). 

Therefore, [a, a] is an optimal pair for (P), which we redenote by [Y*, u*]. 

Remark. If strict convexity is assumed for L, then the optimal pair [y*, u*] is 
unique. The above approach is related to the "direct method" in the calculus 
of variations, which is based on the construction of minimizing sequences. In 
the next chapter the "indirect approach" (via optimality conditions) will be 
thoroughly discussed. 

Let us now prove a general existence result for (P) when (1.1.1) is nonlinear 
and A may depend directly on u as in Example 1.2.4 and Example 1.2.7. We 
make the following assumptions: 

A(u) : V + V* is linear and bounded for every u E Uad (2.1.8) 



2.1. A General Situation 29 

cp : V + ] - m, +m] is proper, convex, and lower semicontinuous. (2.1.9) 

We replace the operator A from (1.1.1) by A(u) + d q  and the state equation 
(1.1.1) by 

We then denote by (P)' the optimal control problem defined by (1.1.1)', (1.1.2), 
(1.1.3), (1.1.4), under the conditions (2.1.8), (2.1.9) and the standard hypothe- 
ses. 

Finally, we assume that A(u) : V -+ V* is coercive and depends continuously 
on u, that is, that 

u, + u in U + A(u,) + A(u) in L(V, V*). (2.1.11) 

The operator B : U + V*, f E V*, and the sets C and Uad are as in Theorem 
2.1.2 with the modifications specified below. 

Theorem 2.1.3 Suppose that the admissibility condition (1.1.6) and (21.8)- 
(2.1.11) are fulfilled. Then (P)' has at least one optimal solution [y*, u*] provided 
that one of the following conditions is satisfied: 

(a) Uad c U is compact (not necessarily convex). 

(b) C C V is compact (not necessarily convex), Uad c U is bounded, and A(.) 
is linear and bounded in u. 

Proof. (a) Let {u,) c U be a minimizing sequence. Since Uad is compact, we 
may without loss of generality assume that un + u strongly in U for some 
u E Uad Then Bun -+ B u  strongly in V* and A(u,) + A(u) strongly in 
L(V, V*). 

Now take the dual pairing in V* x V of the terms in (1.1.1)' with y, - yl. 
Invoking the monotonicity of dp ,  we find that with some v, E dcp(y,), 

From (2.1.10) and (2.1.11) it then follows that there is a constant Cl > 0 such 
that 

m lYn - YI[$ 5 C1 IYn - ~ i l v  Vn E N. 

Therefore, {y,) is bounded in V, and there is some subsequence, again indexed 
by n,  such that y, -+ y weakly in V, where y E C. Using the (linear and 
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continuous) dual operator A(u)* associated with A(u), we find that for any 
v E V, 

as n + m. Moreover, (2.1.10) yields 

Multiplying (1.1.1)' by yn - y, and invoking the definition of d p  (cf. Ap- 
pendix I ) ,  we find that 

But then, owing to the lower semicontinuity of p ,  

From (2.1.12), (2.1.13), we conclude that 

On the other hand, 

that is, yn -+ y strongly in V, for a subsequence again indexed by n. The 
demiclosedness of dcp (compare Appendix 1) then shows that y is the solution 
to (1.1.1)' corresponding to u, that is, the pair [y, u] is admissible for (P)'. In 
view of the weak lower semicontinuity of L, it is also optimal (and denoted by 

[Y*, u.1). 

(b) If {un) is a minimizing sequence for (P)', then it follows from (b) that 
{un) is bounded, therefore un + u E Uad weakly in U, and that yn -+ y E C 
strongly in V, on a subsequence. Moreover, under our assumptions, we have 
for any v E V, 
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From this point, the rest of the proof proceeds as for (a). 0 

Remark. The above existence and admissibility results are rather standard. 
Similar statements may be found, for instance, in Haslinger, Neittaanmaki, and 
Tiba [1987], Haslinger and Neittaanmaki [1988], and Tiba [1990]. 

Remark. Since equation (1.1.1)' is nonlinear, the problem (P)' is, in general, 
nonconvex even though L is convex. Thus, local minima are to be expected 
for (P)', the set of global minima is not necessarily convex, and the optimal 
pair may not be unique. A general situation to which Theorem 2.1.3 applies is 
described in Appendix 2, Theorem A2.9. A completely different framework will 
be studied in the next paragraph. 

Remark. One can use Theorem 2.1.2 and the subsequent remark to derive ex- 
istence and uniqueness results in Examples 1.2.1-1.2.3, as well as in the plasma 
identification problem considered in Example 1.2.6 of Chapter 1. Theorem 2.1.3 
may be applied in certain cases discussed in Examples 1.2.4 and 1.2.5, as well 
as in the identification problem from Example 1.2.6. 

We close this section by briefly presenting an approximation technique that 
generalizes the ideas used in the proofs of Theorem 2.1.3 and of Proposition 
2.1.1. 

For the treatment of the state constraint (1.1.4), we indicate an approxima- 
tion result for the problem (P)' that gives a better error estimate than the usual 
penalization method (compare Chapter 3 below). This idea was originally in- 
troduced in Tiba [I9861 as the variational inequality method, and it has a wide 
range of applications (see Tiba [1990, Chapter 1111, Haslinger and Neittaanmaki 
[1988, Chapter 101, and the references therein). 

To this end, let Ic : V +] - m, +m]  be the indicator function of C c V. 
We associate to (P)' the approximating problem 

subject to (1.1.3) and to the state system 

A ( u ) Y + ~ P ( Y ) + E w ~ B u + ~ ,  w E ~ I c ( Y ) ,  (2.1.15) 

for some parameter E > 0. 

From Appendix 1 it follows that if cp has a continuity point xo E C or if C 
has interior points in dom(cp), then acp + E aIc = acp + d lc  = a(cp + Ic). Thus, 
equation (2.1.15) has a similar structure to that of (1.1.1)' in the problem (P)', 
and existence and uniqueness of the solution of (2.1.15) follow in a standard way 
under the coercivity assumption (2.1.10). The advantage is now that the state 
constraints (1.1.4) are no longer explicit but penalized in the state equation 
instead. 
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Under appropriate compactness assumptions, the existence of at least one 
optimal pair [y,, u,] for the above control problem follows again from Theorem 
2.1.3. We denote by wE E EIc(y,) the selection of EIc occurring in (2.1.14), 
and by LE(y, u) the approximating cost functional (2.1.14). Obviously, if [y, u] 
is admissible for (P)', then [y, u] is admissible for (2.1.14), (2.1. l5),  ( l . l .3),  and 
the associated w E dIc(y) is given by w = 0, that is, LE(y, u) = L(y, u), and 
we have the same cost value. This also holds for [y*, u*] and w* = 0, and we 
see that {u,) is bounded in U and {w,) is bounded in V*, since 

and L is assumed to be coercive in u uniformly with respect to y (recall 
(2.1.6)). Finally, multiplying by y, in (2.1.15), and invoking (2.1.10), we find 
after a short calculation that {y,) is bounded in V. 

We have the following convergence result for the approximating sequences 

{UE), {WE)> {YE). 

Proposition 2.1.4 Assume that A(.)  satisfies (2.1 . l l )  and that Uad c U is 
compact. Then there is a sequence E, \ 0 such that u,, -+ U* strongly in 
U, yen 7\ y* strongly in V, wEn -+ 0 strongly in V*, and LEn(yE,, u,,) -+ 
L(yi, u*), as n 7\ m. 

Proof. Since the proof closely resembles that of Theorem 2.1.3, we only sketch 
the argument. By virtue of the boundedness results established above, we have, 
for a suitable subsequence E, \ 0, uEn -+ c strongly in U (since Uad is 
compact), yEn -+ g weakly in V, E, wEn -+ 0 strongly in V*. In view of the 
continuity assumption (2.1.11), a calculation similar to (2.1.12), (2.1.13), shows 
that y,, + g strongly in V, and g is the solution to (1.1.1)' corresponding to 
a. Moreover, by the demiclosedness of maximal monotone operators, Ep(y,) + 
e E dp(9). We thus can pass to the limit in (2.1.15) to conclude that [g, a] is 
an admissible pair for the initial optimal control problem (P)'. 

By virtue of the lower semicontinuity of L and (2.1.16), we see that [g, a] 
is optimal for the problem (P)', and we redenote it by [y*, u*]. Then, clearly 
LEn(yEnI uEn) -+ L(y*, u*), and wen 7\ 0 strongly in V*, which ends the proof 
of the assertion. 

Next, we show that the control u, is suboptimal for the initial problem (P)'. 
Let yE E V be the unique solution of (1.1.1)' corresponding to u,. Subtraction 
of the inclusions (1.1.1)' and (2.1.15) leads to 

A(uE)yE - A(uE)YE + vE - VE = EWE, (2.1.17) 

with suitable v" Ep(yE), v, E Ep(y,). Taking the dual pairing of (2.1.17) 
with yE - y,, and using (2.1.10) and the monotonicity of Ep, we find that 
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But y, E C ,  by the definition of the variational inequality (2.1.15). Therefore, 
(2.1.18) and Proposition 2.1.4 establish the following result. 

Corollary 2.1.5 Assume that L(y, u) = O(y) + $(u), and suppose that O is a 
continuous convex function on V and $ is proper, convex, and lower semicon- 
tinuous. Then we have: 

(ii) [yE, u,] satisfies (I. 1. I) ' . 

(iii) u, E Uad, and inf{lyE - vlv : v E C )  5 CE, with a constant c > 0 that 
is independent of E .  

Proof. We know that y, --t y* strongly in V, and (2.1.18) implies that also 
yE --t y* strongly in V. Then O(yE) + O(y*), and (i) follows. The other two 
statements are clear from the previous argument; in fact, they do not need the 
special structure of L. 0 

Remark. It is in the above sense that we call u, suboptimal for the problem 
(P)'. The evaluation (iii) of the violation of state constraints is obtained in 
a stronger norm here than in the general penalization approach that will be 
discussed in full detail in Chapter 3. In examples involving function spaces and 
partial differential equations, (iii) yields uniform error estimates (compare Tiba 
[1990, Chapter 111, 41). In the case of optimal shape design (variable domain 
problems), an application of the variational inequality method is discussed in 
Tiba [1990, Chapter 111, 5.11. 

2.2 Special Existence and Uniqueness Results 

It is clear that in nonconvex optimization problems more complex situations 
are possible, and many types of arguments can be applied. In the following, 
we indicate several such cases in which special direct arguments lead to posi- 
tive answers to the question of the existence of optimal pairs or even to their 
uniqueness. 

2.2.1 Second-Order Problems 

We begin with an example in which, in comparison with the preceding section, 
the state equation has the "wrong" monotonicity behavior, that is, the increas- 
ing nonlinearity occurs on the right-hand side of the state equation and not as, 
for example, in Theorem 2.1.3. 
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Let R be a smooth domain in Rd, and let a,P, y E LM(R) satisfy the 
conditions 

We consider a set of admissible controls given by 

Uad = {u E Lw(R) : a(x)  5 u(x) 5 P(x) a.e. in R). (2.2.1) 

For any u E Uadr the state of the system is given by the semilinear equation 

where a : R x R+ x R is a CarathCodory mapping, i.e., measurable in x and 
continuous in u and y, which is bounded from below, 

and sublinear, 
I + ,  u, Y)I I C l  IYl + c 2 ( ~ ) ,  (2.2.4) 

for all admissible values for the variables, where a. E Lm(R), c2 E L2(R), and 
0 < cl < c(R). Here, c(R) denotes the PoincarC constant of R, that is, c(R) 
is the largest constant satisfying 

Remark. The existence of a (not necessarily unique) solution y E H2(R) n 
Hi(R) to (2.2.2) for any u E Uad can be proved in a standard way using 
Schauder's fixed point theorem, even without any monotonicity condition on 
a(x, u, .). We briefly indicate the argument. To this end, set 

and consider the ball 

We define the operator S : K + H2(R) n Hi(R),  ij * y, where y is the 
(unique) solution to the linear elliptic problem 

-Ay = a(x, u(x), ij) in R, y = 0 on 8 0 .  

Then S ( K )  C K .  Indeed, testing by y, we have for any ij E K the chain of 
inequalities 
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whence 
l ~ l ~ z ( n )  I c(R)-'(cle + Iczlv(n)) = 1 

follows. 
Next, we may employ Lebesgue's theorem and the compactness of the em- 

bedding of H2(R) n Ht(R) in L2(R) to conclude that S is continuous on K .  
Since S ( K )  is obviously relatively compact in L2(R), Schauder's theorem (cf., 
for instance, Pascali and Sburlan [1978]) yields the existence of a fixed point of 
S in K ,  which then is a solution to (2.2.2). 

From the maximum principle for the Laplacian (cf. Appendix 2, Theorem 
A2.8) it follows that any solution of (2.2.2) satisfies y(x) > 0 a.e. in R for any 
u E Uad We also impose an explicit state constraint: 

Finally, we introduce the cost functional 

with a CarathCodory mapping b on R x R+, a continuous mapping 1 on R+, and 
with [y, u] satisfying (2.2.1), (2.2.2), and (2.2.5). We denote by (P) the problem 
of minimizing J subject to all of these constraints. Notice that although (2.2.2) 
is in general not well-posed (there may be no uniqueness), the problem (P) has 
a clear meaning as the minimization of J over all pairs [y,u] satisfying the 
given conditions. 

We have the following existence result for the problem (P) in the case that 
a(x, u, .) has the "wrong" monotonicity behavior: 

Theorem 2.2.1 Assume that a(x, u, .) is increasing for a.e. x E R and all 
u E R+, a(x , .  , y) is convex for a.e. x E R and all y E R, 1 is convex and 
positive, and b(x, .) is increasing for a.e. x E R. Then (P) has at least one 
optimal pair [y*, u*] provided there exists at least one admissible pair for (P). 

Proof. Let [y,, u,] be a minimizing sequence for (P), that is, 

where [y,, u,] satisfy (2.2.1), (2.2.2), and (2.2.5). Obviously, {u,) is bounded 
in Lm(R). Multiplying (2.2.2) by y,, integrating by parts, and using (2.2.4), 
we obtain (compare the above remark) that 

Since cl < c(R), the PoincarC inequality shows that {y,) is bounded in L2(R). 
Invoking (2.2.4) again, we conclude that {a(. , u,, y,)) is bounded in L2(R). 
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Hence, by the standard regularity theory for linear elliptic equations (cf. Ap- 
pendix 2), {y,) is bounded in H2(Sl) n Hi(R). Therefore, we have for a subse- 
quence, which is again indexed by n, 

u, + ?i weakly* in Lm(Sl), yn + jj strongly in H ~ ( R ) .  

Notice that jj and ?i satisfy (2.2.5) and (2.2.1), respectively. Moreover, using 
the weak lower semicontinuity of convex functionals, Fatou's lemma, and the 
Carathdodory hypotheses on b( .  , .), we conclude that 

inf(P) = lim J(y,, u,) > L l ( r (x))  dx + L b(x, jj(x)) dx. 
n-+m 

However, [jj, ?i] is not necessarily an admissible pair for (P), since it may not 
satisfy (2.2.2). Now denote by G the weak limit in L2(Sl) (on a subsequence 
again indexed by n) of w, (x) = a(x, u, (x), y, (x)). Passing to the limit as 
n + m in (2.2.2), we find that 

-Ajj= G in Sl. (2.2.9) 

The subsequent Lemma 2.2.2 then yields that 

6 (x )  > W(X) = a(x,?i(x),jj(x)) a.e. in Sl. (2.2.10) 

To verify this, we apply Lemma 2.2.2 to the sequences u,(x) and v,(x) = 
a(x, un(x), jj(x)), which, owing to (2.2.4), are bounded in L2(Sl). We then 
obtain that 

(w-lim,,,~,) (x) > a(x, ~ ( x ) ,  jj(x)) , for a.e. x E Sl. 

Moreover, we have wn(x) - wn(x) + 0 a.e. in Sl, by the uniform continuity of 
a(x, ., .) in any rectangle in R+ x R+ and by the boundedness of {u,(x)) and 
{y,(x)) for a.e. x E R, which then shows the validity of (2.2.10). 

We now consider the sequence {z,), which is defined by the following recur- 
sion: zo = jj a.e. in Sl, 

Next, we denote by yo E Hi(R) the solution of -Ayo = a. in Sl, with the 
constant a0 from (2.2.3). By virtue of (2.2.10) and (2.2.11), the maximum 
principle then implies that 

Inequalities (2.2.12) and (2.2.4) imply that the sequence {a(x, a, z,)) is bounded 
in L2(Sl), that is, (2,) is bounded in H2(Sl) n Hi(Sl), by (2.2.11). Hence, by 
compact embedding, we have z, -+ 3 strongly in HA(Sl) on a subsequence 
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again indexed by n. Passing to the limit in (2.2.11), we see that jj is a solution 
to (2.2.2) associated with a: 

and jj(x) 5 i ( x )  due to (2.2.12). Clearly, [jj, a] is admissible for (P), and the 
above inequality, together with the monotonicity of b(x, .) and with (2.2.8), 
gives 

Consequently, the pair [jj, a] is optimal for (P) (and redenoted by [y*, u*]), which 
finishes the proof. 0 

Lemma 2.2.2 Let cp : R + R be a proper, convex, and lower semicontinuous 
mapping, and let {w,) and {cp o w,) be bounded sequences in L2(Sl). Then 
there is a subsequence, which is again indexed by n, such that 

W-lim,,,(cp o w,) > cp 0 (w-lim,,,~,) a.e. in 0. 

Proof. We have {[cp 0 w,, w,]) c Epi cp, n E N, where 

Epicp = { [ z ,  q] E L ~ ( R )  x L'(R) : z(x) > cp(q(x)) a.e. in Sl). 

Epi cp is obviously convex, and it is closed in L2(Sl) x L2(Sl), since, owing to the 
lower semicontinuity of cp, the strong limit of a sequence {[z,, w,]) c Epi cp 
satisfies the same pointwise inequality. But then Epi cp is also weakly closed. 
By the boundedness assumption, {[cp o w,, w,]) contains a weakly convergent 
subsequence whose limit then belongs to Epicp. The assertion is proved. 

Remark. Theorem 2.2.1 is a variant of an existence result due to Tahraoui 
[1986], [1992], while the technique based on the use of the maximum principle 
is due to Lions [1968]. The uniqueness of the solution to problem (P) has been 
established in Tahraoui [I9861 for some special cases. 

We now turn our attention to a class of problems in which state equation 
and cost functional have a very close correspondence. In this special situation 
it will be possible to derive a general existence result. 

To fix things, consider two reflexive Banach spaces V and U ,  and let for any 
fixed u E U the bilinear form ZL(u,. , .) : V x V + R be symmetric, bounded, 
and coercive; moreover, we assume that ii is linear with respect to u. 
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Take any fixed f E V*. Then for every fixed u E U there is a unique 
minimizer y, = y(u) for the "energy" 6(u, y, y) - ( f ,  y)v* xv associated 
with u. We can therefore define the functional 

Proposition 2.2.3 J : U + R is concave with respect to u. If 6(. , y, v) is 
continuous in u, then J is weakly upper semicontinuous. 

Proof. The mapping u H $5(u, y, y) - ( f ,  y)v*,v is affine for any fixed y E V, 
and it is well known that the minimization over a family of affine functionals 
generates a concave functional. Notice that under the given assumptions, the 
minimizer in the above definition of J exists for any u; that is, J attains finite 
values. Since a( .  , y, v) is continuous, the lower envelope J is upper semicon- 
tinuous. Owing to its concavity and Mazur's theorem (see Yosida [1980]), it is 
also weakly upper semicontinuous. 

Example 2.2.4 It is known that the unique minimizer y(u) of the energy 
functional is a weak solution to the variational equation (see Example A2.6 in 
Appendix 2) 

This shows that J (u )  can be equivalently expressed as 

If UQd C U is a nonempty, closed, convex, and bounded set, then Proposition 
2.2.3 yields the existence of a maximizer in UQd for J. The functional 

known in the literature as the compliance functional, provides one example of 
a control in the coefficients problem for which the existence of a minimizer u*, 
subject to the state equation (1.1.1)", can be established without supplementary 
compactness assumptions. The control variable u is interpreted as the vector of 
all the coefficients (including the boundary conditions) that define the bilinear 
form 6 and the associated differential operator. These coefficients may also 
appear in the higher-order terms, in contrast to the situation in Theorem 2.2.1. 
The differential operator may be of arbitrary order. For the case of fourth-order 
elliptic equations, an existence result of this type was established with other 
methods by Cka and Malanowski [1970]. Other problems related to fourth- 
order partial differential operators will be studied in the next paragraph. 
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If the possible minimizers of the energy functional associated with a fixed 
u have to respect a constraint, that is, have to belong to some nonempty, 
closed, and convex set S C V, then one may define a new functional Js by 
replacing in the definition of J the minimization over the whole space V by a 
minimization over S .  This corresponds to the case of variational inequalities 
(see Example 1.2.5 in Chapter 1). Proposition 2.2.3 then remains valid, but not 
equation (1.1.1)". There is a severe limitation in applications: the functional to 
be optimized is strongly related to the energy of the system, more precisely, to 
the state equation. Another situation of this type is examined below in 32.3.1. 
In the paper by Tiihonen and Gonzalez de Paz [1994], one example with a 
strictly concave energy functional is investigated. 

Remark. In the case that control coefficients appear in the leading terms of 
the differential operator, existence may in general be obtained via Theorem 
2.1.3, provided that the set of admissible controls is assumed strongly compact 
in some appropriate space. For instance, in the problem of the optimal layout of 
materials (compare Example 1.2.7 in Chapter I ) ,  which is very much discussed 
in the literature, the respective strong compactness hypothesis would be that the 
set of admissible coefficients a is bounded in Lw(C2) with bounded gradients 
in L2(C2). However, since a is a linear combination of characteristic mappings 
in this problem, such an assumption is too strong and cannot be fulfilled. 

An alternative approach is to define an extension (relaxation) of the opti- 
mization problem that has better lower semicontinuity properties with respect 
to some very weak convergence valid for the minimizing sequence in the original 
optimization problem. Such generalized convergence properties are known in 
the literature under various names: G-convergence, H-convergence, epiconver- 
gence, variational convergence, and so on. For detailed expositions on these sub- 
jects, we refer to Attouch 119841, Buttazzo [1989], Zhikov, Kozlov, and Oleinik 
[1994], and Raitums [1997]. Lou [2005] uses relaxation theory to prove general 
existence results for semilinear elliptic control problems. In Chapter 5, we shall 
indicate some relaxation approaches in domain optimization. The general re- 
laxation theory does not form the object of the present book; the interested 
reader may consult the monographs of Young 119691, Warga 119721, Gamkre- 
lidze [1975], Lurie [1975], Raitums 119891, [1997], Allaire [2001]. However, we 
demonstrate in the next paragraph that for higher-order elliptic operators the 
situation is entirely different and classical existence properties are valid. 

2.2.2 Fourth-Order Problems 

In this section, we return to Example 1.2.7 in Chapter 1 and examine the 
questions of existence and uniqueness of optimal pairs for the cost function- 
als (1.2.57) and (1.2.60) under the constraints (1.2.52)-(1.2.54). We start 
with the case of the optimization of a simply supported plate (minimization 
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where C c L2(R) is a nonempty and closed, but not necessarily convex, set. 
The dimension of R is arbitrary, with the plate model corresponding to the case 
R C R2. The state constraint (2.2.17) is very general; for example, (1.2.59) is 
of this type. In Section 3.4, we shall also examine the following general type of 
cost functionals, 

which, for instance, include (1.2.60) and (2.2.13) as special cases. 
Due to the structure of the boundary conditions (2.2.15), the state equation 

(2.2.14) can be equivalently rewritten as 

where 1 = up3 E LM(S2). 
We notice that z E H2(R) n HA(R) is completely determined by f E L2(R) 

and can be viewed as a datum of the problem. The control system of interest 
is just (2.2.21), (2.2.22), which is linear with respect to the new control pa- 
rameter l. Under the transformation 1 = u - ~ ,  the constraint (2.2.17) remains 
unchanged, while (2.2.13), (2.2.16) become 

Min {A 1-i (x) dx) , 

Apparently, the transformed cost functional (2.2.13)' is strictly convex for 1 
positive. Hence, Theorem 2.1.2 yields the following result. 

Theorem 2.2.5 If C is convex, then the problem (2.2.13)-(2.217) has a 
unique global optimal pair [y*, u*] in H2(R) x LM(R) provided that the ad- 
missibility condition is fulfilled. 
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Since the transformation 1 = u - ~  is nonlinear, the problem (P) given by 
(2.2.13)-(2.2.17) may be nonconvex even if C is convex. It may, therefore, 
have many local minimum pairs, but the global minimum is unique. 

Remark. In Kawohl and Lang [I9971 it is demonstrated that under supple- 
mentary hypotheses even the original problem (2.2.13)-(2.2.17) may be convex 
although the dependence u c7' y remains nonlinear. In fact, if we assume f 5 0, 
then z 2 0 a.e. in R by the strong maximum principle, applied to (2.2.19), 
(2.2.20). We have the representation 

where G is the Green function corresponding to (2.2.21), (2.2.22), which is 
known to be nonnegative. Now let ul and u2 satisfy (2.2.16), and let yl, yz be 
the associated states according to (2.2.14), (2.2.15). Then UA = Xu1 -t (1 - X)u2, 
X E [0, 11, satisfies (2.2.16). Since the real function u c7' -uP3 is concave for 
u 2 m and G and z are nonnegative, we deduce from (2.2.23) that for the 
associated state y ~ ,  

In the case that C is given by (1.2.59), this implies that the set of admissible 
controls for (P) is convex (while the set of admissible pairs may remain non- 
convex, since (2.2.24) is not an equality). Therefore, we see that for the cost 
functional (2.2.13), which depends only on u, (2.2.13)-(2.2.17) is in fact a con- 
vex optimization problem. We refer to Section 4.5 for further examples of this 
type and a complete discussion. 

Remark. In order that the existence or uniqueness results remain valid for the 
case of the general cost functional (2.2.18), one needs that $(x, y) and O(x, 1 )  = 
p(x, 1-lI3) are (strictly) convex integrands (cf. Appendix 1, Proposition Al.1). 
For instance, if cp(x, u) = X(x) up3, then O(x, 1 )  = X(x) 1 is even linear in 1. 

Let us now consider the case of clamped plates, i.e., if (2.2.15) is replaced by 
(see Example 1.2.7) 

Theorem 2.2.6 Let z satisfy (2.2.19) and (2.2.20), and let 1 = u - ~ .  Then 
y E Ho2(Q) is a weak solution to the boundary value problem (2.2.14), (2.2.25) 
i f  and only if there is a function h E L2(R) that is harmonic in R in the sense 
of distributions such that y satisfies 
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Proof. Let y be a weak solution to (2.2.14), (2.2.25). Then 

We put h = u3Ay  - z E L2(0) .  Then (2.2.27) implies that A h  = 0 in the 
sense of distributions, and (2.2.26) is obtained just by dividing by u3 in the 
definition of h. The converse direction of the assertion is obvious. 0 

Remark. Although 1 appears linearly in (2.2.26), the dependence 1 H y is 
nonlinear since h itself also depends on y. 

In the equivalent formulation (2.2.13)', (2.2.26)) (2.2.25), (2.2.16)', (2.2.17) of 
the clamped plate optimization problem, one can interpret h as an additional 
control variable and the Neumann condition 2 = 0 as a new state constraint. 
The problem remains nonconvex even after the transformation, and the min- 
imum is not unique in general. Concerning existence, we have the following 
result. 

Theorem 2.2.7 There exists at least one solution u E Lm(0) for the problem 
(PI )  given by (2.2.13), (2.2.14), (2.2.25), (2.2.16), (2.2.17), provided that (PI) 
has at least one admissible pair. 

Proof. Let {u,) c LW(R) be a minimizing sequence, that is, assume that 

We put 1, = u ; ~ ,  and denote by y, E H;(O) the corresponding solution of 
(2.2.14), (2.2.25) or, equivalently, of (2.2.25) and (2.2.26) with the corresponding 
harmonic functions h, E L2(0) .  In view of (2.2.16), the sequences {u,) and 
(1,) are bounded in LM(R), and we may assume that 

u, i 6 ,  1, i i, both weakly* in Lm(Cl) , 

for suitable subsequences again indexed by n. In general, we may have i # .iL-3. 
We also notice that {y,) is bounded in Hi(Cl). Indeed, we have, inserting 
c+h = y, in (2.2.27) for n E N, 

Hence, for a suitable subsequence again indexed by n, y, + 5 weakly in Hi(O). 
Since C is closed in L2(0), we have 5 E C. Moreover, the sequence {h ,  = 
uLAy, - Z) remains bounded in L2(Cl), and on a subsequence, h, + h weakly 
in L2(R), where h is again harmonic in O in the sense of distributions. 

From Lemma 2.2.8 below we conclude that h,(z) i h(x) for every x E Cl 
and h, -+ h strongly in L8(0) ,  for any s < 2. Hence, we may pass to the limit 
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in the right-hand side of (2.2.26) to  obtain that z I ,  + h, I ,  + z i+ h C weakly in 
L2(R)  (where we also use that this sum is bounded in L2(R)) .  Then, i j  satisfies 

and by Theorem 2.2.6, the pair [ i j ,  ii], where ii = ik1I3, is admissible for ( P I ) .  

The weak lower semicontinuity of convex functionals finally yields that 

u,(x) dx = lim / 1,1/3(x) dx 
n+m 0 

2 lim inf ~ ; ' / J ( x )  dx 2 ik113(x) dx = i i (x) dx 2 in f (Pl) .  
n+oo k 

This concludes the proof of the assertion. 0 

Lemma 2.2.8 Let R c Rd be a bounded domain. Then the following hold: 

(a)  Suppose that h, E L2(R) ,  n E N ,  and h E L2(R)  are harmonic in R 
in the sense of distributions and satisfy h, + h weakly in L1(R).  Then 
h,(x) + h(x )  for all x E R. 

(b )  If h,(x) + k ( x )  a.e. in R and h, + h weakly in LP(C2) for some p > 1, 
then h, + h strongly in Ls(R) ,  for all 1 5 s < p. 

Proof. (a)  The classical Weyl lemma (cf .  Hijrmander [1964]) yields that h,, h E 
Cm(C2). Then, for any x E R, and any ball B,(x) C R of radius p centered at 
x ,  we can apply the solid mean property to  obtain that 

Here, d is the dimension of R and wd denotes the "area" o f  the unit ball in Rd. 
(b )  B y  Egorov's theorem, for any E > 0 there is some measurable set RE c R 

with meas(R \ 0,) < E such that h, + h uniformly in RE. Using Hiilder's 
inequality and the boundedness of {IhnILP(12)), we have, with some M > 0, 

i f  n 2 N ( E ) ,  where C ( E )  + 0 for E + 0. CI 

Remark. Lemma 2.2.8, point (b ) ,  is an extension o f  Lemma 1.3 in Lions 
[1969]. Point (a)  seems to be new and is due to  Sprekels and Tiba [1998/1999]. 
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Remark. In the one-dimensional case a similar argument works for the bound- 
ary conditions (1.2.55), (1.2.56) (cantilevered beams). One essential feature is 
to construct a decomposition of the fourth-order equation into a system of two 
coupled second-order boundary value problems. In the case of (1.2.55), (1.2.56), 
the construction leads to two Cauchy problems for ordinary differential equa- 
tions, and it seems difficult to extend the technique to higher dimensions (for 
instance, to partially clamped plates). We refer the reader to the discussion 
in Chapter 3, 33.4.2.1, for a special case of a partially clamped plate and its 
optimization. 

Remark. From Theorem 2.2.7 and its proof we see that the "optimal" thick- 
ness ii is obtained by twice inverting the minimizing sequence {u,). If {u,) 
is pointwise convergent, then ii = L = lim,,, u, . This is the case usually ap- 
pearing in the literature; see Haslinger and Neittaanmaki [1988], Casas [1990], 
HlavBCek, Bock, and LoviSek [1985], Kirjner-Neto and Polak [1996], and Bend- 
s@e [1984]. The results of this paragraph are due to Sprekels and Tiba [1998/99]; 
they demonstrate that the standard strong compactness assumption (namely, 
the boundedness of VZL in some space of integrable functions) is not necessary for 
proving the existence of an optimal pair for fourth-order differential operators. 
They may also be interpreted in terms of the homogenization of fourth-order 
operators, especially Theorem 2.2.7. I t  should be noted that for second-order 
operators of the form div(X grad(.)), the counterexample of Murat [I9711 shows 
that the boundedness of the gradient of the coefficients {A(.)) is needed in 
order to  pass to  the limit. 

2.3 Variable Domains 

In this section we establish existence results for general shape optimization 
problems like those introduced in Example 1.2.8 in Chapter 1, where the as- 
sumptions on the unknown domains are very weak. Basically, we will require 
only that the boundaries be uniformly continuous in a sense to be made precise. 
We analyze Dirichlet, Neumann, and mixed boundary value problems associated 
with arbitrary-order elliptic equations or variational inequalities. It is known 
(see, for instance, Buttazzo and Dal Maso [1991, $41) that an optimal domain 
may not exist if no additional assumptions are imposed on the boundaries of 
the open sets. While the general theory is covered in paragraphs two and three 
of this section, we discuss some "simpler" examples in the first paragraph, with 
the aim to introduce the reader to the main difficulties encountered in variable 
domain optimization. 
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2.3.1 Some Examples 

We first discuss the following capacity (energy) optimization problem: Let R c 
Rd, d E N, be a given open, bounded domain. We denote by A c R some 
variable measurable set and put D = R \ A. We then define y~ E H;(R) as the 
(unique) minimizer of the energy functional 

over the nonempty, closed, and convex set 

where X A  is the characteristic function of A in R. If R and A are smooth 
domains and A C R is compact, then y~ is just the solution to the inhomoge- 
neous Dirichlet boundary value problem 

extended to the whole domain R by putting y ~ ( x )  = 1 for x E A. The 
optimal value Ed(A) = J(yA) represents the potential energy of the system 
and is known in elementary potential theory as the capacity of the set A with 
respect to 0. 

If C # 8, existence and uniqueness of the minimizer y~ E C are clear, 
since J is strictly convex, and owing also to Poincar6's inequality. The shape 
opti~nization problem (which we denote by (R)) is then to minimize Ed(A) = 

J(y*) subject to all the admissible choices of measurable sets A C R with 
meas(A) = v (i.e., having a prescribed %olume"). In other words, we want 
to find a set A C R of given measure and with minimal capacity. Another 
possible physical interpretation results from multiplying the equation by y~ 
and formally integrating by parts. We obtain 

Taking the boundary conditions into account, we get 

Hence, J ( ~ A )  represents the total heat flux lost through dA if we interpret 
y~ as a stationary heat distribution in D where dA and dR are maintained 
at the constant (relative) temperatures y~ = 1 and y~ = 0, respectively. The 
optimization problem (R) amounts to finding the shape of A minimizing this 
loss. It may be compared with the compliance minimization problem from 
Example 1.2.4. 

We present an existence result for (R) obtained by a direct argument that is 
originally due to F. Murat and reported by Gonzalez de Paz [1982]. 



46 Chapter 2. Existence 

Theorem 2.3.1 For any v €10, meas(R)[ there is some measurable set A. c 
R with meas(Ao) = v such that Ed(Ao) 5 Ed(A) for all measurable sets A c R 
satisfying meas(A) = v. 

Proof. For any measurable set A c R with Ed(A) < +ca there is some 
y~ E HA(R) such that Ed(A) = J, IVyA(x) l 2  dx. Indeed, if {y,) c C is 
a minimizing sequence, then {y,) is bounded in H;(R), and hence we may 
without loss of generality assume that y, -+ y weakly in Hi(R) and pointwise 
a.e, in R. Thus, y E C ,  and it follows from the weak lower semicontinuity of 
J that y is a minimizer (which we redenote by y ~ ) .  

Now let v €10, meas(fl)[ be fixed. Then there is some measurable set Al 
such that meas(Al) = v and c R. Al is an admissible set for the capacity 
optimization problem (that is, C # Q ) ) ,  which therefore has a finite optimal 
value. 

Let {A,) be a minimizing sequence of measurable subsets of R. We denote by 
X, the characteristic function of A, in R and by y, = E Hi(R) the function 
yielding Ed(A,) = J, IVyn12 dx, n E N. Then {y,) is bounded in Hi(R),  and 
on a subsequence again indexed by n, we may assume that 

y, + y* weakly in Hi(R),  strongly in ~ ' ( f l ) ,  and pointwise a.e. in R, 

X, + g* weakly* in Lm(R), 

as well as 0 5 g*(x) 5 1 a.e. in R, and Ja g*(x) dx = v. Set 

which is a measurable set in R, defined up to a set of zero measure. We have 

On the other hand, 

since {Y,) is strongly convergent in L2(R). The last relation shows that y*(x) = 
1 a.e. in A and consequently, Ed(.A) 5 J, jVy*(x) l 2  dx. 

By the weak lower semicontinuity of the norm, we also have 

v Y * ( x )  l 2  d s  < Vyn(x)  l 2  dx = lim inf Ed(&) = inf(R). 
n+w 

Hence, Ed(A) 5 inf(R). Thus, it suffices to choose any measurable subset 
A. C A with meas(Ao) = v. Since Ed(.) increases with respect to set inclusion, 
we infer that A. respects all the constraints of (R) and is thus the sought 
minimizer. 0 



2.3.1. Some Examples 47 

Remark. This result enjoys the remarkable property that except for measura- 
bility, no assumptions have to be imposed on the variable set A. However, there 
is a strong limitation on the possible cost criterion that "should" be given by 
the "energy" of the system. In this regard, it resembles the situation studied 
in Proposition 2.2.3. In Chapter 5 ,  we will indicate a relaxation procedure and 
further properties for the problem (R). 

We now continue with two of the simplest variable domain optimization prob- 
lems. Further examples of this type may be found in the monographs by Neit- 
taanmaki and Haslinger [I9961 and Makinen and Haslinger [2003]. 

Example 2.3.2 Let 0 < co < cl and c2 > 0 be fixed given constants. We put 

and we consider the set of admissible control curves 

= { a E W 1 ~ r " ( ~ , l ) : O < c o ~ a ( x ) ~ c l ,  l a ( x ) - a ( S ) < c 2 l x - % /  

for all x, s E [O, I]). 

Obviously, Uad is nonempty, closed in W1l"(O, I), and, by the Arzela-Ascoli 
theorem, compact in C[O, I]. For any a E Uad, we consider the set 

and we put (3 = {n (a)  : a E Uad). Obviously, every admissible domain 
n(a) E (3 has a Lipschitz boundary df2(a). Now let f E L2(E) be given. Then 
we denote for any a E Uad the (unique) solution to the boundary value problem 

by y(a)  E H:(O(a)). Its extension by 0 to the larger domain E is denoted by 
y(a) and belongs to H i (E) .  With these denotations, the shape optimization 
problem to be studied then reads 

where yd E L2(D)' is some given target function. We have the following 
continuity result. 

Lemma 2.3.3 Let {a,) c Uad satisfy a, + a strongly in C[O, I]. Then 
G(Q,) -+ ?J(a) weakly in H:(E). 



48 Chapter 2. Existence 

Proof. Multiplying (2.3.2) for n E N by y(a,), and integrating by parts, we 
find that 

Therefore, we can assume for a subsequence, which is again indexed by n, that 
5(an) + 5 weakly in H i (E) .  Let y E H1(R(a)) denote the restriction of jj 
to R(a) .  We have to show that y = y(a) ,  i.e., y is the solution of (2.3.2) 
corresponding to R(a) .  

Since a, -+ a strongly in C[O, 11, we have supp cp c R(a,) for sufficiently 
large n, for any cp E D(R(a)). Consequently, 

J VY (a,) . ~p dx = 
SUPP iD 

J,(anr V ~ ( a n )  . V a d x  = J,(a,, fa  dx = J f a d s .  
SUPP iD 

whence, passing to  the limit as n + co, 

Finally, let us verify that 51E\n(a) = 0, which, by virtue of the trace theorem 
(see Appendix 2, Theorem A2.1), will imply that y = 0 on dR(a). 

Since a, -+ a strongly in C[O, 11, we have for any $ E D ( E  \ R(a))  that 
supp $ c E \ R(a,), for sufficiently large n E N. Thus, 

and we can pass to the limit as n -+ co to infer that 

Hence, 5 = 0 a.e. in E \ R(a), whence, as explained above, y = y(a). Since 
the limit y does not depend on the choice of the subsequence, the assertion is 
proved. 

Remark. Since the last argument will be frequently used in the sequel, we 
indicate some details. It is known (cf. Yosida [1980, Ch. V.11) that a sequence 
x, -+ x weakly in the normed space X if and only if (i) {x,) is bounded, and 
(ii) (p, x , )p  x x  + (p, x ) p  xx for every p in a dense subset A in the dual 
space X*. If A may be assumed countable, we set A = {pl : I E N), and we 
can construct 

Then, again by Yosida [1980, Ch. 1.21, the condition (ii) is equivalent to F(x, - 
x) -+ 0 in R .  To the sequence { F ( x ,  - x)) we can apply the argument from 
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Vulikh [1976, p. 1711, that its convergence is equivalent to the fact that any sub- 
sequence admits a subsubsequence with the given limit. If strong convergence 
properties are valid for {x,) and the limit of any subsequence is the same, 
one can use directly the previous argument to conclude the convergence of the 
whole sequence. 

Corollary 2.3.4 The optimal shape design problem (2.3. I ) ,  (2.3.2), (2.3.3) 
admits at least one solution. 

Proof. Let {a,) c Uad be a minimizing sequence with the corresponding do- 
mains {R(an)) and solutions {y(an)) of (2.3.2). Owing to the compactness of 
Uad in C[O, 11, and invoking Lemma 2.3.3, we may without loss of generality as- 
sume that a, + a strongly in C[O, I ]  with some a € Uad and G(a,) + G(a) 
weakly in Hi (E) .  Since the cost functional (2.3.3) is weakly lower semicon- 
tinuous on H1(D), it follows that a is the desired minimizer and R(a) the 
associated optimal domain. 0 

Remark. The Lipschitz property of the domain R(a) plays an important role 
in the proof of Lemma 2.3.3 since it guarantees the applicability of the trace 
theorem. In $2.3.2 below this assumption will be removed by using another 
technique, which applies to general elliptic equations. 

Remark. In Example 2.3.2 we have assumed that the performance index 
(2.3.3) is defined on a fixed domain D. The next example presents a case 
in which the cost functional depends on the variable part of the boundary of 
O(a) itself. In this case stronger compactness assumptions have to be imposed 
in order to prove the existence of a minimizer. 

Example 2.3.5 We maintain the notation from Example 2.3.2, imposing fur- 
ther restrictions on the admissible controls by putting, with fixed positive con- 
stants c g  > 0, c 4  > 0, 

D b d  = {a E C1[O, 11 : co 5 a(x) 5 CI,  al(x) < q, 

al(x) - a'(%) 1 5 c 4  lx - 21 for all 2,2 E 10, I]}. 

By the Arzeli-Ascoli theorem, uad is a compact subset of C1[O, 11. The shape 
optimization problem to be studied is given by 

subject to 

-Ay(a) + y(a) = f in R(a), (2.3.5) 
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where yd E C ( E )  is a given target function, 0(a )  is defined as in (2.3.1) for 
a t uar, and T ( a )  = { ( x 1 1 x 2 )  t R2 : x1 = a ( x 2 ) ) .  It should be clear that 
the solution y ( a )  defined by (2.3.5), (2.3.6) differs from that considered in the 
previous Example 2.3.2. We have the following continuity result. 

Lemma 2.3.6 Let {a,)  c kd satisfy an + a strongly i n  C[O, 11. Then, 
for some subsequence again indexed by n, $ ( a n )  + y weakly i n  H 1 ( E ) ,  with 
y E H 1 ( E )  denoting some extension o f  y ( a )  to  the whole set E .  

Remark. In the above Lemma 2.3.6, $ ( a n )  is defined as $ ( a n )  = T n y ( a n )  
with Tn : H 1 ( O ( a n ) )  + H 1 ( E )  being some linear and bounded extension 
operator. Examples of such operators are the Calderon extension or the method 
of extension by reflections, cf. Adams [1975]. Chenais [I9751 has shown that 
the boundedness constant of such operators depends in a bounded way on the 
Lipschitz constant of the domain boundary. In the next paragraphs of this 
chapter, we will introduce another technique that avoids the use of extension 
operators and allows us to relax the regularity hypotheses on the geometries. 

Proof of Lemma 2.3.6. By the definition of the generalized solution to (2.3.5), 
(2.3.6), we have 

By taking cp as an approximation to $an) in H 1 ( E ) ,  we can easily derive from 
(2.3.7) that { ly(a,)  lHl(fl(.,))) and {l$(a,) lH1(E))  are bounded sequences, since 
the extension operators are uniformly bounded in uniformly Lipschitz domains. 
Possibly taking a subsequence, we may therefore assume that i j (an)  + y weakly 
in H 1 ( E ) .  We have, for any p E CW(E), 

- d,.),, (..I V$(a, )  . V p d x  = I;L + I; + I;. 

We can estimate 1; as follows: 

where c, > O is a constant depending only on cp. A similar inequality holds 
for I,". Since a, + a strongly in C[O, I ] ,  we have meas(O(an)  \ a(@)) -+ 0 
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and meas(O(a) \ O(a,)) + 0 ,  as n + CO. Thus, 

For the other two terms in (2.3.7), the passage to the limit is of the same type, 
and we can infer that 

Since the set of restrictions to O(a) of functions in cm(E) forms a dense 
subset of H1(O(a)) (cf. Adams [1975]), it follows that y l q a )  = y(a), which 
ends the proof. 0 

Theorem 2.3.7 Let {a,) C u a d  satisfy a, + a strongly in C1[O, 11. Then 

Proof. Let a, + a strongly in C1[O, 11. By Lemma 2.3.6, we may assume that 
G(a,) + y(a) weakly in H1(E) on a subsequence, which is again indexed by 
n. 

Let us use the abbreviations v, = G(a,) - y d ,  yn = G(an), and v = G(a) - yd. 
We have 

= I," + 1;. 

Clearly, I; + 0, since a, + a in C1[O, 11. Denoting by C;, i E N ,  positive 
constants that do not depend on n, we can estimate the first term by 
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We have 

since jj(an) -+ y(a)  weakly in H 1 ( E ) ,  and since the trace operator H 1 ( E )  + 
L2( I ' (a ) )  is compact (cf. Appendix 2). We also have 

From the continuity of yd in E, and since an + a strongly in C1[O, 11, we can 
infer that I; + 0 as n + rn (as in the estimate for I,",). For I,", we have 

where 



2.3.2. General Dirichlet Problems 

Finally, we have, for any x2 E [0, I], 

Therefore, 

as n + m. Combining the above inequalities, we obtain the desired convergence 
result for the subsequence defined at the beginning of the proof. Since the limit 
is uniquely determined, the convergence holds for the entire sequence. 0 

Corollary 2.3.8 The optimal shape design problem (2.3.4), (2.3.5), (2.3.6) 
associated with u a d  has at least one solution. 

Proof. The proof follows the same lines as that of Corollary 2.3.4, using Lemma 
2.3.6, Theorem 2.3.7, and the compactness of uad in C1[O, 11. We leave the 
details to the reader. 0 

Remark. The proof of Theorem 2.3.7 is due to Bedivan [1996]. It should be 
clear that the argument extends to other boundary conditions or more general 
elliptic operators and cost functionals, under appropriate regularity assumptions 
for the geometry. 

2.3.2 General Dirichlet Problems 

In this paragraph, we prove existence in shape optimization problems governed 
by nonlinear and inhomogeneous Dirichlet boundary value problems of arbitrary 
order with general cost functionals, as briefly introduced in Example 1.2.8 in 
Chapter 1. 

We consider families of domains of class C that are all contained in a given 
open and bounded set E c Rd (where d E N is arbitrary) and have further 
special properties. To this end, recall the notion of domains of class C given 
in Definition A3.1 in Appendix 3, and recall the notation introduced there, in 
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particular, the meaning of the families Fn and of the positive constants kn, 
rn, and an. 

Now let k > 0 and a > 0 be given fixed constants. We then define the set 

6 = {R c E : R is an open set of class C with kn > k > 0, 

TO < r  < k, an > a > O ) .  (2.3.8) 

The (nonempty) set 0 of admissible controls 52 then consists of the set of all 
elements of 6 that have the additional property that they are connected (i.e., 
domains) and that the families Fn of corresponding local charts can be chosen 
in such a way that the set F = UnEo Fo is equicontinuous and equibounded 

on B(O, k). 

We claim that 0 is sequentially compact with respect to the Hausdorff- 
Pompeiu metric. Indeed, whenever (52,) C 0 is given, then Proposition 
A3.2(i) in Appendix 3 implies that there is an open set R c E such that 
for a subsequence that is again indexed by n, we have 

lim & (R,, 52) = 0. 
n+w 

But then we can infer from Theorem A3.9 that R belongs to 6,  and the Arzelb 
Ascoli theorem implies that the family FQ of corresponding local charts is again 
equicontinuous and equibounded on ~ ( 0 ,  k). Moreover, Proposition A3.10 in 
Appendix 3 shows that also 

- - 
lim dH (On, R) = 0 , 

n+w 

so that in view of Proposition A3.2(ii), the set a is connected. Since R is 
of class C ,  then also R is connected, i.e., a domain. In conclusion, we have 
52 E 0, and the claim is proved. 

To each R E 0 we now associate given functions fs2 E L2(R) and hn E 
W"J'(E), 1 E N, p 2 2. The functions fs2 may be extended (by zero) to the 
whole set E or to Rd, where the respective extensions are again denoted by 
fa and the family {fs2)n,o remains in L2(Rd). 

In E, we consider the partial differential operator (in the sense of distribu- 
tions) 

Ay = (-l)lal DaA,(x, y, . . . , ~ ' y ) ,  a: E El (2.3.9) 
lal<l 

for y E W',P(E), where a is a multi-index of length la1 < 1, and where the 
coefficients A, : E x RT + R ( T  denotes the number of partial derivatives 
in Rd from order 0 up to order 1)  satisfy the following conditions: 

A,(. , J) is measurable in x E E for all J E R ~ ,  and A,(x, . ) is 

continuous on R~ for a.e. x E E. (2.3.10) 
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There exist some c1 > 0 and some p E Ly(E) such that with 
1 P + ; = l l  

A.(x, [ ) I  < CI (][I$ + p(z)) for all (x, Q t E x RT. (2.3.11) 

The nonlinear operator A defined in (2.3.9) is called the generalized diver- 
gence operator or the Leray-Lions operator. Linear elliptic operators of order 
21 are special cases for p = 2. From Example A1.14 in Appendix 1 we know 
that A : w;'P(E) + Wp114(E) is maximal monotone. If in addition, there exist 
constants El > 0 and tz E R such that the coercivity condition 

is fulfilled (with denoting the vector made up of the components of < that 
correspond to the highest-order derivatives (see (2.3.9)), and T' being their 
total number), then A is coercive in w,""(E) and surjective, and its realization 
AL2(E) in L2(E) with the domain 

d0m ( ~ ~ 2 ~ ~ ) )  = {Y E W~II(E) : Ay t L'(E)) (2.3.14) 

is maximal monotone and surjective. 

The definitions (2.3.9), (2.3.14) and the properties following from the assump- 
tions (2.3.10) to (2.3.13) are inherited by each admissible domain 0 t (3 for 
mappings in w; 'P(~) .  Consequently, for any i2 E O the nonlinear homogeneous 
Dirichlet boundary value problem 

has at least one solution b t dom ( A L ? ( ~ )  C w;'P(R). Uniqueness follows if 
the inequality in (2.3.12) is strict for E # 77. 

In the inhomogeneous case we consider boundary conditions of the form yn = 
hn, on d 0 ,  with some given function ha E W1>p(E). In this case a weak solution 
Yn E WIJ'(0) is defined by 

The existence of a solution to (2.3.16), (2.3.17) follows by considering the shifted 
mappings 
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We associate with them the differential operator A" : ~ , " ' ~ ( f l )  + WP"q(fl) that 
results if in (2.3.9) the coefficients A, are replaced by A,. Notice that there 
are constants c2 > 0, t3 > 0, E4 E R, such that for any y E W;'~(O), 

This follows from (2.3. l l ) ,  (2.3. IS), and Clarkson's inequalities (see Hewitt and 
Stromberg [1965]). 

We conclude that A is a well-defined operator in ~ , " " ( 0 )  that is maximal 
monotone and surjective onto W-"q(fl). The corresponding boundary value 
problem (2.3.15) admits at least one solution & E w,"lP(fl), and it is easily 
verified that yn = yn + hn satisfies (2.3.16), (2.3.17). 

We assume now the boundedness of the data, namely, that there are constants 
~3 > 0 and ~4 > 0 such that 

and the strong monotonicity of A, namely, that there is some constant E5 > 0 
such that 

We then consider the shape optimization problem 

subject to (2.3.16) and (2.3.17). Here, L : E x RT + R is a function that 
satisfies condition (2.3.10) and obeys the polynomial growth condition 

with some c5 > 0, v E L1(E), and 1 I t < p. 

In order to deal with the shape optimization problem (2.3.20), (2.3.16), 
(2.3.17), we will need a property of Sobolev spaces, which, thanks to the trace 
theorems (compare Theorem A2.1 in Appendix 2), is well known for Lipschitz 
domains. We are going to prove now that it remains true for domains of class 
C ,  for which trace theorems are not available. 

Theorem 2.3.9 Let fl be an open and bounded set of class C. If z E H1(Rd) 
and z = 0 almost everywhere in Rd \ 0 ,  then z E Ht(R). 
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Proof. We first construct a finite number of particular open sets Oj ,  1 < j < m, 
that have the property that 

m 

as2 c U q .  (2.3.22) 
j=1 

Recalling Definition A3.1 in Appendix 3 and the notation introduced there, and 
since is compact, we can find finitely many continuous functions 

such that 

Let Bj(O, kn) denote the (d - 1)-dimensional ball in Rd centered at og3, 
which is the image of ~ ( 0 ,  kn) under the transformation (B, 0) H RgJ (5, O)+ogl, 
l < j < m .  

Following the convention introduced in Appendix 3, we regard the points 
on the part of 8 0  parametrized by the local chart gj in the local coordinate 
system in the form (s, gj(s)), where s E Bj(O, kn), for 1 < j < m. 

Now let X > 0 denote the smallest of the lengths of all the interior and 
exterior segments (given by the segment property, see Appendix 3) that are 
associated with the local charts gj, 1 < j < m. We then choose Oj ,  1 < j < m, 
as the union of the respective interior and exterior segments, which we may 
assume to generate a neighborhood of as2 n Oj, 1 5 j < m. In view of the 
continuity of gj on Bj(O, kn), we may also assume that 

Therefore, we can shift the system of local axes (more precisely, its origin og3) 
along the "vertical" axis yg3 in such a way that in the resulting new local 
coordinate system the open cylinder 

satisfies V, C CJj and u ~ , V ,  > ds2. 
There is an open 

a partition of unity 
that gj E C,30(V,), 

set & with Vo c Cl such that U,"=,V, > 2. We now choose 
{gj) j=G subordinate to the open covering (4) j=G, such 
gj > 0, 0 < j 5 m, and 
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Let zj  = z ? I , ~ ,  0 < j 5 m .  Then zj  E Hi (V , ) ,  and (2.3.24) gives 

where Zi is the extension by zero o f  zj t o  Rd, 0 < j < m, and where we have 
used the fact that z vanishes almost everywhere in Rd \ 0. 

Clearly, Zo E Hi(S2). From the subsequent Lemma 2.3.10 we can infer that 
also Z j  E Hi(S2), 1 < j < m .  This, together with (2.3.25), concludes the proof 
o f  the assertion. 

Lemma 2.3.10 Let U C Rdpl be an open and bounded set and E = U x  10, b[ 
with some b > 0, and suppose that g : U -+ R+ is a continuous mapping such 
that with some c > 0, b > g(s )  > c for all s E U .  Then z E H;( f i )  for any 
function z E H;(E)  that has compact support in  E and satisfies z = 0 almost 
everywhere in  ,6 \ 6, where f i  = { ( s ,  y) E E : s E U,  y < g (s ) ) .  

Proof. W e  denote by I? the part o f  d f i  represented by the graph o f  g. Obvi- 
ously, we have ( s ,  g(s)- t )  E f i  and ( s ,  g(s)+t) E ~ ~ \ f i  for all ( s ,  t )  E U x ( 0 ,  c);  
that is, the segment property is valid on r with "vertical" segments having a 
length o f  at least c > 0,  both inside and outside f i .  W e  define the "translated" 
mappings 

where Z denotes the extension by zero o f  z t o  Rd. 
I f  t < min i ;  d(supp z ,  d k ) ,  c ) ,  then zt E H,@) with supp zt C f i .  This 

follows from the observation that zt = 0 a.e. in the "interior band" 

o f  f i .  Moreover, the interior band is a neighborhood o f  I?t = { w  E I? : - 
d(w,  d E )  > t )  in  6,  again by the segment property. In addition, there ex- 
ists a neighborhood o f  d f i  \ I? in which zt vanishes almost everywhere, since 
t < ; d(supp z ,  d E ) .  In conclusion, we have zt E H; ( f i )  for sufficiently small 
t > 0. 

Hence, in view o f  the continuity o f  the norm o f  H 1 ( f i )  with respect t o  trans- 
lations (c f .  Hewitt and Stromberg [1965]), we can infer that limt.+o zt = z 
strongly in H 1 ( f i ) .  Since z vanishes almost everywhere in E \ f i ,  we find that 
z E Hi(!?), and the assertion is proved. 0 

The following result can be proved similarly as Theorem 2.3.9. 

Corollary 2.3.11 Let S2 be a bounded open set of class C in  Rd. If z E 
W1>~(Rd ) ,  1 E N ,  1 < p < ca, and z = 0 almost everywhere in  Rd \ 0, then 
z E w ~ ' ~ ( R ) .  
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Remark .  Similar results are known for the case that z = 0 in Rd \ R quasi- 
everywhere (that is, in the sense of capacity). A recent survey in this respect, 
with applications, is Henrot [1994]. We also refer to Theorem 4.5 (the Havin- 
Bagby theorem) in Heinonen, Kilpelainen, and Martio [1993]. 

In this setting, the property of R expressed by Theorem 2.3.9 is called sta- 
bility in the sense of Hedberg-Keldys. The existence result for the problem 
(2.3.20) reads as follows. 

Theorem 2.3.12 Suppose that the conditions (2.3.1 O)-(Z.3.13), (2.3.18), 
(2.3.19), (2.3.21) are fulfilled, and suppose that the set 0 of admissible control 
domains satisfies (2.3.8) and has the property that F = U,,, Fn is equicon- 

tinuous and equibounded on ~ ( 0 , k ) .  Then the shape optimization problem 
(2.3.20), (2.3.16), (2.5.17) has at least one optimal domain R* E 0 .  

Proof. Let (0,) c 0 be a minimizing sequence for the problem (2.3.20). In 
view of the compactness properties of the set 0, we may assume that there is 
some R* E 0 such that lim,,, &(on, R*) = 0, and that the corresponding 
characteristic functions satisfy X, + X* (with obvious new notation) a.e. in 
E ,  as well as X, + X* strongly in Lr(E)  for all r 2 1. 

Notice also that the r property (see Proposition A3.8 in Appendix 3) entails 
that for any compact set K c R* there is some n(K)  E N such that K C On 
for n 2 n(K).  

We use the abbreviations h,, f,, y, for the corresponding data and solutions 
to (2.3.16), (2.3.17) in R,. Hypothesis (2.3.18) implies that hn + h* weakly 
in W1,p(E) and fn  + f * weakly in L2(E), on a subsequence again indexed by 
n. 

Taking v = y, - hn in (2.3.16)' R = R,, invoking (2.3.13), and recalling that 
p 2 2, we find that 

where we denote by Cj, j E N, generic positive constants that may depend on 
the given data, but not on n. 

By virtue of (2.3.18). {h,wi,p(nn)} and { 1 fnL2(nn)}  are bounded sequences. 
Hence, invoking (2.3.11), Young's inequality, and the equivalence of norms in 
RT, we can easily show that the right-hand side of the above inequality is 
bounded by an expression of the form 
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where S > 0 may be chosen arbitrarily small. Thus, we may invoke PoincarC1s 
and Friedrichs' inequalities to conclude that the sequence {Yn lw l , , jnm)}  is 

bounded. Therefore, we see that for any domain K such that c a*, we 
have y, -+ y* weakly in W6>p(K) for a suitable subsequence depending on K. 

Now choose an increasing sequence {Gk)kEN of open and bounded sets such 
that 

- 
Gk c a*, k E N, U Ck = a * .  

LEN 

Applying the above argument successively with increasing k to the compact 
sets ck, k E N, we deduce that for any multi-index a of length la1 5 1, 
the function Day* can be extended onto the whole set a* to a well-defined 
mapping y". 

We claim that y* = y(O~-.~o) E W6J'(O*) with Day* = ya , loll 5 1. To verify 
this, let us consider any multi-index a with 1 5 la1 5 1 .  Suppose now that 
any p E D(R) with int (supp p) # 0 is given. Then y* E W"p(int (supp p)),  
and thus 

/ Day*(x) p (z )  dx = (-l)Ia 1 Dap( r )  y*(x) dx, 
SUPP (o n* 

which shows that ya = Day* in D1(O*). 

It remains to prove that Day* E LP(O*). To this end, let k E N be fixed. By 
Proposition A3.8 in Appendix 3, we have GI, c 0, for n > n(Gk),  and there 
is a suitable subsequence, again indexed by n, such that, by (2.3.18) and the 
weak lower semicontinuity of norms, 

Now observe that the sequence {xGk is bounded in Lp(fl*). Hence, 
on a suitable subsequence again indexed by k ,  we have XG, Day* -+ z, weakly 
in LP(O*) for some z, E LP(Cl*). Clearly, z, = Day*, so that Day* E LP(S1*), 
as claimed. 

Next, we show that y* is the solution to (2.3.16), (2.3.17) associated with 
h*, f * ,  in O*. 

We put z, = y, - h, E ~ i ' ~ ( n , ) ,  and extend z, by zero to a function 2, 
defined on the whole space Rd. Then (2,) is bounded in w ~ ' ~ ( E ) .  Thus, 
we have .&, -+ 2 weakly in w~'P(E), for a subsequence again indexed by n. 
By compact embedding (cf. Theorem A2.2 in Appendix 2), we may therefore 
assume, possibly taking yet another subsequence indexed by n, that 2, -+ 2 
strongly in Lp(a). Since, as noted above, X ,  -+ X* strongly in LT(0)  for any 
r > 1, we find that 
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that is, Z vanishes almost everywhere in E \ O*. Corollary 2.3.11 then implies 
that z = Zjn* E w~ '~ (O* ) .  On the other hand, Z = y* - h* in a*, since this is 
true on every compact subset of O*, and we see that y*, h* satisfy (2.3.17). 

To pass to the limit in (2.3.16), we use the fact that thanks to the above- 
mentioned boundedness of {lyn 1 wi,P(n,) )  and to hypothesis (2.3.1 I ) ,  the sequen- 
ces {IA,(., y,, . . . , ~'~,) lLn(n,) )  are bounded. 

Applying the same procedure as above in the construction of y* on Cl*, we 
may construct functions a, E Lq(O*), 0 5 jal 5 I ,  such that for any compact 
set K c O* there exists a subsequence, again indexed by n, with 

A,(. , yn(. ), . . . , Dkn( .  )) + a, weakly in Lq(K),  

for any multi-index of length la1 5 1. 

Now let K c O* be any arbitrary, but fixed, compact set, and pick any 
nonnegative test function cp E CF(O*) satisfying p(x)  = 1 for all x E K. We 
estimate the expression 

Here, and in the following, we assume that n is so large that supp cp c On. Then 
In is meaningful by simply setting the integrand equal to zero in E \ supp cp. 
We have 

J ,  (P A,(x, y*, . . . , D"*) (Dayn - Day*) dx 
lo l l '  

Here, we have used the abbreviation 

2Z-l = Da(cp(yn - y*)) - cp(Dayn - Day*) 

Notice that this expression does not contain derivatives of order 1 of yn, for any 
a .  Invoking the compactness of the embedding (compare Theorem A2.2(i) in 
Appendix 2) w ~ ' ~ ( E )  c W;-"~(E), and selecting another subsequence, which 
is again indexed by n, we can infer that 2t-l + 0 strongly in Lp(E) for any 
la1 5 1. Consequently, l ia,, 13, = 0, on this subsequence. 

Next, we select yet another subsequence indexed by n from it such that yn + 
y' weakly in WLp(supp cp). On this subsequence, we also have limn,, Izn = 0, 
and owing to the compactness of the embedding w;'P(E) C Lp(E), we may 
select another subsequence from it such that also 

lim Iln = lim 
n--to3 n+cc J SUPP rp f n  P ( ~ n  - Y*) dx + 0, 
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where we have used (2.3.16). 

Summarizing the above estimates, and invoking hypothesis (2.3.19), we con- 
clude that for the subsequence just selected, 

lim (Q p C IDayn - Day*I2 dx) 5 In = 0. 
n+m 

la151 

But since the test function p is nonnegative in Cl* with piK = 1, this implies 
that we can select yet another subsequence from the subsequence constructed 
above such that 

Dayn(x) + Day*(x) as n + co, for a.e. x E K ,  for all loll 5 1. 

The Carathkodory assumption (2.3.10) then yields that for this subsequence, 

Consequently, by applying Egorov's theorem, we can identify a, a.e. in K .  Since 
the compact set K C 0 "  was arbitrarily chosen, we conclude that 

which identifies the limits of the nonlinear terms in (2.3.16). Therefore, we 
may pass to the limit in (2.3.16) on a suitable subsequence to arrive at the 
conclusion that y* is the (uniquely determined) solution to (2.3.16), (2.3.17) 
that corresponds to the domain Cl* E 0 and the data h*, f * .  

As the final step of the proof, we now show that R* is an optimal domain 
that minimizes the cost functional in (2.3.20). Since L satisfies (2.3.10), we may 
carry out the same chain of arguments as above to arrive a t  the conclusion that 
for any domain K with c 0* (initially only for some subsequence depending 
on K ,  but by the uniqueness of the limit y* eventually for the entire sequence), 
y, + y* weakly in W"p(K) and 

L(x, y,(x), . . . , D$,(x)) -+ L(x, y*(x), . . . , DiY*(x)) for a.e. x E K. (2.3.27) 

Assumption (2.3.21) and Vitali's theorem (cf. Vulikh [1976, p. 2101) imply that 
the convergence in (2.3.27) is even strong in L1(K), since it follows from Lemma 
2.2.8(b) that {y,) converges strongly in Wht(K) for any 1 5 t < p. 

Now recall the increasing sequence {GkIkEN of open and bounded sets in- 
- 

traduced above that satisfy GI, C a*, k E N, and UkEN Gk = Cl*. We have 

i f  { L y . . . , D'yn) dx) = lim Ln L(x, y,, . . . , Dlyn) dx nte, n+m 

L(x, y,, . . . , ~ ' ~ , ) d x  = XG,  L(x, y*, . . . , D$*) dx 

2 l* liminf (xG, L(z,  y*, . . . , D'y*)) dx = L(x, y*, - . . , Diy*) dx, (2.3.28) 
k+m J,* 
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where the nonnegativity of L makes the use of Fatou's lemma possible. This 
concludes the proof of the assertion. 0 

Remark. An essential step in the proof of the continuity of the mapping 
R ++ yn is to show the almost everywhere convergence of the associated char- 
acteristic functions. We close this paragraph with a result that demonstrates 
that in certain situations this property is also necessary in order to guarantee 
the continuity of the mapping R + yo. 

We consider the simple case of the Laplace operator, 

where R E 0. The assumptions (2.3.10)-(2.3.13) are fulfilled with p = 2 and 
1 = 1 for arbitrary space dimension d. Let us define 

for x E Cl, 
for x E E \ a, 

with yE\a given by (2.3.29) applied in E\a. Then yo E H i ( E ) ,  since (2.3.30) 
may be rewritten as 

where yn E H i ( E )  and GE,, E H i ( E )  denote the extensions by zero to the 
whole set E of y~ and of yE,a, respectively. We have the following result. 

Proposition 2.3.13 Let {R,) c 0 and R E 0 be domains such that the 
strong maximum principle for the Laplacian is valid in R and in E \ 2, as 
well as in Rn and in E \ R, for all n E N .  If yon -+ ya a.e. in E,  then 
Xn, -t Xn a.e. in E .  

Proof. First, we note that meas(dR) = 0, since the compactness of dR implies 
that it can be covered by a finite union of graphs of continuous functions. By 
assumption, there is some set M with meas(M) = 0 such that 

lim yn, ( x )  = yn(x) for all x E E \ M. 
n+m 

(2.3.32) 

Now let x E E \ ( M  U dR) be given with yn(x) > 0. Then, by the strong 
maximum principle, x E R. In addition, we must have yn,(x) > 0 for n 2 
n l (x ) ,  that is, x E an, again by the strong maximum principle. Consequently, 
xn,(x) = xn(x )  = 1 for n > n l (x ) .  By the same token, we conclude that for 
any x E E \ ( M u B R )  with cn(x)  < 0, x E E\a, that is, x ~ , ( x )  = xn(x)  = 0, 
for n > nz(x ) .  Since M u dR has zero measure, the assertion is proved. 
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Remark. The general results of this paragraph are due to Tiba [1999], [2003]. 
We also notice that they cover Example 2.3.2, showing that the family of admis- 
sible domains defined in (2.3.1) can be enlarged considerably. Example 2.3.5, 
however, does not enter the present setting due to the boundary cost functional 
(2.3.4). It is clear that for domains of class C this type of cost criterion cannot 
be used in view of the absence of a corresponding trace theory. It is possible 
to study other restrictions like Cl > w and other cost functionals. This remark 
aims a t  pointing out the large diversity of shape optimization problems (which 
is also underlined by the examples given in Chapter 1) and the difficulties in 
developing a systematic theoretical approach to them. 

2.3.3 Neumann and Mixed Boundary Conditions 

We consider the model problem (cf. Chapter 1, (1.2.71), (1.2.72)) 

subject to the homogeneous Neumann boundary value problem (in weak form) 

~ ~ ( ~ ) . V v ( a )  d x + l  y(x) v(x) dx = f (x) v(x) dx 'v'v E H'(R). (2.3.34) 

The family (3 of admissible domains is the same as in the previous paragraph, 
and we assume that f E L2(E) is prescribed. Furthermore, the mapping 1 : 
E x R x Rd t R is assumed to be nonnegative and measurable in E x R x Rd, 
where 1(x,. , . ) is continuous on R x Rd for a.e. x E E and l(x, s ,  .) is convex 
on Rd for all (a,  s) E E x R .  

Now let {R,) be a minimizing sequence for the problem (2.3.34), (2.3.33). - By 
the compactness properties of (3, we may again assume that limn,, dH(Rn, O*) 
= 0 for some Cl* E (3, where the corresponding characteristic functions satisfy 
XQ, + XQ* pointwise a.e. in E and strongly in L'(E) for all r > 1. Let 
yn E H1(Rn) and y* E H1(Cl*) denote the solutions of (2.3.34) corresponding 
to Rn and Cl*, respectively. 

Theorem 2.3.14 For every domain K with R c Q*, 

ynJK + y*IK weaklyin H1(K). (2.3.35) 

Proof. By the r property (cf. Proposition A3.8 in Appendix 3), we have K c 
0, for n > n(K)  (which will be assumed in the following). Inserting v = yn E 
H1(nn) in (2.3.34), we readily verify that l ~ , l ~ l ( ~ , )  5 M for some M > 0 
that does not depend on n. Thus, on a subsequence again indexed by n,  we 
have yn I K  + $ 1 ~  weakly in H1(K) for some ij E H1 (K). We rewrite (2.3.34) 
in the form 

J K ( ~ Y n - ~ v + Y n ~ )  dx- ( v y n . ~ v + y n v )  dx, vv E c l ( E ) .  

(2.3.36) 
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We have 

Passage to the limit as n + oo in (2.3.36), (2.3.37), using the fact that xn, + 
Xn* a.e. in E, yields that 

- Now consider an increasing sequence of open bounded sets Gk such that 
- 

GI, c R* for all k E N and U,,, GI, = R*. Applying the above arguments 
iteratively to the compact sets Gk with increasing k ,  we can extend the map- 
ping 5 to the whole set R*, and arguing as in the proof of Theorem 2.3.12, we 
conclude that 5 E H1 (R*) .  Passing to the limit as k + oo in (2.3.38), where 
K is replaced by G k ,  we obtain that 

V 5 ( x ) . V v ( x ) d x +  5 ( x ) v ( x ) d x -  f ( x ) v ( z ) d x = O ,  V V E C ~ ( E ) .  L* L* 
(2.3.39) 

Since R* has the segment property, the restrictions of functions in C 1 ( E )  to 
R* form a dense subset of H1(R*)  (see Adams [ l975]).  Hence (2.3.39) implies 
that 5 = y* .  Thus, (2.3.35) is valid at least for the constructed subsequence. 
Since the limit point y* is uniquely determined, it follows that (2.3.35) holds 
for the entire sequence (see the remark before Corollary 2.3.4). This ends the 
proof. 

Having proved Theorem 2.3.14, we are in a position to apply Theorem A3.15 
in Appendix 3 to arrive at the conclusion that the limit domain R*, together 
with the associated solution y* of (2.3.34), is a minimizer of the cost functional 
in (2.3.33). We therefore have the following result. 

Corollary 2.3.15 Under the assumptions made above, the shape optimization 
problem (2.3.33), (2.3.34) has at least one optimal domain R* E (3. 

Remark. It ought to be clear that more general differential operators can 
be treated similarly. However, the extension to inhomogeneous boundary data 
seems impossible for domains of class C ,  since then the weak formulation of 
the equation would involve boundary integrals. This constitutes an important 
difference in comparison with the case of Dirichlet boundary conditions. 

Remark. The convexity assumption for l ( x ,  s,  .) is dispensable if the polyno- 
mial growth condition (compare (2.3.21)) 
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with some c > 0, 77 E L1(E), and t < 2, is satisfied. Indeed, in this case we are 
(up to the different boundary conditions) in the same situation as in Theorem 
2.3.12 (with p = 2 ) ,  and we may proceed as in the final step in the proof of 
Theorem 2.3.12 to see that R* minimizes the cost functional. 

In the second part of this paragraph, we will discuss the case of mixed bound- 
ary conditions. The argument to be presented is based on a geometric compat- 
ibility condition (see (2.3.49)-(2.3.51) below) at those points where a Dirichlet 
condition changes into a Neumann condition and vice versa. We will demon- 
strate this in the case of a variational inequality of obstacle type as discussed in 
Example 1.2.5 in Chapter 1. With this, we aim to indicate that the theory de- 
veloped in this section also applies to variational inequalities and free boundary 
problems. 

We consider two fixed Lipschitz domains C c Rd and E C Rd with C C El 
and variable domains R c E of class C with ?? c R. To each R we associate 
a fixed (not necessarily connected) open set Do C E, Do @ R, having the 
property that R U Dn is connected (i.e., a domain) and that R n Dn consists 
of a finite number of connected components. We define the set 

M = {v : v = wIqC for some w E C ~ ( R ~ ) ,  and there are an open 

set Q, and a compact set K, with & c Q,, K, c fi \ C, 
such that wOw\aw = 0). 

Notice that M forms a linear space: indeed, if w E M and X E R, then 
clearly Xw E M, and if wl, wz E M with associated sets Q,, and K,, , i = 1,2,  
then wl + wz E M with Q,,+,, = Q,, n Q,, and K,,,,, = K,, u K,,. 
Therefore, the closure of M in the space H1(R \ C ) ,  

forms a closed subspace of H1(R \ C), and is thus a Hilbert space with respect 
to the inner product (. , .)Hl(n\c). Let 

denote its positive cone. Then the set 

is nonempty, closed, and convex, where the boundary condition in (2.3.41) has 
to be understood in the sense of traces (recall that aC is Lipschitz). A related 
definition of V(R) (under different geometric assumptions) in the framework 
of mixed boundary conditions for partial differential equations can be found in 
Rehberg and Groger [1989]. 
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In R \ C, we consider the variational inequality 

If R is a Lipschitz domain, then the definition of A(R) and the weak formula- 
tion (2.3.42) correspond to the mixed boundary conditions 

The existence of a unique solution y E A(R) to (2.3.42) follows immediately 
from the Lions-Stampacchia theorem (Theorem A2.3 in Appendix 2). We ought 
to remark at this place that the notation V(0)  and A(R) is slightly misleading, 
since (2.3.40) and (2.3.41) clearly depend on the choice of the associated sets 
Do. If Dn changes, then also V(R) and A(R) may do so. We will use the 
above notation for the sake of brevity in the following; possible confusion will 
be avoided by the context. 

A physical example modeled by (2.3.42) is the electrochemical machining 
process considered in Example 1.2.7 of Chapter 1, with different notation. One 
difference to (1.2.48) is that (2.3.42), (2.3.43) account for the possibility that 
some part of the boundary, namely dR \ Do, may be insulated. The metal- 
lic workpiece is formed around dR n Dn.  The variational inequality (2.3.42) 
provides the shape of the workpiece via the coincidence set (see Elliott and 
Ockendon [1982], Barbu [1984, p. 1651) 

Here, we study the shape optimization problem corresponding to (2.3.42), 
which consists in finding the domain R (i.e., the machine) of minimal area such 
that the obtained metallic workpiece (2.3.44) satisfies certain requirements. A 
typical example is that I, is required to contain a prescribed subset D \ C, 
with D C R C E being the desired shape of the workpiece. Mathematically, 
we may phrase this in the form 

subject to (2.3.42) and to 

where the set 6 of admissible domains has yet to be specified. Notice that 
(2.3.41), (2.3.46), and y E A(R), imply that y = 0 a.e. in D \ C ;  that is, we 
have D \ c I,. 

Let us now specify the assumptions on the set 6 of admissible domains. 
First, we postulate that any R E 6, together with its associated open set Do, 
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is contained in E, and that there is some open set 6 with ?? c 6 c E such 
that 6 C R for every R c 6. The latter condition means that the "machine" 
R cannot degenerate to C in any part of its boundary. Also, we require that 
any R E 6 and all the (finitely many) connected components DL, 1 < i < i n ,  
of Dn belong to the family 6 introduced in (2.3.8) (where we also refer to 
Definition A3.1 in Appendix 3). We thus have, in the terminology of (2.3.8) 
with obvious notation, 

We denote the corresponding families of local charts by Fn and FA, i = K, 
respectively, and we postulate that the family of local charts 

is equicontinuous and equibounded on B(O, k) (in the notation of Definition 
A3.1 and its comments). 

In addition to these standard assumptions, we need to impose a geometric 
compatibility condition at the intersection points between R and Dh, i = 1,. 
We postulate: 

Whenever x E 852 n dD$ for some io E (1, .  . . , in ) ,  then there is 
some neighborhood V, of x such that both d (R u ( E  \ D;)) n Vx and 

d (R U D$) n V, can be represented in the same local system of axes by 

continuous functions that "extend" the representation of d D z  around z 
from dD$ \ R to the above-mentioned sets. More precisely, we have 

as well as &(s) < &(s) for all s E B(0, k$). These two mappings are 
equal on the subset of B(0, k$) that corresponds to 

since there they coincide with some local chart g, E 3; of d ~ $  

Finally, we assume that there exists some constant c > 0 (which is indepen- 
dent of R )  such that we have the implication 
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The family 6 now consists of all the domains R that satisfy the above con- 
ditions. Note that the inside and outside segment properties are also valid in 
(2.3.49), (2.3.50) with segments at least of length an > 0. Notice also that the 
conditions (2.3.49)-(2.3.51) imply, in particular, that RU Do and RU (E \Do)  
are domains of class C. 

Remark. The hypotheses (2.3.49), (2.3.50) should be understood in the con- 
text that the auxiliary open sets Dn = u Z , D ~  may be chosen just in order to 
specify that part of dR where the Dirichlet condition for (2.3.42) is valid. This 
gives considerable flexibility in verifying (2.3.49), (2.3.50). Simple examples in 
R2 show that if the intersection of Cl with small balls centered at x E dClndD, 
is convex, then (2.3.49) and (2.3.50) are fulfilled. 

Next, we examine the convergence properties with respect to the Hausdorff- 
Pompeiu distance. 

Theorem 2.3.16 If (0,) c 6 satisfies liq,, dH (R,, R) = 0 for some open 
set R c E, then R E 6, and the corresponding characteristic functions satisfy 
Xn, + XQ a.e. in E, on a subsequence again indexed by n. 

Proof. Obviously, (0,) c 6 c 0 .  Hence, thanks to the compactness prop- 
erties of 0, we have R € 0, and owing to Theorem A3.9 in Appendix 3, 
Xn, + Xn a.e. in E for a suitable subsequence indexed by n. Moreover, by 
virtue of Proposition A3.2(i), there is a subsequence, again indexed by n, such 
that 

lim dH (D~,, , Do) = 0. 
n+m 

Invoking Theorem A3.9 again, we find that all the connected components Dh 
of Do are domains of class C that satisfy (2.3.47). Notice that the total num- 
ber in of connected components of Dn is finite; indeed, the uniform interior 
segment property implies a lower bound for the measure of each component. 
Therefore, we may select yet another subsequence indexed by n such that 

Thus, it remains to show the persistence of the compatibility conditions 
(2.3.49)-(2.3.51) under the passage to the limit. To this end, let x E dRndD;, 
1 5 io 5 i n ,  be arbitrary. By the definition of the Hausdorff-Pompeiu conver- 
gence, there exist x, E aRn, n E N, such that x, + x. 

Assume now that there is a subsequence, again indexed by n, such that x, 
cannot be represented in terms of the "restricted local charts" (i.e., by those 
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defined on balls of radius r > 0, compare the comments following Definition 
A3.1 in Appendix 3)) for all n E N. Then, in view of (2.3.47) and (2.3.51), 
it follows that d(xn, Do,) > c for all n E N. But this is impossible, since 
x E dDn can also be approximated by points in dDn,. In conclusion, there 
must be some n(x) E N such that for n > n(x) we have 

with gn : B(0, k) -+ R being some appropriate local compatibility chart around 
ann n dD,,, as defined in (2.3.49), (2.3.50). We consider both types of local 
charts arisingin (2.3.49) and (2.3.50), denoting them by 4, and gn, respectively. 
They are both defined on B(0, k ) ,  and (2.3.52) may be valid for both gn = jn 
and gn = gn, or only for one of them. 

By the equicontinuity and equiboundedness assumptions on the family .F 
from (2.3.48), we may by the Arzela-Ascoli theorem assume that ljn + cj and 
gn -+ g uniformly in B(0, k), and thus also g(s) < g(s) for all s E B(0, k). 

Now recall that under our general assumptions the sets RnUDn, are domains 
of class C, with uniformly continuous local charts and uniform constants given 
by inequality (2.3.47). Thanks to Theorem A3.9 in Appendix 3, the same is true 
for R U Do. Thus, the above argument, and passage to the limit as n -+ co 
in (2.3.49), show that (2.3.49) is also valid for R .  

Next, we consider (2.3.50). Applying Proposition A3.10 in Appendix 3, we 
see that the behavior of the complementary sets E \En is similar to that of 
Do, so that we may argue as for (2.3.49). 

Finally, the stability of (2.3.51) follows by a direct passage to the limit as 
n -+ co. This ends the proof of the assertion. 0 

Remark. Suppose that the assumptions of Theorem 2.3.16 are satisfied, and 
that - - 

E \ R n + E \ R ,  E \ D n n + E \ ~ n ,  

in the Hausdorff-Pompeiu sense. If then K C R U Do is compact, we can 
conclude that there is some n ( K )  E N such that K c (0, u Dnn)  for n > 
n(K).  Indeed, this form of the I' property follows from noticing that 

by the previous result, and then applying Proposition A3.8 in Appendix 3. 

The next result provides an alternative characterization of the space V(0) .  
It is an extension of Theorem 2.3.9, with which it should be compared. In the 
following proof we make use of techniques developed in the proof of Theorem 
2.3.9, in particular of translations of the system of local axes along appropriate 
vectors and of the interior and exterior segment properties. Since we have 
elaborated on this there, we can afford only to sketch the argument here. 
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Theorem 2.3.17 Let R E 6 be given, and let 6 denote the extension by zero 
of a function v E V ( R )  to the set ( R  \ C)  U Dn. Then 6 E H1( (R  \ C) U Do).  
Conversely, 2f w E H1( (R  \C) U Dn) is such that w = 0 a.e. in Do \ R, then 

w l n \ ~  E V ( n ) .  

Proof. Let v E V ( R )  be given. Then, by definition, there are v, E C,"(Rd), 
open sets Qvn,  and compact sets Kvn such that L)Q c Qvn , Kwn c ( R  \ C) , 
v, = 0 on QVn \ Kvn , for all n E N, and v,ln\c + v in H1(S1 \ C ) .  

In particular, v, = 0 in Do \ Kvn and in Do \ R. Thus, {v,Dou(njW} is a 

Cauchy sequence in H1( (R  \ c) U Dn).  Let 6 E H1( (R  \ C)  U Dn) be its limit. 
Then v = GIn\, and 61D,\~ = 0; hence 6 = 6. 

Conversely, let w E H 1 ( ( R  \ c) U Dn) satisfy w = 0 a.e. in Da \ R. We 
consider an open cover of dR given by a finite number of neighborhoods V,, 
1 < j < I ,  that contains a covering of dR n dDn as indicated in (2.3.49), 
(2.3.50), by a finite number of open sets V,. We choose another open set Vo 
such that vo c R and 

1 

R C  UV,. (2.3.53) 
j=O 

To this covering, we associate a partition of unity {$j};=, C C r ( R d )  such that 
O < g j  < 1 and supp$j C V , ,  1 5  j < I ,  and 

Let 

w j ( x )  = $ j (x )w(x) ,  x E R,  1 < j < 1. 

Obviously, wo E V ( R ) .  We aim to show that also wj E V ( R ) ,  1 5 j < 1. 
Once this is proved, the assertion follows from the observation that w(x )  = 

w j ( x )  for all x E R. 

We have to distinguish among three situations. 
- - 

Case 1: Assume that d ( V j ,  Do) > 0. Let Gj denote the extension of wj 
by zero to Rd. Then Gj E H1(Rd  \ (V, n dR)) .  Similarly as in the proof of 
Theorem 2.3.9, we shift the system of local axes corresponding to the local chart 
Vj in the direction of the outside segment to dfl. This is possible since S1 is 
of class C .  

Let 6; E H1(Rd  \ (V, R),) denote the shifted mapping, where (V, n dR) ,  
is a translation of V, n dR in the same direction and t > 0 denotes the length 
of the translation vector. For sufficiently small values t > 0 we then have 
d( (V,  n an),, 25,) > 0 and d ( ( V ,  n do),,  2) > 0. 

Then Gf /n  E H1(R) ,  and lim,,, ailn = Gjln = wj in H1(R \ C) by the 
continuity in the mean of the integral. 
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Now let G;" denote the convolution of Gf with p, , where p, is the standard 
Friedrichs mollifier of order E > 0. Then G:lE E C,"(Rd), and owing to the 
above-mentioned positivity of distances, the above convergences are preserved 
since Gf', -+ 733 strongly in H1(R \ C )  for E \ 0. Moreover, G y  E V(R), for 
sufficiently small E > 0, by construction. This proves that wj E V(a )  in this 
case. 

Case 2: Suppose that V, is of type Vz, x E EJR n EJD,. This time, we 
perform a translation in the "vertical" segment direction of the local chart 
provided by (2.3.49), (2.3.50). The obtained shifted mapping is again denoted 
by 73: E H1(Rd \ (do  n V,)t) .  It follows that its support has a positive distance 
from DQ \ R for sufficiently small t > 0. Then Gjjn E H1(R), and G:', its 
convolution with p,, will inherit these properties for sufficiently small E > 0. 
The argument then follows as above. 

Case 3: In the final case, we may assume that T/j c DQ and, by the 
assumption of the theorem, that supp wj c DQ n 0 .  The extension by zero 
of wj to Rd, again denoted by Gj, satisfies Gj E H1(Rd). We perform a 
translation in the direction of the interior segment to R U (E \D j ) ,  provided by 
(2.3.50). Then a smoothing using a Friedrichs mollifier can be performed such 
that the support of the resulting mapping Gf'€ E C,"(Rd) n V(R) remains at 
a positive distance from Dn \ 0 .  Again, passage to the limit as E \ 0 yields 
that wj E V(R). This concludes the proof of the assertion. 0 

Theorem 2.3.18 Let (0,) C 6 satisfy limn,, &(R,, a) = 0 and Xnn -+ 
Xn a.e. Let y, E A(Rn), n E N, and y 6 A(R) denote the solutions of (2.3.42) 
corresponding to an, n E N, and 0 ,  respectively. Then for any open set K 
with R c a\?? there is some n(K)  E N such that R c (Rn\C) for n > n(K).  
Moreover, yn 1 + y I weakly in H1(K). 

Proof. Let K be a fixed open set satisfying K c (R \ C). Then the first asser- 
tion is a consequence of the r property; see Proposition A3.8 in Appendix 3. 
From now on, let n > n(K) .  We rewrite (2.3.42) in the form 

for all v E A(Rn). (2.3.55) 

In the following, we will work with test functions belonging to C1(E) r- 
A(R) that vanish in a small neighborhood of & \ Cl. Their restrictions to 
0, \ C belong to A(Cl,) for sufficiently large n; indeed, we can infer from 
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the convergence properties of fin and Dan that they vanish in Dnn \ 0, for 
sufficiently large n, and we can apply the previous theorem. 

Now notice that the sequence {lynlHl(n,\~)) is bounded, thanks to the co- 

ercivity of the elliptic operator. Hence, for any open set G with ?? c ( n  \ C )  
there is a subseqence of {y,) depending on G that converges weakly in H1(G). 

Now choose an increasing sequence {GkIktN of open and bounded sets such 
- 

that Gk c ( n  \ C) ,  k E N ,  and Uzm=,Gk = R \ C. Using the same procedure 
as in the proof of Theorem 2.3.12, we can construct a mapping jj E H1(R \ C) 
having the property that for any k E N there is a subsequence {yk,) of {y,) 
such that 

yk, IGk + as n + CO, weakly in H1(Gk). (2.3.56) 

- We aim to show that 5 = y. To this end, choose k E N so large that 
K c Gk. By (2.3.56), there is a subsequence, again indexed by n,  such that 
ynlK + GIK weakly in H1(K). Employing the weak lower semicontinuity of 
quadratic forms and (2.3.56), we infer that 

For v E C1(E)  n A(a) the right-hand side of (2.3.55) can be estimated as 
follows: 

since the quadratic terms are nonnegative. Holder's inequality yields 

where M > 0 is independent of both K and n. Thanks to the pointwise a.e. 
convergence of the characteristic functions, we also have 

lim meas[(nn \ C)  \ K] = meas[(S1\ C )  \ K]. 
n+m 

(2.3.60) 
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Thus, combining (2.3.57)-(2.3.60), we can pass to the limit as n + m in (2.3.55) 
to arrive at the inequality 

which is valid for any open set K satisfying K C (Q \ C).  Choosing K = Gk,  
k E N, and letting k + m ,  we conclude that for any v E C1(E) n A(Q) 
vanishing in a small neighborhood of 80 n Dn, 

[Vij - ("6 - VV) + ij (ij - v)] dz 5 / f (ij - v) dx. (2.3.62) 
n\c 

Since C is a fixed Lipschitz domain, the trace theorem and a passage to the 
limit yield that ijlac = 1. Since yn is nonnegative for every n E N, we may 
conclude that ij E H1 (Q \ C),. 

Finally, according to Theorem 2.3.17, the functions yn E V(Rn) may be 
extended by zero to mappings yn E (0, \ ??) U Dan. Moreover, since 

we may again construct a mapping y E H1((Q \ C) U Do) such that for any 
open set K with K c ( a  \ C )  u Dn,  we have ynlK + y l ~  on a subsequence 
depending on K. Obviously, yIDnIn = 0 and yI,\, = ij. But then the second 
assertion in Theorem 2.3.17 yields that also ij E V(R), i.e., jj E A(R). 

Now observe that by the definition of V(O), the set C1(E) nil@) is dense in 
A(fl): indeed, taking the positive part of a function is a continuous operation in 
H1, and smoothing preserves nonnegativity. Hence, we may pass to the limit 
with respect to v in (2.3.62) to conclude that ij solves (2.3.42) and therefore 
coincides with y. 

To conclude the proof, let K be any open set such that K c ( 0  \C ) .  Then, 
as shown above, there is a subsequence depending on K such that ynlK -+ ylK 
weakly in H1(K). But since the limit y is uniquely determined, the convergence 
is valid for the entire sequence, which finishes the proof of the assertion. 

Remark. By virtue of Theorem 2.3.18, variational inequalities of obstacle type 
(and their associated free boundary problems; see Examples 1.2.5 and 1.2.6 in 
Chapter 1) are well-posed with respect to domain perturbations, even in the 
case of mixed boundary conditions. 

Corollary 2.3.19 The shape optimization problem (2.3.45), (2.3.46), (2.3.42) 
has at least one minimizer a* E 6. 

Remark. It ought to be clear that the above result remains valid for more 
general cost functionals. 
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2.3.4 Partial Extensions 

In this paragraph, we demonstrate that very general families of unknown sets 
and of cost functionals may be considered in shape optimization problems gov- 
erned by certain differential systems. 

We first discuss the elastoplastic torsion problem considered in Example 1.2.5 
in Chapter 1. To this end, let E c Rd be a fixed open and bounded set, and 
let f E L2(E) be given. We put 0 = {R C E : R is a domain). For any 
!d E O we consider the variational inequality 

By the Lions-Stampacchia theorem (see Theorem A2.3 in Appendix 2), the 
problem (2.3.63), (2.3.64) has for every admissible domain R E O a unique 
solution y = yo. Thanks to (2.3.64), yn E Ca can be extended by zero to a 
function ijn E W;'"(E). 

Now assume that J : w~'"(E) + R is a weakly lower semicontinuous func- 
tional. We then consider the optimal design problem 

Theorem 2.3.20 The optimal design problem (2.3.63)-(2.3.65) has at least 
one optimal domain R* E (3. 

Proof. Let (0,) c O be a minimizing sequence. In view of Proposition A3.2 
in Appendix 3, we may assume that there is some R* E O with 

Using the abbreviations yn = yo,, 5, = cn,, inserting u = 0 in (2.3.63), and 
recalling (2.3.64), we can infer that (5,) is bounded in w ~ ' ~ ( E ) .  Hence, there 
is some ij E W;@(E) such that ij, + ij weakly* in w~'"(E), on a subsequence 
again indexed by n. Now observe that 

is convex and, by Theorem A1.6 in Appendix 1, weakly closed in W1,"(E). 
Consequently, ij E CE. Moreover, the ArzelA-Ascoli theorem implies that ij, + 
ij uniformly in E. 

Now let x E F \ R*. Since &(Rn, R*) + 0, there exist x, E E \ R,, n E N, 
such that x, + x. We have 
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Consequently, since 5,jz\on - 0, we have 51E\n. - 0 

Next, we define the sets 

nk = n* \ IX E n* : d(x, an* )  5 - , k E N, 
k I 

which are nonempty and open (but not necessarily connected) provided that 
k E N is sufficiently large (which we assume). Let 

with (.)+ denoting the positive part. Recalling that 5 is by construction a 
Lipschitz continuous function of rank 1, we can easily show that suppy: c a k ,  
so that 5: E ~ d ' ~ ( f 2 * ) .  We also have jVy:(z)l 5 IVjj(x)l a.e. in R*, by 
the rules for computing the gradient of the maximum of two functions. The 
sequence (5;) is thus bounded in w;'"(n*). With obvious notation, we can 
derive the same conclusions for 5'" = (5- - :)+ and for 5k = 5: - jj!, where 
the inequality 

IVck(x))l < /V$(x)l a.e. in n* (2.3.67) 

follows from the fact that the supports of 5: and are disjoint. It is obvious 
that 

5 + 5, pointwise in a*, and weakly* in ~ d ' ~ ( n * ) .  

This proves that 5 E ~ i ' ~ ( C l * ) ,  and, a fortiori, that 6 E Cn.. 

Now let v E Cp be arbitrarily fixed. We construct the functions v:, v!, 
and vk = v: - vk as above, obtaining the same boundedness and convergence 

properties. Since supp vk c c a*, the r property (cf. Proposition A3.8 in 
Appendix 3) shows that there is some n(k) E N such that suppvk c Cn for 
n > n(k). Thus, invoking (2.3.67), vk E Can for n > n(k), and we can use vk 
as test functions in (2.3.63). It follows that 

or, rewriting (2.3.68) in terms of the associated extensions by zero to E, 

Passage to the limit as n + cc, using the weak lower semicontinuity of quadratic 
forms, then yields that 

Now let k + cc in (2.3.69). Together with the previously established properties, 
we conclude that 510. = y o .  Moreover, since J is weakly lower semicontinu- 
ous, we see that 

J(&*) 5 l$l,.f J (&)  = Min J(jjn). 
nEO 
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That is, R* E C3 is an optimal domain for the problem (2.3.63)-(2.3.65). 

Remark. The continuity property with respect to the domain on which the 
previous proof relies is an exemplification of Theorem A3.14 in Appendix 3, 
although in a slightly different setting. 

The next result refers to the classical transmission conditions problem; com- 
pare Example 1.2.7 in Chapter 1. The physical background of this example 
renders it interesting to admit just measurable sets as admissible candidates for 
the regions giving the optimal shape in the material distribution problem. 

Let E c Rd describe a given body made up by two different materials 
occupying the measurable sets R C E and E \ R. The physical properties of 
the two regions are assumed different, which is reflected by taking different 
coefficients in the governing elliptic equations in these two regions. If R is 
Lipschitz, we may formally cast this into the form 

where Pi, i = 1,2, with r1 U r2 = aE and rl n r2 = 8 ,  are assumed to be 
nonempty Lipschitz boundary pieces, a,, bi, i = 1,2, are positive constants, 
and f E L2(E) is given. Then, with 

the weak formulation of (2.3.70)-(2.3.73) takes the form 

JE { Ia1xn + a2(l - ~ n ) ]  V Y ~  . VV + [ b ~ ~ n  + b 2 ( l  - xn)] yo w ) (x) dx 

Here, Xn is the characteristic function of R in E .  For any measurable set 
R c E the bilinear form governing (2.3.75) is bounded and coercive in V, 
so that (2.3.75), (2.3.76) admits a unique weak solution yn E V satisfying 
(2.3.70)-(2.3.73) formally. 
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In the case of material distribution (layout) problems (cf. Example 1.2.7 in 
Chapter I ) ,  it makes sense and is of interest to consider the sets R and E \ R 
occupied by the respective material as merely measurable. In this respect, the 
present discussion continues the investigation of the problem (R) in s2.3.1 above. 

We denote by 0 the family of all the admissible choices of sets R c E (to be 
specified below), and assume that a fixed measurable set D c E and a desired 
target function zd E L2(D) are given. We then consider the following model of 
structural optimization problems: 

with yn defined by (2.3.75), (2.3.76). 

In Pironneau [1984], the problem (2.3.77) is studied by interpreting the char- 
acteristic functions Xn directly as a control into coefficients parameter, i.e., by 
imposing the (nonconvex) constraint that the control should attain only the 
values 0 and 1 in the whole domain E .  

Next, we specify the family O of admissible sets R C E .  To this end, let 

{ O ) ,  f o r x < O ,  

[O, 11 , for x = 0, 

(11, for x > 0, 

denote the (maximal monotone) extension of the Heaviside graph. Justified by 
(2.3.81) below, we then postulate that the characteristic mapping xn is of the 
form 

~n = H(pn) (2.3.78) 

for pa E Uad C HL,(E), where the admissible controls p E Uad are defined by 
the conditions 

lp(x)l + IVp(x)lRd 2 v > 0, a.e. in El for some v > 0, (2.3.79) 

p + o K  M , for all compact sets K c El with constants 

MK > 0 and OK > 0 depending on K. (2.3.80) 

If meas(8R) = 0, the signed distance functions do introduced in Appendix 3 
satisfy (2.3.79), according to Clarke [1983, p. 661. The condition (2.3.80) is a 
weak local regularity assumption on 80, which will play the role of a compact- 
ness condition, replacing the uniform continuity hypotheses from the previous 
paragraphs. Under stronger regularity assumptions, inequality (2.3.79) ensures 
the applicability of the implicit function theorem, providing a local description 
of the "boundary set" {x E E : p(x) = 0). However, the requirements (2.3.79), 
(2.3.80) are still very weak; for instance, the assumptions of the Clarke [1983, 
p. 2551 implicit function theorem for Lipschitz mappings are not fulfilled. 
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In arbitrary dimension, the sets R = R, c E resulting from (2.3.78) for 
p E Uad are just measurable and defined only up to a set of measure zero. 
According to Brkzis [1983, p. 1951, by (2.3.79), and since p E HLc(E), we have 

This shows that H(p) is indeed a characteristic function and justifies (2.3.78). 
We thus may rewrite (2.3.75)-(2.3.77) in the form 

Theorem 2.3.21 Suppose that the functions p E Uad satisfy the conditions 
(2.3.79) and (2.3.80). Then the problem (2.3.82), (2.3.83) has at least one 
optimal pair [y*, p*] E V x Uad. 

Proof. Obviously, Uad # 0, since the constant functions belong to Uad. Let 
[yn,pn] E V x U,d be a minimizing sequence, with y, being the solution to 
(2.3.83) corresponding to p,. We take an increasing - sequence {Gk)kEN of 
open sets satisfying GI, C El lc E N ,  and u,",,Gk = E .  In view of (2.3.80), the 
sequence {p, l ~ ~ ) ~ ~ ~  forms a compact subset of H1 (Gk), for any lc E N.  

Therefore, selecting subsequences iteratively, we can conclude that there is 
some p E HLc(E) such that for any lc E N there is a subsequence {pk,)nEN 

satisfying pkn -+ p strongly in H1(Gk). In particular, we may assume that 

pk, -+ p and Vpkn 4 Vp, a.e. in Gk. 

Consequently, p satisfies (2.3.79) and (2.3.80) with the same constants; that is, 
we have p E Uad Now observe that 

almost everywhere in E .  Thus, inserting u = y, in (2.3.83) for any n E N ,  
we readily see that {y,) is bounded in H1(E), and, extracting a suitable 
subsequence indexed by n, we may assume that y, -+ y weakly in H1(E). 

Moreover, since {H(p,)) is bounded in Lm(E), there is some w E LW(E)  
such that H(p,) -+ w weakly* in LW(E),  for another subsequence indexed by 
n. Invoking the demiclosedness of maximal monotone operators (see Proposi- 
tion A1.4 in Appendix l ) ,  we can infer that w E H(p). Since p E Uad, and 
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owing to (2.3.81), H(p) is a characteristic function in E, and we may write 
w = H(p). 

We also have that H(p,) --t H(p) a.e. in E, since we know by (2.3.79) that 
p,(x) --t p(x) # 0 a.e. in E .  If p(x) > 0, then p,(x) > 0 for n > n(x), 
and thus H(p,(x)) = H(p(x)) = 1. By the same token, if p(x) < 0, then 
H(p,(x)) = H(p(x)) = 0 for n > n(x). Therefore, invoking Lebesgue's theorem 
of dominated convergence, we can conclude that H(p,) -t H(p) strongly in 
L3(E) for all s > 1. 

Since [y,,p,] satisfies (2.3.83) for n E N, the above convergence properties 
allow one to pass to the limit as n -t cc to arrive at the conclusion that [y,,p], 
with y, = y, also satisfies (2.3.83); that is, [y, p] E V x Uad is an admissible pair 
for the problem (2.3.82), (2.3.83). Finally, observe that the weak convergence 
of {y,) to y in H1(E) implies that 

which shows that [y, p] is an optimal pair. 0 

Remark. The above argument applies to any weakly lower semicontinuous 
functional on H1(E). For instance, functionals defined on manifolds of codi- 
mension one are allowed in this setting. One example of this type is given 
by 

with some (relatively) open part r of d E  and some zo E L2(r) .  Other bound- 
ary conditions may also be imposed on dE.  It is also possible to postulate 
(2.3.80) only for an open subset K of E \ C, where C is a closed set of zero 
measure. This permits cracks in the corresponding boundaries d o  (cf. Bucur 
and ZolCsio [1994]). 

Remark. Considering the measurable sets 0, = {x E E : p,(x) > 01, the 
proof of Theorem 2.3.21 uses a variant of parametric convergence (compare 
Appendix 3) that is based on the a.e. in E convergence of p, and of Vp,. 

Remark. In Pironneau [1984, p. 1341 it is mentioned that by taking a2 \ 0 
and b2 \ 0 in (2.3.70)-(2.3.73) the Neumann boundary value problem is ap- 
proximated. It is as yet unknown under what minimal hypotheses such passages 
to the limit are successful. In Chapter 5 ,  we will also discuss relaxation and 
approximation procedures that further develop the techniques from this para- 
graph. 

We close this chapter with some comments on the mathematical literature 
devoted to the existence question in shape optimization problems. 
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The counterexample of Murat [I9711 shows that for the problem of control 
into coefficients for second-order elliptic operators certain boundedness condi- 
tions on the gradient of the leading coefficient are necessary in order to guaran- 
tee a continuous dependence coefficient ++ solution in appropriate topologies. 
A survey bringing various compactness conditions and corresponding continu- 
ity results is due to Bendsme [1984]. In Section 2.1, we have included several 
abstract theorems of this type, related to optimal control problems governed by 
strongly nonlinear equations. 

For coefficients that occur only in the lower-order terms of the differential op- 
erator, or for special cost functionals, weaker hypotheses suffice for the proof of 
existence, as follows froms the works of Tahraoui [1992], CCa and Malanowski 
[1979], and Tiihonen and Gonzalez de Paz [1994]. This has been discussed 
in 52.2.1. Sprekels and Tiba [1998/1999] have shown that the situation is 
completely different in the setting of fourth-order elliptic operators. Namely, 
boundedness in Lw suffices for existence in problems governed by fourth-order 
equations with control coefficients appearing in the leading terms (recall 52.2.2). 

For variable domain problems a turning point was marked by the example 
given by Cioranescu and Murat [1982], who showed that high oscillations in the 
boundaries of the unknown domains may lead to a very singular behavior of the 
sequence of associated solutions. I t  should be noted that such examples were 
initially motivated by questions from homogenization theory; see Cioranescu 
and Donato [1999], Zhikov, Kozlov, and Oleinik [1994]. Classical existence 
results for variable domain optimization problems are due to Murat and Simon 
[1976], using the mapping method that reduces the problem to a control into 
coefficients problem (under appropriate regularity assumptions; see Section 5.3 
in Chapter 5 below). The work of Chenais [I9751 established the first direct 
approach to the existence question, by using the uniform extension property in 
Lipschitz domains, i.e., in domains with corners. An important survey, including 
supplementary results and examples, is provided by the textbook of Pironneau 
[1984]. Delfour and Zolksio [2001] have demonstrated that similar arguments 
generalize to what they call the "uniform cusp condition." 

Recent results of Tiba [1999], [2003], Liu, Neittaanmaki, and Tiba [2000], 
[2003], Neittaanmaki and Tiba [2000], which are included in paragraphs 2.3.2 
and 2.3.3 of Section 2.3, replace the uniform Lipschitz assumption by uniform 
continuity conditions. From a geometric point of view, this is related to the 
segment property and allows for cusps on the boundary of the unknown do- 
mains. There are no requirements concerning the dimension of the underlying 
Euclidean space. In special boundary value problems or for special cost func- 
t ional~,  even families of just measurable sets may be taken into account; see 
Gonzalez de Paz [1982], [1994], Makinen, Neittaanmaki, and Tiba [1992]; see 
paragraphs 2.3.1 and 2.3.4. 

By using potential theory arguments, Sverak [1993], Chambolle and Doveri 
[1997], Zhong [1997], and Bucur and Varchon [2000], proved continuity and 
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existence for arbitrary open sets, under the compactness assumption that the 
number of the connected components of the complementary set is limited from 
above. While this condition is very general and easy to check, the dimension 
of the space is connected with the type of the elliptic operator (for the Laplace 
operator, the dimension should be two). 

In the monograph by Sokolowski and ZolCsio [1992], an existence theory based 
on the notion of generalized perimeter of open sets is presented. Further results 
using potential theory and conditions are due to Bucur and ZolCsio [1994a], 
[1994b], [1996]. In the work of Henrot [1994], a survey of continuity results of 
solutions to Laplace's equation with respect to their domain of definition has 
been presented. The textbook of Delfour and ZolCsio [2001] gives a unifying 
presentation in this respect and includes further interesting results. 



Chapter 

Opt imality Conditions 

A central problem in the theory of optimal control is that of deriving first-order 
necessary conditions. It plays an outstanding role in many respects: regular- 
ity and/or bang-bang properties of optimal pairs, gradient methods, feedback 
controllers. This chapter is mainly devoted to the investigation of several meth- 
ods to recover the optimality conditions in various types of control problems. 
Relevant examples and applications will be included in each paragraph. 

3.1 Abstract Approaches 

3.1.1 The Convex Case. Subdifferential Calculus 

We begin our exposition by examining the linear case in connection with the 
problem (P) defined by (1.1.1)-(1.1.4) in the first section of Chapter 1. To 
this end, let U, V, Z denote reflexive Banach spaces that together with their 
respective duals U*, V*, Z* are strictly convex, and H a Hilbert space that 
is identified with its dual and satisfies V C H C V* with continuous and 
dense embedding. In addition, let f E Z and operators A E L(V, Z )  and 
B E L(U, Z) be given. 

Let C c H, Uad c U be given nonempty, convex, and closed (with respect 
to the corresponding topologies) sets. We include the constraints (1.1.3), (1.1.4) 
in the cost criterion by using the cost functional (compare (1.1.5)) 

where L : V x U +] - co, +m] is a proper, convex, and lower semicontinuous 
functional. We then consider the control problem (P): 

inf { ~ ( y ,  u) : (y, u) t V x U} subject to Ay = Bu + f .  
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Without loss of generality, we may assume that f = 0.  Indeed, if [yo, uo] is 
an admissible pair, that is, if L(yo, uo) < +cc and Ayo = Buo + f ,  then it is 
easily verified that a pair [y*, u*] E V x U is a solution to (P) if and only if the 
shifted pair [y, f ]  = [y* - yo, u* - uo] solves the shifted problem 

In the following, we will consider problem (P) with f = 0. 

We now introduce the notion of extremal pairs: we say that the pair [y*, u*] 
is extremal for (P) if there is some p* E Z* such that 

Ay* = Bu", 

A*p* E - (~L ) , (Y* ,  u*), 

B*p* E (dL)z(y*, u*). 

Here, A* E L(Z*, V*) and B* E L(Z*, U*) denote the dual operators of A and 
B ,  respectively, and (dL)i denotes the ith component of the subdifferential dL, 
i = 1,2, and not the partial subdifferential with respect to the i th argument of 
L. Hence, we have dL = [(dL)l, (dL)z]. 

Now let G(A) c U x V denote the graph of some operator A E L(U, V) 
satisfying 

GP1(A) n dom(L) # 0. 

Then the function r : U +] - m, +m], 

is proper, convex, and lower semicontinuous. We determine the subdifferential 
d r  of r, using Theorem A1.12 in Appendix 3. To this end, we put, in the 
terminology of Theorem A1.12, 

and we introduce the linear and bounded operator A : V x U + V x U, 

A ( v , u ) =  [ A u , ~ ] ,  for [ v , ~ ]  E V X  U. 

Observe that for all [v, u] E V x U and [z, w] E V* x U*,  
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so that the dual operator A* E L(V* x U*, V" x U") is given by 

A*(z, w) = [0, A*z + w], for [z, w] E V* x U*. 

Moreover, since L plays the role of the mapping p in Theorem A1.12, we have 

if we assume that 

P 1 ( h )  n [int (dorn(L(. ,o)) )  x {0)] # 0, 

where intl denotes the interior with respect to XI.  

Next, we need to check that the operator &Ix:, : X: + X *  , where 

x; = {x* E X* : ( X ' , X ) ~ * ~ ~  = 0 v x  E X )  

denotes the polar 
{0} x U*, and thus 
coincides with the 

subspace of X1, has a bounded inverse. Obviously, X: = 
A*(z,  w) = [0, w] for all [z, w] = [0, w] E X:. Hence, & I x l o  
restriction of the identity mapping to X: and therefore has 

a bounded inverse. 

Under the above assumptions, we thus may apply Theorem A1.12 to arrive 
at the conclusion that 

Remark. The presence of (0) in the assumption (3.1.5) is not essential. In- 
deed, if U E U is admissible and if 

Gpl (A) n int dorn(L(. , 6))) x {U}] # 0, I (  
then we may replace L by the function 

L1 : V x U +] - m ,  +m],  Ll(v, u) = L ( v  + AU, u + U), 

which satisfies (3.1.5), so that (3.1.6) follows by the same argument as above. 

We have the following result. 

Theorem 3.1.1 Let the above hypothesis be fulfilled, and suppose, i n  addition, 
that A has a bounded inverse A-' : Z + V. Then a pair [y*, u*] is  optimal 
for (P) if and only if i t  is  extremal. 



86 Chapter 3. Optimality Conditions 

Proof. Let A : U -+ V be given by Au = AP'Bu. A control u* is optimal if 
and only if 

0 E dr (u* ) ,  (3.1.7) 

that is, owing to (3.1.6), if and only if 

0 E B*(A*)-' [ ( ~ L ) ~ ( A - ~ B U * ,  u*)] + ( ~ L ) ~ ( A - ' B U * ,  u*). (3.1.8) 

Suppose now that [y*, u*] is extremal. Then, by (3.1.1), AP1Bu* = y*, and 
thus, using (3.1.2), (3.1.3), and (3.1.6), 

that is, 0 E dr (u* ) ,  and [y*, u*] is optimal. 

Conversely, if [y*,u*] is optimal, then, trivially, (3.1.1) holds. Moreover, 
(3.1.8) implies that there is some 

E [-B*(A*)-l((dL)i(y*, u*))] n [ (~L )z (Y* ,  u*)]. 

In particular, there is some q E -(dL)'(y*, u*) such that z = B*(A*)-lq. With 
the choice p* = (A*)-lq, then (3.1.2) and (3.1.3) are fulfilled; that is, [y*, u*] 
is extremal. 0 

Remark. In the terminology of control theory, the optimality condition (3.1.2) 
is usually referred to as the adjoint state equation corresponding to the state 
equation (3.1.1), while relation (3.1.3) is called the (Pontryagin) maximum prin- 
ciple. 

Example 3.1.2 Let R c Rd be a bounded domain, and suppose that 

is a function such that g(x, . , .) is convex, lower semicontinuous, and proper, 
for a.e. x E R. In addition, let g be measurable with respect to the a-field 
of R x R x R generated by the product of the Lebesgue a-field in R and 
the Bore1 a-field in R x R (see the definition of a normal convex integrand in 
Appendix 1). 

We suppose that there is some uo E R such that 

1g(x, y,uO)l 5 a(x)  jylp + P(x), for a.e. x E R and for all y E R, (3.1.9) 

with suitable functions a E Lw(R) and ,B E Lp(R), where 1 < p < +m. We 
consider the optimal control problem 
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subject to y E LP(R), u E Lp(R), and 

where B : LP(R) + Lp(R) is a linear bounded operator. We specify the 
involved spaces and operators by putting 

The functional L : W x U +]  - co, +a] is given by 

The problem (P) is defined by (3.1.11)-(3.1.13). We assume that the natural 
embedding i : V + W is the corresponding observation operator as in 51.2.1. 
From (3.1.9) we infer that dom(L(. , uo)) = LP(R) = W, and with A = A-'B 
the hypothesis (3.1.5)' is fulfilled. Moreover, it follows from Proposition A l . l  
in Appendix 1 that 

dL(y, u)  = {[h, v] t Lq(Q) x Lq(R) : 1/p + 1/q = 1, 

[h(x), ~ ( x ) ]  t dg(x, ~ ( x ) ,  u(x)) for a .e  x t R}. (3.1.14) 

By virtue of Theorem 3.1.1, we have the following result. 

Corollary 3.1.3 Suppose (3.1.9) holds. Then a pair [y*, u*] E V x U is optimal 
for (3.1.11)-(3.1.13) if and only if there is some p* E L4 (a ) ,  where + = 1, 
such that with dg = [(dg), , (dg)2], 

Ay* = Bu*, i n n ,  

-AP* E ~* [ (%) I (x ,  Y*(x), u*(x)], in 0, 

B*P* E (%?)z(x, Y*(x), u*(x)), in R, 

y" = 0, p* = 0,  on dR. 

Here, the differential equation and the boundary condition for p* have to be 
understood in the transposition sense (cf. Example A2.7 in Appendix 2, where 
the special case p = 2 is considered). 

Remark. If also constraints u E Uad C U, y E C C V, have to be respected 
in this example, then (3.1.5)' or (3.1.9) shows that the condition int (C) # 0 
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in W has to be imposed for the above argument to hold (compare with (1.1.5) 
as well). This condition is very restrictive, since simple constraint sets such as 

have empty interior in LP(R). More about such interiority conditions will be 
said in the next sections. They are mainly related to the set C of state con- 
straints, while the set Uad of control constraints may be a general convex and 
closed subset of U. 

3.1.2 The Convex Case. Mathematical Programming 

We consider again the abstract control problem (1.1.1), (1.1.2) of Chapter 1, 
but this time with general mixed state-control constraints given in inequality 
form, 

h(y1 U) < 0, (3.1.15) 

where h : V x U + R is a convex and continuous function. Regarding the 
constraints, this formulation is more general and more explicit than the previous 
one. 

We assume that V and U are Hilbert spaces, Z = V*, A E L(V, V*) is 
a bijective operator with A-I E L(V*, V), B E L(U, V*), and L is a convex 
and continuous function on V x U. By shifting the domains of L and h as in 
53.1.1 above, if necessary, and redenoting the resulting mappings again by L 
and h, respectively, we may assume that f = 0. We denote by 

K = u) E V x U : Ay = Bu} 

the closed subspace of V x U defined by the state equation. We include the 
state equation in the cost functional by replacing L by L+IK , where IK is the 
indicator function of the subspace K in V x U (this is similar to the approach 
used in Section 1.1 of Chapter 1, where the constraints have been implicitly 
included in the cost). 

We have thus reformulated the control problem as an infinite-dimensional 
convex programming problem, 

subject to (3.1.15). 

Let [y*, u*] E V x U denote an optimal pair for the problem (3.1.15), (3.1.16). 
Such a pair exists under appropriate admissibility and coercivity and/or bound- 
edness conditions resembling those given in Theorems 2.1.2 and 2.1.3 in Chap- 
ter 2. 
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W e  also impose the interiority condition: there is some [a, a] that  is admissible 
for (3.1.15), (3.1.16) and satisfies 

[a, a] g i n t ( D ) ,  where D = { [ y ,  u ]  E V x U : h ( y ,  u )  5 0 ) .  

A possible relaxation o f  this hypothesis, which is also connected t o  a penaliza- 
t ion o f  the state equation, will be  discussed i n  53.2.2 below. 

In order t o  obtain the first-order optimality conditions ( the so-called Karush- 
Kuhn-Tucker theorem) in  the setting o f  mathematical programming, one needs 
a so-called constraint qualification condition. I t  has been proved in  T iba  [1995a], 
[1996] that a very weak form o f  such a condition is the following one: 

For every bounded set M C V x U wi th  M \ D # 0 there is some 

C M  > 0 such that  h ( y ,  u )  > C M  d ( [ y ,  u ] ,  D )  V [ y ,  u] E M \ D .  (3.1.17) 

In finite-dimensional spaces, the (metric regularity) condition (3.1.17) is even 
necessary for the Karush-Kuhn-Tucker theorem t o  hold; see T iba [1996]. A 
comprehensive generalization o f  these abstract results can be found i n  T iba 
and ZBlinescu [2004]. In order t o  keep the  exposition at a reasonable length, we 
only indicate a direct argument that is adapted t o  the  present situation. 

Theorem 3.1.4 Under the above assumptions there exists some X > 0 such 
that 

[ O ,  O ]  E d L ( y * ,  u*) + a I ~ ( y * ,  u * )  + A ah(y* ,  u * ) ,  (3.1.18) 

X h(y* ,  u * )  = 0. (3.1.19) 

For the proof o f  Theorem 3.1.4, we need the following auxiliary result. 

Lemma 3.1.5 Under the above assumptions, 
(V x U )  x (V x U)' given by 

> 0 ,  w E d h ( y ,  u ) } ,  

is maximal monotone, and N = d ID 

the multivalued operator N c 

Proof. First, we show that  N c b'ID i f  h is continuous and convex. Clearly, 
N ( y ,  u )  = a I ~ ( y ,  u )  = 0 whenever h ( y ,  u )  > 0. I f  h ( y ,  u )  < 0 ,  then ( y ,  u )  E 
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int(D) by the continuity of h ,  and we again have N(y, u) = dID(y, u). Sup- 
pose now that h(y, u) = 0. Then, by the definition of the subdifferential (cf. 
Appendix I ) ,  

Now let X > 0 and w = [wl, w2] E dh(y, u) be arbitrary. If (yo, uo) E D, then 
h(yo, uO) < 0, and thus 

that is, Xw E dID(y, u). In conclusion, we have N c dID, and N c (V x 
U) x (V x U)* is a monotone operator. We apply the Minty characterization 
(Theorem A1.3 in Appendix 1) to prove that N is even maximal monotone, 
whence N = aID would follow. 

To this end, we show that R ( N  + F )  = V* x U*, where F : V x U + 
V* x U* denotes the duality mapping (the Riesz isomorphism in the Hilbert 
space V x U ) .  Now let [y, u] E V x U be arbitrary. We have to find some 
[jj, ii] E dom (N) = D such that 

By Theorem A1.2 in Appendix 1, the operator a h  C (V x U) x (V* x U*) is 
maximal monotone, and for every X > 0 there is a unique solution [yx, ux] E 
V x U to the problem (cf. the definitions of Jx and Ax in Appendix 1) 

F([Yx, ux])+X [zx, wx] = F([Y, u]), [zx, wx] = dhx(y, U) E dh(yx, u ~ ) ,  (3.1.22) 

where hA is the Yosida-Moreau regularization of h, and where dhx(y, u) is the 
FrCchet derivative of hA at [y, u]. Multiplying both sides of the first equality in 
(3.1.22) by [yx, ux], and invoking the monotonicity of ah ,  we readily find that 

that is, the set M = {[yx, uA] : X > 0) is bounded in V x U. Here, possibly 
shifting the domain of dh appropriately, one can also assume and use that 
[O,O] E dh(0,O). 

We have, thanks to Theorem A1.5(ii) in Appendix 1, 
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Hence, 

where the latter inequality follows from Theorem A1.5(i). 

Assume now that [yx, ux] @ D. Then h(yx, ux) > 0, and thus 

Now observe that 
[.A, WA] = dhx(Y, u) E dh(yx, UA). 

Hence, taking hypothesis (3.1.17) into account, we get, denoting by PD the 
projection onto D in V x U ,  

where CM > 0 is the constant in (3.1.17) corresponding to the bounded set 
M of all pairs [yx, ux] obtained via (3.1.22), which is independent of X > 0. 
Combining (3.1.22), (3.1.23), we see that 

which is a contradiction for sufficiently large X > 0, since h is continuous and 
everywhere finite. This shows that [ y ~ ,  uX] E D for sufficiently large X > 0. 
Then, since N given by (3.1.20) is a cone, equation (3.1.22) can be rewritten 
as 

NYA, 2~x1 - [Y, 4 )  + NYA, UA) 3 [O, 01. (3.1.24) 

Hence, we have (3.1.21) with [GI fi] = [yx, ux], and the assertion of Lemma 3.1.5 
is completely proved. 0 

Proof of Theorem 3.1.4. The problem (3.1.15), (3.1.16) is equivalent to the 
minimization of L + IK + ID; that is, 

By the interior admissibility of [jj, a], we have 

int (D) n dom(L + IK)  # 0. 

Thus, by the additivity rule for the subdifferential (compare the remark follow- 
ing Theorem A l . l l  in Appendix I ) ,  and owing to Lemma 3.1.5, 
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Since L is continuous on V x U, we can use the additivity of the subdifferential 
in the first term, so that 

Finally, (3.1.20) implies that there is some X > 0 satisfying (3.1.18) and (3.1.19). 

0 

Corollary 3.1.6 There is some p* E V that together with [y*, u*] satisfies the 
optimality conditions 

-A*p* E (6'L)l (y*, u*) + X (dh)l (y*, u*): 

B*P* E (dL)2(~*,  u*) + X (dh)z(y*, u*), 

Proof. Since K is a subspace, we have dIK(y*, u*) = KL. We show that 
K' = M, where M = {[A*p, -B*p] : p E V). To this end, let p E V be given, 
and [y, u] E K be arbitrary. Then 

Hence, [A*p, -B*p] E K L ,  and thus M c K1 

Conversely, if [z, w] E K', then we have for any [y, u] E K that (z, Y)V*xV + 
(w, u ) ~ . , ~  = 0. Now recall that A-' E L(V, V*). Thus, (A*)-' exists and is 
continuous. Putting p = (A*)-%, we have z = A*p, and we easily verify that 
w = -B*p. Hence, [z, w] E M, and thus K' c M. 

Now, having shown that M = K', we obtain the assertion by a direct 
application of Theorem 3.1.4. 0 

Remark. From the works of Tiba [I9961 and Tiba and ZIlinescu [2004] it is 
known that the hypothesis (3.1.17) is fulfilled if the classical Slater condition is 
satisfied, i.e., there is [y, G] E D such that h(y, u) < 0 .  Since h is continuous, 
this also ensures that int (D) # 0 .  Notice that Corollary 3.1.6 also includes the 
(last) complementarity condition, which is typical for inequality constraints. 

3.1.3 The Differentiable Case 

In this paragraph, we renounce the convexity hypothesis on L and the linearity 
of A. Instead, we require that L : V x U -+ R be FrCchet differentiable. Let 
VL = [VlL, VzL] denote its Fr6chet derivative. The operator A is allowed 
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t o  depend directly on u E U ,  i.e., we consider an operator o f  the form A : 

V x U -+ Y ,  where Y is some Banach space. W e  postulate that  A is FrCchet 
differentiable on V x U with Frkchet derivative V A  = [ V I A ,  V 2 A ] .  Moreover, 
let a nonempty, closed, and convex set Uad c U be  given. T h e  control problem 
under investigation then reads as follows: 

subject t o  u E Uad and t o  
A ( y ,  u )  = 0.  

Notice that  i n  this situation the existence question may  be very difficult. In 
general, only local optimal pairs can be found. 

T h e  problem (3.1.26), (3.1.27) may be  interpreted as a constrained differen- 
tiable programming problem in  infinite-dimensional spaces. W e  adopt the con- 
trol approach here; namely, we assume that  (3.1.27) defines uniquely a Gzteaux 
differentiable mapping Q : Uad + V ,  that  is, A ( Q ( u ) ,  u )  = 0 for any u E Uad. 

Theorem 3.1.7 Let [y*, u*] be a local optimal pair for (3.1.26), (3.1.27), and 
suppose that the bounded linear operator V I A ( y * ,  u * )  : V -+ Y is ~ur ject ive.  
Then there is some p* E Y* that, together with y* and u*,  satisfies the opti- 
mality conditions 

V l L ( y * ,  u * )  + (T' lA(y*,  u*))*P* = 0 ,  (3.1.28) 

( V 2 L ( ~ * ,  u * )  + (V2A(y* ,  u*))*p*,  v - u * ) ~ . ~ ,  > 0 b'v E Ua,j. (3.1.29) 

Proof. W e  choose a variation o f  u* o f  the form 

u = u* + X(u - u*), where X E [ O ,  11, v E Uad. (3.1.30) 

Since Uad is convex, we have u E Uad Moreover, since u* is a local minimum, 
there is some 0 < X o  < 1 such that for 0 < X 5 X o ,  

L(Y* ,  u* )  = L(B(u*),  u * )  I L ( Q ( u ) ,  U )  = L(Q(u*  + X(u - u * ) ) ,  u* + X(v - u*) ) .  
(3.1.31) 

W e  pass all the terms i n  (3.1.31) t o  the right-hand side, divide by X > 0 ,  and 
take the limit as X \ 0. Owing t o  the differentiability assumptions and t o  the 
chain rule, we then find that 

wi th z = limxlo i [ Q ( u *  + X(v - u * ) )  - Q(u* ) ]  in  V .  

Since V I A ( y * ,  u * )  is surjective, the dual operator ( V I A ( y * ,  u*))*  : Y* + 
V* has a bounded inverse (c f .  Yosida [1980, Chapter VII]) ,  and thus equation 
(3.1.28) admits a unique solution, denoted b y  p* E Y * .  



94 Chapter 3. Optimality Conditions 

We differentiate (3.1.27) with respect to u at  the point u* and in the direc- 
tion v - u*. The chain rule yields that 

VlA(y*, u*)(z) + V2A(y*, u*)(v - u*) = 0. (3.1.33) 

In view of (3.1.32) and (3.1.33), and by the definition of the dual operator, we 
can infer that 

ViL(y*, u*)(z) = (vlL(y*, u*), z)v*xv = (-(V~A(y*,u*))*(p*), z ) p x v  

= -(p*] VIA(Y*, U * ) ( ~ ) ) Y * ~ Y  = (p*, V2A(yf, u*)(v - u*))ylxy 

= (V2A(y*,u*)*(p*),v - u*)U*xu. 

Combining this with (3.1.32), we get (3.1.29), and the proof is finished. ,, 
Remark. Under appropriate assumptions (and in the absence of state con- 
straints) the convex problem (P) investigated in Chapter 1 may be put in the 
form (3.1.26), (3.1.27), so that Theorem 3.1.7 can be applied. 

Example 3.1.8 As an application to nonlinear control problems, we examine a 
simple elliptic control problem arising in identification theory (see Falk [1990]). 
To this end, let R C Rd be a (sufficiently smooth) bounded domain, and 
let f E L2(R) and g E L2(dR) be given. Moreover, we consider the set of 
admissible controls 

where 0 < a < b are given. Clearly, Uad is nonempty, convex, bounded, and 
compact with respect to the weak* topology of Lm(R). We then study the 
problem 

subject to 
- A y + u y =  f in R, (3.1.35) 

It is well known (cf. Appendix 2) that (3.1.35), (3.1.36) has for every u E Uad 
a unique weak solution y = y(u) E H1(0). Since u belongs to Lw(R), a 
simple direct argument yields that Ay E L2(S1), and thus y E H2(R) since R 
is smooth. 

A "practical" significance of the problem (3.1.34)-(3.1.37) is the following: we 
want to find a coefficient function u such that the trace of y on dO coincides 
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with the given observed function g E L2(dR) (see (1.2.7)j1, (1.2.8)" in Example 
1.2.6 in Chapter 1). This is an identification problem and also belongs to the 
category of control by coefficients problems (compare Ahmed and Teo [1981], 
Casas [1992], Lurie [1990]). 

To fit the problem (3.1.34)-(3.1.37) into our abstract framework, we put 

First, we show by a direct argument that (3.1.34)-(3.1.37) has at least one 
optimal pair [y*, u*] E V x Uad TO this end, let {[y,, u,]) C V x Uad be a 
minimizing sequence. Multiplying (3.1.35) for n E N by y,, and integrating 
over R and by parts, we find that 

Thus, since u, E Uadl we can infer that {y,) is bounded in H1(R). From 
(3.1.35) it then follows that {Ay,) is bounded in L2(R), and standard ellip- 
tic theory shows that {y,) is bounded in H2(R). Therefore, there is some 
subsequence, again indexed by n,  such that 

y, + y weakly in H2(R), u, + u weakly* in LW(R). 

Clearly, u E Uad Moreover, by compact embedding, we may without loss of 
generality assume that 

dyn 8~ 
-- + - strongly in L ' (~R) ,  y, -i\ y strongly in L2(dR). 
a n  a n  

Consequently, y E V, and L(y , u) is minimal, which shows that [y*, u*] = [y, u] 
is an optimal pair. 

Next, we apply Theorem 3.1.7 to derive the first-order necessary conditions 
of optimality. To this end, let [y*, u*] E V x Uad be an optimal pair. Again, we 
can assume (possibly making appropriate shifts) that f = 0. 

First, observe that A(., u*) : V -+ L2(R) is a linear and bounded operator. 
Obviously, A and L are Frdchet differentiable mappings, where 
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Obviously, VIA(y*, u*) is a surjective mapping from V onto Y. Now suppose 
that p* E Y* = L2(n)  satisfies (3.1.28). Then we have 

Applying the Riesz representation theorem to Y, and recalling the fact that V 
is a dense subspace of Y, we conclude that p* is in fact the unique transposition 
solution (compare Appendix 2) to the adjoint system (3.1.28), 

= g - y* on a n .  -Ap*+u*p*=O i n n ,  - 
dn 

Clearly, we have Ap* = u*p* E L2(n)  in the sense of distributions. Standard 
elliptic regularity theory, using the fact that g - y* E L2(dn), then shows 
that even p* E H1(n).  Moreover, it is easily seen that the dual operator 
(V2A(y*, u*))* : Y* = L2(n)  + U* = LoO(n)* is given by 

Thus, the maximum principle (3.1.29) takes in this case the form 

We finally remark that other examples along these lines may be found in 
Troltzsch [1984]. 

3.1.3.1 Singular Control Problems 

This class of control problems is characterized by not well-posed state systems 
and has been studied by Lions [I9831 and Bonnans [1982]. Here, we give an ex- 
ample enjoying good differentiability properties; extensions to nondifferentiable 
cases are possible (cf. Komornik and Tiba [1985], Tiba [1990, Chapter 111). 

Let 0 C R3 be a smooth domain, and let yd E L6(n)  be given. We consider 
the problem 
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No explicit constraints are imposed, but control constraints will appear in an 
implicit manner. A direct application of Theorem 3.1.7 to the problem (3.1.38)- 
(3.1.40) is impossible, since the mapping 6 is not well-defined. Indeed, the state 
system (3.1.39), (3.1.40) may have no solution or multiple solutions, owing to 
the presence of the nonmonotone term -y3. Therefore, we will employ another 
approach using admissible pairs and the so-called adapted penalization method. 
Recall also that in $2.2.1 in Chapter 2 a related situation has been examined 
from the viewpoint of the existence of optimal pairs. 

The first proposition, which follows the lines of Lions [1983, Chapter 31, shows 
that (3.1.39), (3.1.40) admits a t  least three solutions in certain situations. 

Theorem 3.1.9 The elliptic problem (3.1.39), (3.1.40) has at least three solu- 
tions for u = 0. 

Proof. Clearly, y = 0 is a solution, and if y is a nonzero solution, so is -y .  
We want to prove the existence of a positive solution. To this end, define the 
optimization problem 

(3.1.41) 

subject to 

y t HA(R) : a ly(x)14dx= 1).  

The constraint is meaningful since Ht(R) is continuously embedded in L6(R) 
if R c R3 (cf. Theorem A2.2 in Appendix 2). 

Let {y,) c C be a minimizing sequence. Then it is bounded in Hi(f l ) ,  
and compact in L4(R). Hence, we may assume that there is some yo E H;(R) 
such that yn + y weakly in Hi(R) and strongly in L4(R). Clearly, yo E C, 
and yo minimizes (3.1.41). Then, by the chain rule, 1 yol E Hi(R) and is again 
a solution of (3.1.41), and we may thus assume that yo > 0. Owing to the 
constraint, yo 8 0, and it is easily seen that yo minimizes the homogeneous 
functional 

and an elementary calculation shows that yo E Hi(R) is a weak solution to the 
problem 
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Multiplying (3.1.42) by a constant K-' > 0 such that K21VyoIi2(,) = 1, we 

see that yo = K-lyo is the desired solution to (3.1.39), (3.1.40). 0 

Remark. Bahri [1980], [I9811 showed that the problem (3.1.39), (3.1.40) ad- 
mits infinitely many solutions for every u in a dense subset of L2(R). 

We call u E L2(C2) admissible if there is some y E H2(R) satisfying (3.1.39), 
(3.1.40). For such controls u the cost functional (3.1.38) is, by the Sobolev 
embedding theorem, well-defined, and the control problem (3.1.38)-(3.1.40) is 
nontrivial by the above results. We shall understand it as a minimization prob- 
lem over the set of admissible pairs [y, u] thus defined. 

Although the state system is not well-posed, the optimal control problem still 
is well-posed in the following sense. 

Theorem 3.1.10 The problem (3. I.38)-(Xl.40) admits an optimal pair [y*, u*]. 

Proof. Let {[y,, u,]) be a minimizing sequence of admissible pairs. Then, 
owing to (3.1.38), {y,) is bounded in L6(C2), and {u,) is bounded in L2(C2). 
Moreover, (3.1.39) shows that {y,) is bounded in H2(C2) n Hi(C2). Hence, we 
may without loss of generality assume that 

y, + 3 weakly in H'(R) n Hi(R) n L ~ ( R ) ,  u, + weakly in ~ ' ( 0 ) .  

Moreover, thanks to the compactness of the embedding H2(R) c L2(R), we 
may assume that y, + 3 pointwise a.e. in R. The boundedness of {y,) in 
L6(R) and Egorov's theorem then imply that y: + jj3 weakly in L2(R). 

Passing to the limit as n + oo in (3.1.39), we obtain that the pair [p, a] is 
admissible for the problem (3.1.38)-(3.1.40), and the weak lower semicontinuity 
of the norm yields that [y*, u*] = [y, a] is optimal. 

Remark. Since the problem (3.1.38)-(3.1.40) is not convex, the optimal pair 
is not necessarily unique. 

Remark. The natural condition that u be admissible may be interpreted as 
an implicit control constraint. Its nonconvex character shows the difficulty of 
the problem. It is possible to consider explicit control constraints as well. In 
this case strong assumptions have to be imposed in order that the admissible 
set remain nonempty (cf. Lions [1983, Chapter 1111). 
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Theorem 3.1.11 If [y*, u*] E H2(0 )  x L2(n)  is an optimal pair for (3.1.38)- 
(3.1.40), then there is some p* E L2(Cl) such that 

-ay* - Y*3 u* in 0, 

-Ap* - 3y*2p* = (y* - yd)5 in 0, 

y* = p* = 0 on d o ,  

p* + u* = 0 in R. 

Remark. According to the argument below, the equation and the boundary 
conditions for p* should be understood in the following (transposition) sense: 

Proof of Theorem 3.1.11. In view of the fact that the state system (3.1.39), 
(3.1.40) is not well-posed, we cannot apply Theorem 3.1.7. We therefore use a 
special adapted penalization method. To this end, let E > 0 be arbitrary. We 
define the penalized functional 

which is finite for every [z, v] E X = (H2(C2) n Ht(s2) n L6(n)) x L2(n) .  The 
last two terms in (3.1.43) reflect the "adapted" character of J,, i.e., we penalize 
around the optimal pair [y*, u*]. 

First, let us prove that J, has for every E > 0 a minimizer in X. For this 
purpose, choose a minimizing sequence {[z,, v,]) c X for J,. Apparently, this 
sequence is bounded in X I  and we may without loss of generality assume that 
[z,, v,] + [z,, v,] weakly in X. By the weak lower semicontinuity of norms, 
[z, , v,] minimizes J,. 

Now observe that for any E > 0, 

which implies that {[z,, v,]),,~ is a bounded subset of X 



100 Chapter 3. Optirnality Conditions 

Next, we notice that J, is FrCchet differentiable on the entire space X. 
Hence, writing 

1 
p, = - ( a ~ ,  + z," + vE), 

E 

we have for every [ t ,  p] E X that 

whence it follows that 

In particular, p, = u* - 2v,, which implies that {p,),,, is bounded in L2(Q). 
It is then a standard argument (compare Lemma 3.2.2 in the next section) to 
show that on a subsequence, v, -+ u* strongly in L2(Q), and z, + y* strongly 
in Hz (Q) n Hi (0 )  n L6 (0) .  Denoting by p* the strong limit of {p,), and passing 
to the limit as E \ 0 in (3.1.44), (3.1.45), we obtain the asserted result. 

Example 3.1.12 We reconsider the plasma problem introduced in Example 
1.2.6 in Chapter 1. In the a priori unknown plasma region D c n ( Q  is 
the void chamber of the tokamak; see Figure 2.1 in Chapter I ) ,  a semilinear 
nonsingular (since x > 0) elliptic equation is satisfied by the poloidal flux $ 
(Blum [l989]), 

where h : R -+ R is a continuous positive mapping that has also to be deter- 
mined. 

Assuming that the problem of determining the free boundary dD has already 
been solved using the least squares approach described by the relations (1.2.44), 
(1.2.41)', (1.2.42)', (1.2.45), in Chapter 1, it is a natural and important question 
to identify the function h in C (R)+  from the boundary data on dD (which 
are now available since we assume that the problem is solved in S1\ D). It thus 
makes sense to consider the following global reformulation in 0: 

Given the measurements $ = f and ig = g on the outer boundary dQ of 
the void chamber in a tokamak, find h E C(R)+ such that ?1, solves the Cauchy 
problem 
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a lag a la$ --(--) - -(--) = h($) in R,  
dx x d x  dy x d y  

If the solution of this identification problem is correctly found, then we will 
have h ( i )  z 0 in some subregion of 0, while h($) > 0 in the remaining part 
of R. The free boundary d D  is then given by the curve separating the two 
regions. 

Let us apply the least squares method. We then obtain a singular control 
problem of the form 

Min (1 2 J an 11% x dn - g 2  do} , 

subject to h E C(R)+,  (3.1.46)', and (3.1.47). The minimization parameter 
is no longer some datum entering the right-hand side of the equation, or the 
boundary conditions, or the coefficients. In problem (3.1.49), the control is 
just the unknown mapping h E C(R)+,  which has to be identified. In view of 
the nonconvex character of the problem (3.1.49), it is difficult to find its global 
minimum and, a fortiori, to prove its uniqueness. If this can be done, we say that 
the identzfiability property is valid for the problem (3.1.46)', (3.1.47), (3.1.48). 
However, identifiability cannot be expected, in general, as the following simple 
counterexample shows. 

We take Rl = {(XI, x2) t RZ : x: + x i  < 2) and consider the simplified 
equation 

together with the Cauchy boundary conditions (3.1.47), (3.1.48). Moreover, 
we assume that another set of measurements is known on some curve I? (see 
Figure 2.1 in Chapter 1) contained in R1, for instance on 

In the applications, such a supplementary set of measurements is usually not 
available, but even if it is, h cannot be uniquely determined in general. To see 
this, we define no = { ( i l l  xz) t Rl : 1 5 x: + x i  < 21, and the functions 

yd = y + d y 2 ,  for ~ E R .  (3.1.51) 
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Obviously, 

yd = 0 on an0, d ~ d  - - - - o n a n , ,  a d t ~ .  
dn  a n  

A simple calculation yields that 

where we have set w = xf + xi, which belongs to [I, 21 for each (xl, 2 2 )  E no .  
Moreover, it is easy to see that 

-Ayd > 8 8 d + 4  2 0 if d > 0 .  

From (3.1.50), (3.1.51) we infer that 0 5 y(x1,x2) 5 in no, and 

This shows that there exist functions hf and h: such that for every d > 0, the 
corresponding functions yd satisfy the same conditions on an0, the positivity 
condition in no, and the same equation 

This means that the functions hf cannot be identified from the boundary mea- 
surements on dil l. Observe that the boundary a R ~ n a 0 ;  in the counterexample 
plays the role of the free boundary in the plasma example. 

In the works of Beretta and Vogelius [1991], [1992], and Vogelius [1994], it 
is shown that the identifiability property for h is valid for domains R with 
corners. The identifiability question remains open for smooth domains 0 that 
are not radially symmetric (which was the case in the above counterexample). 

Remark. In Neittaanmaki and Tiba [1994, Chapter IV.21, a parabolic singular 
control problem has been discussed. Although the situation examined there is 
essentially different, Theorem 3.1.7 may be applied. 

3.2 Penalization 

Penalization is an important method in optimization problems and has many 
variants: internal or external, of the constraints or of the state system, exact or 
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adapted, and so on. In this section, we shall examine penalization techniques 
for the problem (P) defined by (1.1.1)-(1.1.4) in the first section of Chapter 
1. Therefore, we again assume that U, V, Z are reflexive Banach spaces that 
together with their respective duals U*, V*, Z* are strictly convex, and that H 
is a Hilbert space identified with its dual. In addition, let f E Z and operators 
A E L(V, Z) and B E L(U, Z )  be given, and assume that A possesses an 
inverse A-' E L(Z, V). We also assume that C c H, UQd c U are given 
nonempty, convex, and closed (with respect to the corresponding topologies) 
sets. 

In the first paragraph of this section, we will discuss a standard approach 
to optimality conditions based on the (exterior) penalization of the constraints 
and on the use of the so-called Slater interiority conditions. In the second 
paragraph, we will use a penalization of the state equation and a new estimate 
on the adjoint state, which allows for a relaxation of the Slater assumption. 
Let us also recall that in Section 2.1 of Chapter 2 the "variational inequality" 
technique, which may be viewed as an internal penalization method, has already 
been briefly examined. 

3.2.1 The Standard Approach 

Let us consider the problem (P) as specified above. We assume the cost func- 
tional in the standard form (compare relation (1.2.1)) 

where 6 : V -+ R is convex, continuous and $ : U -+I - KJ, fool denotes some 
proper, convex, and lower semicontinuous functional. 

Let [yo, uo] be an admissible pair for (P), which is generally assumed to exist. 
Defining z = y - yo, v = u - uo, we obtain the "shifted" problem 

Az = Bv, 

~ E C - Y O ,  

v E U,d - u,,. 

Redefining 8, $, C ,  UQd according to the above transformation, we may again 
suppose that f = 0 and [yo, uo] = [O,  0] in the problem (P), which simplifies 
the exposition. Next, observe that we can employ the same argument as in 
the proof of Theorem 2.1.2 in Chapter 2 to show the existence of a t  least one 
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optimal pair [y*, u*] E C x Uad provided that $ is such that L satisfies the 
coercivity condition (2.1.6). 

We impose the classical Slater condition, which, upon taking the transforma- 
tion (3.2.1)-(3.2.4) into account, has the following form: 

0 E int ( C  r- V) (in the topology of V ) .  (3.2.5) 

We have the following result. 

Theorem 3.2.1 Let the above general assumptions be fulfilled, and suppose 
that $ is continuous at some point in Uad, and that (3.2.5) is satisfied. Then 
[y*,u*] is an optimal pair for (P)  if and only if there is some p* E Z* such 
that 

Remark. We note that (3.2.6), (3.2.7) are special cases (formally) of (3.l.2), 
(3.1.3), when the constraints are included in the cost functional. The main dif- 
ference is given by the formulation of the interiority assumptions (3.2.5), respec- 
tively (3.1.5), and by the respective proofs. Notice, however, that (3.2.6), (3.2.7) 
yield a more precise formulation of the optimality conditions under weaker as- 
sumptions. 

Proof of Theorem 3.2.1. We first show the necessity of the optimality conditions. 
The basic idea consists in penalizing the state constraints. To this end, define 
the regularized problem (PA): 

Ay = Bu,  

E Uad, 

where ( I c ) ~ ,  Ox, are the Yosida-Moreau regularizations (cf. Appendix 1) 
of the indicator function Ic of C in H, and of 6' and $ in V, respectively. 

Let us prove that for every X > 0, the problem (PA) has a uniquely determined 
optimal pair [y:, ui] . To this end, let X > 0 be fixed, and let {[y,, u,]) c V x Uad 
be a minimizing sequence for (3.2.8)-(3.2.10). 
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We first show that {[y,, u,]) is bounded in V x U .  For this purpose, we 
denote in the following by Ci, i E N, positive constants that do not depend 
on n E N (but possibly on X > 0) .  First observe that, owing to Theorem 
A1.5 in Appendix 1, the mapping (Ic)x (respectively, Ox and $x) is Giteaux 
differentiable on H (respectively, on V ) ,  and we have 

Likewise, using the fact that Ayn = Bun, that is, ly,Jv 5 Cz lu,JU, by the 
assumptions on A and B ,  

Finally, (Ic)x is obviously nonnegative on H. Thus, invoking the boundedness 
of the cost functional (3.2.8) on the minimizing sequence, and the quadratic 
adapted penalization term /u  - u*/; in (3.2.8), we conclude that {u,) is 
bounded in U .  It then follows from (3.2.9), in view of the boundedness of B 
and of A-l, that {y,) is bounded in V. Hence, a suitable subsequence of 
{[y,, un]) converges weakly in V x U to some [yi, ui ]  E V x Uad that satisfies 
Ayz = Bui ,  and, owing to the weak lower semicontinuity, is a minimizer of the 
penalized cost functional. 

To prove uniqueness, assume that two optimal pairs [yi, ui], i = 1,2,  are 
given. Since U is strictly convex, it follows (again owing to the presence of the 
adapted penalization term) that the penalized cost functional is strictly convex 
with respect to u, which implies that ul = 212. From (3.2.9), and from the 
invertibility of A, it then follows that also y, = yz, as claimed. 

Now let u E Uad - u i  be arbitrary. Then u, = u i  + pv  E Uad for all 
p  E [ O , l ] ,  by the convexity of U a d  We put 

Then Ar = B u ,  and we obtain from the optimality of [yi ,ui ] ,  using the 
Gdteaux differentiability of the Yosida-Moreau regularizations, as well as the 
fact that 

( v ( I c ) x ( ~ ; ) ~  r), = (V(IcTc)x(y;)> r),*.v , 
that 
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where FU : U + U* denotes the duality mapping (see Appendix 1). 

We define p~ E Z* as the unique solution of the adjoint state equation 

A*PA = VOA(Y;) + ~( Ic )A (Y ; )  E V*, (3.2.11) 

which exists since the dual operator A* has a bounded inverse. Then it follows 
from (3.2.11) that 

Now observe that 

Thus, since v E Uad - U: is arbitrary, we can infer that 

B*PA + V$A(U;) + F u ( u ~  - u*) E - ~ I u , ~ ( u ~ ; ) .  (3.2.12) 

At this point, we stop briefly to establish the convergence of u:, yi, in order 
to pass to the limit as X \ 0 in (3.2.12), (3.2.11). We have the following result. 

Lemma 3.2.2 As X \ 0, 

uf; + u* strongly in U, 

y; + y* strongly in V. 

Proof. In the following, we denote by C;, i E N, generic constants that do not 
depend on X > 0. By the minimum property, and since [0, 0] is admissible by 
assumption, we have 

Moreover, (3.2.2) implies that 

Since (Ic)~(y;) > 0 ,  and since Ox, are bounded from below (uniformly 
with respect to A) by suitable affine functions, (3.2.15) shows that { ~ i ) ~ , ~  is 
bounded in U, and consequently, {y~}x,o is bounded in V. 

Hence, there is a subsequence A, \ 0 such that uin + 21 weakly in U ,  and 
yin + 3 weakly in V, where 21 E Uad and A3 = Bu. 
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Now observe that (3.2.15) also implies that 

and consequently, 

lim inf {y; - y /& : y t C} = 0. 
A M  

Now recall that V is continuously embedded in H.  Therefore, y ~ ,  + jj 
weakly in H, and the weak lower semicontinuity of I . I H  yields that also 

or, since C is closed in HI that jj E C. Consequently, the pair [y, U] is 
admissible for (P). 

Next, let J! denote the resolvent operator associated with 86 : V -+ V* (cf. 
Appendix 1). By Theorem A1.5(ii), we have 

which, thanks to (3.2.15), is uniformly bounded in X > 0. Since, owing to 
Theorem A1.5(i), 

~(J:(Y;)) 5 QA(Y;), 

which is again uniformly bounded by (3.2.15), we conclude that 

J:,,(&) -+ weakly in V 

By the same token, 

J!* (uT\,) -+ ?i weakly in U, 

with obvious notation. 

Now observe that by assumption, [y*,u*] is optimal for (P) and thus, in 
particular, admissible for (PA). Therefore, invoking the minimality property of 
[y;, u;] for (PA) and Theorem A1.5(i), we have the estimate 

Taking the above subsequence {A,), and letting n + oo in this inequality, we 
infer from the weak lower semicontinuity that 
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Thus, since [y, a] is admissible for (P) ,  we must have T i  = u* and 5 = y* 

Now notice that the above estimate also implies that the adapted penalization 
term converges to zero. Hence, uTn + u* strongly in U ,  which entails that also 
yin 3 y* strongly in V. Since the limit point is uniquely determined, these 
convergences hold for the whole families {y{)x,o and {u ; )~ ,~ ,  respectively. 
This completes the proof of the lemma. 0 

Proof of Theorem 3.2.1. (continued) 

We estimate px , where we denote by Ci, i E N, positive constants that do not 
depend on X > 0. By virtue of the Slater condition (3.2.5), there is some p > 0 
such that pv  E C for all v E V satisfying lvlv = 1. Multiplying (3.2.11) by 
y; - pv, where /vlv = 1, we obtain that 

Now observe that by definition, ( IC)~(Y;) > 0 and (Ic)x(pv) = 0. Also, B(pv) 
is bounded, since 19 is continuous. Hence, using Theorem A1.5(i), we have 

Also, using Theorem A1.5(i) again, and recalling that by Proposition A1.4(ii) 
the operator J l  is bounded, we have that 

since {yT)x>o is bounded in V. Summarizing, we have 

Now notice that (3.2.12) implies the existence of some wx E aIua,(u:) such 
that 

B*px = - V$~(U;) - FU(u; - u*) - WX. 

Using the boundedness of { U T ) ~ , ~ ,  the fact that [O, 01 is admissible, and the 
boundedness of the operator J! , and invoking Theorem A1.5(i) once again, we 
find that 
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Since v E V with lvlv = 1 is arbitrary, the set is bounded in V* by 
the uniform boundedness principle; see Yosida [1980]. Since A* has a continuous 
inverse, it follows that {px)x>o is bounded in Z*, and there is a subsequence 
A, \ 0 such that p ~ ,  -+ p* weakly in Z*, and thus A*pAn -+ A*p* weakly in 
V*, for some p* E Z*. 

Now notice that by the definition of the subdifferential, (3.2.11) may be 
rewritten as 

Passing to the limit as n -+ oo, we obtain 

that is, 
A*P* E d(0 + I c n v ) ( ~ * ) ,  

whence (3.2.6) follows, since the continuity of O implies the additivity of the 
subdifferential. 

A similar argument, using (3.2.12), may be employed to obtain that 

Since, by assumption, q5 is continuous a t  some point in Uad, we again have the 
additivity of the subdifferential, and (3.2.8) is also proved. This concludes the 
proof of necessity. 

Next, we turn to the proof of the sufficiency of the optimality conditions. 
Let w E C n V and l E Uad be arbitrary. Then, by the definition of the 
subdifferential, we conclude from (3.2.6) and (3.2.7) that 

Now suppose that [w, l] is admissible for (P). Then Aw = Bl, so that the 
left-hand side vanishes, which means that [y*, u*] is optimal for (P). With this, 
the assertion is completely proved. I3 

Remark. We notice that the Slater assumption (3.2.5) was used only in the 
proof of necessity. 

Remark. The above method is called adapted penalization and was used in 
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Barbu and Precupanu [1986], and Barbu [I9841 for optimal control problems 
governed by abstract evolution equations. Although the convergence properties 
stated in Lemma 3.2.2 are strong, this approach is not constructive, since the 
unknown u* occurs in the definition of (PA). 

Example 3.2.3 In this example, we apply Theorem 3.2.1 to the problem of 
the boundary control via Dirichlet conditions discussed in Example 1.2.2 in 
Chapter 1 under very weak assumptions for the controls. To this end, let 
R C Rd be a smooth domain, and assume that a0 E Lm(R) is nonnegative, 
and that aij E W1,m(R) for 1 < i , j  < d, where possibly a;j # aji. We 
then consider the elliptic operator A defined in (1.2.6) and examine the control 
problem 

subject to the state system (compare (1.2.20), (1.2.24)) 

where yd E L2(R) is a desired target. Since only u E U = H - ~ / ~ ( ~ R )  , we have 
y E L2(R), and we have to consider A as an operator acting from L2(R) into 
the space X* where X = H2(R) n Ht (R). Accordingly, the state equation has 
to be interpreted in the transposition sense (cf. Example A2.7 in Appendix 2). 

To derive the necessary conditions of optimality, we fit the problem into 
the setting of Theorem 3.2.1 by employing the transformation introduced in 
Example 1.2.2 in Chapter 1, where we may (possibly after making appropriate 
shifts) assume that f = 0. We put 

and let 
A : L ~ ( R ) - + L ~ ( R ) ,  & = y ,  

be the identity operator. The operator 2, which is obviously continuously 
invertible, will play the role of the operator A in the application of Theorem 
3.2.1. Moreover, we define the operator B E L ( H - ~ / ~ ( ~ R ) ,  L2(R)) by Bu = y, , 
where y, E L2(R) is the unique solution to 

in the transposition sense. This means that 



3.2.1. The Standard Approach 111 

where dcp/dnA. denotes the outer conormal derivative (compare (1.2.12) in 
Chapter 1) associated with the dual operator A* : X -+ L2(S1), 

With this notation, the governing state equation can be rewritten as Ay = B u ,  
which will play the role of the state equation in the application of Theorem 
3.2.1. 

Next, we calculate the dual operator B* : L2(S1) -+ ~ ~ / ~ ( d S 1 )  of B . TO this 
end, let v E L2(S1) be arbitrary, and let p E X satisfy 

Then, 

that is, we have 

Suppose now that [y*, u*] is an optimal pair. By Theorem 
some v* E L2(S1) such that (for p* 6 X given by the solution 
v = v * )  

- 
A*v* (= v*) = y* - yd in R, 

3.2.1, there is 
to (3.2.20) for 

(3.2.21) 

(3.2.22) 

Eliminating the "auxiliary" adjoint state v* from (3.2.20)-(3.2.22), we finally 
arrive a t  the standard optimality system with the "true" adjoint state p* E 

H2(fc n H m ,  

Remark. In the textbook by Barbu [1984, Chapter 3.81, Dirichlet boundary 
control problems are treated using the theory of variational inequalities. Our 
treatment above is a purely linear one. In Lions [1968, Chapter 11.51 a direct 
argument is presented for such examples. 
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Example 3.2.4 Another variant of interest is related to boundary observation 
problems. As in Example 3.2.3 above, and again with f = 0 , the control system 
is defined by (1.2.20), (1.2.24), but this time the cost functional is chosen as 

where yd E H1/2(6R) is the desired target. In this case, we have maximal 
regularity; indeed, since u E U = H3l2(d0), it follows from standard elliptic 
regularity theory that y E H2(n) .  

We define the operator B as in Example 3.2.3, where this time we have 
B E L(H3I2(dR), H2(n)) .  Moreover, we put V = 2 = H2(n ) ,  and 2 : V -+ Z 
is the identity operator. Again, A"* : H2(R)* + H2(R)* is the identity operator. 
Finally, we define the observation operator 

Suppose now that [y*, u*] E V x U is an optimal pair. By Theorem 3.2.1, 
there is some adjoint state v* E H2(S1)* satisfying the adjoint state equation 
(3.2.6), which, with the canonical isomorphism J : H ~ / ~ ( X I )  -+ ~ - l / ~ ( d n ) ,  
takes the form - 

A*v* = v* = D"J(Dy* - yd). (3.2.23) 

Since H2(n)*  is not a space of distributions, D* E L(H-'12(aR), H2(R)*) is 
difficult to describe explicitly. We remedy this by applying B* to (3.2.23), 
which yields 

B*v* = (DB)*J(Dy* - yd). (3.2.24) 

The operator D B  E L ( H ~ / ~ ( ~ R ) ,  ~ l / ~ ( d n ) ) ,  D B u  = & , is the Dirichlet- 

to-Neumann mapping, and its adjoint (DB)* E L ( H - ~ / ' ( ~ s ~ ) ,  H - ~ / ' ( ~ R ) )  is 
again the Dirichlet-to-Neumann mapping. Now, if p* E L2(R) is the unique 
transposition solution to 

P* = J (x - yd) on an,  an^ 

then, by formally multiplying (3.2.25) by y = B u and integrating by parts, we 
have 

ap* do. L.$ J (E -") do = Lau= 
This can be justified rigorously by using a smoothing of J(% - yd) in (3.2.26) 
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and then passing to the limit in the resulting relations. We then have, owing to 
the definition of the dual operator, 

Since p* E L2(S1) and A*p* = 0 E L2(S1), it follows from a well-known reg- 
ularity result due to Lions and Magenes [1968, Chapter 11] that dp*/anA* E 
H-l(aS2). 

Thanks to (3.2.24), we can determine B*v* from (3.2.25), (3.2.26), and 
the maximum principle (3.2.7) becomes, with the canonical isomorphism J1 : 
H ;  (an)  -t H-$ (an) ,  

-- ap* = J ~ U *  0. a n .  
anA* 

Again, the variable v* obtained from Theorem 3.2.1 plays only an auxiliary 
role, and the optimality conditions with the "true" adjoint state p* are given 
by (3.2.25)-(3.2.27). 

Remark. In 55.1.4 of Chapter 5 (see (5.1.78)-(5.1.80)) the case of mixed 
boundary conditions will be briefly discussed in a different context. 

Remark. In the above examples, we have intentionally omitted possible further 
constraints that would enter into the optimality system via suitable subdiffer- 
ential operators (see Section 3.1). In the next paragraph, we will pay special 
attention to constraints by discussing the relaxation of the Slater condition. 

3.2.2 Penalization of the State Equation 

Again we study, with a different approach and under weaker assumptions, the 
general control problem (1.1.1), (1.1.2) from Chapter 1, where the spaces U, 
V, Z ,  and the cost functional L have the properties listed there, and where 
f E Z is given. Let B E L(U, 2) , and assume that A E L(V, Z)  has a bounded 
inverse. We consider the mixed (state-control) constraints 

where D C V x U is nonempty, closed, and convex. 

As always, we assume admissibility, that is, that there is some [y,u] E D 
satisfying Ay = Bu + f and L(y, u) < +m. If L is coercive with respect to u 
uniformly in y (cf. (2.1.6)), then analogous reasoning as in the proof of Theorem 
2.1.2 in Chapter 2 yields the existence of at least one optimal pair [y*, u*] E D. 
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The Slater (interiority) condition (3.2.5) (see also condition (3.1.17) and the 
last remark in 33.1.2 in the previous section) can in this setting be reformulated 
in the form 

There is some feasible pair [g, G] such that g t int ( { y  E V : [ y ,  a] E D)) 

with respect to the topology of V. (3.2.29) 

The main aim of this section is to weaken this classical constraint qualification. 
More precisely, we assume that instead of (3.2.29), 

There is some bounded set M C D c V x U such that 0 E int (T(M)) 

with respect to the topology of Z, (3.2.30) 

where T : V x U -+ Z is defined by 

First, let us verify that condition (3.2.30) is indeed weaker than (3.2.29). 

Proposition 3.2.5 If (3.2.29) holds, then (3.2.30) is fulfilled. 

Proof. Condition (3.2.29) implies, in particular, that 

Ay = Ba+ f .  (3.2.32) 

Let p > 0, and let J t Z with lJlz < p be arbitrary. We denote by yt the 
(unique) solution to 

AYE = BG+ f + J .  (3.2.33) 

Taking the difference between (3.2.32), (3.2.33), and invoking the boundedness 
of A-l, we find that 

3 - Y C ~ V  5 l ~ ~ ~ l ~ ~ ~ , ~ ~  P 

Hence, for sufficiently small p > 0, it follows from (3.2.29) that [yt, G] E D for 
all J E Z with l J i z  < p,  and it is then easily seen that (3.2.30) holds true with 
the choice 

M =  YE,^] : E Z, Iclz I PI. 
The assertion is thus proved. 0 

Remark. Assume that U C Z with continuous embedding, and that B : U -+ 
Z is the canonical injection. Then one may postulate the following interiority 
condition for the control: 
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There is some feasible pair [Q, G] such that int ({u t U : [Q, u] t D)) # 0 
with respect to the topology of 2. (3.2.34) 

Using a similar argument as above, one readily verifies that also (3.2.34) implies 
(3.2.30). However, in this case the Slater condition (3.2.29) need not be satisfied; 
that is, (3.2.30) is strictly weaker than (3.2.29). 

Assume now that [y*, u*] is an optimal pair. In order to derive the first-order 
necessary optimality conditions, we define the penalized problem 

1 1 
Min { L A ( ~ , u )  + lu - u*/; + - A y  - Bu - f I;], 

[y.u]tD 2X 

where LA denotes the Yosida-Moreau regularization (cf. Appendix 1) of the 
convex function L for X > 0. We note that the use of this cost functional con- 
stitutes a combination of a penalization of the state equation with the adapted 
penalization method, and that the state equation disappears in (PA). 

First, let us show that (PA) admits a unique optimal pair [yx, ux] E D. To 
this end, let {[y,, u,]) C D be a minimizing sequence. We show that {[y,, u,]} 
is bounded in V x U .  

We denote by Ci, i E N, positive constants that do not depend on n. To 
begin with, notice that for z, = Ayn - Bun - f we have the estimate 

Now observe that LA is bounded from below by a mapping that is affine in 
both y and u, uniformly in X > 0. Hence, by (3.2.35) and since {[y,, u,]) is 
a minimizing sequence, it follows that for every 6 > 0, 

Choosing 6 > 0 sufficiently small, we find that {Iunlu) and {IznlZ} are 
bounded, and (3.2.35) yields the boundedness of {ly,lv). 



116 Chapter 3. Optimality Conditions 

Hence, there is some subsequence, again indexed by n, such that [y,, u,] + 
[yx, ux] weakly in V x U .  Thanks to the convexity of D ,  [yx, ux] E D. The weak 
lower semicontinuity of the penalized cost functional then shows that [yxl uA] 
is optimal. The uniqueness of the optimal pair follows from the fact that the 
penalized cost functional is strictly convex. 

Proposition 3.2.6 For X \ 0, 

yx -+ y* strongly in V, ux -+ u* strongly in U, (3.2.36) 

1 
{ x ~ ' ~ T x )  is bounded in Z, where rx = - (Ayx - BuA - f ). (3.2.37) 

X 

Proof. The optimality of [ y ~ ,  UX] and the properties of the Yosida-Moreau 
regularization (cf. Theorem A1.5(i)) yield that 

Note that we have the relation 

Thus, similarly as in (3.2.35), 1 ~ x 1 ~  is linearly bounded in terms of iuxlu and 
lX rxlz. Since LA is bounded from below by an affine mapping (uniformly with 
respect to X > O), and thanks to (3.2.38) and (3.2.39), we find that {luxlu}x>o 
and ~xIz)x>O are bounded, whence also the boundedness of {~yx~v}x>o 
follows. 

Consequently, there is some subsequence A, \ 0 such that [yx,, ux,] + [y, Q] 
weakly in V x U for some [y, .iL] E D. Passing to the limit as A, \ 0 in (3.2.39), 
we see that Ay = BQ + f , that is, jy, Q] is feasible for (P). Moreover, using 
(3.2.38) and Theorem A1.5(ii) in Appendix 1, we conclude that 

where JA is the monotone resolvent associated with the maximal monotone 
mapping 8L. But then we must have 

[YA, 21x1 - JX(YA, UX) + 0 strongly in V x U, 

and thus Jx, (yx,, ux,) -+ [y, Q] weakly in V x U .  Invoking the weak lower 
semicontinuity of L, we can pass to the limit as A, \ 0 in (3.2.38) and infer 
that 

1 
L(y, 6) + 5 I Q  - .*I; < L(y*, u*). (3.2.40) 
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Therefore, in view of the optimality of [y*, u* ] ,  we must have [y, G] = [y*, u*] , 
as well as U X ,  + U* strongly in U .  But then also 

Finally, observe that the limit is uniquely determined, so that we have (3.2.36) 
not only on the subsequence {A,) but generally for X \ 0. This concludes the 
proof of the assertion. 0 

Next, we derive first-order optimality conditions for (PA) .  We have the fol- 
lowing result. 

Proposition 3.2.7 For any [Y ,  u] E D, 

( V L x ( ~ x 1  ux) ,  [YA, uxl - [Y ,  ul)(v*xu*)x(vxu) 

+ (FU(uX - u*) ,  U A  - u ) ~ * ~ ~  - (Fz(Tx) ,  Ay  - B u  - f ) Z - x Z  I 0, (3.2.41) 

where Fu : U -+ U*,  FZ : Z + Z* are the duality mappings. 

Proof. Let [ y ,u ]  E D and s E [0, I ]  be arbitrary. Then [ z ,w]  E D for 
z = y x +  s ( y -  yx ) ,  w = ux+ s ( u -  U X ) .  We thus have 

Passing all the terms to the left-hand side, dividing by s > 0, and letting s \ 0, 
we obtain after a little calculation that 

(VLx(yx,  ux), [ Y X ,  uxl - [Y ,  ~ I ) ( v . x u * ) x ( v x u )  + (Fu(ux - u*)1 ux - u)u*xu 

- ( F ~ ( r x ) ,  Ay - Bu - f - Xrx)z.xz I 0. (3.2.42) 

Since 
X ( F ~ ( T X ) ,  r ~ ) ~ . ~ ~  = IrxI; L 0, 

(3.2.41) follows. 0 

Remark. The condition (3.2.42) is also sufficient for the optimality of [yx, ux],  
since the problem (PA)  is obviously convex. 

We now aim to derive a more familiar form of the optimality system for (PA) .  
To this end, we consider a simplified (auxiliary) adjoint system for (PA)  that 
does not take the constraints [y ,  u] E D into account, namely 
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Here, A* E L(Z* ,  V * )  is the adjoint of A,  and V I L x ( y x ,  uA )  and V 2 L x ( y x ,  u x )  
are the components of V L x ( y x ,  ux ) .  

Taking the dual pairing with yx - y in (3.2.43), we get the identity 

whence, substituting in (3.2.42), we can infer that for any [ y ,  u ]  E D, 

Taking first u = ux, and then y = yx, we find that for [y ,  u ]  E D ,  

( P A  + Fz(rx) ,  AYA - AY)Z*,Z < 0,  whenever [y ,  ux ]  E D ,  (3.2.46) 

(VZLA(YA,  U X ) ,  U A  - U ) U *  xu + (FU(UX - u*), U X  - u ) ~ *  

- (B*Fz( rx ) ,  ux - U)U*,U I 0,  whenever [yx, u ]  E D. (3.2.47) 

Remark. The relations (3.2.46), (3.2.47) constitute a more familiar version of 
the optimality conditions for (PA) .  In particular, if D = C x Uad, where C c V 
and Uad C U are nonempty, convex, and closed in V ,  respectively in U ,  and if 
N(ux)  = dIUad(uA) denotes the normal cone to Uad at ux E Uad, then (3.2.47) 
attains the form 

This is a standard form of the Pontryagin maximum principle; see Barbu and 
Precupanu [1986, Chapter IV], and Tiba [1990, Chapter 111. The term Fz ( r x )  
is the "true" adjoint state variable for (PA) .  

Proposition 3.2.8 Assume that L is continuous on V x U .  Then there are a 
subsequence A, \ 0,  some [wl,  w2] E dL(y* ,  u*),  and some p* E Z* such that 

VLx(yx,, ux,) + [wl ,  wz] weakly in  V *  x U*,  (3.2.48) 

pxn + p* weakly in Z*, (3.2.49) 

A*p* = wl. (3.2.50) 

Proof. Invoking Proposition A1.4(ii) in Appendix 1, we can infer that 
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Using the same argument as in the proof o f  Proposition 3.2.6, we find that 

uA)  -+ [y*, u*] strongly in V x U. 

Since L is continuous, dL  is defined everywhere in V* x U* and (cf .  Appendix 
1)  locally bounded. Consequently, { V L A ( ~ ~ ,  ux))x>o is bounded in V *  x U" , 
and there is a subsequence An \ 0 such that 

V L x ( y x ,  ux) + [wl, W Z ]  weakly in V *  x U*. 

The demiclosedness o f  the maximal monotone operator dL  shows (compare 
Proposition A1.4(iv) in Appendix 1) that [wl, w2] E dL(y*, u*) .  

Next, notice that A* has a bounded inverse. Hence, in view of  (3.2.43), 
{ p ~ ) x > ~  is bounded in Z* ,  and we may without loss o f  generality assume that 
PA,, + p* weakly in Z*. Then (3.2.50) is a direct consequence of (3.2.43), 
(3.2.48), and (3.2.49). 0 

Theorem 3.2.9 Let the hypothesis (3.2.30) be fulfilled, let [y*, u*] be an opti- 
mal pair for (P), and let [wl, w2] E dL(y*,  u*)  and p* c Z* be defined as in 
Proposition 3.2.8. Then there exists some q* E Z* such that 

(P* + q*,  AY* - A Y ) z * ~ z  < 0, i f  [y ,  u*] E D, (3.2.51) 

( ~ 2 ,  U* - U ) U * ~ U  - (B*Q*, U* - U ) U * ~ U  5 0, if [Y*,  U ]  c D. (3.2.52) 

Moreover, the inequality resulting from adding (3.2.51) and (3.2.52) is valid for 
any [ y ,  u] E D, and it is suficient for the optimality of [y*, u*]. 

Proof. We first show that the set {qx = FZ(rx))x>o is bounded in Z*. To this 
end, observe that (3.2.30) implies the existence of some p > 0 such that 

pE E T ( M )  for all [ E Z with / [ / z  = 1. 

That is, there exist [zE,  we] E M C D satisfying T ( z c ,  wt)  = pe, and the 
assumed boundedness o f  M implies the boundedness o f  

in V x U .  Taking [y,  u]  = [z t ,  w ~ ]  in (3.2.41), and invoking the boundedness 
of the other terms (proved in the above propositions), we conclude that there 
is some C1 > 0, independent of A ,  such that 

p ( q x , [ ) ~ * ~ z  < Cl for all [ E Z with l[lz = 1. (3.2.53) 

Hence, {qx)x>o is bounded in Z*. Therefore, we may find a subsequence o f  the 
sequence An \ 0 constructed in Proposition 3.2.8, without loss o f  generality 
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{A,) itself, such that q~~ + q* weakly in Z*. Passing to the limit as A, \ 0 
in (3.2.46) and (3.2.47), respectively, we obtain (3.2.51) and (3.2.52). Similarly, 
we can pass to the limit in (3.2.41) to obtain the remaining asserted inequality, 
namely (3.2.54) below. 

To prove the sufficiency, let [y, u] be any feasible pair for (P). Then we have, 
adding (3.2.51) and (3.2.52), 

(P*+ q*, Ay*-Ay)z*xz + ( ~ 2 ,  u* -u)u*xu - (B*q*, U* - ~ ) u * x u  < 0, (3.2.54) 

which, by the feasibility of [y, u], simplifies to 

Then (3.2.50) yields that 

that is, owing to the definition of the subdifferential, L(y*, u*) I L(y, u). This 
ends the proof of the assertion. 0 

In order to prepare subsequent applications, we now derive a variant of Theo- 
rem 3.2.9. For this purpose, let Y be a (not necessarily reflexive) Banach space 
satisfying Y c Z with continuous and dense embedding. We replace (3.2.30) 
by the (weaker) condition 

There is some bounded set M c D c V x U such that 

0 E int (T(M))  in the topology of Y. (3.2.55) 

We also assume the compatibility condition (which is automatically fulfilled in 
many examples) 

whenever both terms are meaningful. 

Then the same argument as in the derivation of (3.2.53) shows that under 
condition (3.2.55), 

p ( q ~ , ( ) y . ~ y  < 0 for all E E Y with l ( l y  = 1. (3.2.56) 

That is, {qx)x>o is this time bounded in Y* (instead of in Z*, as above). Now 
let q* E Y* be any cluster point of {qA)~>o with respect to the weak* topology 
of Y*. We then have the following result. 
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Theorem 3.2.10 A pair [y*, u*] is optimal for (P) if and only if 

( ~ 2 ,  u* - U ) U * ~ U  + (P*, AY* - AY)z*~z  - (q* ,  AY - B u  - ~ ) Y * , Y  I 0 

for any [y, u] E D such that T(y, u) E Y. (3.2.57) 

Proof. The necessity is a direct consequence of (3.2.45) and (3.2.56), since one 
may pass to the limit in all the terms if T(y, u) E Y. The sufficiency follows 
as in the proof of Theorem 3.2.9, since T(y, u) = 0 E Y for any [y, u] that is 
feasible for (P). 0 

Remark. In the work of Bergounioux and Tiba [1996], the above technique is 
discussed in the context of abstract evolution equations. 

Example 3.2.11 We analyze a special case of Example 1.2.1 in Chapter 1 in 
greater detail. To this end, we fix a bounded smooth domain R C Rd, a target 
function .zd E L2(R), and some ,O > 0, and consider the constrained distributed 
control problem 

Min - (y(x) - td(x))' dx + A u2 (x) dx} {: A 
subject to 

Here, f ,  a,  b E Lm(R), and e, g E C ( 2 )  with e(x) 5 0 I g(x) on dR (com- 
patibility) are given. Observe that according to Appendix 2, the state system 
(3.2.59), (3.2.60) has for every u E Lm(R) a unique strong solution y = y(u) 
that belongs to W2,p(R) for any p > 1. By Theorem A2.2(iv) in Appendix 2, 
we then have y(u) E C(2 ) .  

Notice also that if, for instance, e(x) = 0 = g(x) on some part of aR, then 
the closed and convex set 

has an empty interior even in the topology of Lm(R). Likewise, the closed and 
convex set 

[id = {u t LZ(R) : a 5 u 5 b a.e. in R} (3.2.64) 

has an empty interior if a coincides with b on some subset of R having positive 
measure. 
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In these cases interiority assumptions like (3.1.5) or (3.1.5)', the Slater con- 
dition (3.2.5) or its variant (3.2.29), cannot be applied. Instead, we postulate: 

There exist some a > 0 and some ii E Uad such that for all x E n ,  

4.) I y(G - @)(XI I Y(Q+ a)(x)  < dx). (3.2.65) 

Here, y(ii - a )  and y(Q + a )  denote the solutions of (3.2.59), (3.2.60) corre- 
sponding to ii - a and ii + a, respectively. 

Notice that ii - a and ii + a need not belong to Uad, i.e., they may be not 
admissible. On the other hand, the comparison theorem for elliptic equations 
(cf. Theorem A2.8 in Appendix 2) immediately shows that the pair [jj, Q], where 
jj = y (ii), satisfies 

y ( Q - a )  I 5 < y( i i+a)  in n, 
and is thus feasible for the problem (3.2.58)-(3.2.62). Consequently, condition 
(3.2.65) is stronger than just admissibility. 

Notice also that as explained above in connection with (3.2.63), (3.2.64), the 
condition (3.2.65) is not an interiority condition; however, it ensures that the 
admissible pairs form a "rich" set and that the control problem (3.2.58)-(3.2.62) 
is nontrivial. 

Remark. A stronger variant of (3.2.65) is to postulate the existence of two 
controls ii, C, that are feasible for (3.2.58)-(3.2.62) and can be separated by a 
positive constant. 

Let us show that the condition (3.2.65) is stronger than (3.2.55). To this end, 
we fix the functional-analytic setting. We put 

We now choose 

Then we have for any [y(ii + at,  ii] E M that 

and the maximum principle for elliptic equations yields that 
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Hence, M C D. Moreover, we have T ( M )  = { a t  : (' E < I), SO that 
0 E int (T(M)) ,  which shows that (3.2.55) is satisfied. 

We therefore can apply Theorem 3.2.10 to the present situation, assuming 
that an optimal pair [y*, u*] E D exists. The auxiliary mapping p* is by 
(3.2.43) defined as the unique solution to the problem 

and the optimality condition (3.2.57) takes the following form: there exists some 
q* E Y* such that for all [y, u] E D satisfying Ay E Lm(R), 

Since the constraints are separated, we may decouple (3.2.66) by first choosing 
[y*, u] , and then [y, u*]. It then follows that 

( P U * - ~ * , U * - U ) Y * ~ ~  < 0 VuEUad,  (3.2.67) 

(p* + q*, Ay - AY*)Y:~Y 5 0 Vy E C with Ay E Y. (3.2.68) 

Notice that (3.2.67) is the standard form of the maximum principle, while 
(3.2.68), together with the equation satisfied by p*, gives a decoupled form 
of the usual adjoint equation for the adjoint state q* , where the influence of 
the state constraints is expressed by the inequality (3.2.68). See (3.2.69) below. 

We now demonstrate that the necessary and sufficient conditions (3.2.66) (or 
(3.2.67), (3.2.68)) are a powerful tool for gaining further insight into the control 
problem. For this purpose, we define the sets 

Re = {x E 2 : y*(x) = e(x)), R, = {X E 2 : y*(x) = g ( ~ ) ) ,  

R0 = R \ (Re u R,). 

Since y* ,e,g E C ( 2 ) ,  the sets R, and R, are closed, while R0 is open. 

Let cp E D(R) be a test function with support supp cp c RO. Since y*, e, g E 

C ( 2 ) ,  and by the compactness of supp cp, there is some p > 0 such that 
y* f p cp E C.  Taking y* 5 p cp as test functions in (3.2.68), we conclude that 

(p* + q*, Acp)yexy = 0 'd cp E D(R) with supp cp c RO 

Taking the equation satisfied by p* into account, we see that the Lagrange 
multiplier q* E Y* satisfies 

- Aq* + j = y* - zd in D1(R), (3.2.69) 

where j E D1(R) is a distribution that is supported in R \ RO, the active 
constraints set. 
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The relation (3.2.69) is a familiar form of the adjoint equation for state 
constrained control problems. In particular, it shows that q* E w>,"(RO) if 
zd E LP(R) for some p > 1. By the Sobolev embedding theorem (Theorem 
A2.2(iv) in Appendix 2), we even have q* E C(nO)  if p > % . 

We are now prepared to prove a result on the structure of the optimal pair 
[ y * ,  u*] that is known in the literature as a generalized bang-bang result (see 
Troltzsch [l984]). 

Corollary 3.2.12 Suppose that ,~3 = 0, and assume that zd E P ( R )  for some 
p > $. Then there is some set N C R0 having zero measure such that 

Proof. Since p > $, we have q* E C(nO) ,  and relation (3.2.67) shows that 

for any u t Uad with u = u* a.e. in a \  RO. We have 

where the first two subsets are open. If they have positive measure, then (3.2.70) 
implies that u* = b a.e. on the first subset, and u* = a a.e. on the second one. 
If the last subset has positive measure, then (3.2.69) and the maximal regularity 
of q* on R0 imply that y* = zd a.e. in this last subset. This concludes the 
proof. 0 

Remark. By virtue of the definition of RO, it follows that a.e. in at least 
one of the functions y * ,  u * attains one of the "extreme" values e, g, a, b or 
the target zd. 

Remark. A related example involving just one integral state constraint will 
be studied below in Section 4.2 in Chapter 4. In Proposition 4.2.6 a regularity 
property of the optimal control will be proved. 

Example 3.2.13 We take the same cost functional and the same state equa- 
tions as in Example 3.2.11, but this time the constraints are 

Relation (3.2.71) is an example of mixed (state-control) constraints. It is related 
to the so-called bottleneck problems considered in Bellman [1957]. 
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For simplicity, we assume that a is a subset of the unit ball B ( 0 , l )  C Rd, 
where d > 2. To fix the functional-analytic setting, we put 

The operators A and B are as in Example 3.2.11. We want to apply Theorem 
3.2.10 to the present situation and thus need to verify that the hypothesis 
(3.2.55) is fulfilled. 

To begin with, observe that since f E L m ( R )  , we may choose some constant 
E > 0 such that f + 2 > 0 a.e. in 0 .  Then, thanks to the maximum principle, 
the solution 5 of the state system (3.2.59), (3.2.60) associated with the function 
C ,  where G = E a.e. in R ,  satisfies 5 > 0 a.e. in R.  

Denote by yf the solution of the state system corresponding to f when 
u = 0. Then there is some constant m > 0 such that -m 5 yf I m a.e. 
in Cl, again by the maximum principle. We consider the auxiliary function 
w :  Rd + R, 

C 
W(Z) = - ( I  - lX&)  . 

2 
Obviously, w vanishes on d B ( 0 ,  I) ,  and - Aw = d C > 2 E in B ( 0 , l ) .  Then 
we have 

Hence, taking E 2 4m,  recalling that ii = E a.e. in fl, and invoking the 
definition of w and the maximum principle once more, we have the chain of 
inequalities 

a.e. in R. The inequalities (3.2.72) show that the pair [y, G] satisfies (3.2.71) in 
a stronger form and is admissible for (P). Now put 

By the continuity with respect to the right-hand side in elliptic equations, and 
since p > % so that the Sobolev embedding theorem can be applied, we can 
choose some sufficiently small X > 0 such that 
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Then, M C D by (3.2.72), and T ( M )  = BP(O, A ) ,  so that 0 E int ( T ( M ) ) ,  and 
thus (3.2.55) holds. Notice that in the case d < 3 we can take p = 2, so that 
then even the stronger postulate (3.2.30) is fulfilled. 

We are now in a position to apply Theorem 3.2.10: there exists some q* E 
LP ' (s~ ) ,  where + 5 = 1, such that, with p* given as in Example 3.2.11, 

P (u*,  u* - 4Lyl2) + (P*,  AY - A Y * ) L ~ ( ~ )  + (Q*,  AY + 3, + f)LP/(n)XLP(n) 

< 0 for all [y ,  u]  E D satisfying T ( y ,  u )  E LP(0) .  (3.2.73) 

Also in this example a generalized bang-bang property for the optimal pair 
can be proved, as the following result shows. 

Corollary 3.2.14 Let j? = 0 ,  and assume that y*,u* E C(2) .  Then there is 
some set N C n of zero measure such that 

Proof. Suppose that S1* = { x  E S1 : ly*(x)l < u * ( x ) }  # 0 .  By the continuity of 
y* and u* , a* is open and has nonzero measure. 

Now let p E D ( 0 )  be arbitrary with suppp c a* .  Since y*, u* E C@), 
and owing to the compactness of supp p ,  there is some sufficiently small X > 0 
such that 

Inserting [y ,  u]  = [y* & Xp,  u*] E D in (3.2.73), we obtain after a short calcu- 
lation that 

Consequently, there is a distribution j E D1(R), which is supported on the 
active constraints set \ a*, such that 

Since zd E L2(C2), this implies a regularity property for the Lagrange multiplier, 
namely that q* E H&(W) .  

Next, we insert the pairs [y, u]  = [y*, U* + X  p] E D in (3.2.73), where p and 
X > 0 are as above. We obtain 

Using (3.2.75), we infer that 
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since Acp E D(R) and supp Acp c R*, so that (3.2.76) applies. Hence, y* = .zd 
a.e. in R*, and (3.2.74) is proved. 0 

Remark .  The two sets occurring on the right-hand side of (3.2.74) need not be 
disjoint. The first one obviously corresponds to the situation that the constraint 
is active. 

3.2.3 Semilinear Equations and Exact Penalization 

In this paragraph, we examine the optimality conditions for a constrained 
distributed-boundary control problem governed by a general semilinear bound- 
ary value problem of elliptic type. We study only the case of integral state con- 
straints, which are easier to handle. A very general situation including pointwise 
constraints and variational inequalities will be discussed below in 33.3.2. 

To fix things, let R C Rd denote a bounded domain having a smooth bound- 
ary I?, and let Kd C R and Kb C R be bounded. For given m E R, we 
consider the problem (P,) defined by 

subject to 

(3.2.80) 

u = [ud, ub] E Uad = {U E Lm(R) x Lm(I') : ud(x) E Kd a.e. in R, 

ub(u) E & a.e. in I'). (3.2.81) 

Here, a > 0 is a given constant, and we assume that 

where aij E Lm(R) and aij = aji for all 1 < i , j < d, and, with some fixed 
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constant w > 0, 

As in the previous sections of this book, 

denotes the outer conormal derivative to f associated with A. 

The mappings F : R x R2 -+ R, L : R x R2 + R, h : R x R -+ R, 
e : r x R2 + R, and f : I7 x R2 -+ R, are assumed to be continuous functions 
that possess a continuous partial derivative with respect to the second variable 
on their respective domains of definition, denoted by F,, L,, h,, eye,, and f,, 
respectively. Further hypotheses will be added below when the necessity arises. 

Next, we introduce the functions 

and define for fixed u = [ud, ub] E Uad the functionals 4(u; .) , cp(u; .) : H1(R) -+ 
l - ~ 1 + 4 ,  

I +ml otherwise, 

We generally assume that for all (x,  y, u) E R x R2, 
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Here, Q : R+ + R+ is a nondecreasing function, and MI E L2 (n) ,  R1 E L2 (I?), 
M2 E LS(R), where s > and R2 E LW( r )  are given functions. Moreover, 
above and in what follows, c > 0 always denotes a given constant. 

Observe that under these assumptions on F and f the functions G and 
g are convex and continuously differentiable with respect to y. Moreover, 
F( . ,  0, u) E L2(C2) and f (., 0, u) E L2( r )  for any fixed u E R ,  and we have for 
every (x, y, u) E R x R2 the inequality 

where p(C) E [0, [] is an intermediate point given by the mean value theorem. 
An analogous inequality holds for g. Moreover, G(x, 0, u) = 0 and g(a, 0, u) = 
0. Then, G and g are convex integrands with respect to y on L2(R) and 
L2( r ) ,  respectively. Moreover, according to Proposition A l . l  in Appendix 1, 
these integrands possess subdifferentials given by -F(x,  y(x), u) , respectively 
by - f (a, y(a), u),  whenever they belong to L2(C2), respectively to L2(I'). 

Proposition 3.2.15 Let u = [ud1ub] E Uad be given. If y E W21"(S1 is a 
strong solution to the boundary value problem (3.2.78), (3.2.79), then y mini- 
mizes the functional 4(u; .) + p(u; .) on H1(R) . 

Proof. Since s > t, it follows from Theorem A2.2(iv) in Appendix 2 that 
y E C(a). Moreover, ud(x) E Kd a.e. in 0, so that ud E LM(C2). Then (3.2.87) 
and (3.2.88) imply that F(.,  y(.), ud(.)) E L2(R). Similarly, using (3.2.89) and 
(3.2.90), we infer that f (., y(.), ub(.)) E L2(I'). 

The previous discussion concerning the properties of G and g shows that the 
integrands have subdifferentials at y. Then also 4(u; .) and $(u; .) are sub- 
differentiable at y, since the other terms occurring in their definitions (3.2.85), 
(3.2.86) are convex and continuous. 

Now let v E H1(C2) be arbitrary. By (3.2.78), (3.2.79), (3.2.82) and using 
integration by parts, we obtain that 

Invoking Proposition A l . l  in Appendix 1, we can conclude that there is some 
w E 8q5(u; y) such that 
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Therefore, by the definition of the subdifferential, -w E dp(u; y), and thus 

0 E Y)  + M u ;  Y) C d(d(u; .) + d u ;  .))(Y). 

The assertion now follows from applying Theorem A1.6 in Appendix 1 to the 
present situation. 0 

Remark. In the above inclusion we have equality only under additional interi- 
ority hypotheses like those given in Theorems A1.10 and A l . l l  in Appendix 1. 
Fortunately, such very restrictive conditions need not be imposed here. 

Proposition 3.2.16 For every u = [ud, u,] E Uad the associated functional 
4(u; .) + p(u; .) has a unique minimizer on H1(C2). 

Proof. Under the above assumptions, the mapping d(u; .) + p(u; .) is strictly 
convex on H1(C2) , since the mapping 

has this property. The mapping $(u; .) + p(u; .) is also coercive on H1(C2), 
which follows from the trace theorem, Friedrichs' inequality, and since condi- 
tion (iii) in the definition of convex integrands in Appendix 1 is fulfilled. The 
assertion now follows from Theorem A1.6 in Appendix 1 and the remark fol- 
lowing it. 0 

Definition 3.2.17 For any u = [ud, ub] E Uad the unique minimizer y of 
the associated functional $(u; .) + p(u; .) on H1(C2) is called the weak (or 
variational) solution of (3.2.78), (3.2.79), and we denote it by y = y,. 

Example 3.2.18 (Bonnans and Casas [1991]) 

Consider equation (3.2.78) with the Dirichlet boundary condition 

Then it turns out that under the conditions (3.2.87), (3.2.88) the state system 
(3.2.78), (3.2.79)' has for any ud E Lo0(C2) a unique weak solution y E H i  (0 )  n 
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C Y ( ~ )  for some y €]O,l[ , that is, y is Holder continuous of order y. Moreover, 
there is some constant c > 0 such that 

Recall that the continuity property of y played an essential role in the proof of 
Proposition 3.2.15. 

Example 3.2.19 (Barbu [1993, Chapter 3.11) 

We consider the boundary value problem 

where ,Ll c R x R is a maximal monotone graph, c > 0, and F E L2 (0). Then 
one obtains that y H2(S2), and there is a constant c > 0, independent of F ,  
such that 

Note that for d 5 3 we have the continuous embedding H2(S2) c Cr(n )  
for some y €10, I [ ,  so that in this case we may replace l?/ laz(n) in the above 
inequality by I ylc(3ir 

Remark. Other regularity results for semilinear and quasilinear second-order 
elliptic equations can be found in the works by Stampacchia 119651, Gilbarg and 
Trudinger [1983], and Ladyzenskaya and Uraltseva [1968]. 

In the following, we will always assume for the treatment of the optimization 
problem (3.2.77)-(3.2.81) that for any fixed u E Uad the unique variational 
solution y = y, to the state system (3.2.78), (3.2.79) belongs to H1(.Q) n C(n)  
and satisfies, with a constant t > 0 that is independent of u = [ud, ub] E Uad, 

In order to deal with the state constraints, we again have to impose a con- 
straint qualification. This time, we postulate a condition that in the terminol- 
ogy of Clarke [1983, Chapter VI] is called calmness. In order to formulate this 
condition, we have to introduce the notion of the value function, denoted by 
V, of the optimization problem (3.2.77)-(3.2.81), where we will only put into 
evidence its dependence on m. We define, for any m > 0 ,  

V(m) = inf {J(Y.,U) : u E Uad and y, satisfies (3.2.78) - (3.2.80)}, 
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where we put V(m) = + m  if (3.2.80) is violated by y, for every u E Uad. 
Observe that, owing to the boundedness of K d  and K b  , and by virtue of (3.2.91) 
and the continuity of h, the state constraint (3.2.80) is satisfied automatically 
by y, for any u E Uad provided that m E R is sufficiently large. We also note 
that the mapping m ++ V(m) is decreasing on R ,  so that 

V(mt) < + m  for all m' > m if V(m) < +m.  

We state the calmness property: 

There exist constants r > 0 and E > 0 such that 

V(mt) > V(m)- r im ' -ml  b ' m ' ~ [ m - E , ~ + E ] .  (3.2.92) 

Since m e V(m) is decreasing on R ,  it follows that (3.2.92) is automatically 
satisfied if V(m + E) = +m. On the other hand, if V(m - E )  < +m,  then V 
is finite on the whole interval [m - E,  m +  E] and, by the monotonicity property, 
a.e. differentiable there. It follows that the calmness property (3.2.92) has a 
generic character. 

Next, we specify the assumptions on the functions L, l, and h. We postulate, 
with the same notation as in (3.2.87)-(3.2.90), 

Now let us introduce the exact penalization of (P,), which we call the problem 
(P,,,), corresponding to the constants r and E appearing in (3.2.92): 

inf {J~(u)  = J(y., u) + r ( L  h(x, y,(x)) dx - m) : u E l J a d  (3.2.98) 
+ 

where z+ = max{z, 0) denotes the positive part of z E R and y, is the 
variational solution to (3.2.78), (3.2.79), and subject to the state constraint 

Observe that in view of (3.2.91), (3.2.97), and the continuity of h, the state 
constraints (3.2.80) and (3.2.99) are meaningful. 
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Proposition 3.2.20 Let 6 > 0, and suppose that us t Uad is a 6-solution for 
(P,); that is, y,, satisfies (3.2.80) and J(y,, , us) I V(m) + 6. Then u,j is a 
6-solution for (P,,,); that is, y,, satisfies (3.2.99) and J,(us) < V(r, E) + 6, 
where 

V(r, E) = inf {J.(u) : a t U.,, (3.2.99) holds} 

denotes the value function of (P,,,). 

Proof. By virtue of (3.2.77) and (3.2.92), we obviously have 

V(m) = inf { ~ ( m ' )  + r im' - ml : m' t [m - E, m + E]} 

U E  Uad, m ' €  [ m - E , ~ + E ]  

= inf { ~ ~ ( u )  : u t Uad, (3.2.99) holds} = V ( ~ , E ) .  

The last equality follows from the definition of the infinimum. Since us is ad- 
missible for (P,) , it is admissible for (P,,,), and J, (us) = J(y,, , u s )  Moreover, 
the above identity shows that 

J r ( ~ s )  = J(yu,, us) I V(m) + 6 = V(r, E) + 6, 

and the proof is finished. 

Remark. Proposition 3.2.20 justifies the use of the term exact penalization. 

We define the pseudo-Hamiltonian mappings associated with the distributed 
control and the boundary control, respectively: 

We also define an "intermediate" adjoint state p , ,  corresponding to the 
controls u = [ud, ub], v = [vd, vb] E Uad in the following way: 

Let y,, y, E H1(fl) n C ( 2 )  be the (unique) variational solutions to (3.2.78), 
(3.2.79) corresponding to u and v ,  respectively. Then the mean value theorem 
yields the existence of intermediate points &(x), &(x), &(x) between y,(x) 
and y,(x), for a.e. x t f l, and of intermediate points &(a), &,(a) between 
yu(a) and y,(a) , for a.e. a E r, respectively, such that we have the following 
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Next, let us fix any 

where a+(.) is the subdifferential of the convex mapping (.)+ : R + R, 
z ++ z+ . We then consider the linear elliptic boundary value problem 

We have the following result. 

Proposition 3.2.21 Under the above assumptions, the system (3.2.1021, 
(3.2.103) has a unique variational solution p E H 1 ( R ) ,  denoted by p = p,,,. 

Proof. The variational form of (3.2.102), (3.2.103) is 

where F,, f y l  L,, h,, ly have to be evaluated at the same arguments as in 
(3.2.102), (3.2.103). The associated "energy" functional is given by 
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where I?,, f,, L,, h,, !, again have to be evaluated at the same arguments as 
in (3.2.102), (3.2.103). 

Using the boundedness of Kd and Kb , and invoking (3.2.91) and the growth 
and sign conditions (3.2.87)-(3.2.90) and (3.2.93)-(3.2.97), we can easily check 
that the bilinear form associated with (3.2.104) is continuous and coercive on 
H1(S2). By the same token, and thanks to the trace theorem, the linear terms 
in (3.2.104) are bounded on H1(S2). By the Lax-Milgram lemma, (3.2.104) 
has a unique solution p E H1(S2), which then is the unique minimizer of the 
functional (3.2.105). Since the formulation (3.2.105) corresponds to Definition 
3.2.17, the proof is complete. 0 

Proposition 3.2.22 Under the above assumptions, 

Jr (u)  - J r (u )  

Proof. In what follows, we omit the arguments of the involved functions. Using 
the identities (*) introducing the functions ti , i = 1, , and recalling the defini- 

tion of the subdifferential, we conclude that for any w E d+ 

Invoking (3.2.104), we thus can conclude that 
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Recall that y, and y,, respectively, are minimizers of the corresponding 
functionals $(v; .) + p(v; .) and $(u; .) + p(u; .), respectively, and therefore 
satisfy the associated Euler equations. We thus have 

and a similar identity holds for y,. Therefore, invoking the identities (*) once 
more, we obtain that 

Jr(v) - J,(u) 

5 /L(x, YU, vd) - L(x, Y., ud)] dx + [e(o, Yu,  va) - e(o, 31u, us)] do 

Thus, recalling (3.2.100), (3.2.101), we have proved the assertion. 
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Let us now define the so-called spike variations o f  a control u E Uad TO this 
end, let xo E W, wo E r, and, for k and k positive, 

Then  the spike variations o f  ud and ub i n  xo E fl and wo E I ', respectively, 
are defined as all functions o f  the form 

IC i f  x E S ~ ( X O ) ,  
ud (x )  = 

u d ( x ) ,  otherwise, 

i f  a E Si (wo), 
u ; (o )  = 

u b ( a ) ,  otherwise, 

w i th  some V E Kd and 7 E Kb, respectively. 

In the following, we will always assume that  the index rE depends on k ,  
i;: = k ( k ) ,  in  such a way that  

W e  will specify the  form o f  th is dependence below after (3.2.122). 

Proposition 3.2.23 If u is admissible for (P,) and k E N is suficiently 
large, then u k  = [u:, u f ]  is admissible for (P,,,). 

Proof. Obviously, b y  (3.2.110), (3.2.111), u k  E Uad for all k E N .  Let yk E 
H 1  (W) n C ( a ) ,  k E N ,  denote the associated weak solutions o f  the state system 
(3.2.79), (3.2.78). W e  show that yk satisfies (3.2.99) for sufficiently large k 
(depending on E > 0 ) .  

Hypothesis (3.2.91) shows that  { y k ) k E N  is bounded in  H 1  (0) n C @ ) ,  since 
is bounded in  Lm(W) x Lm(17), b y  (3.2.110), (3.2.111). Hence, for a 

subsequence again indexed b y  k ,  we have yk + y weakly i n  H1(W) ,  and b y  
compact embedding, strongly i n  L2(W).  Wi thou t  loss o f  generality, we may  
thus assume that  yk + y pointwise a.e. i n  W. In view o f  the growth condition 
(3.2.97), we can apply Lebesgue's theorem o f  dominated convergence t o  obtain 
that  

l im  / h ( x ,  y k ( x ) )  d x  = 
k + m  Q 

(3.2.112) 

Next,  we show that  y = y,, that  is, y is the (unique) variational solution o f  
(3.2.78), (3.2.79) corresponding t o  u = [ud, u ~ ] .  Th is  will imply that  the above 
convergences, in  particular (3.2.112), hold for the entire sequence { y k }  and not 
only for the subsequence constructed above. 

Let qbk = q5(uk; .) and pk = p ( u k ;  .) denote the functionals (3.2.85), (3.2.86), 
associated with u k .  W e  then have 

h ( y k )  + plc(yk) 5 d k ( ~ )  + ( ~ k ( 2 )  V Z  (3.2.113) 
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Now notice that yk + y a.e. in f l ,  and yk + y a.e. on r (by the trace 
theorem), as well as, by definition, u: + ud a.e. in R,  and ut -+ ub a.e. on r. 
Thus, by the continuity of G and g ,  and since k + ca as k -+ cm, 

lim G ( X ,  yk (x ) ,  u: (x))  = G ( x ,  y (x ) ,  ud(x))  for a.e. x E R, 
k - r m  

lim g(a, yk(a) ,  u i ( a ) )  = g(a, y (a) ,  ub(a) )  for a.e. a E I?. 
k+m 

Using the boundedness of { y k }  in C ( f i ) ,  of {u:} in Lm(f l ) ,  and of { u f }  in 
Lm(F),  and invoking the growth conditions (3.2.87)-(3.2.90), we readily find 
that Lebesgue's theorem can again be applied to yield that for k + cm, 

is weakly lower semicontinuous on H1(R) ,  it follows from (3.2.114) that 

li~nf {$L(YE) + ( P ~ Y L ) }  > 4(u ;  Y )  + (P(u; Y ) .  (3.2.115) 

Now observe that if r E L M ( f l )  n H1(R)  and zlr E Lm(I'), then one can also 
pass to the limit as k -+ cm in the right-hand side of (3.2.113): 

1 az aZ a 
lim { 4 k ( Z )  + (Pk(,z)) = lim { - / ai j (x)  - - dx + - J r2 do 

k - r m  k + m  2 n axi ax j  2 r 

= d(u;  Z )  + p(u; z ) .  

Here, we have used the growth conditions (3.2.87)-(3.2.90) to conclude the 
necessary integrability properties of G and g from the boundedness of Z .  

Observe now that in light of assumption (3.2.91), i t suffices to minimize 
$(u;  .) + (P(u; .) over H1 ( R )  n C ( a )  in the definition of the variational solution. 
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Consequently, combining the above estimates, we have shown that y = y,. 
Since [y ,  u ]  is admissible for (P,), the assertion follows from (3.2.112). 

Now let 7i = [a, ~ b ]  E Uad be given, and let u" [a;, $1, k E N,  denote 
associated spike variations according to (3.2.1 lo), (3.2.111). Moreover, denote 
by 3 = yc the variational solution of (3.2.78), (3.2.79) corresponding to T i ,  
and by pk = p+k E H1(R) the variational solution of (3.2.102), (3.2.103) 
associated with u = 7i and v = u k ,  k E N .  

Here, we have to notice that the intermediate points ti, 1 5 i < 5, and the 
point w appearing in (3.2.102), (3.2.103) may vary with k E N. We indicate 
this dependence by a superimposed index k .  We have the following result. 

Proposition 3.2.24 Under the above assumptions, { p k }  is bounded i n  H1(R), 
and there is some subsequence, again indexed by k ,  such that pk + p weakly 
i n  H1(R), and 5 E H1(R) is the variational solution of 

with some w E d+ h(x, ~ ( x ) )  dx - m 

Proof. Recall that { u k }  and { y k }  are bounded in Lm(R)xLm(I') and H1(R)n 
C(n),  respectively. Moreover, we have 21% 7i pointwise a.e. in R x I', as well 
as yk -+ pointwise a.e. in 0, while pk minimizes on H1(R) the quadratic 
functional ?I'k = t + ! ~ ~ , , k  given by (3.2.105) for u = 21 and v = u k .  Then 

In particular, for z = 0, 

Since { y k }  and { u k }  are uniformly bounded, and since the graph a+(.) is 
bounded in R, it follows from the growth conditions (3.2.93)-(3.2.97) and 
(3.2.87)-(3.2.90), together with the relations (*), that the coefficient functions 
of ?II, satisfy the following estimates: 



Chapter 3. Optimality Conditions 

5 C2 (1 + Ml(x)) for a.e. a: E Q , 

5 Cq (1 + R2(a.)) for a.e. a E r , 

5 C5 (1 + R1(a)) for a.e. a E I', 

with constants C; > 0, 1 5 i 5 5, which do not depend on k E N. Conse- 
quently, there is some constant Cs > 0 such that 

Thus, invoking (3.2.83), (3.2.105), and the Schwarz and Friedrichs inequalities, 
and using the fact that -F, 2 0 and - f, > 0, we can deduce that for all 
k E N and all p E H1(R), 

with constants S > 0 and C7 > 0 that do not depend on k .  Then (3.2.119) 
yields that {pk) is bounded in H1(Q), and there is a subsequence, again in- 
dexed by k, such that pk + p weakly in H1(R), and, by compact embedding 
(cf. Theorem A2.2(ii) in Appendix 2), strongly in Lq(Q), where q > 1 is arbi- 
trary for d = 1 and 1 5 q < & for d > 2. 

Moreover, owing to Theorem A2.l(i) in Appendix 2, the trace operator is 
compact from H1(Q) into L2(I'). Therefore, we have pklr -+ pir strongly in 
L2(I'). Finally, we may assume that wk + w , for some w E [ O , l ] ,  in view of 
the boundedness of d+ (.) . 

Invoking the a.e. convergences yk + y and uk + a, and using Lebesgue's 
theorem, it is readily seen that for k + ca, 

L ( ) + y ( , ( ) ,  ( )  strongly in ~ ~ ( n ) ,  

wk hy (., d(.)) -+ why(.,  g(.)) strongly in L'(Q), 

f ( ( )  ( )  + f ( )  ( )  strongly in Lt(F) for all t > 1, 
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eY ( ( )  a ( )  + lY ( ( )  , a ) )  strongly in l2 (I'). 

In addition, the relation (3.2.112) is apparently fulfilled. Thus, using the demi- 
closedness of the maximal monotone operator a+(.) on R (cf. Proposition 
A1.4(iv) in Appendix I ) ,  we can conclude that w 6 a+ (J, h(x, g(x)) dx - m). 

Summarizing the above facts, and referring to (3.2.118) and to Definition 
3.2.17, we infer that p E H1(Q) is the variational solution to (3.2.104), with 
the coefficients there replaced by the above limits. The assertion is thus proved. 

0 

In order to derive the first-order necessary conditions of optimality, we have 
to make a further assumption, namely that (3.2.91) is also valid for the ad- 
joint equation (3.2.116), (3.2.117) in a slightly stronger form; this additional 
assumption will guarantee that the approximate adjoint states converge uni- 
formly. More precisely, we postulate: 

For every a = [ad,~lb] E Uad the solution to (3.2.116), (3.2.117) belongs to 

C7(2) with some fixed y ~ ] 0 , 1 [ ,  and it is bounded with respect to the 

coefficient functions. 

Remark. The equations considered in Example 3.2.18 and in Example 3.2.19 
satisfy this stronger assumption. Furthermore, if in the growth conditions 
(3.2.87)-(3.2.90) we postulate that MI, M2 E Lm(Q) and R1 E Lm(I'), then 
the weak solution p of (3.2.116), (3.2.117) belongs to W1+(Q) with p > 1 
sufficiently large as to guarantee that p E C Y ( ~ )  for some y > 0. Further 
regularity results of this type have been proved in Gilbarg and Trudinger [1983, 
Chapter 6.71. 

Theorem 3.2.25 Let the above hypotheses be fulifilled, and suppose that [Tj, a] E 
(H1(Q) n C(2 ) )  x Uad is an optimal pair for (P,), and p E H1(i2) n C7(n) the 
solution of (3.2.11 6), (3.2.1 17). Then 

( u ( u ) , ( u ) , p ( u ) )  5 ( ( u )  ( u ) )  b'ZU E Kb, for a.e. a E I?. 

(3.2.121) 

Proof. Let xo E 0, wo 6 I', and k E N be given. We consider for arbitrary 
fixed w E Kd and 6 E Kb the spike variations uk = [E:, ?it] given by (compare 
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- if x E S ~ ( X O ) ,  
ui(x) = { 

ud(x), otherwise, 

- if a E Si(wo), uF(0) = 
ub(o) , otherwise. 

Now let E > 0 be arbitrary. Then, thanks to Proposition 3.2.23, there is 
some kO(&) E N such that uk is admissible for (P,,,) provided that k 2 ko(c) 
(which will be assumed henceforth). Then it follows from Proposition 3.2.20 
that J,(c) 5 J,(uk), and putting pk = h,u~, we conclude from Proposition 
3.2.22 that 

Notice that {pk) is bounded in H1(f2) n C'(n), under the above regularity 
hypothesis. Hence, as in the proof of Proposition 3.2.24, we may select a sub- 
sequence, again indexed by k ,  such that pk + ?, weakly in H1(R) and, owing 
to the Arzell-Ascoli theorem, strongly in C(@. 

Next, we specify how k depends on k; namely, we choose for given k E N the 
corresponding k = k(k) > 0 in such a way that r n e a s ( ~ ~ ( x ~ ) )  = meas(~~(w0))  
(which is denoted by vk), as computed in R d ,  respectively on F .  Clearly, 
vk + 0 as k + co, and thus + co as k + CO, as required. 

Dividing by vk > 0, we may rewrite (3.2.122) in the form (where arguments 
are again omitted) 

1 1 

+ , L.,, (pi - P)  F ( x ,  3, W) dx + , L E ( r O ,  (P* - ?,)f (0, 3 . 6 )  do. (3.2123) 

The terms containing pk - ?, converge to zero for k --> co. Therefore, we can 
pass to the limit as k + co in (3.2.123) assuming that xo, wo are Lebesgue 
points for the given mappings. Then (3.2.120), (3.2.121) follow, and the proof 
is finished. 0 
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Remark. In this section, we have pointed out the role of the C@)-regularity 
(respectively, CY(~)-regulari ty) for the state and adjoint equations, and where 
it is needed. While H1(0)-regularity is easily shown, to prove the (Holder) 
continuity of variational solutions is quite a difficult task. We have provided 
pertinent references to the literature. 

Remark. Quasilinear elliptic optimization problems have been studied by 
Casas and Fernandez [1991]. Parabolic and hyperbolic quasilinear control prob- 
lems were investigated in Tiba [1990, Chapter 11] using different methods. The 
unstable (not well-posed) case can be found in the works of Bonnans and Casas 
[1989], Wang, G. [2002], and Wang, G. and Wang, L. [2003]. Pointwise state 
constraints were discussed in Bonnans and Casas [1989], [1991], and Casas and 
Fernandez [1993]. A survey of various stability concepts related to the calmness 
condition and their applications to optimal control can also be found in Bon- 
nans and Casas [1992]. A second-order analysis for control problems associated 
with semilinear elliptic equations has been performed in the works of Bonnans 
[1998], Casas and Troltzsch [1999], and Casas and Mateos [2002a]. 

3.3 Control of Variational Inequalities 

This section continues the analysis of the first-order optimality conditions for 
the case that the state systems are governed by variational inequalities. In 
this situation, convexity and/or differentiability properties of the optimization 
problem are missing, and special smoothing and approximating techniques have 
to be employed. 

We have seen above in 33.1.2 that the optimality conditions involve the calcu- 
lation of the gradients of the nonlinear terms appearing in the state system. In 
the case of variational inequalities, the nonlinearity is given by the generalized 
gradient (the subdifferential) of a convex mapping. Therefore, a generalized 
second-order derivative of convex mappings ought to appear in a natural way in 
the derivation of first-order necessary conditions. We will address this problem 
below in 53.3.3. 

3.3.1 An Abstract Result 

In this paragraph, we will interpret the variational inequality as an (infinite) 
system of inequalities, aiming to derive necessary conditions resembling the 
classical so-called Fritz-John conditions known from differentiable nonlinear 
optimization theory. These are weaker than the Karush-Kuhn-Tucker optimal- 
ity conditions discussed above in 53.1.2 in a different setting, since the Lagrange 
multiplier associated with the objective function L may vanish (compare with 
(3.1.18)). 
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To begin with, let V, H, U denote (not necessarily reflexive) Banach spaces 
such that the embeddings H c H* and V C H C V* exist and are continuous, 
and such that (compatibility of the duality pairing) 

(v, ~ ) H X H *  = (v, h)v,v* whenever v E V, h E H. 

We postulate that A : V -+ H, B : V + R, and $ : U + R possess Frkchet 
derivatives VA,  VB, and V$, respectively, on their domains of definition, and 
that B E L(U, H). The cost functional is given by 

and the state equation by the variational inequality 

Ay + aqb(y) 3 Bu. (3.3.2) 

Here, qb = IK with some nonempty, closed, and convex cone K c V. We 
assume that the state equation (3.3.2) admits a unique solution y E V for 
every u E U .  

In addition, we impose the control constraints u E Uad c U and the state 
constraints y E C c H, where as usual, Uad and C are nonempty, convex, 
and closed in U and H ,  respectively. Hence, we study a very general optimal 
control problem, but we will still be able to recover "nonqualified" first-order 
necessary conditions of Fritz-John type. 

Since K is a convex cone, problem (3.3.1), (3.3.2) may be equivalently rewrit- 
ten as 

(y, u) E C x Uad, where 6 = K n C, (3.3.4) 

(AY - Bu, y)vxv* I 0, (3.3.5) 

(Ay - Bu, z ) ~ ~ ~ *  2 0, V Z  E K. (3.3.6) 

Indeed, (3.3.2) is by definition equivalent to the variational inequality 

which obviously follows from (3.3.5), (3.3.6). Conversely, we get (3.3.5) for 
v = 0 E K ,  and (3.3.6) for v = z + y E K (notice that w = +(z + y) E K and 
thus v = 2w E K) .  

Since z E K can be arbitrarily chosen, (3.3.6) constitutes an infinite system 
of independent inequalities (recall that K c V and V is an infinite-dimensional 
space). In addition, if 
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denotes the polar cone of K in H and K = KO n HI  then (3.3.6) may be 
rewritten as 

A y - B u  E -K.  (3.3.7) 

We thus obtain an infinite-dimensional differentiable programming problem in 
the independent variables y and u. In view of (3.3.5), it is essentially noncon- 
vex. Let [y*, u*] be an optimal pair for the problem (3.3.3)-(3.3.7), which we 
assume to exist. Then we have the following result. 

Theorem 3.3.1 Assume that d le  = dIc  + idIK and that int ( K )  # 0 in H .  
Then there are a > 0, p E H*, and p > 0 such that 

ff + I P ~ H *  + P > 0, (3.3.8) 

Proof. We use standard techniques from differentiable programming theory, 
where we refer the reader to Barbu and Precupanu [1986, Chapter 3.11. Let A 
be the set of admissible pairs, and let 

TC(A; [y*, u*]) = {[y, u] E V x U : 3 [y,, u,] E A with [yn, un] + [y*, u*] 

in V x U, and An 7 co such that 

An([~n, unl - [Y*, u*]) + [Y, U] ) u { [o,~]}  (3.3.13) 

be the so-called tangent cone at  A in [y*, u*]. We note that under certain as- 
sumptions it coincides with the polar cone of the normal cone to A in [y*, u*] (cf. 
Appendix 1 and LemarCchal and Hiriart-Urruty [1993, Chapter 111.51). Thanks 
to the optimality of [ye, u*], we have, with the above notations, 

> 0 b' [y, u] E conv TC(A; [y*, u*]). (3.3.14) 

We now use the assumption that int (K) # 0 in order to show, as in Barbu 
and Precupanu [1986, p. 1891, that 
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where S C V x U is the counterimage of the set [-int(R+ x K )  - R ( y * ,  u * ) ]  
under the application of V R ( y * ,  u* ) ,  where R : V x U + R x H is the FrCchet 
differentiable mapping 

To prove the inclusion (3.3.15), we may confine ourselves to consider some 
[ y ,  u ]  E T C ( ( C  n K )  x Uad; [y*, u * ] )  n S such that [ y ,  u ]  # [ O ,  01. Then there 
are [y,, u,] E ( C  n K )  x Uad and A, > 0 ,  n E N ,  having the corresponding 
properties stated in the definition (3.3.13). By the differentiability of R ,  we 
have 

with a function p satisfying limhLo = 0. Multiplying by A,, we thus get 

Now recall that [ y ,  u ]  E S ,  and thus, by the definition of S ,  

V R ( y * ,  u * ) (y ,  u )  E - int (R+ x K )  - R ( y * ,  u* ) .  

Since the latter set is open, we must have, for a sufficiently large No E N ,  

A, (R(Y,, u,) - R(Y*, u* ) )  E - int (R+ x K )  - R ( y * ,  u * )  for n > No,  

whence 

An R(yn ,  21,) + ( 1  - A,) R(y* ,  u * )  E - int (R+ x K )  for n 2 No.  

B y  (3.3.13), A, jZ ca, so that we can assume that A, > 1. Thus, noticing 
that R ( y * ,  u * )  E -(R+ x K )  by  the optimality of [y* ,u* ] ,  and recalling that 
R+ x K is a cone, we can infer that [y,, u,] E A for n > No,  which finishes 
the proof of (3.3.15). 

Combining (3.3.14) and (3.3.15), we realize that [0, 0] is an optimal pair for 
the convex programming problem 

subject to [ y ,  u ]  E TC(C x Uad; [y*, u*]) and to 

V R ( y * ,  u * ) [ y ,  u ]  + R ( y * ,  u * )  E -(R+ x K ) .  (3.3.17) 

Note that TC(C x Uad; [g* ,  u*]) is a convex cone, since x Uad is convex. We 
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refer to (3.3.18) below for an equivalent definition of the tangent cone in the 
convex case. 

Invoking the familiar Fritz-John multiplier rule from convex differentiable 
programming (see, for instance, Barbu and Precupanu [1986, Chapter 3.1]), we 
find that there exist a > 0, p > 0, and p E H* satisfying (3.3.8)-(3.3.10) and 
the variational inequality 

V [y, u] E TC(C x Uad; [y*, u*]) = U x(C x Uad - [y*, u*]) . (3.3.18) 
X>O 

Since x Uad is convex, and since aIc(y*) is a closed convex cone, we easily 
recover (3.3.11) and (3.3.12) from (3.3.18) and from the definition of the sub- 
differential. This concludes the proof of the assertion. 0 

Remark.  The term A ~ * - B u * + ~ I ~ ( ~ * )  in (3.3.11) does not necessarily vanish, 
which is a typical situation for multiequations. The fact that a = 0 is possible 
in Theorem 3.3.1 reflects the "nonqualified" character of the optimality system 
(3.3.8)-(3.3.12); that is, the cost functional may not appear at all in (3.3.11) 
and (3.3.12). 

Example  3.3.2 We now discuss the case of an obstacle problem as state equa- 
tion. To this end, let Cl c Rd be a bounded domain with sufficiently smooth 
boundary, and let A E W2>"(Cl) with A 5 0 on aCl be given. Moreover, we 
make the choices V = W2>"(Cl) n ~ l> " (C l ) ,  H = Lm(Cl), and 

leaving U ,  Uad , C , 6 ,  $ unspecified. Apparently, K is not a cone, but K = 
K - A is one. We then study the problem 

subject to y E K n C ,  u E Uad, and 

where p c R x R is the maximal monotone graph 

r > 0, 

otherwise, 
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which corresponds to d l k .  

Now put K = K O  n H = {v E H : v 5 0 a.e. in R). Then the inclusion 
(3.3.21) may be equivalently rewritten as 

With A : V + H, Ay = -Ay, the problem (3.3.20), (3.3.21) then attains 
the form (3.3.3)-(3.3.7). We remark that by the definition of P, the sets of ad- 
missible pairs for the problems (3.3.20), (3.3.21) and (3.3.22), (3.3.23), (3.3.20) 
coincide, and the two problems are equivalent. Since int (K) # 0, we may apply 
Theorem 3.1.4, and there are a > 0, p > 0, p E H*, not all equal to zero, such 
that (3.3.9), (3.3.10) are satisfied along with 

Notice that the term - Ay* - Bu* +P(y* - A) in (3.3.24) is not necessarily equal 
to zero. An important question left open is under what conditions the Lagrange 
multiplier a in (3.3.24) or in Theorem 3.3.1 is nonzero. Notice that in this 
example the classical Slater condition cannot be fulfilled, since the admissible 
pairs satisfy (3.3.22) with equality. 

Remark. This section is based on the work of Barbu and Tiba [1990]. Recently, 
Voisei [2004] has developed a new and unifying approach to unconstrained con- 
trol problems governed by general nonlinear equations, based on the notion of 
support functions for multivalued operators. 

3.3.2 Semilinear Variational Inequalities 

In this section, we study a general control problem governed by elliptic vari- 
ational inequalities in a functional analytic setting. The used method applies 
the Ekeland [I9791 variational principle (see Theorem A1.15 in Appendix 1) 
and has a general character. 

Suppose that i2 C Rd is a bounded domain having a smooth boundary dR. 
We then consider the problem 



subject to 

AY(x) + 4x7 Y(x),u(x)) + P(Y(x)) 3 0 in a> (3.3.26) 

y = 0 on 80, (3.3.27) 

u E Uad, with Uad = {u E Lw(Cl) : u(x) E K a.e. in Cl), (3.3.28) 

where K c R is some nonempty set, and where 

We denote by 

the formal adjoint of A. The coefficient functions aij E C1(n) of A are not 
necessarily symmetric and are assumed to satisfy the ellipticity condition 

d d 

C aij(x) ti [j L w Ct?, V (  E R ~ ,  x E 0, with some LJ > 0. 
i j=l  a=l 

The operator P c R x R is assumed to be maximal monotone, and the map- 
pings cp : Cl x R x K + R ,  L : Cl x R x K + R are continuous and have 
continuous derivatives cp, and Ly with respect to y, such that (compare the 
conditions (3.2.87), (3.2.88), (3.2.93), (3.2.94) in the previous paragraph) 

Here, 7 : R+ + R +  is a nondecreasing function, c > 0 is a fixed constant, 
and M E LS(Cl) with s > max(2, $) is a given function. 
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Now let E > 0 and denote by ,BE an &-uniform approximation o f  P (which 
differs from the Yosida-Moreau approximation o f  P )  as defined in Example 
A1.13 in Appendix 1. W e  recall that P, has the following properties: 

P(Y + E )  2 P,(Y) > P(Y - E )  V Y  E R; that is, 

t> r l>  v,  V t E P ( Y + & ) ,  V V E P E ( Y ) ,  V ~ E P ( Y - E )  

(where we view ,f3,PE as multivalued operators extended t o  R by - m 

on the left o f  their domains and by + m on the right o f  their domains), 

(3.3.34) 

According t o  Appendix 1, it is possible t o  construct a continuously differentiable 
&-uniform approximation o f  P. W e  associate with it the approximating state 
system 

Invoking Theorem A2.10 in Appendix 2, we can infer that for any feasible u E 
U,d the boundary value problems (3.3.26), (3.3.27), and (3.3.36), (3.3.37), have 
unique solutions y = y,, and yE = y;, respectively, that belong t o  W2,S(R) n 
H i ( 0 )  and satisfy 

IY" - Y l ~ - ( n )  5 &. (3.3.38) 

Proposition 3.3.3 For any u E Uad there is some constant 6 ( u )  > 0 such 
that 

I J(YE, u )  - 4YU, u ) /  I C ( u )  &. (3.3.39) 

If K is bounded, then the constant, redenoted by 6, does not depend on u E 

U a d .  

Proof. In view o f  (3.3.33) and (3.3.38), the mean value theorem yields that 

whence the assertion immediately follows. 0 

Remark. I f  K is bounded, then the inequality (3.3.39) is also valid for the 
optimal values o f  the problems (3.3.25)-(3.3.28), and (3.3.25), (3.3.28), (3.3.36), 
(3.3.37). 
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We define the pseudo-Hamiltonian of the problem (3.3.25)-(3.3.28) by (com- 
pare (3.2.100)) 

H ( x ,  Y ,  21, P )  = L(x ,  Y ,  u )  - P 4 2 ,  Y ,  u) .  (3.3.40) 

We use the complete metric space (E, d)  given by  the Ekeland metric: 

Theorem 3.3.4 Suppose that K is bounded. Let 6 > 0, and suppose that u 
is a 6-solution of the problem (3.3.25)-(3.3.28) (cf. Section 2.1 in Chapter 2). 
Put 6, = 6 + 2 C E ,  where C > 0 is the constant from Proposition 3.3.3. Then 
there exists some u, E Uad with d(u, u,) 5 such that 

( i )  u, is a 6,-solution of the problem (3.3.25), (3.3.28), (3.3.36), (3.3.37). 

(ii) Let yE = y:E be obtained by (3.3.36), (3.3.37) with u = u,. If p, denotes 
the adjoint state corresponding to u,, defined as the unique solution to 

then p, E W2,6(f l )  n H;(R),  and for any u E K ,  

Remark. Thanks to Theorem A2.2(iv), we also have p, E C(a). 

Proof of Theorem 3.3.4. We proceed in several steps. 

Step I :  We at first prove that (3.3.43), (3.3.44) admits a unique solution 
p, E W2+(C2) n Hi(C2). To this end, notice that in view of (3.3.30)-(3.3.33) we 
have 

since u,(x) E K a.e. in R. Moreover, owing to Theorem A2.2(iv) in Appendix 
2, yE is continuous on and thus attains its extremal values. 
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Now recall that the embedding result of Theorem A2.2(i) in Appendix 2 
implies that Hi(R) is continuously embedded in L4(R) , where 1 < q < oo 
for d 5 2 and 1 5 q 5 2d/(d - 2) for d > 3. Hence, there is some constant 
M > 0 such that for all u, v E Hi(R) we have, since s > max (2, $), 

Consequently, the bilinear form corresponding to the left-hand side of (3.3.43) 
is continuous on Hi(S1). Moreover, since 6, and B: are nonnegative functions, 
it follows from (3.3.29) and (3.3.31), using Poincark's inequality, that it is also 
coercive on Hi(R). In addition, the right-hand side belongs to LS(R) and 
defines a linear and continuous functional on Hi(R). Hence, we can infer from 
the Lax-Milgram lemma that (3.3.43), (3.3.44) has a unique weak solution 
PE E Hi (0 ) .  

Next, we show that p, E Lm(R). To this end, let for h > 0, 

where ph E C r  (Rd) is a Friedrichs mollifier for h > 0. Clearly, tj,h E Lw(R), 
and 6: is nonnegative. It thus follows from Example A2.6 in Appendix 2 that 
the unique solution p,h to the linear elliptic problem 

Xp," + tj: (x) p," + & (x) p," = Ly (x) in R, p,h = O on 8 0 ,  

belongs to W2@(R) n Hi (0 ) .  Likewise, we have z E W2+(R) n H:(R) for the 
unique solution to the linear problem 

A z = Z y ( x )  i n n ,  z = O  o n a n .  

If Ly > 0, then the maximum principle (cf. Theorem A2.8 in Appendix 2) 
implies that p,h(x) > 0 in R. Subtracting the two equations from each other, 
we see that 

A"(. - p,")(x) = @,"(x) p,"(x) + P:(yE(x)) > 0 for a t .  x E a. 
Invoking the maximum principle once more, we find that 

0 < p,h(x) 5 4 x 1  I I z / L ~ ( ~ ) ,  
which is bounded by the embedding result of Theorem A2.2(iv). 

In the general case, we apply the above argumentation first to the positive 
and then to the negative part of ?Jy . The linearity of the equation then yields 
that Ip,h(x)l 5 c1 with some constant c1 > 0 that does not depend on h > 0. 

Finally, testing the differential equation for p,h by p,h, and invoking (3.3.29), 
we readily see that {p,h)h,o is bounded in Hi(R).  Hence there are some se- 
quence h, \ 0 and some p e Ht(R) such that p,h- + p weakly in HA(R), 
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strongly in L2(R), and pointwise a.e. in R. Passing to the limit as h, \ 0 in 
the equation for p,h,, and using the approximation properties of the Friedrichs 
mollifier, we find that p = p,, and the above inequality implies that 

that is, we have shown that p, E Lffi(R). Now that this is verified, we are in a 
position to conclude (cf. Example A2.6 in Appendix 2) that p, E W2,"(R). 

Step 2: We notice that by Proposition 3.3.3, 

J(yz) 5 J(y,, u) + 6 E 5 inf { J(y,, v) : v E Uad) + 6 + C E 

< inf {J(y:,v) : v E Uad) + 6 + 2 6 ~ ;  

that is, u is a 6,-solution to the approximate optimal control problem (3.3.25), 
(3.3.28), (3.3.36), (3.3.37). 

Next, we show that the mapping u e y: given by (3.3.36), (3.3.37) is contin- 
uous from the metric space (E l  d) to W21S(R) n Hi (0) endowed with the weak 
topology. Let uk + u in (E,d) ,  and let yk denote the solution of (3.3.36), 
(3.3.37) associated with uk, k E N. Since K is bounded, it follows that {uk) 
is bounded in Lw(R), and thus, owing to Theorem A2.9 in Appendix 2, {yk) 
is bounded in W2+(R) n Hi(R). 

Consequently, there is a subsequence, again indexed by k, such that yk + y 
weakly in W2+(R) n Hi(R),  and, by compact embedding, strongly in C(0 ) .  
Then, thanks to Lebesgue's theorem and to (3.3.30), (3.3.31), p( .  , yk(.), uk(.)) 
+ p(. y(.), u(.)) strongly in L" (a ) ,  since we have convergence a.e. in R. In 
addition, ,BE(yk) + ,B,(y) strongly in Lffi(R), since ,BE is locally Lipschitz and 
{yk) is bounded in Lw(R). Passing to the limit as k + CG in (3.3.36), (3.3.37), 
we find that y = y:. By the uniqueness of the limit, we have yk + y: weakly in 
W2>"(R) n Hi(R) for the entire sequence, which finishes the proof of the claim. 

Then it follows from the conditions (3.3.32), (3.3.33), and, once more, Le- 
besgue's theorem, that J(yk l  uk)  + J(y,, u ) ,  whence we conclude that the 
mapping u H J(y:, u) is continuous from ( E l  d) to R. We also notice that in 
view of the discussions above, this mapping is bounded from below on (E l  d). 

Step 3: Let xo E R and v E K be arbitrary. As above in 33.2.4 (com- 
pare (3.2.110)), we introduce the spike variations of a control u E Uad at xo 
associated with v by putting 

if x E Sk(xo), 
vk(x) = 

u(x), otherwise, 

where Sk(x0) = {x E R : x - z o /  5 l l k ) .  We set 
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We have the following result. 

where vk, k E N ,  are the spike variations at xo associated with v ,  where 
y i  = YE,, k E N ,  and where pE is the solution of (3.3.43), (3.3.44), associated 
with u and y i .  

By the mean value theorem, there exist intermediate points [i(x), i = 1,2,3,  
x E fl, such that 

Now let & E W21s(fl) n Ht(f2) denote the unique solution to the problem 
(which is similar to (3.3.43), (3.3.44)) 

Then, integrating by parts and invoking (3.3.36), the last integral above can be 
rewritten as 
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We thus obtain that 

We notice that { v k )  is bounded in Lffi(R), and that vh + u a.e. in 0. Thus, 
standard estimates for variational inequalities (see Appendix 2) yield that { y i )  
is bounded in W2,"(R )n H i  (R). 

Hence, there is some y E W2+(R) n Hi(R) such that for a suitable subse- 
quence, which is again indexed by k, y i  + y weakly in W2@(R) n HA(R) and, 
by compact embedding, strongly in C(2) .  Passing to the limit as k + m, 
we realize that y = y:, and the uniqueness of the limit shows that the above 
convergences hold for the entire sequence. 

Consequently, we can conclude that 5; + y:, i = 1,2 ,3 ,  uniformly in R, 
and, in view of the assumptions (3.3.30)-(3.3.33), 

L ( ) ( )  + ( ( )  a ) )  all strongly in Ls(R). 

Clearly, the sequence { F k )  is also bounded in W2+(R) n Hi (0 ) .  Using 
the above convergences, and invoking again the embedding result of Theorem 
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A2.2(iv) in Appendix 2, we can easily verify that 

fjk + pe strongly in C@), 

where p: denotes the solution of (3.3.43), (3.3.44) associated with u and y:. 

Next, (3.3.47) yields that 

Multiplying by m b ,  and taking into account that almost all points xo E 0 
are Lebesgue points for an integrable mapping, we get (3.3.46), since pk + p& 
uniformly in 2. This concludes the proof of the lemma. 

Continuation of the proof of Theorem 3.3.4. 

Step 4: We apply the Ekeland variational principle (cf. Theorem A1.15 in 
Appendix 1) to the present situation, namely to u and the problem (3.3.25), 
(3.3.28), (3.3.36), (3.3.37). It follows that there exists a 6,-solution uE that 
satisfies d(u ,  uE) < and 

where y,E is the solution of (3.3.36), (3.3.37) corresponding to z, and yE is 
defined in Theorem 3.3.4. 

Now let {vk) be a sequence of spike variations of u, at xo E 0 corre- 
sponding to v E K. We insert z = vk in (3.3.49) and divide by d(uE, vg) = 

meas(Sk(xo)) = m ~ ' ,  k E N. Taking the limit as k + m, and invoking Lemma 
3.3.5, we obtain (3.3.45). This finishes the proof of the assertion. 0 

We are now in a position to prove the first-order necessary optimality condi- 
tions. 

Theorem 3.3.6 Suppose that K is bounded, and let u* be a solution of the 
problem (3.3.25)-(3.3.28) and y* = y,. the corresponding state. Let, for E > 0,  
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u,  E Uad denote the control given by Theorem 3.3.4 that corresponds to u = u*. 
Then for E \ 0,  

yE -+ y* weakly in w 2 + ( R )  n H ~ ( R ) ,  where yE = y&. (3.3.51) 

In addition, there exist p* E Hi(C2) n L W ( R ) ,  p E H - ' ( R ) ,  and a sequence 
E, \ 0 such that 

p,,, + p*, weakly in H t ( R )  and weakly* in  Lm(C2), 

p:, (yEn)  pE, + p, weakly in H-I ( R ) ,  

and such that 

and, for all v E K ,  

H ( x ,  Y* (x ) ,  u*(x),  p*(x)) < H ( x ,  y*(x) ,  v ,p * ( x ) )  for a.e. x E R. (3.3.54) 

Proof. The relation (3.3.50) is obvious. Moreover, the set { Y ~ ) , , ~  is bounded 
in W 2 + ( R )  n Hi(C2). Hence, for a suitable sequence E, \ 0,  yEn + y weakly 
in W 2 + ( R )  n Ht(Q)  and, by compact embedding, strongly in C(n). From 
Theorem A2.10 in Appendix 2 we then infer that y = y*, and the convergence 
holds for the entire sequence. 

In order to verify (3.3.52)-(3.3.54), notice that we can employ the same com- 
parison technique as in Step 1 of the proof of Theorem 3.3.4 to see that {P&) ,>~ 
is a bounded set in Hi(S2) n L" (Q).  Notice, however, that one cannot expect to 
find a uniform bound for {p,),,o in W2>"(C2), since {&(yE))E>o is not bounded. 

From (3.3.43) we then conclude that {/?;(yE) P,),>~ is bounded in HP1(R) .  
Thus, there is a sequence E, \, 0 such that 

p,,, + p, weakly in H i ( R )  and weakly* in Lw(R) ,  

P:,,(yEn) p,, + p, weakly in HP1(R) .  

Passing to the limit as E, \ 0 in (3.3.43), we find that p = p* satisfies (3.3.52) 
and (3.3.53). Moreover, since the embedding Hi (Q)  c L2(R)  is compact, we 
have, for a subsequence again indexed by E,, pEn + p* a.e. in C2,  and thus, for 
a.e. x E R,  
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Since for u = u* in Theorem 3.3.4, &,, = [2  E E , ] ~ / ~  _t 0 as 12 + 00, the 
relation (3.3.54) is a consequence of (3.3.45). This concludes the proof of the 
assertion. 0 

Remark. The definition of the distribution p underlines one of the main 
difficulties occurring in control problems governed by variational inequalities: 
it seems to be impossible to introduce a procedure for the "differentiation" of 
maximal monotone operators. In the next paragraph, a partial result in this 
direction will be derived. 

It is also possible to recover further information on the distribution p by an 
argument similar to that employed in the derivation of the generalized bang- 
bang results for the state-constrained problems considered above in 53.2.2. To 
this end, we assume that ,f? is the maximal monotone extension of a monotone 
step function defined on some real interval. That is, the graph of ,f? is composed 
of segments parallel to the axes. We set 

D  = {r E R : r is a point of discontinuity of P), Ro = {x E Cl : y*(x) $! D). 

Notice that Clo is an open (possibly empty) subset of Cl , since y' E C(1) .  

Corollary 3.3.7 Under the above assumptions, suppp C (Cl \ no). 

Proof. Suppose that Ro # 0 (otherwise the result is trivial), and let $ E D(0 )  
with supp$ C Ro be given. We choose some c > 0 such that 

inf { d(y*(x), D) : x E supp $ ) > 2 c, 

which is possible since y* is continuous and supp ?l, is compact. Since yE -+ y* 
strongly in C@), there is some EO > 0 such that for any 0 < E < EO, 

inf { d(yE(x), D )  : x E supp $ ) > c > 0. 

By definition (compare Appendix 1), PE(r) is constant whenever d(r, D )  > c 
and E > 0 is sufficiently small. Consequently, P:(yE(x)) = 0 if x E supp $ and 
E > 0 is sufficiently small. Therefore, 

which concludes the proof of the assertion. 

Remark. For an original investigation along these lines, we quote the works 
of Bonnans and Tiba [I9911 and of Tiba 11990, Chapter 111.51. 
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3.3.3 State Constraints and Penalization of the Equation 

The treatment of state constraints in control problems involving variational 
inequalities is still not completely solved. Besides the results on Fritz-John- 
type necessary conditions derived in $3.3.1, we refer in this connection to the 
works of He [1987], and of Neittaanmaki and Tiba [1994, Chapter VI.11, where 
a parabolic case is studied using a different approach. In this section, we will 
prove a partial result of Kuhn-Tucker-Karush type employing an adapted pe- 
nalization of the state system as in $3.2.2 and an ad hoc notion of a second-order 
derivative of indicator functions. We consider a typical example for an obstacle 
problem: 

subject to 

Here, Und denotes a nonempty and convex set that is closed in Hp l (0) ,  

is the positive cone in HA(R), and C is assumed to be a nonempty, convex, 
and compact subset of H i (0 ) .  The target function yd E L2(R) is given. In 
addition, R C Rd is a bounded domain in Rd with smooth boundary 80, and 

is the (maximal monotone) subdifferential of the indicator function of K. 

Notice that if u E L2(R) in (3.3.56), then it follows from Theorem A2.9 in 
Appendix 2 that y E H2(0)  n Hi(R), and we have 

Ay(x) + u(x) E P(Y(x)) for a.e. x E 0, 

where /? c R x R is the maximal monotone graph 
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As demonstrated above in 53.2.1, we may without loss of generality assume 
that [0, 0] t C x Uad , and it follows from (3.3.60) that [0, 0] is admissible for 
the problem (3.3.55)-(3.3.59). Further assumptions will be added later as the 
necessity arises. 

For any u E H-l(Cl), the state system (3.3.56), (3.3.57) has a unique solution 
y = y, E HA(Cl). The existence of at least one optimal pair [y*, u*] E C x Uad 
follows as in the proof of Theorem 2.1.3(b) in Chapter 2, where we notice that 
the special form of the cost functional in (3.3.55) implies that for any minimizing 
sequence {[y,, u,]) the sequence {u,) is automatically bounded in HP1(R) .  

In a first step toward the investigation of the optimality conditions, we use 
an approximation procedure. As motivation, we observe that 

where 

K O  = { w  t HP1(Cl) : ( w , ~ ) ~ - l ( ~ ) ~ q ( ~ )  5 0 for all y t K} 

is the polar cone of K. Since K is the positive cone in Hi(S1), KO coincides 
with the negative cone K- in H-'(Cl) . We adopt the usual convention to write 
y > 0 for y E K ,  and w 5 0 for w E K- .  

We now introduce for E > 0 the penalized problem 

subject to 

Remark. The idea to introduce an additional control w is basically due to 
Saguez and Bermudez [I9851 and to Mignot and Puel [1984]. 

Notice that [O,0, 0] is an admissible triple for (3.3.58), (3.3.62)-(3.3.65). We 
show the existence of at least one optimal triple [y,, u,, w,] E C x Uad x HP1(Cl) . 
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To this end, let {[y,, u,, w,]) c C x Uad x HP1(R) be a minimizing sequence; 
that is, in particular, we have 

w, = Ay, + u,, y, 2 0 W, 5 0, forall  EN. 

it follows immediately that {la, lH-1(,) + w n  H-I(n))n,, is bounded. More- 
over, we have 

and the compactness of C implies that {y,) is convergent in Ht(R). Hence, 
we may without loss of generality assume that 

y, + y strongly in Hi(R), and pointwise a.e. in R, 

u, -+ L weakly in H - ~  ( a ) ,  w, + a weakly in HP1(R), 

where obviously, [y, F, a] is admissible for the problem (3.3.58), (3.3.62)-(3.3.65). 
The lower semicontinuity of the cost functional (3.3.62) then shows that the 
triple [y,, u,, w,] = [y, %,GI is optimal. Notice that the optimal triple might 
not be unique, since the problem is nonconvex. 

Lemma 3.3.8 For E \, 0, 

u, + u* strongly in H-'(O), (3.3.67) 

y, + y* strongly in H ~ ( R ) ,  (3.3.68) 

w, + w* strongly in H-l(R). (3.3.69) 

Proof. Owing to (3.3.61) and to the optimality of [y,, u,, w,], we have 

Thus, {y,), {u,), {w,) are bounded respectively in L2(R), HP1(R), H-l(R), 
thanks to (3.3.64) and (3.3.65). Moreover, (3.3.63) implies that {y,) is compact 
in H i (a ) .  Hence there is a sequence E, \ 0 such that the convergences 
(3.3.67)-(3.3.69) are valid as E, \ 0 with respect to the weak topologies of the 
indicated spaces, with some limit points [GI  GIG] E Hi(R) x HP1(R) x HP1(O). 
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By compactness, we may also assume that yEn + jj strongly in Hi(f l)  and 
pointwise a.e. in fl. 

Clearly, [jj, ii, 61 is an admissible triple, i.e., it satisfies (3.3.63)-(3.3.65) and 
(3.3.58). From (3.3.70), (3.3.64), (3.3.65), we also obtain that 

In particular, 

( 6 ,  g)H-l(n)xH:(~) = O 

must hold, and (3.3.61) shows that 6 E a&($; that is, the pair [GI C] is 
admissible for (3.3.55)-(3.3.59). 

Next, observe that letting E, \ 0, we obtain from (3.3.70) and from the weak 
lower semicontinuity of the involved norms that 

Thus, by the optimality of {y*, u*] ,  we must have [jj, ii] = [y*, u*] ,  and by the 
uniqueness of the limit, all the above convergences hold for the entire sequences 
as E \ 0. In particular, (3.3.70) then implies that also (3.3.67) and (3.3.69) 
must be valid, which finishes the proof of the lemma. 

In order to derive the necessary conditions of optimality, we employ a variant 
of the technique used above in $3.2.2. To this end, we approximate the problem 
(3.3.58), (3.3.62)-(3.3.65) by adding a penalization of the state equation. More 
precisely, we consider for X > 0 the problem 

subject to (3.3.58), (3.3.64), and (3.3.65). 

The existence of at least one optimal triple [yX, u X ,  wX ]  for fixed E > 0 follows 
easily from the compactness of C. In the following, we keep E > 0 fixed, first 
deriving estimates with respect to X > 0, and then passing to the limit as 
X \ 0. We begin with the following result. 
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Proposition 3.3.9 As X \ 0, 

yX i y, strongly in H i ( R ) ,  (3.3.73) 

u X  + u, strongly in H-'(CI),  (3.3.74) 

wX i w, strongly in  H p l ( n ) .  (3.3.75) 

Moreover, if q* = i ( A y A  + u* - w*), then { ~ ' f ~ q * } ~ > ~  is bounded in  H p l ( R ) ,  
and thus 

X q" AYX + uX - wX + 0 strongly in Hp l (Q)  as X \ 0. (3.3.76) 

Proof. By the optimality of [ yX ,  u X ,  w X ] ,  we have 

for any [y ,  u ,  w] satisfying (3.3.58), (3.3.63)-(3.3.65). For instance, the triple 
[O, 0,O] satisfies all the conditions. Thus, (3.3.77) shows that { [ y X ,  u X ,  w * ] ) ~ , ~  is 
a bounded subset of Ht( f2)  x H p l  (Q)  x H-I (a) , and {X1f2qX)X,o is bounded in 
H-I (n), so that (3.3.76) is satisfied. Hence, there exists some sequence A, \ 0 
such that 

[yXn,  uXn,  wXn]  i [&, ii,, G,] weakly in H ~ ( Q )  x H- ' (n )  x H p l ( n ) ,  

and in view of the semicontinuity of the involved norms and of the compactness 
of C ,  we may pass to the limit as A, \ 0 and infer that 
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for any [y, u, w] satisfying (3.3.58), (3.3.63)-(3.3.65). In conclusion, we may 
use the triple [y,, u,, w,] (which is optimal for the problem (3.3.58), (3.3.62)- 
(3.3.65)). 

It then follows that I?,, C,, G,] = [y,, u,, w,] , as well as (3.3.73) and (3.3.74). 
But then AyXn + Ay, strongly in Hpl(R), so that in view of (3.3.76), wXn + 
w, strongly in H-'(R). 

The uniqueness of the limit point yields that the convergences hold for the 
entire sequences, which finishes the proof of the assertion. 0 

Since the problem (3.3.72) is an optimization problem in the independent 
variables y, u, w that vary in convex sets, we may take "partial" variations 
in each variable around [y*, uX, wX]. It is easily verified that this leads to the 
following first-order necessary conditions (which, in view of the nonconvexity of 
the problem (3.3.72), may not be sufficient): 

for all z E C C HA(0) with z > 0; (3.3.79) 

(u*, U* - v ) ~ - ~ ( ~ )  + (UX - u*, U* - W )H-l(n) + (a*, U* - v)H-l(fi) 

+ (u* - u,, u* - w)H-l(n) 5 0 for all v E Und; (3.3.80) 

- (a*, w* - r) < 0 for all r t H-'(0) with r < 0. (3.3.81) 

In particular, (3.3.81) implies that 

S* = yX + E J-lQX - E JP1(wX - w*) > O in R, 

where J : HA(R) + H-l(R) is the canonical isomorphism (i.e., J = -A). 
However, sX @ C in general, and in order to derive an estimate for { q X )  we 

X>O' 
have to impose an interiority assumption: 

Under this assumption, we are able to prove the boundedness of f q X )  in 
HP1 (0) :  indeed, addition of the relations (3.3.79)-(3.3.81) leads to the inequal- 
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ity 

1 
0 > (Y* - Yd, Y* - z)L2(n) - ( ~ * i  Y* - 

+ (Y* - L>Y*  - z ) ~ ; ( ~ )  + ("*.u* 

The sum of all the terms except the last one is obviously bounded by a constant 
that is independent of X > 0 whenever [z, v ,  r] varies over a bounded subset of 
HA (R) x HP1 (R) x Hpl(R). Then there is some m, > 0 such that 

Choosing z = 0, r = 0, and v E V,, we get the boundedness of {IqXIH-l(n))A>@ 
Indeed, we have 

Consequently, there exist some q, E H-l(S1) and a sequence A, \ 0 such that 
qX- -+ q, weakly in H-'(S1), and passage to the limit as A, \ 0 in (3.3.82), 
using Proposition 3.3.9, yields that 

We notice that (w,, ~ , ) ~ - l ( ~ ) ~ ~ ~ ( ~ )  5 0 and can be neglected in the above 
inequality. Hence, there is a constant m, independent of E, such that for all 
E > 0, 
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Choosing z = 0, r = 0, v E V, once more, we conclude that {q,),,o is bounded 
in HP1(C2). 

It is now an easy task to pass to the limit as A, \ 0 in (3.3.79)-(3.3.81) for 
fixed E > 0 and to infer that 

- (q,, WE - T ) H - I ( ~ )  5 0 Vr E H-'(o) with r 5 0. (3.3.85) 

The convergence properties of {[y,, u,, w,]),>~ are given in (3.3.67)-(3.3.69). 
Since {lq,lH-~(o)),,o is bounded, there is some constant M > 0 such that 

Therefore, s, = y, + EJ-lq, - E J - ~ ( w ,  - w*) E C, , where 

6, = {s E H:(n) : inf {Is - ylH;(n) : y E C} < EM).  

We now introduce an "ad hoc definition" for a generalized second-order deriv- 
ative of the indicator function IcnK (where w E d I C n ~ ( y )  and p E HA(n)) by 
setting 

~ ~ I C ~ K ( Y ,  w) P 

= { Y  E H-'(a) : there exist sequences E, \ 0, {rEm} c H;(n), 

{yEn} C C n K,  {w,,) c ~ I c ~ K ( Y , , ) ,  and 

{G,,) C aIce,n~(yen + ~n rhn), S U C ~  that 

r,. -+ p weakly in Hi(R),  wEm -+ W, GE, + w strongly in H-~(o) ,  

1 - 
YE. + Y strongly in H i  (n) ,  -(wEm - w,.) + t weakly in H-'(0)). 

En 

(3.3.86) 

With this definition, we have the following result. 
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Proposition 3.3.10 Suppose that the above hypotheses, in particular the inte- 
riority condition, are satisfied. If [y*, u*] E C x Uad is an optimal pair for the 
optimal control problem (3.3.55)-(3.3.59), then there exists some p* E HA (0 )  
such that 

- ~ p *  E y* - yd - D~IC,,K(~*, w*) p*, (3.3.87) 

- p* E U* + Nv,, (u*). (3.3.88) 

Proof. We notice that in view of the above estimates, 

y, + E J - ' ~ ~  - E J-'(W€ - w*) E CE n K. 

Moreover, the relation (3.3.85) may be rewritten as 

or, equivalently, 

Now put p, = J-lqE for E > 0. Since {qE)E>O is bounded in HP1(R), there 
are a sequence E, \ 0 and some q* E H-'(0) such that qCn + q* weakly 
in H-'(0). By the continuity of J-', i t then follows that pEn + p* = Jplq* 
weakly in H t (0 ) .  

By the above remark, we have, for any E > 0, 

where we have used the summation rule for the subdifferential (compare Ap- 
pendix 1). Similarly, (3.3.83) implies that 

Now observe that (3.3.89), (3.3.90) entail that 

and the adjoint equation (3.3.87) follows from the definition (3.3.86), since 
pEn + p* weakly in H i (0 ) .  Finally, the maximum principle (3.3.88) is a direct 

consequence of (3.3.84). This concludes the proof of the assertion. 

Remark. In Barbu [I9841 a systematic study of control problems governed by 
variational inequalities, including the case of nonlinear evolution equations, has 
been carried out. This section presented several supplementary techniques and 
recent results that are mainly due to the authors. 
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3.4 Thickness Optimization for Plates 

In Example 1.1.7 in Chapter 1, some minimization problem associated with 
certain (simplified) plate models have been introduced (see (1.2.54), (1.2.57)- 
(1.2.59), for instance). Related existence questions were discussed in detail in 
$2.2.2 of Chapter 2. This type of problem belongs to the class of control by 
coefficients problems, governed by fourth-order elliptic equations. 

In this section, we will examine the differentiability properties of the (non- 
linear) mapping coefficient ++ solution, and we will present several applications 
concerning the optimality conditions and bang-bang properties of the minimiz- 
ers. We remark that the abstract framework described above in $3.1.3 may be 
viewed as a "genus proximum" for the results derived in this section. Moreover, 
in 53.4.2 we will also show that control-theoretical methods may be employed 
to develop more sophisticated variational arguments that apply to the type of 
equations considered here. 

3.4.1 Simply Supported Plates 

As shown in 52.2.2 of Chapter 2, we can reformulate certain thickness opti- 
mization problems, using an easy transformation (see Example 3.4.8 below), 
as convex distributed control problems for second-order elliptic equations. To 
fix things, let R c R d  denote an open, bounded domain having a sufficiently 
smooth boundary dR, and let 7- > 0 be fixed. We then consider the problem 

subject to 

Notice that C and Uud are nonempty, convex, and closed subsets of L2(R), 
where, a fortiori, Uad c Lm(R). 

With minor changes of notation, the relations (3.4.1)-(3.4.5) coincide with 
the relations (2.2.16)-(2.2.22) in Chapter 2, where z t W2>p(R) n Ht  (R) is given 
as the solution to the Poisson equation with zero Dirichlet boundary conditions, 
corresponding to a given right-hand side f t P ( R )  (compare (2.2.19),(2.2.20)). 
For simplicity, we assume that p > $, so that z t C(n ) ,  by the Sobolev 
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embedding theorem (cf. Theorem A2.2(iv) in Appendix 2).We also postulate 
that cp and .11, are convex integrands as defined in Appendix 1. 

To analyze the problem (3.4.1)-(3.4.5), we employ the technique developed 
above in 52.2.2. Since the setting is slightly different, we briefly indicate the 
main steps in the argument. 

The constraint (3.4.4) ensures the existence of at least one optimal pair [y*, l*] 
if the admissibility condition is satisfied (cf. Theorem 2.2.5 in Chapter 2 and 
the remarks following it). We notice that the pair [O, 01, while satisfying (3.4.2), 
(3.4.3), and (3.4.5), is not admissible, since (3.4.4) is violated. However, if M 
is sufficiently large, then the pair [yM, Mp3], where y~ denotes the solution to 
(3.4.2), (3.4.3) associated with 1 r M-3, is admissible for the problem (3.4.1)- 
(3.4.5): indeed, since p > $, there are constants Cl > 0, C2 > 0, independent 
of z and 1 E Uad, such that 

so that y~ satisfies (3.4.5) for sufficiently large M, which shows the admissi- 
bility. We will henceforth assume that M is sufficiently large in this sense. 

Now let [y*, I*] be any optimal pair for (3.4.1)-(3.4.5). In order to derive the 
necessary conditions of optimality, we then introduce the penalized optimization 
problem 

subject to (3.4.4), (3.4.5), and y E H2(R) n Hi(0) .  

Here, we have abbreviated by 4 and Q the first and, respectively, second 
integral functional appearing in (3.4.1). Having the subsequent applications in 
mind, we assume that 4, Q are convex, continuous, bounded from below, and 
Giteaux differentiable on L2 (0) .  

Let us at first demonstrate that the penalized problem has a unique optimal 
pair [y,, l,] E C x Uad Indeed, since we have admissibility, we may choose a 
minimizing sequence {[y,, l,]) c C x Uad, which, since 4 and @ are bounded 
from below, is easily seen to be a bounded subset of (H2(R) n Hi (0 ) )  x Lm(R). 
Hence, we may without loss of generality assume that 

y + y weakly in H'(R) n H,'(R), 1, -+ i weakly* in Lm(R), 

where clearly, [ ij, f] E C x Uad, which is weakly closed. The weak lower semicon- 
tinuity of the cost functional (3.4.6) then shows that [ye, l,] = [ij, I^] is optimal, 
and the uniqueness is a consequence of the strict convexity of the cost functional. 
We have the following result. 
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Proposition 3.4.1 Let us set r, = &-'(Ay, - zl,) E L2(R) ,  for E > 0. Then 

y, + y* strongly in H'(R) n H ~ ( R ) ,  (3.4.7) 

1, -+ 1 strongly in LP(R) ,  for all p > 1, (3.4.8) 

{E"E)E>~  is bounded in L'(R). (3.4.9) 

Proof. Since [y*, l*] is obviously admissible for the penalized problems for any 
E > 0, it follows that 

Now recall that 4 and Q? are bounded from below, while is bounded 
in Lw(R) .  Hence, (3.4.10) implies that {E ;  r,),,, is bounded in L2(R).  By 
the definition of r,, then also {AyE),,o is bounded in L2(R) ,  which implies 
that is bounded in H2(R)  n Ht(R) .  

Hence, we may select a sequence E ,  \ 0 such that 1," -+ i weakly* in 
Lw(R)  and yEn -+ y weakly in H2(R)n^H,1(R). Since AyEn -z  lEn = E ,  rEn + 0 
strongly in L2(R) ,  we see that A$ = z l .  In addition, [G, i] E C x Uad, in view 
of the weak closedness of C and Uad in L2(R).  

In summary, the pair [G, i] is admissible for the problem (3.4.1)-(3.4.5), and 
the weak lower semicontinuity of the cost functional and (3.4.10) yield that 

Thus, [ y ,  i] is optimal for (3.4.1)-(3.4.5), and i = l*, 6 = y*. Moreover, it 
follows that 1," + l* strongly in L2(R).  The uniqueness of the limit entails 
that all the above convergences hold generally for E \ 0 and not only for the 
sequence {E,). Also, since is bounded in Lw(R) ,  the relation (3.4.8) 
follows from Lebesgue's theorem. Finally, we have, as E \ 0, 

Ay, = z1, + E T ,  -+ z i  = Ay,  strongly in L'(R), 

and (3.4.7) follows from standard elliptic estimates. This finishes the proof of 
the assertion. 

Proposition 3.4.2 The optimal pair [y,, l,] of the penalized problem satisfies 
the following necessary and suficient optimality condition: 
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Proof. For any X €10, I ] ,  ii E Uad - I,, f i  E ( C  - y,) n H 2 ( 0 )  n H, ' (0) ,  it holds 
that + X f i ,  1, + X i ]  is admissible, and thus 

Dividing by X > 0, and passing to the limit as X  \ 0,  we conclude from the 
Giteaux differentiability that 

- 
Putting k = k + I , ,  p = f i  + y,, we obtain (3.4.11). The sufficiency of (3.4.11) 
follows as in the subsequent proof of Theorem 3.4.3. 0 

Theorem 3.4.3 If M is suficiently large, then there is a sequence E, \ 0 
such that 

V4(lE,,) + V $ ( l * )  weakly in  L 2 ( 0 ) ,  (3.4.12) 

v'@(yEn) + V Q ( y * )  weakly in  ~ ' ( a ) ,  (3.4.13) 

rEn + r* weakly in  LYCl), 

where 1 5 s < co, for d 5 2, and 1 5  s < - 2d for d > 3. (3.4.14) 
d - 2 '  

The optimal pair [y*, I * ]  satisfies the necessary and suficient optimality condi- 
tion 
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Proof. The G5teaux derivatives Vq5 and V!P define maximal monotone op- 
erators on L2(Cl) and are therefore locally bounded on the interior of their 
respective domains (cf. Appendix 1). Hence, by (3.4.7), (3.4.8) there is some 
sequence E, \ 0 such that 

Vq5(lEn) + q1 weakly in L ~ ( o ) ,  V!P(yEn) + q2 weakly in L'(Q). 

Using Proposition 3.4.1, and recalling the fact that maximal monotone operators 
are demiclosed (cf. Proposition A1.4(iv) in Appendix I ) ,  we infer that ql = 

Vq5(1*) and q2 = VP(y*), which establishes (3.4.12) and (3.4.13). Moreover, 
since Uad is bounded in Lm(R) and all the other terms are convergent in 
some appropriate topology, it follows from (3.4.11)' that there is some constant 
C1 > 0, independent of n E N ,  such that 

provided that p varies in a bounded subset of W2"(Cl). 

Let us first take k = 0 in (3.4.16) (although 0 $! Uad) We choose p as the 
solution to the boundary value problem 

It follows from the Sobolev embedding theorem (recall that p > $) that p(x) > 
-$ in n, provided that 

for a sufficiently small 6 > 0. Therefore, such a p is admissible in (3.4.16), and 
it follows that 

with a constant C2 > 0 that is independent of n E N. Therefore, {ran) is 
bounded in LS(Cl), and we may without loss of generality assume that ran -+ r* 
weakly in Ls(R). 

This argument carries over to the situation that M is sufficiently large and 
k = M-3, by perturbing the ball B6(0), which in view of the definition of C is 
possible since p(x) > -S in a for p E Bb(0). 

Summarizing the above arguments, we can claim that (3.4.12)-(3.4.14) hold 
for the sequence {E,) constructed above. Invoking Proposition 3.4.1, we then 
get the validity of (3.4.15) by passing to  the limit as E, \ 0 in (3.4.11)', which 
proves the necessity of (3.4.15). 

The sufficiency of (3.4.15) can be checked directly. Indeed, any admissible 
pair [y,l] can serve as a test element in (3.4.15)) and such a pair satisfies 
Ay = z 1. Therefore, 

(Vq5(1*), 1 - I*)L~(o) + (V@(Y*), Y - Y*)L~(R) > 0, 
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that is, 

d@*) + WY*) I d ( 0  + WY),  

by the definition of the subdifferential. This ends the proof. 

Remark .  The above argument is a variant of the proof of Theorem 3.2.9 and 
is based on the duality-type estimate (3.4.17). The assumption "M sufficiently 
large" is typical for problems related to the optimization of plates. Notice that 
in this setting it is not necessary to introduce an auxiliary function p* as in 
(3.2.50). 

Remark .  If R c R3, then we may take s = p = 2. 

Remark .  By choosing in turn k = I* and p = y*, we see that (3.4.15) is 
equivalent to the system 

Example  3.4.4 We choose 

where yd E P ( R )  is a "desired" or observed deflection of the plate. The prob- 
lem (3.4.1)-(3.4.5) corresponds to identification-type problems such as (1.2.60) 
in Chapter 1. Since y* E C(n), the set 

is closed, while R \ R1 is open (and nonempty). Now take any d E D(R \ R1). 
Then, supp d c R \ R1 is compact, and y*(x) > -7 + X on supp d for some 
X > 0, by the definition of R1. Hence, for sufficiently small a > 0 the functions 
p = y* & ad are admissible in (3.4.18), whence we obtain that 

that is, 
-Ar* = y* - yd in Dr(R \ R1). (3.4.20) 

The interior regularity properties for (3.4.20) (cf. Appendix 2) show that r" E 
\ Q1). Consequently, r*  E C(R \ R1), and the sets 
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are open in R ,  with the closed complement R4 = (R \ R1) \ (R2 u R3) 

If we choose k = I* on R \ R2, then 

that is, I* = mP3 a.e. in R2. Analogously, I* = M-3 a.e. in R3. 

Now assume that z(x) # 0 in R \ R1. Then, r*(x) = 0 a.e. in Rq if 
meas(R4) > 0. The maximal local regularity of r* in R \ R1 shows that its 
derivatives also vanish a.e. in Rq (cf. BrCzis 11983, p. 1951). Relation (3.4.20) 
then yields that y*(x) = yd(x) a.e. in R4. 

We thus have proved the following result: 

Corollary 3.4.5 Suppose that the above assumptions are fulfilled. Then for 
any optimal pair [Y*, u*] of the problem (1.2.60) in Chapter 1 there exists a set 
N c R having zero measure such that for any x E R \ N at least one of the 
four possibilities y*(x) = -7, y*(x) = yd(x), u*(x) = m, u*(x) = M, is valid. 

Remark. If z(x) # 0 in 0, that is, owing to its continuity, if 2 has constant 
sign, then (3.4.2) implies that rneas(Ol) = 0, since Ay* vanishes a.e. on each 
subset of R1 having positive measure (compare BrCzis [1983, p. 1951). This 
situation arises whenever f has constant sign in R, so that the strong maximum 
principle (cf. Theorem A2.8 in Appendix 2) can be applied to z. 

Example 3.4.6 We now study a thickness optimization problem. In the nota- 
tion introduced in Example 1.2.7 of Chapter 1, the functional to be minimized 
has the general form (recall that u = 1-f) 

subject to (3.4.2)-(3.4.5), where 0 : ]0, +m[+ R denotes an increasing real 
mapping. In the present example, we fix B(u) = - u - ~ ,  which satisfies the 
above monotonicity condition. The advantage over the standard functional 
considered in (1.2.57) in Chapter I is that by means of the transformation 

I = u-3 in (3.4.1) we can choose g(l) = - I l(x) dx and @(y) = 0 on L2(R). 
n 

Using the same argument as in Example 3.4.4, we find that 

and therefore, r* E Cm(R \ R1). Then (3.4.19) becomes 
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As in Example 3.4.4, we conclude that l*(x) = mP3 and l*(x) = M-3 a.e. in 
the open sets {x E R : z(x) r*(x) + 1 > 0) and {x E R : z(x) r*(x) + 1 < O), 
respectively. 

Now assume that the closed set R5 = {x E R : t (x )  r*(x) + 1 = 0) has 
positive measure. Then we have in R5 

where we notice that obviously t (x )  # 0 in R5. Therefore, z A t  2 0 a.e. in 
a5 \ 01. 

Assume now that f has a constant sign in R. The previous remark then 
shows that y*(x) = -7 can occur only on R1, which has zero measure. More- 
over, again by virtue of the maximum principle, z f < 0 a.e. in R. Conse- 
quently, z A t  < 0 a.e. in 0, which contradicts (3.4.24). Hence, also meas(R5) 
= 0. We thus have proved the following statement. 

Corollary 3.4.7 Suppose that the above assumptions are fulfilled and that f 
has constant sign in R. Then one of the two possibilities u*(x) = m, u*(x) = 

M is valid for a.e. x E R. 

Remark. Corollary 3.4.7 is a classical bang-bang result due to Sprekels and 
Tiba [1998], while Corollary 3.4.5 gives a generalized bang-bang property, as 
defined in Troltzsch [1984]. In the optimization of plates, the occurrence of a 
bang-bang solution was for the first time noticed in the numerical experiments 
reported by Arngutu et al. [2000]. 

3.4.2 Clamped Plates and Control Variational Methods 

We begin with a simple example that offers a different viewpoint in connection 
with the problems discussed in the previous paragraph. 

Example 3.4.8 Using the same notation as in (3.4.2), we introduce, for fixed 
1 E U,d and z E W2,p(R), a distributed control problem with controls h E 
L2(R) and corresponding states y = yh E HZ(R) n Hk(R), namely, 

subject to 

Ay = l z + l h  in R, 

y = O  o n a R .  
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It is clear that (3.4.25)-(3.4.27) has the trivial solution h* = 0, where the 
corresponding state yh* solves (3.4.2), (3.4.3). Since 1 E Uad, h* is unique. In 
fact, (3.4.25)-(3.4.27) is just a reformulation of the standard Dirichlet principle 
(energy minimization) for the simply supported plate. Indeed, integration by 
parts and the definition of z yield 

+ / 1(x) .z2(2) dx, 
2 n 

and the last integral in (3.4.28) does not depend on y. The right-hand side in 
(3.4.28) is the usual energy functional used in the variational formulation of the 
simply supported plate. 

While this example just demonstrates how variational principles may be in- 
terpreted via control theory, there are other cases to be considered here, and in 
Section 6.1 of Chapter 6, that will benefit in an essential manner from this type 
of control approach. 

We now analyze the fourth-order inhomogeneous boundary value problem 

y = [  o n d f l ,  (3.4.30) 

where f E L2(fl), u E Uad, and [ E H2(n )  are given. Notice that for C = 0 
we obtain the usual boundary conditions for a clamped plate. To give (3.4.31) 
a proper meaning, we will henceforth assume that 0 is at least of class C1,', 
so that the trace theorem (cf. Theorem A2.1(ii) in Appendix 2) can be applied. 

As above in Example 3.4.8, we now introduce some optimal control prob- 
lems that will turn out to be equivalent to (3.4.29)-(3.4.31). These alternative 
formulations will enable us to gain new insights in corresponding thickness op- 
timization problems. 

The following constrained control problem is associated with (3.4.29)-(3.4.31): 

Min {I 1 l(x) h2(x) dx) , 
h€L2(n) 

(3.4.32) 

subject to the state system 

A y  = l h + l z  in fl, (3.4.33) 
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and to the state constraint 

Apparently, the pair [y, h] = [C, u3 (A< - 1 z)] is admissible for the prob- 
lem (3.4.32)-(3.4.35). Moreover, (3.4.32)-(3.4.35) has a unique optimal pair 
[y*, h*] E L2(R) x H2(R). Indeed, if {[y,, h,]) c H2(R) x L2(R) is a mini- 
mizing sequence, then 1 E Uad implies that {lhnlLz(n)) is bounded, whence, 
in view of (3.4.33) and (3.4.34), the boundedness of {lynlH~(n)) follows. Thus, 
using the trace theorem, we may without loss of generality assume that 

y, -+ y weakly in ~ ' ( f l ) ,  h, -+ h weakly in L'(O), 

where 6 satisfies (3.4.33)-(3.4.35). Hence, [y, h] is admissible, and the weak 
lower semicontinuity of the cost functional shows that [y*, h*] = [G, h] is opti- 
mal. The uniqueness follows from the strict convexity of the cost functional. 

It is obvious that y - C E Hi(R) for any admissible state y, and thus 

provides a complete description of the set of admissible controls. Thanks to 
(3.4.36), the control problem (3.4.32)-(3.4.35) can be reformulated as a math- 
ematical programming problem, namely as 

Min { ~ ~ l ( x ) ( s + l ~ ' A ( - . ~ ) ~ ( ~ ) d x } .  
~ € 6 - I  A(H,~(Q)) 

We introduce the new unknown 

= 14 s E 1-4 a (H;(R)) 

Then a simple transformation yields the solution of (3.4.37), namely 

s* = 1-( E * ,  with F* = Pz (1; z - 1-4 A(),  (3.4.38) 

where Pz denotes the orthogonal projection operator onto the closed linear sub- 
space Z = 1-;A (Hi(R)) of L2(R) with respect to the inner product (., .)Lz(n). 
From (3.4.38) it follows that 

where PZ1 is the orthogonal projection operator onto the orthogonal comple- 
ment Z' of Z with respect to the inner product in L2(R). We have the 
following characterization for the optimal control h*: 
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Theorem 3.4.9 h* is the optimal state of the unconstrained boundary control 
problem 

where the solution of (3.4.41), (3.4.42) has to be understood in  the transposition 
sense (cf. Appendix 2). 

Proof. It is a simple exercise to verify that Z' = 1;  { A  (H;(o))}' and 

{ A  ( H , z ( ~ ) ) } '  = { w  E L'(R) : AW = o in ~ ' ( n ) } .  (3.4.43) 

Moreover, owing to (3.4.39), h* solves 

Min {:Ll(x) ( h + z - l - ' ~ ~ ) ~ ( z ) d x } .  
h€{a(~;(n))P 

Since the relations (3.4.43)-(3.4.44) may be reformulated as (3.4.40)-(3.4.42), 
the assertion is proved. 0 

Remark. The problem (3.4.40)-(3.4.42) does not have constraints. The re- 
lations (3.4.33) and (3.4.39) provide an explicit reduction of the fourth-order 
problem (3.4.29)-(3.4.31) to second-order elliptic equations. One may also check 
that (3.4.32) is a reformulation of the usual energy minimization approach; com- 
pare Example 3.4.8. 

Theorem 3.4.10 There is a one-to-one correspondence between the solutions 
to the three problems (3.4.40)-(3.4.42), (3.4.32)-(3.4.35), and (3.4.29)-(3.4.31) 

Proof. By Theorem 3.4.9, the problems (3.4.40)-(3.4.42) and (3.4.32)-(3.4.35) 
are equivalent. It thus suffices to show that the solution y of (3.4.29)-(3.4.31) 
can be recovered from the solution h* to the problem (3.4.40)-(3.4.42) (or, 
equivalently, to the problem (3.4.44)). 

To this end, take any k E { A  (H;(R)))' , and consider variations of the form 
h* + Xk,  X 6 R. Letting X -+ 0, and recalling that h* solves (3.4.44), we 
readily see that 
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We define the adjoint system to the problem (3.4.40)-(3.4.42) by 

Ap* = l ( h * + z - r l a [ )  in Cl, (3.4.46) 

Clearly, p* E H2(Cl)nH;(Cl), and we have, by the definition of the transposition 
solution, 

where v E ~ - i ( d C l )  denotes the "trace" of k on aCl in the sense of Lions 
[1968, 34.21. Since v E H-; (~Q)  is arbitrary, it follows from (3.4.48) that 

A straightforward calculation, based on the definition of I, z, [, then shows that 
p* + [ coincides with the (unique) solution to (3.4.29)-(3.4.31), which concludes 
the proof of the assertion. 0 

Remark. Related arguments, using a penalization of (3.4.35) (or, equivalently, 
of (3.4.31)) have been employed by Sprekels and Tiba [1999a], [1998/1999], and 
by Arnhtu ,  Langmach, Sprekels, and Tiba [2000]. The constraint (3.4.35) in 
the problem (3.4.32)-(3.4.34) is affine, but not finite-dimensional. Therefore, 
the problem (3.4.40)-(3.4.42) remains infinite-dimensional and thus cannot be 
solved explicitly. The relations (3.4.33)-(3.4.35), and (3.4.41), (3.4.42), may be 
interpreted as the optimality system for either the problem (3.4.32) or (3.4.40), 
and they are, in turn, equivalent to (3.4.29)-(3.4.31). 

Remark. The transformations used here and in 52.2.2 in Chapter 2 have the 
property that the solution y remains unchanged. Some examples of this type 
appear in the book of Haftka, Kamat, and Giirdal [I9901 and are called there 
resizing rules. For the case of beams, we refer the reader in this respect to 
Sprekels and Tiba [1999b]. 

We shall now discuss the optimization problems associated with (3.4.29)- 
(3.4.31) under the assumption (see (3.4.4)) that 

As a first step, we analyze the differentiability properties of the mapping 1 H y 
defined by (3.4.32)-(3.4.35). Notice that although the relation 1 = uP3 between 
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u and 1 is very simple, no continuity properties are valid in the weak* topol- 
ogy of L" ( C l ) ,  for instance. The reformulations (3.4.32)-(3.4.35) and (3.4.40)- 
(3.4.42) have the advantage that they introduce 1 as the main unknown to 
remove this inconvenience. For shape optimization problems it suffices to an- 
alyze the behavior with respect to 1 € Lm(R)  and then just to transform the 
result into the language of u E Lm(S1), the thickness of the plate. Indeed, as ex- 
plained above, one immediately recovers (3.4.29)-(3.4.31) from (3.4.33)-(3.4.35) 
and (3.4.41), and vice versa. 

Theorem 3.4.11 The mappings 1 ci\ y and 1 H h are Fre'chet differentiable 
for 1 E Uad c Lm(Cl) into H2(Cl) and L2(S1), respectively, and the corre- 
sponding pair of directional derivatives at 1 in the direction v ,  denoted by 
[a, h] E Hi(Cl) x L2(Cl), is given as the unique solution pair to the system 

Proof. Let v E Lm(S1) be arbitrary, and let 1 E Lm(S1) satisfy (3.4.4). Then . . 

there is some sufficiently small X o  > 0 such that 

1 
1 + Xv > - M~~ > 0 a.e. in 0, whenever 0 < IXI < Xo. 

2 

We denote by yx, hx  the mappings associated with 1 + X v through the system 
(3.4.33)-(3.4.35), (3.4.41). We then have 

Relation (3.4.43) shows that 
we get X - l  ( y x  - y)  E H i  ( C l ) .  

Xpl(hx - h)  E { A  (H,"(Cl))IL, while from above, 
Consequently, 

Multiplying the equation for 7 by ld*;1, we can infer that {y} is 
bounded in L2(S1). In fact, we have 
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Then it follows immediately from the equation for that { 7 ] is bound- 
ed in Ht (0) .  Hence, there is some sequence A, + 0 such that 

Obviously, [e, h] solves (3.4.50)-(3.4.52). Now suppose that [jj, h] is a sec- 
ond solution. Then t = y - 5 E HZ(0) satisfies A t  = 177 in R, and 
77 E {A (~,"(fl)))'. Hence, dividing by 1 and testing by A t ,  we find that 

whence t = 0 a.e. in fl follows. This entails 77 = 0 a.e. in 0, since 1 E Uad. 
This shows the uniqueness of the solution, and the above convergences are 
generally true for X t 0 and not only for the selected sequence. 

Now that the directional derivatives have been identified, it remains to show 
the FrCchet differentiability at 1 E Uad c LM(n). TO this end, let v E LM(0) 
satisfy 

1 1 
V L - ( ~ ,  < 5 MP3, SO that v + 1 > - M - ~  a.e. in 0 .  2 

We denote by [yl+,, hl+,] and [yi, hi], respectively, the (unique) solutions of 
(3.4.33)-(3.4.35), (3.4.41) associated with l+v and I. Subtracting the equations 
for yi and for 3 from that for yi+,, we obtain that yl+, - yl - y E H;(fl) and 
hl+, - hl - h E {A (Hi(R)))' satisfy the identity 

Testing by hi+, - hl - h, we find that 

whence 
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Next, we show that 

with a constant > 0 that does not depend on v .  Once this has been shown, 
the FrCchet differentiability follows immediately from the previous estimate. 

To this end, we subtract one equation (3.4.33) for yl+, and another for yl 
from each other, multiply by hl+, - hl, and use the orthogonality once more to  
see that 

0 = h ( l +  a )  IhtV - hI2 dx + v (h1+ r )  (hiiv - hi) dx,  

whence, using the Schwarz inequality and the fact that 1 + v > M P 3  a.e. in 
R. 

This concludes the proof of the assertion. 

Remark. Equations (3.4.50), (3.4.52) may be formally rewritten as the fourth- 
order equation 

A(u3Ag)  = A(u3v(h + z ) )  in R ,  

together with the boundary conditions (3.4.51). It should be noted that the 
right-hand side is nonsmooth, since u E LW(R) ,  v E L M ( R ) .  

Example 3.4.12 We study some optimal shape design problems in which 
the minimization parameter is the thickness u c L M ( R )  or, equivalently, 1 E 

L" ( R )  : 

Min {lJ y2(x )dx}  , 
l€Uad 2 n 

subject to (3.4.33)-(3.4.35), (3.4.41), where Uad is given by (3.4.4). The exis- 
tence of at least one optimal pair [y*,  1'1 for this problem is a direct consequence 
of Theorem 2.2.7 in Chapter 2. We have the following result. 

Proposition 3.4.13 If f # 0 a.e. in  R, then u* (x )  E {m, M )  a.e. in R,  
where u* (x )  = l*(x)-g is the optimal thickness for the problem (3.4.53). 

Proof. We introduce the adjoint system, namely 
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Notice that the adjoint system has a unique solution [p,q] E L2(R) x Hi(R);  
indeed, the clamped plate problem 

has a unique weak solution q E Hi(R), and the claim follows by putting p = 
I*-l Aq E L2(R). 

To continue, observe that for any X E [ O , l ]  and w E Uad, 

1, = l *+Xv E Uad, where v = w-l*. 

Now denote by [y,, hx] the solution pair of (3.4.33)-(3.4.35), (3.4.41) associated 
with 1,. Since 1, + l* strongly in Lm(R) , we have (compare the proof of The- 
orem 3.4.11) that y, + y* strongly in L2(Cl) as X \ 0. Therefore, multiplying 
by jj E Hi(R) in the first equation, and integrating by parts (which may be 
justified by regularizing p ) ,  we obtain 

= /opv (h* + I )  dz, 

since h is orthogonal to A (Hi(R)) in L2(R). The Pontryagin maximum prin- 
ciple for the problem (3.4.53) therefore reads 

or, equivalently, 

where dIUOd is the subdifferential of the indicator function IUad of Uad in 
L" (R) . 

Since f # 0 a.e. in R and A(h* + z) = f ,  we have h* + z # 0 a.e. in 0 ,  by 
the interior regularity properties of h* and the maximal regularity of z (see 
BrCzis 11983, p. 1951). Indeed, otherwise we would have A(h* + z) = 0 on a 
subset of positive measure, which contradicts the assumption on f .  

Then, owing to (3.4.33), Ay* # 0 a.e. in R, and hence y* # 0 a.e. in R, 
whence also Ap # 0 a.e. in 0, and thus p # 0 a.e. in R. In consequence, 
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p (h* + z) # 0 a.e. in R. The Pontryagin maximum principle and (3.4.53) then 
yield that 

l*(x) E { M - ~ ,  7r?) a.e. in n, 

since dIUa, differs from (0) only in the endpoints of the constraints interval. 
With this, the proof is finished. 

Remark. Proposition 3.4.13 is a bang-bang result for the problem (3.4.53). A 
more realistic example involving pointwise state constraints has been investi- 
gated in Sprekels and Tiba [2003]. 

3.4.2.1 Penalization and Variational Inequalities 

We indicate now a variant of the control problem (3.4.32)-(3.4.35) in which the 
state constraint (3.4.35) is penalized. We assume that 1 E Uadr C = 0, and 
consider for E > 0 the problem 

It is well known in the penalization approach (see also 53.2.2 above) that the 
unique optimal pair [y,, h,] E H2(R) x L2(fl) of the problem (3.4.54)-(3.4.56) 
will approximate the solution of the constrained problem (3.4.32)-(3.4.35) for 
E \ 0 and, implicitly, the deflection of the clamped plate. Here, we will 
investigate a more complex situation that corresponds to the case of a partially 
clamped plate respecting some unilateral conditions of obstacle type on the 
"free" part of the boundary. 

That is, we shall indicate a control approach as in Example 3.4.8, applicable 
to a variational inequality associated with a clamped plate. As in the clas- 
sical variational principle, the minimization of energy (of the cost functional) 
has to be performed on a convex subset, and not over the entire space. Cor- 
respondingly, we will add to (3.4.54)-(3.4.56) appropriate constraints that are 
not penalized in the cost functional. 

- 
We assume that the (smooth) boundary satisfies dR = U r2, where n 

r2 = 0 and meas(ri) > 0, i = 1,2. A typical example for a domain R satisfying 
these conditions is an annulus in R2. 

We introduce a supplementary control parameter v E L2(r2)  by replacing 
the boundary condition (3.4.56) by 
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y = O  o n r l ,  (3.4.57) 

y = v  o n r 2 ,  (3.4.58) 

with the constraint 

v t = {w t Lm(I'2) : -r 5 w 5 T a .e  on r2}, for some r > 0. 
(3.4.59) 

Relation (3.4.59) may either be interpreted as a control constraint or, in view 
of (3.4.58), as a state constraint. 

The solution of the boundary value problem (3.4.55), (3.4.57), (3.4.58) has 
to be understood in 
that is, 

for all cp E H2(R) n Hi(R). We recall from Appendix 2 that the mapping 
T : 11, H cp = T$, where cp is the unique solution to 

is an isomorphism between the spaces L2(R) and H2(R) n Hi(R);  moreover, 
we only have y E L2(R) (actually, it is even true that y E H1I2(R), but this 
additional regularity will not be needed in the following). However, we have 
y E H2(V) for some open neighborhood V of rl (cf. Necas [1967]). Hence the 
following cost functional is well-defined (in fact, the trace theorem implies that 
2 E ~ q r ~ ) ) :  

2 

i n  { J ( ( 0 ) )  do + ( x )  h 2 ( ~ ) d  , for r > 0. (3.460) 
2 &  r 

Let us first show that the control problem (3.4.55), (3.4.57)-(3.4.60) admits 
at least one optimal triple [y,, h,, v,] in L2(R) x L2(R) x L2(r2). To this end, 
notice first that the triple [y, h, 01, where [y, h] is the unique solution to (3.4.55), 
(3.4.56), is admissible. 

Next, let {[y,, h,, v,]) c L2(R) x L2(R) x L2(I'2) be a minimizing sequence. 
Then, obviously, {h,) and {dy,/dn) are bounded in L2(R) and L2( r l ) ,  re- 
spectively, and {v,) is bounded in Lm(I'2). Moreover, it follows from (*) 
above, applied to [y,, h,, v,] , n t N, that 
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Hence, using the isomorphism TI there are constants C1 > 0, C2 > 0, inde- 
pendent of $J, such that 

which proves that {yn) is bounded in L2(R). Also, it obviously follows that 
Ay, = I (z + h,) in the sense of distributions, so that {Ay,) is also bounded 
in L2(R). 

From the above consideration it follows that we may without loss of generality 
assume that 

dyn h, + h weakly in L ~ ( R ) ,  -- + weakly in ~ ~ ( l ? ~ ) ,  
dn  

v, + 6 weakly* in Lm(r2), y, + y weakly in L ~ ( R ) .  

Obviously, 6 obeys (3.4.59). Also, passing to the limit as n + oo in the above 
relation, we find that 

that is, y is the transposition solution of 

In particular, we have Ajj = 1 (z + h) in the sense of distributions, that is, 
A$ E L2(R). Summarizing the convergence properties of {y,), we can apply 
Theorem 6.5 in Chapter I1 in Lions and Magenes [I9681 to conclude that 

ayn aY 
- + - weakly in H-$ (dR). 
dn  dn 

But then we must have = 2, by the uniqueness of the limit, and thus 

a ~ n  d~ -- + - weakly in L2(dR). 
dn  a n  

Using the lower semicontinuity of the cost functional, we then conclude that 
the triple [y,, h,, v,] = [Y, h, 61 is optimal. 

Proposition 3.4.14 The optimal triple [y,, h,, v,] E L2(R) x L2(R) x Lm(r2)  
is unique. 

Proof. Suppose that [y,, h,, 6,] is another optimal triple for the problem (3.4.55), 
(3.4.57)-(3.4.60). Then, thanks to the strict convexity of the norm, we get 
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Then ,  (3.4.55), (3.4.57), (3.4.61), (3.4.62) show that  y, and 5, are solutions 
o f  the Cauchy problem for elliptic equations, and b y  the unique solvability o f  
the Cauchy problem, it follows that y, = y, a.e. in  0. Then  also v, = C, 
in  L 2 ( r 2 ) ,  which follows from the definition o f  the transposition solution, and 
from the fact that  (Lions [1968]; see Theorem 5.2.12) 

is dense in  L 2 ( r 2 ) .  0 

Proposition 3.4.15 The set { [y, ,  h,, v ~ ] ) , , ~  is bounded i n  L2 (Q)  x L 2 ( R )  x 
L M  (r2). Moreover, 

 YE - + 0 ,  strongly i n  ~ ' ( r ~ )  as E '-,, 0. 
d n  

Proof. T h e  triple [0, -z,  0] is admissible for any E > 0 ,  and thus 

Hence, since 1 E Uad, the set {hE),>o is bounded in  L2 (Q) ,  and 

dye 
- -+ 0 strongly in  ~ ~ ( r ~ ) .  
d n  

B y  (3.4.59), {v,),>o is bounded in  Lm( r2 ) .  Therefore, we may argue as above 
in  the existence proof, invoking the relation (*) applied t o  [y,, h,, v,], t o  con- 
clude that {yE}E>o is bounded in  L2 (Q) .  

Proposition 3.4.16 The optimal triple [y,, h,, v,] satisfies the first-order op- 
timality conditions given by (3.4.55), (3.4.57), (3.4.58), and 

where p, E H 1 ( R )  is the unique solution to the adjoint problem 
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Remark. According to (3.4.60) and its preceeding remark, we have 2 E 

H;(r l ) ,  which justifies the regularity p, E H1(S1). Notice also that the in- 
equality expressing Pontryagin's maximum principle is meaningful: indeed, as 
mentioned above, the transposition solution p, satisfies p, E H2(W) for some 
open neighborhood W of r z ,  and thus % belongs to L2(r2). 

Proof of Proposition 3.4.16. Let t E L2(S1) and w E Vad - v ,  be given, and 
denote by zl E L2(R) the transposition solution to 

Then the triple [Y, + X zl, h, + X t, v,  + X w] is admissible for any X E [ O , l ]  , 
and thus 

It follows that 

Notice that according to Necas [1967], we have zl E H2(V) with some neigh- 
borhood V c S1 of rl, as before. We take smooth approximations zf E H2(S1) 
and p: E H2(S1) of zl and p,, respectively, for any S > 0. By virtue of gen- 
eral properties of the approximation, and owing to the trace theorem, we may 
assume that as 6 \ 0, 

Now observe that by multiplying the equation of p: by z! , and by using inte- 
gration by parts, 
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Moreover, in view of the above convergences, and thanks to Lions and Magenes 
[1968, Chapter 11, Theorem 6.51, we also have z,blr, + w strongly in H - ~ ( I ' ~ ) .  
Therefore, we can pass to the limit as 6 \ 0 in the above relation, and using 
(3.4.66), we arrive at the inequality 

whence the assertion follows. 0 

We now recover from the optimality system given in Proposition 3.4.16 an 
additional property of the optimal triple. To this end, recall that 1 = u - ~  (u is 
the thickness of the plate), and put 

Next, we consider approximations y,6 E H2(0 )  of y,, the optimal state for 
(3.4.55), (3.4.56), (3.4.60) for 6 > 0, having the property that for S \ 0, 

y: + yE in L~ (O) ,  Ay8 + 1 ( z  + h,) in L2 (n), 

This is similar to the previous argument for zf and again makes use of Theorem 
6.5 in Lions and Magenes [1968, Chapter 111. 

Rewriting (3.4.55) in the form u3AyE = z + h,, and testing by Ay,b - A 6 ,  
where 6 E K is arbitrary, we infer from Proposition 3.4.16 that 
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Now assume that z E H 2 ( f l )  satisfies z = 2 = 0 in r 2 .  Then it follows that 

Hence, passing to the limit in (3.4.67), we conclude that 

dye ~ u 3 A y , ( A y E - A 6 ) d x  = L A z ( y ,  - 6 ) d x + J  ( I - p , ) - d o  
rl d n  

~ P E  + J ,  - 6 )  d o .  
a n  

From this, and from the maximum principle in Proposition 3.4.16, we infer the 
inequality 

= L A ~ ( ~ , - G ) ~ X +  
5 A z  (y ,  - G )  d x  + (3.4.68) 

We obtain the following result. 

Theorem 3.4.17 Assume that the load f E L 2 ( f l )  has the form f = A z  with 
some z E H 2 ( f l )  satisfying z = 2 = 0 on r2. Then the variational inequality 

{ d~ 
K1 = p € L 2 ( f l )  : A p € L 2 ( f l )  with p = - = O  on rl, pir, E V , ~  , 

a n  1 
(3.4.69) 

has a unique solution y E K l ,  and y, + y weakly i n  L 2 ( f l ) .  

Proof. By Proposition 3.4.15, there is some sequence E,  \ 0 such that 

yen + y weakly in L 2 ( f l ) ,  AyEn + A y  weakly in ~ ~ ( f l ) ,  

h,, + h weakly in L 2 ( f l ) ,  v,= + 6 weakly* in L m ( f l ) ,  

ay,, 8~ + - = 0 strongly in L ~ ( I ? ~ )  
d n  d n  
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Clearly, .ir E Vad, and it is readily verified that y is the transposition solution 
to the problem 

Passing to the limit as E, \ 0 in (3.4.68), recalling Proposition 3.4.15, we 
obtain (3.4.69) for any 6 E K .  Since K is dense in Kl with respect to the 
H2(f2) norm, the inequality remains valid for all p E Kl,  which proves the 
existence. 

Suppose now that yl, y2 E Kl are two solutions of (3.4.69). By choosing in 
turn y = yl, p = yz, and y = y2, p = 91, we obtain that 

i.e., A(yl - y2) = 0 a.e. in f2. Since yl - y2 satisfies Cauchy-type boundary 
conditions on rl by the definition of K l ,  we get yl = y2 a.e. in f2, and the 
uniqueness follows. Notice that the uniqueness entails that the above conver- 
gences hold generally for E \ 0, and not only for the sequences selected above. 
This concludes the proof of the assertion. 0 

Remark. Using regularity properties of transposition solutions (cf. Lions and 
Magenes [1968, Chapter II]), one can prove that {ya)E>o is bounded in H $ ( s ~ ) ,  
and thus, by the compactness of the embedding H; (0 )  c L2(f2), that y, + y 
strongly in L2(f2). 

Remark. Relation (3.4.69) models a plate that is partially clamped on rl and 
subjected to condition (3.4.59) on r2 (the deflection y should remain between 
the obstacles -r and r ) .  The approach via control problems governed by 
second-order elliptic equations presented in this section is constructive and can 
be employed for the numerical approximation of the solution to (3.4.69). 

Remark. The intrinsic difficulty in the variational inequality (3.4.69) comes 
from the fact that the corresponding bilinear form 

is not coercive on the space V. Indeed, otherwise the second-order elliptic 
equation with Cauchy conditions on rl would be well-posed, which is known 
to be false in general. This fact demonstrates the flexibility and broad range of 
applicability of the control approach proposed here. 





Chapter 4 

Discretization 

4.1 Finite Element Approximation of Elliptic 
Equations 

The Finite Element Method (FEM) is a general discretization technique for 
the numerical solution of partial differential equations. In this chapter, we 
show how this techique can be employed to solve optimal control problems for 
elliptic equations. We underline that the scientific literature devoted to FEM 
applications in optimization problems involving partial differential equations 
is still under active development. Many questions dealing with the efficient 
implementation of the FEM, like a posteriori estimates or adaptivity, which 
are well understood for partial differential equations, are the subject of very 
recent research papers on the numerical approximation of control problems. 
We will limit our present exposition to the a priori estimates technique which 
we consider to be already well established in this field of the mathematical 
literature. We also notice that the first-order optimality conditions examined 
in the previous chapter are the basic tool in our approach. 

Some basic features of the FEM are: 

0 The physical region of the problem is subdivided into nonoverlapping sub- 
regions, the finite elements. 

The solution of the governing equations is over each individual element 
approximated by a polynomial function (constant, linear, quadratic, etc.); 
the elementwise defined local polynomial approximations are then "glued 
together" to form a global piecewise polynomial approximation on the 
whole domain. The coefficients of this piecewise polynomial function then 
become the unknowns of the discretized problem. 

Substitution of the approximation into the governing equations yields a 
system of algebraic equations in the unknown parameters whose matrix, 
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by construction, is "sparse." Its solution yields the coefficients of the 
piecewise polynomial approximate solution to the original problem. 

4.1.1 The Finite Element Method 

When applying the FEM to a problem defined on a general domain R C R2, 
we first approximate the shape of the domain by polygons and then divide the 
obtained polygonal domains ah into small triangles, as shown in Figure 1.1. 
The vertices of the boundary anh of Rh are chosen on 6'0 in such a way that 
each of them coincides with the vertices of some of the small triangles. The 
individual triangles are called the triangular elements of the FEM. 

Figure 1.1. (a) A two-dimensional domain 0, and (b) Qh and its division into 
triangular elements K. 

Of course, triangulation is not the only way to subdivide a domain. For ex- 
ample, if the given domain is a rectangle, then it is possible to divide it into 
small subrectangles and to construct the approximation on these subrectangles. 
Also, combinations of different element types are possible. In the literature 
several general schemes concerning the generation of FE-meshes have been pro- 
posed; in this connection, we refer the reader to the works of George [1991], 
Kardestuncer and Norrie [1987], Soni, Thompson, and Weatherill [1999]. We 
notice that while there is a technical difference between subdivision into rect- 
angles and triangulation, there is no essential difference from the viewpoint of 
principle. Hence, we will generally confine ourselves to triangulations; in higher 
dimensions simplex elements are used. 

Throughout this chapter, if not specified otherwise, we assume that R is 
a polyhedral domain in Rd, d E N. We now establish more rigorously a 
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triangulation '& of 0: we assume that the set 2 is subdivided into a finite 
number of subsets K (called elements) such that the following properties hold: 

(1) n= U K E ~  K .  

(2) Every element K E x is a polyhedron in Rd. 

(3) For each distinct Kl ,  K2 E x, int Kl n int K2 = 0. 

(4) Every face of any polyhedron K1 E 6 is either a face of another poly- 
hedron Kz E 5 or a part of the boundary dQ. 

The discretization (triangulation) parameter h > 0 is the maximal diameter 
of all K E x. Note that there is a certain ambiguity in the meaning of the 
symbol x; indeed, for given sufficiently small h > 0 it is obviously possible to 
construct many different triangulations '& of R. Nevertheless, we will hence- 
forth keep this commonly used notation. Sometimes 5 is called a partition or 
a decomposition of n into elements (especially when the elements K E 5 are 
not triangles). Also, the terms division, grid, and mesh are commonly used. 

A set 7 = {x )  of triangulations of 2 is said to be a family of triangulations 
if for any E > 0 there exists some % E 7 with h < E .  

In order to analyze FEM approximations, one may postulate some additional 
properties. We call a family 7 = {x)h>O of triangulations regular if there 
exists a constant K > 0 such that for any triangulation x E 7 and for any 
element K E 5 there exists a ball BK of radius QK > 0 such that 

BK C K and r; hK < QK where hK = diam(K). 

Roughly speaking, the regularity of a family 7 means that the elements of 
% E 7 cannot "degenerate" for h \ 0. If K h < QK for any K E x, then the 
family is said to be strongly regular. However, in general this does not have to 
be true for regular families. 

Having found such a triangulation x of the domain Q, it is possible to con- 
struct finite-dimensional function spaces that approximate the function spaces 
(for example Sobolev spaces) governing the problem. We now give two simple 
examples. 

Example 4.1.1 In this example, we describe the simplest finite element space 
in arbitrary space dimensions, namely the space of piecewise linear mappings. 
Linear elements are a special case of the so-called Lagrange elements and are 
extensively used in this monograph and, generally, in the scientific literature. 

To this end, let xi, i = 1,. . . , N, be the (finite) set of all vertices of elements 
(assumed to be simplices) of X I  which are numbered in a given order. A basis 
of the corresponding finite element space Vh is then given by the set , 
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where pi, 1 5 i 5 N ,  satisfies 

cp;(xj) =di j  for i , j  = 1 , . . . ,  N. (4.1.1) 

Notice that each of the pi has a "small" support in a ;  indeed, pi vanishes 
identically in every element of the grid not having a vertex at x i .  

Obviously, Vh c C@), and Vh is N-dimensional. For any given pointwise 
mapping y : + R, one defines the (uniquely determined) interpolant yl E Vh 
by requiring that 

y~ (x i )  = y(xi), i = 1 , .  . . , N. (4.1.2) 

It is easily seen from (4.1.1) and (4.1.2) that 

N 

y ~ ( x ) = ~ ~ i p ( ~ i ( x ) ,  where y;=y(x i ) ,  i = 1 ,  . . . ,  N. (4.1.3) 
i=l 

If y is an integrable mapping that is not specified pointwise, then y(xi) may 
be replaced, for instance, by the average of y over all elements having a vertex 
at xi. It is customary to identify y~ with the vector (y;)zl E RN. 

If the Sobolev space to be discretized is of the type H;(a), then the require- 
ment that the traces of pi, i = 1 , .  . . , N,  be zero on the boundary 22 should 
be included in the definition of Vh. Then (4.1.1) holds only for vertices in the 
interior of 0. 

Example 4.1.2 Let us consider the one-dimensional case in which $2 = (a, b) 
for -m < a < b < +m. We introduce a special type of finite element that 
belongs to the class of the so-called Hermite splines. For fixed N E N, we 
put h = (b - a) /N and define the grid points xi = a + i h ,  i = 0, .  . . , N. Let 
m E N U {0), and define the finite element spaces 

where P2m+l[x;, is the space of all polynomials of maximal degree 2m+ 1 
over [xi, xi+l]. It is well known that a polynomial of maximal degree 2m + 1 
is uniquely determined by its values and by the values of its derivatives up to 
mth order in two distinct points. If the space to be discretized is of the type 
H;(a, b), the boundary conditions uh(a) = vh(b) = 0 have to be added to the 
definition of Vh. 

Now consider the interpolation operator IIh : Cm[a, b] + Vhm defined by 

Then the following simple error estimate holds (see Ciarlet [1990]): 
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where the constant C > 0 depends only on m. 

For arbitrary d E N and any triangulation 5 of a bounded set R C Rd, the 
piecewise constant interpolation operator fib : L2(R) + Lm(R), 

has the orthogonality property 

One reason for using complex higher-order finite element spaces is given by 
their better approximation properties. In this connection we cite without proof 
a classical interpolation result from Oden and Reddy [1976], which is due to 
Ciarlet and Raviart [1972]. 

Theorem 4.1.3 Let R C R2 be a polygonal domain, and let k ,  m E N be 
fixed with 0 < m < k -t 1. Suppose that the operator II E L(Hk+'(0), Hm(R)) 
has the property that its restriction to the subspace Pk(R) of polynomials of 
maximal degree k over 0 is the identity operator. Then there exist constants 
C > 0 and ho > 0 such that for every triangulation % with 0 < h < ho, 

Here d = MinKCz dK > 0 ,  where for every K E 5 the quantity dK > 0 
denotes the maximal diameter of all open balls that are contained i n  K.  If, i n  
particular, the triangulation % is strongly regular, then (4.1.7) becomes 

Finally, let us remark that finite element approximations may be internal (or 
conforming) in the sense that Vh c V for every h > 0. This is in contrast 
to finite difierence methods, for which the associated discrete mappings do not 
necessarily belong to V .  Such approximations are called external (or noncon- 
forming). If Vh c V ,  then Vh may be endowed with the same ("trace") norm 
and inner product as V .  Since Vh is finite-dimensional, it can also be equipped 
with any other finite-dimensional norm, for instance the Euclidean norm. Any 
of these norms is equivalent to the trace norm on Vh, but the corresponding 
constants may be unbounded as h \ 0. 

It should also be noticed that there is an intrinsic relationship between I1 
and 5.  Indeed, the maximal degree k of polynomials that are left invariant 
under the operator II depends on the type of elements (triangles, rectangles, 
etc.) constituting %. 
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4.1.2 Error Estimates for the FE Equations 

In this paragraph, we study the variational equation 

(El Find y E V such that a(y,v)  = F(v)  Vv E V. 

Here, V is a real Hilbert space, F E V*, and a : V x V 3 R is a continuous 
bilinear form satisfying 

a(y, y) 2 y IY1t Vy E with some fixed constant y > 0. 

Then, by the Lax-Milgram lemma, (E) has a unique solution y E V 

Now let Vh denote an arbitrary finite-dimensional subspace of V endowed 
with the same norm, where h > 0 stands for a discretization parameter. The 
Galerkin method for approximating the solution of the elliptic variational prob- 
lem (E) is introduced by 

(Eh Find yh E Vh such that a(yh, vh) = F(vh) Vvh E Vh. 

By the Lax-Milgram lemma, (Eh) also has a unique solution yh E Vh, called 
the discrete solution. If a(. , .) is symmetric, then yh and y, respectively, are 
also characterized by the properties 

J ( Y ~  = V ~ E V ~  inf { ~ ( v h ) ) ,  

where J is the associated "energy functional" given by 

This alternative definition of the solution is known as the Ritz method. Note 
that 

J ( ~ )  5 J(yh), 

since Vh c V. Moreover, from (E) and (Eh) we obtain the orthogonality relation 

which states that the error y - yh is orthogonal to Vh with respect to the 
product a( .  , .), even if a(., .) is not symmetric. If a(., .) is symmetric, putting 
vh = yh, we obtain 
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that is, 

~ ( Y , Y )  > a(yh,yh) and F(y)  > F(yh). 

Obviously, the orthogonality relation (4.1.9) (compare with (4.1.6)) implies that 
yh is the projection of y onto Vh with respect to the scalar product a(. , .), 
that is, 

a(y - ~ h ,  Y - ~ h )  = inf a(y - vh, Y - v d .  
f J h E v h  

Hence the Ritz method yields the best approximation with respect to the energy 
norm, given by a(., .) . 

Now let {pi):, be a basis of the finite-dimensional space Vh. We look for 
the discrete solution yh in the form of a linear combination of the basis elements, 

Then it follows from (Eh) that 

whence we arrive a t  the following system of algebraic equations for the unknowns 
Yl, . . . ,  YN: 

N 

x a ( p j , p i ) ~ = F ( p i ) ,  i = 1 ,  . . . ,  N. (4.1.11) 
j=1 

The matrix A = (a(pj, pi))&, and the vector (F(pi))ZN,, are often called (by 
reference to problems in elasticity) the stzflness matrix and the load vector, 
respectively. The matrix A is positive definite and thus nonsingular; indeed, 
we have for any v = C ti pi E Vh \ (0) that 

i 

since {p;)Ll is a basis. 

In practice, the space Vh and its basis are generated by the finite element 
method as described previously. 

Example 4.1.4 Consider the case m = 0 in Example 4.1.2, that is, 
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for V = Hi  (a, b) and 

b 

~ Y , V )  = / [ Y ~ ( x ) ~  + f f ~ ( x ) v ( x ) ]  dx VY,V E If, (4.1.12) 

where cu > 0 is a constant, and 

F(v)  = Lb f (x)  v(x)dx VV t V, 

for some given f E L2 (a, b). The basis of V: has the form 

for i = 1 , .  . . , N - 1. Hence, dim(V:) = N - 1, and for yh given by (4.1.10) the 
linear system (4.1.11) becomes 

with 

The matrix of the system (4.1.14) is symmetric, tridiagonal, and positive defi- 
nite, since (see above) the bilinear form (4.1.12) satisfies 

~ ( Y , Y )  > min{ l , f f l  IvlC V Y  E v. 

Using (4.1.13), (4.1.15), one easily verifies that 
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Moreover, this matrix is strictly diagonally dominant, that is, 

which ensures that (4.1.14) can be effectively solved by either elimination tech- 
niques or iterative methods (see Varga [1962], Duff et al. [1987]). 

Finally, observe that the evaluation of (4.1.16) usually requires that one em- 
ploy a numerical integration formula in order to approximate bi for general 
functions f .  

To continue the discussion of the general situation, let us now suppose that 
there exists a family of subspaces {Vh)h>O c V such that 

where y and yh denote the solutions of (E) and (Eh), respectively. Then we 
say that the associated family {(Eh))h>O of discrete problems is convergent. 

The convergence question is of paramount interest also in the general case 
in which the coefficients of a and of F are arbitrary functions and numerical 
integration has to be used for practical evaluation. In this case, we have to 
deal with an approximating bilinear form ah and an approximating functional 
Fh rather than with the original a and F, which complicates the convergence 
analysis. 

We suppose that the approximating bilinear form ah : Vh x Vh + R is 
continuous (but not necessarily symmetric) and that there is some y > 0, 
independent of h > 0, such that 

Usually, the latter property of the family {ah)h>o can be deduced from the cor- 
responding property of the bilinear form a provided that a sufficiently accurate 
numerical integration method is used (see Engels [1980]). We also assume that 
the approximation Fh is linear and continuous from Vh into R, and consider 
the problem 

( ~ h )  Find yh E Vh such that vh) = Fh(vh) V vh E Vh. 

This constitutes an abstract model for the case that the bilinear form a and/or 
the linear form F cannot be exactly evaluated since numerical integration has 
to be used. 



202 Chapter 4. Discretization 

The problem (&) of course has a unique solution gh E Vh for any h > 0, 
and we call the family {(~h)}h>" convergent if (4.1.17) holds with y h  replaced 
by y h .  We have the following error estimate (cf. Dautray and Lions [1988, 
Chapter XII, 51.51): 

Theorem 4.1.5 Let y be the solution of (E) and y h  the solution of (E~). 
Then there exists a constant C > 0, independent of h > 0, such that 

Proof. For any v h  E Vh, 

We now use the continuity of a ,  where M > 0 is the corresponding constant, 
and we divide by lyh - vhlv (which is without loss of generality assumed to be 
nonzero) to obtain that 

whence, taking into account that yh - Vh = Vh, 

Since ly - G h l ~  5 Iy - V ~ / V  + - uhlv, the assertion follows from taking the 
infimum over v h  E Vh. 0 
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Remark. The first two terms in the right-hand side of (4.1.18) account for 
the distance of y from Vh and for the consistency of the approximation of the 
bilinear form a. They can be bounded by the expression 

where ~h is any interpolating operator from V into Vh. The last term in the 
right-hand side of (4.1.18) reflects the consistency of the approximation of F. 

If no numerical integration scheme is needed, that is, if we can deal with (Eh) 
instead of with (Eh) ,  then (4.1.18) simplifies to the following statement: 

Corollary 4.1.6 (Cka's lemma) Suppose that y is the solution of (E)  and 
yh is the solution of (Eh). Then there exists a constant C > 0, which is 
independent of h > 0, such that 

Consequently, a sufficient condition for convergence is that the family {Vh)h>O 
of subspaces of V satisfy 

lim inf lv - 
h\O whEVh 

i.e. Uh>O Vh is dense in V with respect to the norm of V 

We continue with error estimates for the problems (Eh) and ( & ) ,  respectively, 
that are direct consequences of the above results. 

Theorem 4.1.7 Let 7 = 1%) be a regular family of triangulations of a 
polygon n C R2, let the solution y E V of (E)  belong to H2(R) ,  and let 
V C H1(S1) be equipped with the norm of H1(R) .  Suppose also that the solu- 
tion of (Eh)  satisfies yh E Vh, where 

Then there exist constants ho > 0 and C > 0 such that for any triangulation 
E 7 with 0 < h 5 ho the following error estimate holds: 

Proof. In the following, we denote by C;, i E N, positive constants that do not 
depend on h > 0. To begin with, let us define the piecewise linear interpolation 
IIhy E Vh of y over the whole domain R by 
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where IIKy is the uniquely determined affine function defined on K that at- 
tains the same values in the three vertices of K as y € H2(f l)  (which is 
continuous by the Sobolev embedding theorem). Thanks to the interpolation 
inequality (4.1.7), we find that 

Squaring and summing (4.1.21) for v = y, we obtain that 

Hence, we can infer from CCa's lemma (cf. (4.1.19)) that 

which concludes the proof of the assertion. 

Next, we will investigate the order of convergence of the linear triangular 
elements in the L2(R) norm. Using the so-called Aubin-Nztsche trick, we shall 
prove that 

I Y  - yhlL2(n) = o ( h 2 )  

under H2(fl) regularity. 

Theorem 4.1.8 Suppose that the assumptions of Theorem 4.1.7 are fulfilled 
and that a(.  , .) is symmetric. In addition, suppose that whenever F(v)  = 
( f ,  v ) ~ z ( n )  with some f E L2(R), the solution y to the problem (E) belongs to 
H2(R) and satisfies, with some i. > 0 that is independent of f ,  

Then there exist constants ho > 0 and C > 0 such that for any '& E 7 with 
0 < h 5 h,, 

I Y  - ~ h l L ~ ( S 2 )  < C h 2  l ~ I H ~ ( f l ) .  

Proof. Let e = y - yh E V c L2(fl) be the error function. We define z E V 
and zh E Vh as the unique solutions to the problems 

By assumption, z E H2(R), and we have, by Theorem 4.1.7 and (4.1.24), 
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where we again denote by C;, i E N, positive constants that do not depend on 
h > 0. Invoking to the symmetry of a(. , .) , and recalling the fact that y - yh 
is orthogonal to Vh , we obtain that 

Thus, we can infer from (4.1 .Xi), (4.1.26), (4. l X ) ,  and (4.1.20), that 

whence the assertion follows. 

Next, we consider the effect of numerical integration (in the coefficients of the 
bilinear form a and of F ) on the FE solution. We solve a problem of the type 
(&), given by the modified system (let dimVh = m ,  with the basis {pi)E, ) 

The application of numerical integration formulas leads to expressions of the 
form (see KPiiek and Neittaanmaki [1990, Chapter 51) 

where C: are the weights and xf the nodes of the quadrature formula. In order 
that ah and Fh be meaningful, we assume for simplicity that the coefficients 
a,, of the bilinear form a and the right-hand side f of (E) are continuous in 
- 
Cl. We have the general estimate 

provided that the quadrature formula used is exact for all polynomials of degree 
up to 2k - 2 and y ,  a,, , f are sufficiently smooth. The proof of this result 
is based on the Bramble-Hilbert lemma and can be found in Ciarlet [1978, p. 
1991. More precisely, if the family is regular, then there exists a constant 
C > 0 that is independent of h > 0 such that for every solution y E ~ " ~ ( a )  
we have 

I Y  - chlH1(n) C h " ~ l ~ k + z ( ~ ) .  
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Example 4.1.9 (Crouzeix and Rappaz [1990, Chapter 21) The variational 
form for 

-Ay=  f on C2 c R2, y = O  on 80, (4.1.29) 

is (E) with V = H: (O), and 

Now let C2 C R2 be a polygon, and let Vh be defined using polynomials in 
P l (K)  for every K E 6. The bilinear form ah is just the restriction of a to 
Vh x Vh, and 

where SK is the area of K, and the { x iK )  denote the vertices of K .  Here, 
f E H2(C2) and if Gh denotes the solution to the corresponding problem (Eh), 
then there is some C > 0, which is independent of h > 0, such that 

4.2 Error Estimates in the Finite Element 
Discretization of Control Problems 

We consider the optimization problem (P) introduced in Chapter 1 (compare 
(1.1.1)-(1.1.4), (1.2.1)) in a Hilbert space setting: 

subject to 

Here, H ,  U ,  V are Hilbert spaces (not necessarily identified with their duals) 
such that the embeddings V C H c V* are continuous and compact, that is, 
in particular, there is a constant t > 0 such that 

Moreover, let B E L(U,V*) and f E V* be given, and suppose that A E 
L(V, V*) has the property that the associated bilinear form 
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is coercive on V. Hence, there is some constant y > 0 such that 

Notice that under these assumptions the operator A-' : V* -+ V exists and is 
continuous. Finally, we assume that C C H and Uad C U are given nonempty 
and convex sets that are closed in H and U, respectively, and that the func- 
t ional~ 6' : H -+ R+ and $ : U + R+ are convex and continuous. Notice that 
this setting allows for both distributed or boundary control problems, as in the 
Examples 1.2.1 and 1.2.2 in Chapter 1. Since the constraints (4.2.3), (4.2.4) are 
kept explicit, the assumed continuity of 8 ,  $ is not a strong limitation from 
the viewpoint of applications (compare with (1.1.5) in Chapter 1); on the other 
hand, it ensures that the subdifferentials dB, d?l, exist a t  any point in H ,  U, 
respectively. 

Let [yo, uO] be an admissible pair for the problem (P), which is again assumed 
to exist. Using the shifts introduced in the relations (3.2.1)-(3.2.4) in Chapter 
3, if necessary, we may henceforth without loss of generality assume that f = 
0 and [yo, uo] = [O, 0] in the problem (4.2.1)-(4.2.4). This will simplify the 
exposition. 

We impose further conditions: 

d$ : U + U* is bounded, that is, maps bounded sets into bounded sets, 
and strongly monotone, that is, there is some a > 0 such that 

0 E int (C) in the topology of H (Slater condition). (4.2.6) 

Observe that in view of (4.2.5), ?l, is coercive in the sense that 

and Theorem 2.1.2 in Chapter 2 yields the existence of a t  least one optimal pair 
[y*, u*]. Since $ is also strictly convex by (4.2.5), this optimal pair is unique. 
A typical example is $(u) = i ju /$,  in which case d$ = J : U + U* is the 
canonical (Riesz) isomorphism. 

We consider some finite-dimensional subspaces Vh c V, Uh c U, where 
h > 0 is some discretization parameter, and where the norms and the scalar 
products in Vh and Uh coincide with those in H and U, respectively. We 
assume that 

R F : V + V ~ ,  R ~ : U + U ~ ,  
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are given linear and bounded (so-called restriction) operators such that R f i ~ ,  : 
Vh /h Vh and RfIuh : Uh + Uh are the identity operators. In practice, these 
operators may be some projection or interpolation operators (see (4.1.5), (4.1.6) 
in the previous section for particular cases). We define 

The finite-dimensional versions of the constraint sets are given by 

Notice that the finite-dimensional constraint sets are again nonempty, convex, 
and closed in the respective spaces. 

After these preparations, we can define the completely discretized control 
problem: 

with ah (. , .) = a(.  , .) lv, xvh and Bh = B I uh. Note that also the finite-dimen- 
sional bilinear form ah is coercive, since 

The Lax-Milgram lemma ensures the existence of a unique solution yh E Vh 
of (4.2.10) for any uh E Uh. We also notice that the Slater condition (4.2.6) 
remains valid in the finite-dimensional setting, "uniformly" with respect to h > 
0. Indeed, we have 

with some p > 0 that is independent of h > 0, where we set 

Here, we have used the assumption that Rflvh is the identity operator. 

In particular, the pair [0, 0] E Ch x U,hd is admissible for (4.2.7)-(4.2.10) for 
all h > 0, and the existence of a unique discrete optimal pair [y;, u;l] follows 
as for the continuous problem (P), since $h is strictly convex and coercive. 

Proposition 4.2.1 The set {[yi, u ; ] ) ~ > ~  is bounded in V x U 
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Proof. We have Bh(y;) + $h(uz) < Oh (0) + &(O) = e(0) + $(0), whence, since 
B is nonnegative, 

Nu;) 5 e(0) + *(O)> 

and the coercivity of $ on U shows that {u;)~>o is bounded in U .  Moreover, 
we can infer from (4.2.10) that 

whence the boundedness of in V follows. This finishes the proof of 
the assertion. 

A fundamental tool for the derivation of error estimates is given by the first- 
order optimality conditions. In the discretized setting (4.2.7)-(4.2.10), it is 
possible to employ arguments from mathematical programming. However, we 
will take a direct control approach instead, since this is more in the spirit of this 
text and has the advantage of being directly comparable with the continuous 
case. 

For this purpose, we keep h > 0 fixed and define the penalized and regular- 
ized discrete control problem 

subject to (4.2.8) and (4.2.10). 

Here, Ich : Vh -+] - M, m] is the indicator function of Ch in Vh , and (Ich)x 
denotes its Yosida-Moreau regularization for X > 0 (compare Appendix 1). 

First, observe that [y;, uz] E Vh x Utd is obviously admissible for the problem 
(4.2.8), (4.2.10), (4.2.12). It is then easily verified that (4.2.8), (4.2.10), (4.2.12) 
has a unique optimal pair [yzx, uzx] E Vh x U,d. Moreover, Theorem A1.5(i) in 
Appendix 1 implies that 

and thus 

The same argument as in the proof of Proposition 4.2.1 then shows that the set 
{[yix, uffx])x>o is bounded in V x U .  

Proposition 4.2.2 There is some phx E Vh such that the following optimality 
conditions are satisfied: 
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Proof. We take variations u;, + p wh, where p E [0, 11 and wh = uh - uLA E 
U,d - u;IA1 and define associated y,h as the unique solutions to 

Observe that by construction, 

ah(yEx1 ~ h )  = (Bhu;~, ph) v ph E Vh, 

and therefore, 

By the definition of the subdifferential, for any tPh E a0h(y,h) and any s,h E 

a$h ( u i ~  + p wh) 1 

Now observe that dBh and are bounded on bounded sets, and closed in 
finite-dimensional spaces. Hence, {t,h),>o and {s,~),,~ are bounded in Vh 
and Uh, respectively, and we may select a sequence p, \ 0 such that 

Hence, dividing by p, > 0 and passing to the limit as p, \ 0 in (4.2.18), we 

get 
( th~ l  eh)vh + fshX1 W ~ ) U ~  + ( V ( I ~ h ) ~ ( ~ ; X ) l  2h)vhl (4.2.19) 

where eh E Vh is the unique solution to 

and where wh E U,hd - u;lA is arbitrary. By the definition of the adjoint system 
(4.2.15), and owing to (4.2.20), we may rewrite (4.2.19) as 
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(Bhwh, ~ h x ) v * ~ v  + (shx, wh)uh > 0 Vwh E ~ , d  - U ~ X .  (4.2.21) 

Since (4.2.16) is a direct consequence of (4.2.21), the proof is complete. 

Let us now examine the convergence properties for X \ 0. In this setting 
the situation is simple, since we work in finite-dimensional spaces. As already 
noticed, h > 0 is fixed, and there is a sequence A, \ 0 such that 

uiXn + fib, YL, 4 ?Jh, as n -+ a. 

Obviously, fib E U,hd, and [?Jh, iih] satisfies (4.2.10). 

Next, we derive a bound for {phx)x>@ Recall that and ( I c , ) ~  are convex 
and nonnegative, and that 6 is bounded on the closed ball of radius p > 0 in 
H ,  where p > 0 is given by the Slater assumption (4.2.11). It also follows from 
(4.2.16) that there are Shx E a$h(uiA) and zhx E aIUtd (ui,) such that 

with a constant C1 > 0 that is independent of X > 0 ,  h > 0. Thus, inserting 
yix - pph in (4.2.15), we find that 

where Cz > 0 is independent of h > 0, X > 0. Consequently, 

with C3 > 0 independent of > 0, h > 0. By fixing ph = phX/jphXlVh, this 
implies that 
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with a constant ch > 0 that does not depend on X > 0. Consequently, 

and we may without loss of generality assume that for the sequence constructed 
above, 

V(Ich)X, (Y~A,) +' v{ in Vh. 

Recalling that yiX, +' Yh,  and invoking the maximal monotonicity of aleh, 
we can conclude from Proposition A1.4(iv) in Appendix 1 that vi  E aIc,(fih). 
Passing to the limit as A, \ 0 in (4.2.13), we find that 

eh(sh) + $h(Gh) Ich (6h) I e h ( ~ i )  + $h(u;). 

But then we must have Yh E Ch, and [jjh, Gh] is admissible for the problem 
(4.2.7)-(4.2.10). By the uniqueness, jjh = y;, Gh = u;. Moreover, the above 
convergences hold generally for X \ 0, and not only for the sequence selected 
above. 

Now recall that {lph~lv~}x>o is bounded, so that there is some sequence 
A, \ 0 such that ph~,  + ph in Vh. We also notice that by (4.2.16), 

zhx 6 - B ~ P ~ x  - a$h(u;IX), for some zhx E alpd (&). 

Since is bounded on bounded subsets of Uh, it follows that {izhxluh}x>o 
is bounded, and we may without loss of generality assume that 

Thus, invoking the maximal monotonicity of and of allh, we conclude 
from Proposition A1.4(iv) in Appendix 1, letting A, \ 0, that 

- q p h  E aIu:d(ui) + a$h(~; ) .  

In summary, we have proved the following result: 

Proposition 4.2.3 There are some ph € Vh, and elements t i  E aeh(y;) and 
vi E dIch(yL), such that the following optimality conditions are satisfied by 
[Y i ,  uil : 

ah(yi7 (Ph) = (Bhui1 (Ph)v*xv, Q(Ph  E v h ,  
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Let us now recall the optimality conditions for the problem (4.2.1)-(4.2.4), 
as given in Theorem 3.2.1 in Chapter 3, where we put Z = V* and take f = 0 
and 0 E int (C) in H and V as mentioned in (4.2.6). The pair [y*, u*] is 
optimal if and only if there is some p E V such that 

Let us suppose now that Uh c (U* n U )  and that 

(m*, ~ ) u * . u  = (m*, m ) U ,  if m*, m E Uh. 

By Proposition 4.2.3 and (4.2.27), there are s E d$(u*)  and sh E d$h(ui)  
such that 

2 = - B*p - s E dIuad(u*) c U* ,  (4.2.28) 

zh = - Biph - Sh E dlutd (u;) C Uh. (4.2.29) 

We now define some "interpolation" variables [ rh,  qh] as any solution pair to 
the system 

where th E deh(rh) is fixed arbitrarily and vi is defined in Proposition 4.2.3. 

Owing to the monotonicity of dB, and invoking the discrete state and adjoint 
equations, we can estimate: 

We now postulate that the following additional compatibility condition is 
satisfied: 

Since z E dIumd(u*) ,  it then follows from the definition of the subdifferential 
that 

( z ,  u* - ~ ; ) u * X u  L Iuad(u*) - IuJu ; )  = 0, 
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and thus 

Moreover, in view of (4.2.5) and of Proposition 4.2.1, there is some C > 0, 
independent of h > 0, such that for any wh E d$(ufr), and for s ,  sh as in 
(4.2.28), (4.2.29), 

We have the following result. 

Theorem 4.2.4 Suppose that (4.2.5) and (4.2.6) are fuljilled, and that U,d c 
Uad and Uh c (U* n U). Then there is a constant c > 0 ,  depending on the 
optimal pair [y*,  u*] but not on h > 0, such that for any wh E d$(u;),  

Moreover, if $ (u )  = lul&), and if Ry satisfies the orthogonality property 
(compare (4.1.6)) 

then 

a 14 - '11% 5 IB*ph - Biph + B*p - ~ * ~ ~ l ~ .  . (4.2.36)' 

Proof. We denote by Ci > 0, i E N, constants that do not depend on h > 0. 
To begin with, recall that { / ~ f r / ~ ) h > ~  is by Proposition 4.2.1 bounded. Since 
$ is continuous and d$ : U -+ U* is a bounded operator, and by virtue of the 
chain rule (compare Theorem A1.12 in Appendix 1) 

where ih : Uh -+ U is the canonical embedding and ifr : U* + Uh its dual (both 
having the operator norm unity), it then follows that   IS^^^^)^>^ is bounded. 
Hence, using (4.2.29) and recalling that {lphlVh)h>O is by (4.2.24) bounded, we 
conclude that { / z h / ~ ~ ) h > ~  is bounded. 
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Moreover, we have R i u *  E U;. Since zh t dIu2d(u*), it follows that 

(4, U; - R ~ u * ) ~ ~  2 0. 

Summarizing, we conclude that 

(nh, U;L - U * ) U * ~ U  = (zh, U; - R ~ u * )  + (.a, RFU* - u*) U* 

We obtain, using (4.2.33)-(4.2.35) and (4.2.37), 

(B*ph - B*qh + Sh - S + Zh - Z, U; - u * ) ~ . ~ ~  

* 2 2 a lu;L - u 1, - C2 Ish - sIu* - CI JR;~*  - u * ~ .  (4.2.38) 

By (4.2.30), the left-hand side in (4.2.38) may be rewritten as 

( B * P ~  - BZph + B*P - B*qh, U; - u*)U*xU, 

whence (4.2.36) follows. 

Concerning (4.2.36)', we notice that the first term in the right-hand side 
of (4.2.36) vanishes for $(u) = Iu/$. Moreover, owing to the orthogonality 
property, inequality (4.2.37) gives 

Then, the last two terms in (4.2.38) disappear, and the proof is finished. 

Remark. The last term in (4.2.36) is an interpolation error associated with 
the adjoint equation. The quality of the bound for the term I R ~ u *  - u* lu 
depends on the regularity of u*. Estimate (4.2.36)' refers to distributed control 
problems. 

Example 4.2.5 We now consider an example involving both state and control 
constraints, to which we apply the theory developed above: 

subject to 

-Ay = u in a, 

u c Uad = {w c L2(0)  : a(.) 5 w(x) 5 P(z) for a.e. x c n) , (4.2.42) 
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Here, R C Rd is a bounded domain, a! ,  ,f?, yd E L2(R) are given, and 

To fit the problem (4.2.39)-(4.2.43) in our general setting, we put 

V = H i p ) ,  u = U* = H = H* = L ~ ( R ) ,  V* = H - ~ ( R ) ,  

A = -A, B = canonical embedding of L2(Cl) in H-l(Cl). 

By (4.2.44), the pair [O, 01 is admissible (but, due to  the presence of yd, not 
necessarily optimal). It also ensures that the Slater condition (4.2.6) is fulfilled. 
Moreover, we have 

In particular, 6 and '$ are nonnegative, convex, and continuous on Ht(R) and 
L2(R), respectively, where d'$ : L2(R) + L2(R) is the identity that satisfies 
(4.2.5). Observe also that the state system (4.2.40), (4.2.41) has for any u E Uad 
a unique weak solution y = y, that belongs to H2(R) n Hi(R) if R is smooth 
or convex. 

Next, observe that the cost functional fulfills the coercivity condition (2.1.6). 
Hence, it follows from Theorem 2.1.2 in Chapter 2 that the problem (4.2.39)- 
(4.2.43) admits an optimal pair [y*, u*], which, owing to the strict convexity of 
the cost functional, is unique. 

In order to derive error estimates for the optimal controls, we first need 
to recover further regularity properties of u*. Recalling Example 3.2.11 and 
Corollary 3.2.12 in Chapter 3, one may expect that under the constraint (4.2.42) 
generalized bang-bang properties for [y*, u*] hold. We will therefore give a direct 
argument to analyze the regularity of u*. We have the following result. 

Proposition 4.2.6 Suppose that a , P  E H1(R) n Lw(R). Then u* E H1(R). 

Proof. We use a specific penalization technique. We define for E > 0 the 
penalized problem 

subject to (4.2.40)-(4.2.42). 
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It follows from Theorem 2.1.2 in Chapter 2 that the penalized problem 
(4.2.40)-(4.2.42), (4.2.45) has an optimal pair [y,, u,] E H; (R) x Uad, which, by 
the strict convexity of the cost functional, is unique. In addition, we have 

from which, using the state system, we can conclude that the set {[y,, u ~ ] ) ~ > ~  
is bounded in Ht(R) x L2(n). Moreover, 

Therefore, there is some sequence E, \ 0 such that y,,, + g weakly in Hi(R) 
and strongly in L2(R), and such that u,, + 'CL E Uad weakly in L2(R). But 
then, in view of the above convergence property, we must have 

that is, [y, 'CL] is admissible for (4.2.39)-(4.2.43). Passage to the limit as E \ 0 
in the above inequality, invoking the lower semicontinuity of the cost functional, 
then yields that [y,a] = [y*, u*]. This entails that the above convergences 
hold generally for E \ 0, and not only for the selected sequence. Also, since 
obviously 

2 2 
IYE - ~dILz(n) + IurIL2(n) + I Y *  - ~ d l $ ( R )  f Iu*I&(n), 

we even have strong convergence in L2 (R), and it follows that for E \ 0 ,  

y, -+ y* strongly in Hi(R),  uE + u* strongly in ~ ' ( 0 ) .  

Next, we exploit the first-order necessary optimality conditions for the penal- 
ized system, which by virtue of Theorem 3.1.7 in Chapter 3, takes the form 

The relations (4.2.46), (4.2.47) form the adjoint system which has a unique 
weak solution p, E Hi(R). It is an easy exercise to verify that the maximum 
principle (4.2.48) implies that 
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u,(x) = min { ~ ( x ) ,  max{a(x), -p.(x)}} for a.e. x E R. (4.2.48)' 

Then (4.2.48)' and the lattice properties of H1(R), where we invoke the regu- 
larity assumptions for a and P,  yield that u, E H1(R). 

Next, we derive bounds for {P,),>~. Invoking the adjoint state equation, as 

well as the boundedness of { y, lLyn))E>o and of { lu, li~(ni}E,,, we find that 

1 
- E ( J ,  Ye(., dx - 1) + 

with some c > 0 that does not depend on E > 0. The last inequality is 
a consequence of (4.2.40) and (4.2.48) with v = 0. Taking (4.2.46), (4.2.47) 
into account, we see that {pE},,o is bounded in H,'(R). Hence, there is some 
sequence E, \ 0 such that pen + p weakly in Hi(R) and pointwise a.e. in R. 
Since 

y, + y*, u, + u*, both strongly in L ~ ( R ) ,  

the passage to the limit as E \ 0 in (4.2.48)' yields that 

u' = min {B, rnax { a ,  -p}} a .e  in R, 

and the lattice properties of H1(R) imply that u* E H1(R), which concludes 
the proof. 0 

We now discretize the problem (4.2.39)-(4.2.43) using a triangulation x, 
h > 0, of R, which is assumed to be a polygon in R2. We also assume that a 
and p are constant functions. We choose Vh = R r ( V )  as the set of piecewise 
linear finite elements associated with '& (compare Example 4.1.1), and Uh = 

R:(U) as the set of piecewise constant functions associated with 5 ,  where 

With these choices, we have 

R;(uad) c Uad, Uh c (U* n u )  = U = L' (R), 
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and in view of (4.1.6), the orthogonality condition of Theorem 4.2.4 is fulfilled. 
Now observe that in the notation of Theorem 4.2.4 we have 

Therefore, the error estimate (4.2.36)' reduces to 

with some cl > 0. 

Another variant is to take piecewise linear finite elements also in the control 
space. Denoting the corresponding interpolation operator by R:, we have 

In this case the orthogonality condition of Theorem 4.2.4 is violated, and since 
(4.2.49) is still valid, we have the error estimate 

Now recall that thanks to Proposition 4.2.6, u* E H1(R). Hence, using the 
classical interpolation properties of finite elements (see (4.1.7) and Theorem 
4.1.3), we have 

1 u *  - u* = O(h). 
~ Z ( f i )  (4.2.52) 

It remains to estimate the term Ip - qhjL2(fi). It follows from Theorem 4.1.7 
that also this error is O(h) provided that p E H2(R). This is the case if R is 
a convex polygon, as one can see by passing to the limit in (4.2.46), (4.2.47), 
which is possible in view of the boundedness of the penalization term. Notice 
that in this example qh is defined via the system 

where y,h is an appropriate discretization of yd (which has to belong to H1(R)), 
and m E R is the cluster point of the set { f  ( I ,  ye($) dx - I ) + } ~ , ~ ,  which is 
also used in the definition of p. 

In summary, making the regularity hypothesis yd E H1(R), and assuming 
that S1 c R2 is a convex polygon, we arrive a t  the desired error estimate 
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(4.2.54) 

if R: is used. 

The estimate (4.2.53) is optimal in the sense that it has the same order as the 
interpolation error estimate for u*, according to Theorem 4.1.3 with Ic = m = 0. 

Remark. A similar approach for parabolic control problems is due to Tiba 
and Troltzsch [1996], Neittaanmaki and Tiba [1994, Chapter V]. An abstract 
variant was studied by Malanowski [1982]. The orthogonality argument from 
(4.2.36)' is due to Casas and Troltzsch [2003]. In Casas and Troltzsch [2002], 
error estimates based on the theory of second-order optimality conditions were 
derived. ArnSutu and Neittaanmaki [I9981 investigated higher-order discretiza- 
tion/interpolation techniques, including finite element and spectral methods. 
Adaptive finite element methods for control problems have been studied by 
Becker, Kapp, and Rannacher [2000], and by Li, Liu, Ma, and Tang [2002]. 

Remark. The discussion of Example 4.2.5 shows that our technique allows 
us to establish error estimates both for the adjoint state and for the optimal 
value. Taking into account the investigation of 6-solutions from Section 2.1 in 
Chapter 2, the last point is particularly significant for optimal control theory. 

4.3 Semidiscret izat ion 

The semidiscretization approach (or method of lines) is well known for evolution 
equations. By discretizing only with respect to the space variables, the origi- 
nal parabolic or hyperbolic equation is approximated by a system of ordinary 
differential equations in the time variable. The advantage of this procedure is 
that it minimizes the discretization effort and allows us to use powerful numer- 
ical software for ordinary differential equations. This philosophy may also be 
applied to elliptic systems by discretizing only with respect to some of the in- 
dependent variables; it has been developed for very general domains especially 
in the works of Xanthis and Schwab [1991], [I9921 under the name of method of 
arbitrary lines (MAL). In this case the original elliptic equation is approximated 
by a boundary value problem for an ordinary differential system. 

We will present here the basic ideas when applied to boundary control prob- 
lems governed by elliptic systems. Proofs will not be provided or just sketched 
in this section since the arguments are very similar to those employed in the pre- 
vious section. We encourage the reader to complete the proofs. For the sake of 
simplicity, we take = ]0,1[ x ] - 1,1[ C R2. We then study the optimization 
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problem 

subject to 

Here, we have put rD = rb U I'g, rN = rh u rc, where 

and it is assumed that yd , f E L2(0), while Uad C U = L2( rN)  is a nonempty, 
closed, and convex set defining the control constraints. Notice that for any 
u E Uad the state system (4.3.2)-(4.3.4) has a unique weak solution 

satisfying 

where A : L2( rN)  + Hb(0 )  is the operator u y  given by (4.3.2)-(4.3.4). 
Clearly, A has a linear and bounded inverse A-l. Next, we define the linear 
and bounded operator B : L2( rN)  + H;(fl)* by 

Then the state system (4.3.2)-(4.3.4) (respectively, (4.3.6)) can be rewritten as 
Ay = Bu + f ,  and since we obviously have admissibility and a cost functional 
that is continuous, strictly convex, and coercive in the sense of (2.1.6), it follows 
from Theorem 2.1.2 in Chapter 2 that the control problem (4.3.1)-(4.3.5) has a 
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unique optimal pair [y*, u*] E Hh(C2) x Uad Moreover, invoking Theorem 3.2.1 
in Chapter 3, we have the optimality conditions 

- Ap* = y* - yd in 0, 

p* = 0 on rD, 

where B* : Hh(n )  + L2( rN)  is the dual operator of B 

For the following, we postulate that u* E H1(rN).  This regularity condition 
is fulfilled for a large class of constraint sets Uad A standard example is the 
obstacle case 

Indeed, in this case (4.3.11) can be rewritten as 

J,, (.*(a) + p* (a)) (v(a) - u*(a)) da  2 0 'd u E Uad, 

and the required regularity follows as in the previous Example 4.2.5 (recall the 
proof of Proposition 4.2.6). 

To continue, observe that in the present setting the method of arbitrary lines 
reduces to the standard method of lines, and we can discretize with respect 
to x2 while keeping xl as a continuous variable. To this end, fix some finite 
element basis {Qe)e=T;; C H1(-1, l ) ,  v 6 N, and approximate the data and 
the unknown mappings in (4.3.1)-(4.3.5) by 

= al(x l )  (notation). (4.3.16) 
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We introduce the matrices 

Observe that (4.3.12)-(4.3.16) allow u to be discontinuous at the corner E n  - 

I'C. Also, the choice of the finite element basis should comply with the Dirichlet 
condition on I'b, that is, 

must hold. Then - also - the compatibility with the Dirichlet boundary condition 
at the corner I'b n r'c is guaranteed. We also require that 

( - 1  = 1 Qe(-1) = 0, e = 2, , (4.3.20) 

but this is not essential. 

Substituting (4.3.12)-(4.3.20) into the weak formulation (4.3.6) of the state 
system, we finally arrive at the semidiscretized state system (blk is the Kro- 
necker symbol) 

We note that in this formulation the boundary control becomes a distributed 
control on I 'A  and a boundary control on the discretization nodes on I?&. It is 
here that we use (4.3.20); otherwise some coefficient would appear in the last 
term of (4.3.21). 

Similarly, for the approximating cost functional to be minimized, we have 

- Y;(xl)) dx1 

It is easily seen that the system (4.3.21)-(4.3.23) admits a unique solution 
5" in the space 



224 Chapter 4. Discretization 

In the following, we will identify the function 5" with the vector of functions 
{ y e ( ~ l ) } ~ = r l ; .  The control mapping f i ,  = {Til(zl), ( ~ e ) ~ = r l ; )  ranges in the space 

I Y 

U, = u E L2(I 'N) : E L2( r ; ) ,  ulra = C u e Q e ,  ue E R, e = 1 , v  . 
e= 1 -1 

(4.3.26) 

Obviously, V, c V = H h ( f l )  and U, c U = L 2 ( r N )  are closed subspaces that 
inherit the scalar products and norms from H h ( f l )  and L 2 ( r N ) ,  respectively. 

Let R, : U + U, denote a linear and bounded "restriction" operator. We 
define the semidiscrete control constraints 

and we assume that 
Uad C Uad (4.3.28) 

is a closed and convex set. 

Now observe that the matrix 2 is positive definite, since the set {Qe)e,i;; is 

linearly independent. I t  then follows that the discretized cost functional (4.3.24) 
is continuous, strictly convex, and coercive, and therefore the discretized con- 
trol problem (4.3.21)-(4.3.24), (4.3.27) has a uniquely determined optimal pair 
[y:, u:]. Using the standard variation technique as demonstrated in Chapter 3, 
we can derive the characterization of [y:, uz], given in form of the first-order 
optimality conditions: 

Theorem 4.3.1 Necessary and suf ic ient  optimality conditions for [y:, u:] are 
given by (4.5.21)-(4.3.23), by the adjoint system (l = 1,) 

and by the max imum principle 

The proof follows the lines of Section 4.2 above and is omitted. The subdif- 
ferential of IU;d has to be computed in U,, and the left-hand side in (4.3.32) 
is in fact the semidiscretization of the dual operator B* appearing in (4.3.11). 
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Let us briefly indicate how error estimates can be established in this prob- 
lem. We give a sketch of the argument, which again closely parallels that from 
Section 4.2. We define 

Then, clearly, 

We define the interpolating semidiscrete variables re and q k ,  which satisfy 
the system (4.3.21)-(4.3.23), respectively (4.3.29)-(4.3.31), but with different 
inputs: 

for k = 1, , and 

for e = 1,. In (4.3.38), the scalars {4;)e=i;; are chosen to provide some 
interpolation of u*Ir$. Namely, if E > 0 is given, we require that 

The validity of (4.3.42) for sufficiently large v E N is ensured by the assumed 
regularity property u* E H1(rN),  provided that the basis {Qe)e=T;; is appro- 
priately chosen. 
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The following inequalities may be obtained: 

( 1  P )  k= l  e= i , ,  -1 - [ I  e k= l  
e= i , ,  I ,  

by the properties of the matrix A in (4.3.17), as well as 

for some constant c > 0 depending neither on E > 0 nor on v E N, and 
{ s , ) , ~ ~  is bounded. 

Combining (4.3.42)-(4.3.44) and (4.3.35)-(4.3.41), and arguing along the 
same lines as in the previous section, we can prove the desired error estimate 
(the details of the argument are omitted): 

Theorem 4.3.2 Let (4.3.42) be satisfied. Then there is some constant c > 0, 
which is independent of both E > 0 and v E N ,  such that 

lu: - u * / L z ( ~ ~ )  I 6 ' ~  + C I P - ~ ~ I H ~ ( R ~  

Remark. In Tiba and Xanthis [1994], more general problems have been ex- 
amined along these lines. 

4.4 Optimal Control Problems Governed by 
Elliptic Variational Inequalities 

This section deals with the convergence of approximations for control problems 
governed by elliptic variational inequalities. In this nondifferentiable and non- 
convex setting, error estimates can be established only in some special cases, 
as we will see in the next section. Convergence results have been discussed by 
Haslinger and Neittaanmaki [1988, Chapter 101, [1996], for optimal design prob- 
lems, by Arniutu [I9821 for parabolic variational inequalities, by Tiba [1990] for 
free boundary problems, by Neittaanmaki and Tiba [1994], and others. Since 
in this situation many local or global minimum points may occur, convergence 
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of the discretized optimal solutions can be established only for suitable subse- 
quences (see Theorem 4.4.2 below). Compared to the error estimates established 
in the previous sections, this result is weaker; however, its importance lies in 
the generality of the hypotheses under which it is proved. 

To begin with, consider reflexive Banach spaces V and U; nonempty and 
convex sets Uad C U and C C V that are closed in U and V, respectively, 
and let f E V*, B E L(U, V*); and a linear operator A : V + V* be given. 
In addition, let cp : V +] - co, +m] denote a proper, convex, and lower semi- 
continuous mapping such that 0 € dom(cp). The variational inequality under 
study is 

where we suppose that the bilinear form a : V x V + R associated with A, 

is symmetric, continuous, and coercive; that is, there exist M > 0 and y > 0 
such that 

The variational form of (4.4.1) is to find some y E V such that 

Under the above assumptions, A has a bounded inverse A-' : V* + V, and 
the operator A + dcp is by Theorem A1.10 in Appendix 1 maximal monotone in 
V x V*. Then Theorem A2.4 in Appendix 2 yields that (4.4.1) (or equivalently, 
(4.4.3)) has for every u E U a solution y E V, which by the strict monotonicity 
of A is unique. We set y = y(u) for u E U. 

Now let a proper, convex, and lower semicontinuous cost functional J : V x 
U -+ R be given. We then consider the optimal control problem 

(P) Min { ~ ( y , u ) }  subject to (4.4.1) (or (4.4.3)) , y E C and u E Uad. 

By virtue of the general existence results established in Section 2.1 of Chapter 
2, the existence of at least one optimal pair for (P) follows under the assumption 
that the admissible set 

is nonempty, provided that J is coercive in the sense of (2.1.6) or that Uad is 
bounded in U. 
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4.4.1 The Ritz-Galerkin Approximation 

Let us for the following suppose that the constraints set Uad is a compact 
subset of U, and let h > 0 be the discretization parameter (see Section 4.1). 
We assume that for any h > 0 there are given: 

- a finite-dimensional subspace Vh of V with associated inner product 
(., .)h, and a finite-dimensional subspace Uh of U; 

- nonempty and convex sets Ch and U,d that are closed subsets of Vh and 
Uad, respectively; 

- a bilinear form ah : Vh x Vh -+ R; 

- proper, convex, and lower semicontinuous mappings cph : Vh -+] - m ,  +m]  
with 0 E dOm(cph), and Jh : Vh X Uh + R. 

We then can introduce the approximate variational inequality corresponding to 
(4.4.3), namely, to find yh E Vh such that 

We also define the discrete set of admissible controls, 

Xh = {uh E uld : (4.4.4) has a solution yh E ch}, 

and we suppose that Xh # 0 for every h > 0. We state the approximate 
control problem 

(Ph) Min {Jh(%, uh) : uh t ~ h }  subject to (4.4.4), yh E Ch, and uh t (Ifd. 

Again, it follows from the general existence results established in Section 2.1 of 
Chapter 2 that (Ph) admits at least one optimal pair [yi, u:] if Jh is coercive 
in the sense of (2.1.6) or U!d is bounded in Uh. 

We impose the following general hypotheses for our approximation scheme 
(where in (H3)-(H6) we always assume that yh, vh E Vhr h > 0): 

(HI) The family { u ~ ) ~ > ~  is un i f o rm coercive on {Vh)h>~; that is, there 
is some a > 0 such that (compare 54.1.2) 

ah(vh,~h) > ff 1 ~ h / $  V V ~  E Vh, Vh > 0. 
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(H2) The family {ah)h>o is uniformly bounded on {Vh)h>~,  that is, there 
is some 4 > 0 such that 

(H3) If yh -+ y weakly in v and vh -+ v strongly in V ,  then ah(&, vh) -+ 

a(y7 v ) .  

(H4) If yh -+ y weakly in V ,  then liminfh,~ ah(yh, yh) > a(y ,  y). 

(H5) If vh + v strongly in V ,  then ph(vh) + p(v) .  

(H6) If vh -+ v weakly in V ,  then liminfh,o ph(vh) > p(v) .  

(Hi') The family {ph)h>O is uniformly bounded from below by an affine 
function, that is, there exist X E V *  and p E R such that 

(H8) There is some > 0 with j ( f h ,  ~ ~ ) ~ j  5 jvhlV V vh E Vh, V h > 0. 

(H9) If v h + v  weaklyin V, then ( f h , ' ~ h ) ~ - + ( f , v ) ~ * ~ ~ .  

(H10) If uh E U,d for every h > 0 and IuhIU 5 p for some p > 0,  
then there is some c2 > 0 such that 

(H11) If (vh,  uh)  E Vh x Uh, h > 0,  and if uh + u strongly in U and 
vh -+ v weakly in V ,  then (Bhuh,  vh)h -+ ( B u ,  v )v*xv .  

(H12) For any v E V there are vh 6 Vh,  h > 0,  with vh -+ v strongly in V 

These hypotheses seem only at first glance to be restrictive and difficult to 
satisfy. We will see below in a typical example that this is in fact not the case. 
We also notice that under the above assumptions Theorem A2.4 in Appendix 2 
guarantees that the discrete variational inequality (4.4.4) has for any uh E Uh 
a unique solution yh = yh(uh) E Vh. We have the following convergence result 
for the state equation. 

Theorem 4.4.1 Suppose that the general assumptions of this paragraph and 
the hypotheses (HI)-(Hl2) are fulfilled. If uh E Uh for any h > 0,  and zf 
uh + u strongly in U, then yh(uh) + y(u)  strongly in V .  

Proof. Since {uh)h>O converges, there is some p > 0 such that 1uhIU 5 p 
for all h > 0. Inserting vh = 0 in (4.4.4), and invoking ( H I ) ,  (H7), (H8), and 
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(HlO), we conclude that 

Observe that cph(0) < + m  since 0 E dom(ph), and, similarly, ( ~ ( 0 )  < +m.  
Hence, (H5) implies that {ph(0))h>O is bounded, whence the boundedness of 
{ I Y ~ ( u ~ ) ~ ~ ) ~ > ~  follows. Consequently, there is a sequence h, \ 0 such that 
yh, (uh,) + jj weakly in V. 

Now let v E V be arbitrarily chosen. Thanks to (H12), there exist vh, E Vhn, 
n E N, such that vhn -+ v strongly in V. We insert this vhn in (4.4.4) for 
h = h,, n E N. Passing to the limit as n -+ m ,  and invoking the hypotheses 
(H3), (H5), (H6), (H9), and (H l l ) ,  we can infer that 

Since v E V was arbitrary, we conclude that jj = y(u), and the uniqueness of 
the limit entails that generally yh(uh) -+ y(u) weakly in V for h \ 0, and not 
only for the sequence selected above. 

It remains to show that the convergence is in fact strong. To this end, we 
apply (H12) and choose zh E Vh, h > 0, such that I z ~  - y ( u ) I ~  + 0. Then, 
obviously, 

yh(uh) - zh -+ 0 weakly in V. 

Using (H l )  and (4.4.4), we find that 

Passing to the limit as h \ 0, invoking the general hypotheses, we then obtain 
that 

lim l~h(uh) - zhlV = 01 
h-+O 

and the assertion follows from /zh - y(u)lv t 0. 0 

To prove convergence of the approximating discrete optimal control problems, 
we need to impose further conditions that guarantee the consistency of the 
approximation of the cost functional and of the state and control constraints: 

(Ul) The family {U,h,)h>o is compact in the following sense: whenever 
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uh E U,hd, h > 0 ,  are given, then there exists a sequence h ,  \ 0 such 
that  uh, + u E Uad strongly i n  U .  

(U2)  I f  yh -+ y strongly in  V and yh E Ch for every h > 0, then y E C .  

(U3)  For any u E X there are uh E X h ,  h > 0 ,  such that uh + u strongly 
i n  U .  

(U4)  I f  [ ~ h ,  ~ h ]  E Vh x Uh, h > 0 ,  and [yh, uh] + [ y ,  U ]  strongly i n  v x U ,  
then J h ( ~ h ,  ~ h )  -+ J ( Y ,  u). 

Theorem 4.4.2 Suppose that the general assumptions of this section are satis- 
fied, and suppose that (HI)-(H12) and (U1)-(U4) hold true. Let [y:, u i ]  be an 
optimal pair for the problem (Ph)  for any h > 0 .  Then there exist a sequence 
h,  \ 0 and some [y*, u*] E C x Uad such that [ y in ,  u;,] + [y*,  u*] strongly i n  
V x U ,  and [y*,u*]  is an optimal pair for the problem (P) .  

Proof. Thanks t o  ( U l ) ,  there is a sequence h, \ 0 such that  u;, + u* E Uad 
strongly i n  U .  Then ,  b y  Theorem 4.4.1, yi, + y* = y(u*) strongly in  V .  B y  
(U2) ,  y* E C ,  and thus u* E X .  

Now let u E X be arbitrary. Owing t o  (U3) ,  there exist uh E X h ,  h > 0 ,  wi th 
juh - uIU + 0. Invoking Theorem 4.4.1 once more, we see that  yh(uh) + y ( u )  
strongly i n  V .  T h e  optimality o f  [y;,, u;,] for (Ph,) yields that  

whence, invoking (U4) ,  
J (Y* ,  u* )  < J(Y( 'zL) ,  21). 

Since u E X is arbitrary, the pair [y*,  u*] is optimal for ( P )  

Remark. In the proofs o f  Theorems 4.4.1 and 4.4.2 the uniformity o f  the 
continuity o f  {ah)h>o expressed b y  hypothesis (H2)  has not been used. Indeed, 
we have just applied the continuity o f  each individual ah in  order t o  guarantee 
the solvability o f  (4.4.4). However, (H2)  will be  needed below. 

In the sequel, we consider a somewhat different functional-analytic framework 
and a more explicit setting o f  the approximation. T o  this end, let H be a 
Hilbert space that  is endowed with the inner product (. , . )H and identified 
with its dual, and let V be  a reflexive Banach space satisfying V c H c V* ,  
where the embedding V c H is dense, continuous, and compact. In particular, 
there is some constant co > 0 such that 

W e  assume that  U is a Hilbert space and that  B E L(U,  H ) .  T h e  other 
hypotheses concerning A and f are the same as above, and we assume that  



p = Ic, so that (4.4.1) takes the form 

Ay + dIc(y) 3 Bu + f .  
Then (P) becomes a control problem without state constraints, 
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(4.4.6) 

(PI Min { ~ ( y , u ) }  subject to (4.4.6)and to u t Liar. 

The existence of a t  least one optimal pair [y*, u*] E C x Uad for problem (P) is 
assumed and can be inferred by the techniques of Section 2.1 in Chapter 2. 

The Ritz-Galerkin approximation is the same as above. Moreover, we assume 
that the inner product (. , .)h in Vh is just the inner product (. , .)H of H.  We 
also introduce the operator Ah : Vh -+ Vh given by 

With these specifications, the approximate form of (4.4.6) reads 

and the problem (Ph) attains the form 

(Ph) Min { ~ ~ ( y ~ , u h ) }  subject to (4.4.8) and to uh E U2d, 

The hypotheses (H5)-(H7) are removed, and we replace (H10) by the hypothesis 

(H10)' The family of operators {Bh}h>O is uniformly bounded with respect 
to {L(Uh, H))h>O; that is, there is some c2 > 0 such that 

Assume now that some linear and continuous restriction (interpolation or 
projection) operators rh : H -+ Vh and s h  : U -t Uh are given. Then (H12) 
may be naturally replaced by the hypothesis 

(H12)' rhv -+ v strongly in V for every v E V. 

In addition, we assume 

(Sl) The family of operators {rh)h>O is uniformly bounded in L(H, V). 

Remark. The natural way to define Bh is to put Bh = r h B ,  that is, Bhuh = 
rh(Buh),  and (H10)' is satisfied if (Sl) holds. 
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It is natural t o  postulate similar assumptions for { s ~ ) ~ > ~ :  

(S2) shu --i\ u strongly in U for every u E U ,  and the family o f  
operators { sh )h>~  is uniformly bounded in L(U, U ) .  

Next, we discuss the properties o f  Ch and Utd. For this purpose, we recall 
the definition o f  the convergence o f  sets in the sense o f  Mosco (Mosco [1971, 
p. 5951). Consider the notation 

s - l im in f  Ch = { v  E V : 3 vh E Ch,  'd h > 0 ,  such that vh + v 

strongly in  V ) ,  

w - l im sup Ch = { v  E V : 3 h, \ 0 and vhn E Ch,, 'd n E N ,  such that 

uh, --i\ v weakly in V ) .  

Definition 4.4.3 W e  say that limh,o Ch = C in the sense of Mosco i f  

w - l im sup Ch c C c s - l im in f  Ch. 

W e  now define the family o f  sets 

Ch = r h (C ) ,  u,hd = sh(Uad), for h > 0. (4.4.9) 

Proposition 4.4.4 The following statements are true: 

( i )  If (H12)' and ( S l )  are ful&lled, and if Ch c C for all h > 0, then 
limh,o Ch = C in the sense of Mosco. 

( i i )  If (S2) is true, and if Utd c Uad for all h > 0,  then limh,o Utd = Uad 
i n  the sense of Mosco. 

Proof. W e  show only ( i ) ;  the proof o f  (i i) is similar. To begin with, let v E C .  
W e  put vh = rhv for any h > 0.  By  (4.4.9), then vh E Ch,  h > 0 ,  and (H12)' 
implies that vh + v strongly in V ,  that is, v E s- l iminfCh.  Since u E C is 
arbitrary, we have shown that C c s - l im inf Ch.  

To  show the other inclusion in Definition 4.4.3, let v E w -  l imsupCh be 
arbitrary. Then there are h, \ 0 and uh, E Ch,, n E N ,  such that vh, + v 
weakly in V .  Since Chn C C for any n E N ,  it follows that { v ~ , ) ~ ~ ~  C C ,  
which is weakly closed in V .  Hence, we can infer that v E C ,  which concludes 
the proof o f  the assertion. 0 
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In the following, we will derive another convergence result resembling Theo- 
rem 4.4.2 without using the hypotheses (U1)-(U3), which are replaced by the 
following assumptions: 

(S3) There are constants 61 > 0, 62 > 0 ,  and 63 E R such that 

J(y,u) > 6 1 1 ~ 1 $ - & / ~ I ~ $ . ~ 3  Y u E U ,  Y Y E H .  (4.4.10) 

(S3h) There are constants & > 0, 62 > 0, and J3 E R such that 

Jh(~h,  > 61 I % / $  - 82 l y h l ~  + 63 Yuh E Uh, Y yh E Vh (4.4.10)' 

Remark. If (S3) is fulfilled, one can simply take Jh = JIVhXUh in order to 
satisfy (S3h). 

Another possibility is to assume: 

(S3)' The function u t+ J(y ,  u) is coercive uniformly in y E V. 

(S3h)' For every h > 0 the function uh H Jh(yh, uh) is coercive uniformly 
in yh E Vh. 

The proof of the result similar to Theorem 4.4.2 is performed in several steps. 

Step 1: We first examine the convergence properties of the sequences { u ~ ) ~ > ~  
and {y;)h>~ if [yz, u i ]  is an optimal pair for the problem (Ph), h > 0. 

Let us denote by Ci > 0, i E N, constants not depending on h > 0. From 
(4.4.8) we infer, invoking (HI), (H2), (H8), and (HIO)', that for every vh E Ch, 

Now choose vh = rhvo with some fixed vo E V. Then, using (Sl),  we obtain 
for every E > 0 the estimate 

Choosing 0 < E < 2/(C1 + Cz), we obtain that 

I Y ~ $  5 c3 + c4 I a T .  (4.4.11) 
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Since [yi, ui ]  is an optimal pair for (Ph), we have 

Jh(yir u:) I Jh(yh(uh), uh) V U ~  E U,hd. 

Suppose now first that hypothesis (S3h) holds. Fixing uh 
(4.4.12), and invoking (U4) and Theorem 4.4.1, we get 

Jh (I/; u;) I c.5. 

Next, we use (4.4.10)' and (4.4.5) to obtain that 

81 I u i I a  8 2  I Y ; ~ H  + 1831 + J(&, u;) 

I coJz I Y ; I v  + 1831 + (75. 

From (4.4.11) and (4.4.13) we then can infer that {yi)h>O is bounded in V 
and, in view of (4.4.5), also in H. Thus, by (4.4.13), { u ; ) ~ , ~  is bounded in U. 

Next, assume that hypothesis (S3h)' is fulfilled instead of (S3h). Fixing uh in 
(4.4.12), we can infer directly from (S3h)' that {juilu}h>O is bounded. There- 
fore, thanks to (4.4.11), is bounded in V and, invoking (4.4.5)) also 
in H. 

In any of the cases considered above, there exists a sequence h, \ 0 such 
that 

ui, + U* weakly in U, (4.4.14) 

y;, + y* weakly in V and strongly in H. (4.4.15) 

Step 2: We show that [y*, u*] satisfies the variational inequality (4.4.6). To 
this end, recall that for every vh, E Chn, 

We take vh, = rhnv with arbitrarily fixed v E C to obtain that 

To pass to the limit as n + co in this inequality, we invoke (H3) and (H4) to 
handle the terms involving ah,. For the terms involving fhn a weaker hypoth- 
esis than (H9) suffices, namely 

(H9)' If vh -+ v strongly in V, then (fh, v ~ ) ~  -+ ( f ,  V ) V * ~ V .  
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On the other hand, we need to replace (H l l )  by a stronger hypothesis, namely 

(H11)' If uh + u weakly in U and vh + v strongly in V, then (Bhuh, v ~ ) ~  -+ 
(Bu, v)v*xv. 

Remark. If U = H, and if B is a self-adjoint operator, then the passage to 
the limit can be achieved assuming (H11). 

Now under the above assumptions, the passage to the limit as n + co yields 
that 

a(y*, v - y*) > (Bu* + f ,  v - y* )v . ,~  Vv E C, 

that is, [y*, u*] satisfies (4.4.6). 

Step 3: Next, we show that [y*, u*] is optimal for (P). For this purpose, 
recall that [y:, ui ]  is optimal for (Ph),  SO that 

whenever [y, a] is an optimal pair of (P). We now impose the additional hy- 
pothesis 

(U4)' If uh -+ u weakly in U and yh + y strongly in H, then 

liminfh,~ J h ( ~ h ,  uh) > J(Y, u). 

Invoking (Sl),  (S2), (U4), and (U4)', and observing that the convergence of 
the right-hand side of (4.4.17) can be shown just as in the proof of Theorem 
4.4.1, we may pass to the limit as h, \ 0 in (4.4.17) to find that 

Since [y, a] is optimal for (P), and [y*, u*] is admissible for (P) (cf. Step 2), we 
conclude that [y*, u*] is an optimal pair for (P). 

Step 4: We finally show that y:= -+ y* strongly in V, where {hn),,N is 
the sequence satisfying (4.4.14), (4.4.15). Using (HI), we have, for any vh E Vhr 
h > 0, 

Now, owing to (4.4.8), 
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whence, taking vh = rhy*,  

Recall the convergence relations (4.4.14) and(4.4.15), and that rhy* -+ y* 
strongly in V (and H )  by (H12)'. Invoking (H3), (HS)', and (Hl l) ' ,  we may 
pass to the limit as hn \ 0 in (4.4.18) to find that 

lim 1 yin - rh, y* I V  = 0. 
n+cc 

But then 

Summarizing, we have demonstrated the following convergence result: 

Theorem 4.4.5 I n  the new functional-analytic framework, let the following hy- 
potheses be satisfied: cp = Ic, (4.4.9)1 (H1)-(H4), (H8), (Hg)', (Hl l ) ' ,  (Hlz)', 
(S1)-(S3)1 (S3h) (or (S3h)'), (U4) and (U4)'. I n  addition, suppose that [ y i ,  u i ]  
is an optimal pair for the problem (Ph), h > 0. Then there exist a sequence 
h, \ 0 and an optimal pair [y*,  u*] for problem (P) such that ufrn -+ u* wealcly 
i n  U and yAn -+ y* strongly in  V and i n  H .  

Let us now discuss the various hypotheses made in this section, which have 
been stated in an abstract framework, from the viewpoint of a typical example. 
For this purpose, we consider the case that H = L2(C2) and V = HA(C2). 
The problem given in Example 4.1.9, and also in Example 4.2.5 (cf. (4.2.40), 
(4.2.41)), leads to the bilinear form 

In this case the hypotheses (H1)-(H4) are satisfied if we make the natural 
choice ah = alvhxvh. Likewise, (H5)-(H7) hold with the choice cph = cplv, The 
hypotheses (H8) and (H9)' can be fulfilled by using an appropriate numerical 
integration formula if we set, for f E L2(C2), 

Moreover, (HIO) follows from (Sl). The assumptions (H11) or (H11)' are more 
delicate, depending on the actual operator B (for instance, B = id is a good 
choice). (H12)' is natural for the finite element method. Finally, (U4) and (U4)' 
can be satisfied by the choice Jh = JIVhXUh. 
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Remark. Additional approximation results for the control of (elliptic) varia- 
tional inequalities can be found in the works of Davideanu [1989], and French 
and King [1991]. If convexity properties are valid, also error estimates may be 
obtained, as will be demonstrated in the next paragraph. In the works of Casas 
and Mateos [2002b], and of Casas [2002], error estimates for the discretization 
of constrained nonconvex elliptic optimal control problems have been derived. 
These results have to be understood in the sense that local optimal controls 
with a certain regularity have an attractor-type property: for any such mini- 
mum ;li there is some neighborhood within which the discretized optimization 
problems associated with the discretization parameters h > 0 have solutions 
ah such that ;lib -+ 'CL as h \ 0. The error estimates provide the order of 
this convergence with respect to h > 0. The case under study corresponds 
to semilinear elliptic state equations, and the approach is essentially based on 
second-order sufficient optimality conditions. For a posteriori estimates in some 
control problems, we refer to Liu and Yan [2002], [2003]. 

4.5 Error Estimates in the Discretization of 
Control Problems with Nonlinear State 
Equation 

In this section, we show that the results from Section 4.4 may be improved to 
obtain error estimates in some cases when the optimization problem is convex 
although the state system is nonlinear. The estimates are of the same type as 
those established above in Section 4.2. 

In order to demonstrate that such convexity properties occur quite frequently 
in nonlinear problems, we first introduce several examples, including variational 
inequalities (with unilateral conditions in the domain or on the boundary), 
semilinear equations, control into coefficients problems, and higher-order elliptic 
systems. 

Example 4.5.1 The classical formulation of the Signorini problem (cf. Example 
1.2.5 in Chapter 1) reads 

Here, fl C Rd is a bounded and smooth domain, a;j, a0 E Lm(fl), and f E 
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L2(R) are given. With 

the problem (4.5. I ) ,  (4.5.2) admits a weak formulation as a variational inequal- 
ity: Find y E C such that 

The existence of a unique weak solution y E C of (4.5.3) follows from the 
Lions-Stampacchia theorem (cf. Theorem A2.3 in Appendix 2), provided that 
ao(x) a1 > 0 for a.e. x E R and that there is some a 2  > 0 such that 

Now let f l ,  f2 E L'(R) be given, and f~ = Xfl + (1 - A) f2, for X E [0,1]. 
We denote by yl , y2, y~ E C the corresponding solutions to (4.5.3). Since C 
is a convex cone, (4.5.3) is equivalent to 

Multiplying the relations (4.5.5) corresponding to fl and f 2  by X and (1 -A), 
respectively, and adding, we obtain that 

Now insert 

v = YA - [YA - XYI - (1 - X)YZ]+ = min { y ~ ,  Xy1 + (1 - X)y2) E C 

in the inequality (4.5.3) corresponding to the datum f x ,  and set 

Z = [YA - XY l  - (1 - X)y2]+ E C. 
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We then have 

(4.5.7) 
In fact, owing to (4.5.5) and since z E C,  even equality holds in (4.5.7). There- 
fore, inserting v = z in (4.5.6), and subtracting (4.5.7) from the resulting 
inequality, we find that 

~ [ A Y I  + (1 - A)yz - yx] dz 
dz j  - d x + L a o  axi [AYI + (1 - A)y2 - yx] zdx  2 0, 

whence, by the definition of z, it follows that z = 0 a.e. in R, and consequently, 

yx(x) I Ay~(x) + (1 - A) yz(x), for a.e. x E R. (4.5.9) 

In conclusion, the nonlinear operator T : L2(R) + H1(R), f ++ Tf = y, is 
convex with respect to the a.e. ordering in R. By virtue of Theorem A2.4 in 
Appendix 2, T is also Lipschitz continuous. 

It is possible to analyze the obstacle problem with unilateral conditions in 
the domain (compare (1.2.36) in Chapter 1) in a similar manner. In this case, 
we have to find some y t (?' = {z t H,'(R) : z > 0 a.e. in R} such that 

Remark. Such convexity properties were first noticed by $ions [I9721 and 
further studied by Lemaire [1985]. The optimization problems discussed in this 
section may be viewed as special cases of $3.3.1 in Chapter 3. However, the 
convexity properties may not be valid in that abstract case. For instance, in 
$3.3.1 the existence of an ordering relation is not assumed; moreover, the cost 
functional in Example 3.3.2 in Chapter 3 is not necessarily increasing (compare 
below the assumption on 0 occurring in (4.5.21)). 

Example 4.5.2 Consider now the semilinear elliptic boundary value problem 

where R c Rd is a bounded domain. We assume that j : R + R is increasing 
and concave. Then (cf. Barbu and Precupanu [1986, Chapter 11, $11) j is 
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continuous on R and (cf. Appendix 1) defines a maximal monotone graph in 
R x R. Thus, by virtue of Theorem A2.4 in Appendix 2, the boundary value 
problem (4.5.10), (4.5.11) has for any given f E L2(W) a unique weak solution 

YE H W ) .  

Using notation similar to that in Example 4.5.1, we can write 

- A Y A + ~ ( Y A )  = f x ,  in W, (4.5.12) 

- A ( ~ Y I  + (1 - X)y2) + Xj(y1) + ( I  - X)j(y2) = fx,  in W. (4.5.13) 

Then, using the concavity of j, 

Multiplying (4.5.14) by [yA - Xyl - (1 - X)y2]+, and invoking the monotonicity 
of j, we can infer that 

which implies that the inequality (4.5.9) holds also in this case. 

As a related situation, let us now consider the fourth-order elliptic boundary 
value problem (compare 52.2.2 in Chapter 2) 

with a bounded and smooth domain Cl C R2, which models the deflection of 
a simply supported plate located at W. If h E H2(W) n Hi(R) denotes the 
solution to the elliptic boundary value problem 

then the solution of (4.5.15), (4.5.16) satisfies 

Assuming that f > 0 in W, we obtain from the maximum principle (cf. Theorem 
A2.8 in Appendix 2) that h < 0 in W. Since u represents the thickness of the 
plate, it is natural to assume that u is positive. Then the right-hand side of 
(4.5.17) is concave with respect to u .  Therefore, as in (4.5.12)-(4.5.14) (recall 
also 52.2.2 in Chapter 2), it follows that 

yx(x) I Xyl(x) + (1 - X)y2(x) for a.e. x E R, 
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where we have used the same notation as in Example 4.5.1. That is, (4.5.9) is 
again satisfied. 

This convexity property was observed by Kawohl and Lang [1997]. Results 
for equations with general semilinear terms, depending both on the solution and 
the independent variables, may be proved similarly. 

One important such case is given by systems with control into coefficients. To 
this end, suppose that R C Rd is a bounded and smooth domain. We consider 
the boundary value problem 

where the coefficients aij E C1(2) satisfy the ellipticity condition of Example 
4.5.1 above. The function cp : R x R x K -t R (where K c R is some 
nonempty and closed interval) is, together with its partial derivative cp, with 
respect to y, assumed to be continuous and to satisfy the following conditions: 

Here, c > 0 is a fixed constant, M E Ls(R), s > max 2, , and Q : R+ + 
R+ is a nondecreasing function. 

1 
By virtue of Theorem A2.9 in Appendix 2, (4.5.18) has under the conditions 

(4.5.19), (4.5.20), for any u E Lm(R) satisfying u(x) E K a.e. in R, a unique 
solution y E W2;"(R) n Hi(R). By the embedding result of Theorem A2.2(iv) 
in Appendix 2, y E C(2 ) .  

We assume that cp(x, ., .) is a convex mapping. Then it follows, arguing as 
in (4.5.12)-(4.5.14), that (4.5.9) is again valid; in this situation, yx, yl , y2 are 
the solutions to (4.5.18) associated with ux = Xul + (1 - X)uz, respectively with 
U1, u2. 

Finally, we also remark that Example 4.5.1 may be considered as a limit- 
ing case of this situation, since variational inequalities can be approximated 
by semilinear equations if the subdifferential is replaced by its Yosida-Moreau 
approximation. For instance, if P C R x R is given by 

then the Yosida-Moreau regularization ,&(r) = - P 1 ( r ) _  is increasing and 
concave as required in (4.5.10). 
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After these introductory examples, we will study in the remainder of this 
paragraph the following abstract control problem without state constraints: 

y = TBu, 

u E Uad. 

The main difference in comparison with the problem (4.2.1)-(4.2.4) studied 
above is that the operator T may be nonlinear. This renders the use of sub- 
differential calculus impossible and makes an alternative approach necessary. 

The notation and the assumptions are as in Section 4.2: V is a Hilbert 
space, not necessarily identified with its dual, and U and H are Hilbert spaces 
identified with their duals. We assume that the embeddings V C H c V* 
are continuous and compact. In addition, $ : U + R and 0 : H + R+ are 
convex and continuous mappings, Uad c U is nonempty, closed, and convex, 
and B : U + V* is a linear and bounded operator. Finally, assume that 
T : B(Uad) c V* + V is a Lipschitz continuous mapping (in applications, T 
may be defined on a larger set). 

A key assumption is the following: 

(Al) The mapping u i-+ G(u) = ~ ( T B u )  is convex on Uad. 

This is clearly true for linear T; also, Examples 4.5.1, 4.5.2 demonstrate in 
function spaces (via (4.5.9), and assuming that 0 is convex and increasing) 
that G may be convex in many other cases. We extend G by +m outside of 

We again require the boundedness and the strong monotonicity of a$ (com- 
pare (4.2.5)), which here takes the following form (recall that U is identified 
with U*): 

There is some a > 0 such that 

(WI - WZ,  UI - U Z ) ~  > 1 ~ 1 -  ~ 2 1 ;  V W ~  E a $ ( ~ ; ) ,  ~i E Ui, i = 1,2. (4.5.24) 

Hence, is coercive on U, and it follows from Theorem A1.8 in Appendix 1 
that $ satisfies the coercivity condition 
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Now suppose that finite-dimensional subspaces Vh c V ,  Uh c U are given, 
where h > 0 is some discretization parameter, and where the scalar products 
and norms in Vh and Uh coincide with those in H and U ,  respectively. 

We put Bh = BIUh and assume that a linear and bounded restriction operator 
Rr : U -t Uh is given that satisfies the following conditions (with Iu, denoting 
the identity operator on Uh) :  

Moreover, we assume that there is some p > 0 such that for 

finite-dimensional projections Th : B h ( K h )  + Vh of T can be constructed for 
h > 0 such that {ThBh)h>O is uniformly Lipschitz continuous, that is, there is 
some L > 0 such that 

For the approximation properties of {ThIh,,, we assume that 

(A31 ThBhRlu + T B u  strongly in V ' d u  E Uad. 

We also introduce the functions G h  = &(ThBh)  on Kh, for h > 0, assumed 
to be convex, and we put 4, = Blvh and $h = $ 1 ~ ~ .  

We then study the following approximation of (4.5.21)-(4.5.23): 

Observe that y ! . ~ ~  inherits the coercivity properties of $, uniformly in h > 0. 
Hence, since 0 and Oh are nonnegative, the cost functionals in (4.5.21) and 
(4.5.25) satisfy the coercivity conditions 

lim @ ( Y )  + * ( u )  
= +co, uniformly in y E H, 

lulo++m lulu 
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lim 0h (~h )  + *h(Uh) 
= +m, whenever [yh, uh] E Vh x Uh, h > 0. 

luh/L*+oo IuhIU 

The existence of (unique) optimal pairs [y*, u*] and [yi, uz] for the prob- 
lems (4.5.21)-(4.5.23) and (4.5.25)-(4.5.27), respectively, follows from Theorem 
2.1.2 in Chapter 2 and the strict convexity of the respective cost functionals. 
Obviously, we have for h > 0 the estimate 

In view of (A2) and (A3), the right-hand side is bounded. Hence, using the 
nonnegativity of Oh and the coercivity of lClh, we can infer that { ~ u ~ l U ) h > O  
is bounded. Then also {JyiIV)h>O is bounded; indeed, the uniform Lipschitz 
continuity of the family {ThBh)h>O yields, invoking (A2) and (A3) once more, 
that 

where C1 > 0 does not depend on h > 0. 

Lemma 4.5.3 There is some TO > 0 such that for any T > 70 the mapping G 
is Lipschitz continuous on S(O,T) n Uad, and the family {Gh)h>O is uniformly 
Lipschitz continuous on {S(O, ~)nKh)h>O, where S(O, T) = {u E U : julu 5 7). 

Proof. We choose TO > 0 so large that u i  E S(0, r0) for all h > 0. Suppose 
now that 7 > TO. Similarly as above, we obtain for any uh E S(0, T) n Kh that 

where the right-hand side is bounded, owing to (A2) and (A3) and since luhlu < 
T. Set 

which is a bounded subset of V. Since the embedding V c H is compact, the 
closure h c H is compact in H. 

Now recall that 0 is continuous on H and convex. Therefore, we can in- 
fer from Theorem A1.9 in Appendix 1 that 61, is Lipschitz continuous with 
a Lipschitz constant E ,  > 0. Then clearly, Qh is Lipschitz continuous on 
ThBh(S(O, 7) n Kh) with the same Lipschitz constant, for any h > 0. The 
assertion now follows from the uniform Lipschitz continuity of {ThBh)h>O on 
{Kh)h>0. 0 
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Proposition 4.5.4 Let IU; denote the indicator function of U,d. Then 

Proof. Since 0 and $ are continuous and convex, the assertion follows directly 
from combining Theorem A1.6 in Appendix 1 with the additivity rule for sub- 
differentials (cf. the remark following Theorem Al . l l ) .  In (4.5.29), we have to 
add dIUld(ui) since Gh is defined on ICh > U,d. 

Theorem 4.5.5 There is some constant c > 0, independent of h > 0, and 
for any h > 0 there is some qh E d$h(ui), such that 

Proof. We first show that Uh>O dGh(u;l) is bounded in U. To this end, choose 
ro > 0 as in Lemma 4.5.3, and let ph E dGh(ui) for some h > 0. Putting 
T = TO +p,  with the constant p > 0 introduced in the definition of ICh, we then 
have 

U; + z E S(0,T) n Kh V Z E Uh, 1.21~ = p. 

By virtue of Lemma 4.5.3, the family {Gh)h>O is uniformly Lipschitz continuous 
on { S ( ~ , T )  n Kh)h>O with some Lipschitz constant L, > 0. Hence, invoking 
the definition of the subdifferential, we have, for all z E Uh with lzju = p, 

Hence, 

and the claim is proved. 

Next, observe that by (4.5.29) there is some zh E dIu2d(~* )  such that 

Thanks to the chain rule for subdifferentials (compare Theorem A1.12 in Ap- 
pendix I ) ,  d$h(ui) = d($ o ih)(ui), where ih : Uh -+ U is the canonical 
injection. Therefore, using the boundedness of d$, we can infer that also 
Uh>O d$h(ui) is bounded in U, and thus 
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where Ci, i E N, will denote positive constants that do not depend on h > 0. 

Now notice that Proposition 4.5.4 implies that there are 

w E % ~ ( u * ) ,  qh E W h ( 4 ) ,  g E dG(u* ) ,  gh E aGh(u;),  

such that 
0 = w - q h + g - g h - z h  in U. (4.5.31) 

Next, we have, using the definition of the subdifferential and the boundedness 
of {IzhlU)h>~, 

Moreover, using (4.5.24) and the boundedness of { U E ) ~ > ~ ,  we find that for any 
W h  E a*(.;), 

(W - qh, U* - u;)U = (W - W h ,  U* - u ; ) ~  + ( ~ h  - qh, U* - 2 ~ ; ) ~  

> ff lu* - - C2 Iwh - q h l ~ .  (4.5.33) 

In addition, owing to the definition of the subdifferential, 

Summarizing, we have proved the estimate 

ff I.* - u;[$ < 2 C i  I R ~ u *  - u*Iu + C2 w h  - qhlu - G(u*)  + G(u;) 

- Gh(u;)  + G ~ ( R ; ~ * )  v w E u . (4.5.35) 

Next, recall that Bh = BIUh, so that 

Moreover, {TBu;l)h>o and { T ~ B R ~ u * ) ~ , ~  are bounded in V and hence rel- 
atively compact in H. Since dB is by Theorem A1.9 in Appendix 1 locally 
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bounded on H, we can infer that for any t E d e ( T B u i )  and th E d e ( T h B R [ u * )  
we have the inequalities 

Inserting (4.5.36), (4.5.37) in (4.5.35), we finally arrive a t  (4.5.30), and the proof 
of the assertion is complete. 0 

Remark. The constant c > 0 in (4.5.30) depends on u*. The right-hand side 
in (4.5.30) collects the contributions of the interpolation errors and of the error 
originating from the discretization of the state equation. 

Remark. Further error estimates for the discretization of control problems 
associated with variational inequalities may be found in the work of Liu and 
Tiba [2001], on which this section is based. 



Chapter 5 

Unknown Domains 

In this chapter, we will analyze in greater detail methods for the solution of 
problems involving variable or undetermined sets. Examples for this class of 
problems are shape optimization and free boundary problems. We start with 
the latter subject, which has intimate connections to the theory of variational 
inequalities and allows a smooth transition from the discussion in Section 3.3 
of Chapter 3 to the present direction of investigation. We will also demonstrate 
that there is a strong interrelation between the two types of problems studied 
in this chapter. 

5.1 Free Boundary Problems 

In Examples 1.2.5-1.2.7 in Chapter 1, we have already discussed free boundary 
value problems originating from applications in physics, namely, the problem of 
elastoplastic torsion, the electrochemical machining process, and the location of 
a plasma inside a tokamak machine. Some of these problems can be formulated 
as obstacle problems, that is, as variational inequalities with unilateral condi- 
tions either in the domain of definition or on its boundary. The corresponding 
coincidence set, where the solution "touches" the obstacle, has great physical 
relevance; it is one of the unknowns of the problem. If this is known, then 
the variational inequality reduces to a classical partial differential equation. In 
Section 2.3 of Chapter 2, optimization problems associated with such systems 
have been studied, mainly from the point of view of the existence of optimal 
configurations, while a detailed study of a constrained control problem for the 
obstacle variational inequality was carried out in 53.3.3 of Chapter 3. 

In this section, we present further examples and general methods for their 
solution. Optimization questions will also be addressed, and the connection 
to optimal design problems will be underlined. This relationship has been put 
into evidence in the works of Alt and Caffarelli [1981], ZolCsio [1990], [1994], 
Okhezin [1992], and Hoffmann and Tiba [1995]. Numerical approaches based 
on these ideas are due to Mannikko, Neittaanmaki, and Tiba [1994], Tiihonen 
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[1997], and Karkkainen and Tiihonen [1999]. 

5.1.1 The Dam Problem 

We consider a rectangular dam consisting of an isotropic homogeneous (porous) 
material, denoting by Cl =]0, a[ x 10, ,Ll[ the interior of its cross section. The 
dam separates two water reservoirs of heights ,Ll > hl > h2 > 0, and we denote 
by W its portion that is wet (saturated), due to the water flow in the porous 
medium (see Figure 1.1). Notice that on one face of the dam the height of W 
is assumed to be h l ,  while the height h3 on the other face may satisfy h3 > hz 
(which in physical reality is usually the case). The boundary S separating the 
wet (saturated) region W from the dry (unsaturated) region Cl \ W is the free 
boundary, which has to be determined. We assume that S can be represented 
as the graph of a function [ : ] O ,  a[+ R satisfying 0 < [(x) I hl for all 
x E ] O ,  a [ .  

Figure 1.1. The rectangular dam R. 

If p(x, y) denotes the unknown hydraulic pressure at the point (x, y) E Cl, 
then Darcy's law (with normalized coefficients) yields that 

and we have the boundary conditions 
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where 
112 I +, [ ( x ) )  = ( v l ( x l  tb)), ~ 2 ( ?  J ( x ) ) )  = (1 + t t 2 ( x ) ) -  ( E  ( X I ,  -1) 

is the outward unit normal to S at  ( x ,  [ ( x ) )  E S. We extend p to the whole 
domain Q by putting p(x,  y )  = 0 for ( x ,  y) E Q \ W ,  and we introduce the 
function 

F(x, Y )  = P ( X ,  Y )  + Y ( X I  Y )  E Q, 

and the so-called Baiocchi transformation of p (see Baiocchi [1972]) 

z ( x ,  y )  = lhl ( ~ ( x ,  S )  - S )  ds V ( x ,  y) E n. (5.1.6) 

Since t ( x )  5 hl in 10, a [ ,  we easily verify that 

We have the following result. 

Proposition 5.1.1 If p and [ are suficiently smooth, then 

Az = xw i n  D1(Q), 

where xw is the characteristic function of W in Q.  
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Here, we have used the divergence theorem to conclude that the second integral 
over W appearing in the above calculation vanishes; we have also used the fact 
that 5 is harmonic in W,  so that 

which concludes the proof of the assertion. 0 

Remark. It follows from the maximum principle that p > 0 in W. Notice that 
Theorem A2.8 in Appendix 2 yields p 2 0 in W for the case that p > 0 on the 
whole boundary dW. Here, we only have p > 0 on d W  \ {(x, 0) : 0 < x < a); 
however, the maximum principle is still valid under the boundary condition 
(5.1.4) on {(x, 0) : 0 < x < a ) ,  and it can even be shown that p is positive in 
W. Then also z > 0 in W,  and since z = 0 in 0 \ W, we may view z as the 
solution to the obstacle problem (in the classical formulation) 

- A z > - 1 ,  2 2 0 ,  i n n ,  -Az=-1 ,  in {z>O) ,  z = g ,  o n d o ,  
(5.1.8) 

where g can be explicitly constructed from the boundary conditions (5.1.2), 
(5.1.2)', (5.1.3), (5.1.3)', and from the above transformations. Notice that z = g 
vanishes on the set 

Now let 
V =  {v E H 1 ( n ) :  v = O  on r). 

Then the variational inequality corresponding to (5.1.8) has the form 

Vz(x, y) . V(v - z)(x, y) dxdy > - (v - z)(x, y) dxdy 'dv E K, (5.1.9) J,  
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where 
K = { u E V :  u = g  on afl, u > O  in fl). 

Since the bilinear form associated with the left-hand side of (5.1.9) is coercive 
on V, it follows from the Lions-Stampacchia theorem (cf. Theorem A2.3 in 
Appendix 2) that (5.1.9) has a unique solution z in K .  

Natori and Kawarada introduced in their classical paper [I9811 an approxi- 
mation/relaxation procedure for free boundary problems, called the integrated 
penalty method. To apply this method to (5.1.1)-(5.1.5), we assume for the mo- 
ment that W and the characteristic function xw  are known. We then define 
the "relaxed" boundary value problem 

We have denoted in (5.1.10) the unknown function by p, - y in order to make 
the connection to the previous problem easier. On the remaining part of afl, 
the function p, - y satisfies (5.1.2), (5.1.2)', (5.1.3)', and (5.1.4) in the weak 
sense. 

Proposition 5.1.2 If W is  a Lipschitz domain, then there is a sequence E, \ 
0 such that p,,, - y -+ p weakly i n  H1(W) as n + co. 

Proof. The function p, - y - p satisfies (5.1.10) in the weak sense, with Ap on 
the right-hand side and with homogeneous mixed boundary conditions. Taking 
p, - y - p  as test function in the weak formulation, and using the fact that (1 - 
xw)p vanishes a.e. in fl, we find that there is some c > 0 that is independent 
of E > 0 and satisfies 

Consequently, there are a sequence E, \ 0 and some p E H1(fl) such that 
p," - y + p weakly in H1(C2) and, by compact embedding, strongly in L2(fl) . 
Obviously, p = 0 a.e. in O \W;  the trace theorem then shows that piw satisfies 
(5.1.2), (5.1.2)', (5.1.3), and (5.1.3)'. 

Moreover, a simple distribution argument in (5.1.10) yields that Ap = 0 in 
W,  that is, p = plw, and the proof is finished. 
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Remark .  The regularity of W is necessary in order to use the Hedberg-Keldys 
stability property (compare Theorem 2.3.9 in Chapter 2). In this respect, weaker 
assumptions may be imposed that are similar to those in Chapter 2. The 
requirement that W (or the free boundary) be known a priori means that the 
overdetermined condition on S given by (5.1.5) will also be satisfied by p. In 
applications, S and W are unknown, and optimization algorithms may be 
constructed for their determination. In this way, shape optimization problems 
appear. Their connection to free boundary problems will be discussed in the 
next paragraph. 

5.1.2 Free Boundary Problems and Optimal Design 

We discuss some significant examples that demonstrate that there is a deep 
relationship (with many applications) between these two important classes of 
problems. 

Example  5.1.3 First, we consider a free boundary problem arising in cryogen- 
ics or in plasma physics (compare Natori and Kawarada [I9811 and Example 
1.2.6 in Chapter 1; a related free boundary problem was discussed by Alt and 
Caffarelli [I9811 via a shape variational principle). 

To this end, let R c R2 denote a (variable) domain in R2; we assume that 
Cl has the form of an annulus bounded by the fixed outer boundary I' and 
the moving (unknown) inner boundary y of length l(y). We then study the 
problem 

u = O  o n r ,  

u = l  o n y ,  

Here, c E R is a given constant, while the constant t E R is a priori un- 
known and has to be determined along with the solution u. If we have enough 
smoothness, and since by virtue of (5.1.14) the tangential component of Vu 
vanishes on y, we can reformulate (5.1.15) equivalently as 

We now transform the free boundary problem (5.1.12)-(5.1.15) into a shape 
optimization problem. For this purpose, we assume that the fixed outer bound- 
ary r can be represented as the graph of a (closed) curve parametrized in polar 
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coordinates as r = f'(8) with a given positive function f' defined on [0,27r]. 
We consider for a fixed "sufficiently small" R > 0 the set 

and we associate with every q E Uad the graph ~ ( q )  of the closed curve 
parametrized in polar coordinates as r = q(8). Then we may replace the free 
boundary problem (5.1.12)-(5.1.15) by the following optimization problem 

d 
Min { J  l&(c~)--1~dc~}, 

'7EUad ~ ( ' 7 )  an l (y(r l ))  

subject to 

Ay = 0 in a (q )  = {(r, 8) E R~ : q(8) < r < F(8), 0 4 8 4 2n) ,  (5.1.18) 

y = O  o n r ,  (5.1.19) 

Y = 1 on Y(rl). (5.1.20) 

Notice that in this formulation the free boundary has disappeared. Since we 
minimize directly over a prescribed class of domains, we have obtained a shape 
optimization problem; it is of the same type as problem (1.2.44), (1.2.41)', 
(1.2.42)', (1.2.45) discussed in Chapter 1. 

Let us now discuss a free boundary problem arising in the study of junction 
semiconductor devices (see Bedivan [1997]). To this end, let i2 C Rd be an 
(unknown) open set of the form 

where Q c Rd-' is a bounded Lipschitz domain and a, ,8 are Lipschitz con- 
tinuous functions in Q, such that !d is nonempty and connected. We then 
consider the free boundary problem 

Here, rl and r2 are the (a priori unknown) parts of dR given by 

r1 = 112, YI E Rd : x = P(Y)I Y E V }  1 
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and f E ~ ' ( f i ) ,  gi E ~ ' ( f i ) ,  i = 1,2,  are given functions on a prescribed 
bounded domain 6 that contains all the possible choices R = R(a,P).  Note 
that on rl, r2 overdetermined boundary conditions are imposed that should 
determine the free boundary rl U r 2 .  We remark that in semiconductor theory 
u represents the electric potential in the pn junction R, while Vu is the electric 
field in R. 

Applying the same technique as in the previous example, we formulate the 
optimal design problem 

subject to the above state equation with null Neumann conditions on d n ,  and 
with R = R(a,P)  playing the role of the minimizing parameter. A weighted 
penalization of this formulation (with weights ci > 0, i = 1,) is given by the 
quadratic cost functional 

Here, z E H1(R), and 

where the outward unit normal n to dR exists in view of the Lipschitz as- 
sumption for ri, i = 1,2, and Q. If the minimum value of this functional is 
zero, then the corresponding function z solves the free boundary problem, and 
conversely. The optimization parameters are the mappings z ,  4 and the domain 
C2 = R(a,  p)  c fi. In order to guarantee compactness, the admissible functions 
a, p are assumed to belong to a set of Lipschitz continuous functions on Q 
having a common Lipschitz constant. 

We notice that the existence of minimizers of the above minimization prob- 
lems can be obtained using the techniques presented in $2.3.1 of Chapter 2. It is 
clear that an interpretation of its solution in terms of the setting of the original 
problem is difficult if the optimal value is strictly positive. 

We finally remark that this relaxation approach has been called in the work of 
Bedivan and Fix [I9951 the complete least squares formulation. It is similar to 
the method of penalization of the state equation discussed in $3.2.2 of Chapter 3. 

Example 5.1.4 We now discuss a similar approach proposed by Okhezin [I9921 
for the solution of one-dimensional two-phase Stefan problems. Although this 
example contains time-dependent operators, we include it in our exposition in 
order to demonstrate the generality of the ideas. In its simplest form, the 
classical formulation of the problem is to find (sufficiently smooth) functions 
yl ,  y2, and u such that 
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Here, yl, y2 represent the "temperatures" in the two phases (solid and liquid, 
say), which coexist in the one-dimensional "container" [0, b], separated by an 
interface located at time t at the space point x = u(t),  0 < t < T.  The positive 
constants a i ,  Pi, i = 1,2,  are related to the physics of the problem (thermal 
conductivity, Stefan condition on the interface), and the initial temperature 
distributions pi, i = 1,2 ,  in the phases and the initial location u(0) of the 
interface are known. 

Now let v E L2(0, T )  be a "control" function. We replace the Stefan condition 
(5.1.26) and (5.1.27) by 

where v belongs to a prescribed set Uad that usually is chosen compact in 
C[O, TI. In this way, a class of "admissible free boundaries" is defined. The 
original problem may then be reformulated as the optimal shape design problem 

subject to the system (5.1.21)-(5.1.25) and (5.1.28), (5.1.29). 

We remark that here the optimal shape design problem could be stated di- 
rectly as an optimal control problem, since we considered the one-dimensional 
case. This is not possible in higher dimensions of space. 

The above relationship between free boundary problems and shape optimiza- 
tion problems is reflected in the scientific literature by the use of similar meth- 
ods. A survey along these lines may be found in the work of Hoffmann and Tiba 
[1995]. Several important techniques will be discussed below in this chapter. 
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5.1.3 Shape Optimization of Systems With Free 
Boundaries 

As demonstrated in the first paragraph of this chapter, free boundary problems 
may be reformulated as variational inequalities using the Baiocchi transforma- 
tion. The associated optimal control problems have been analyzed in detail in 
Section 3.3 of Chapter 3. 

The study of domain optimization problems entails additional difficulties. 
An existence result under weak assumptions for the geometry has already been 
established for variational inequalities of obstacle type in Corollary 2.3.19 in 
Section 2.3. We now introduce a rather general procedure in this setting that 
allows us to transform such problems into distributed control problems. Ap- 
plications to other types of equations or boundary conditions are possible (see 
55.2.3.2 below). 

To fix things, let E C E C R C R 2  be given domains of class C1>', and let 
p E C2(a )  be a given function that satisfies 

Notice that then aRna0 ,  = 0. We denote by D a variable (unknown) domain 
of class C1>l such that R, c D c R. In Dl we consider the obstacle problem 

-Ay(x) + P(y(x) - p(x)) 3 f (x) for a.e. x E Dl (5.1.31) 

y = 0 on aD,  (5.1.32) 

where f E L2(R) is prescribed and P C R x R is the maximal monotone graph 

Notice that the corresponding variational form of the obstacle problem (5.1.31)- 
(5.1.33) is given by 

where KD = {v E HA(D) : v > p a.e. in D). Thanks to the Lions-Stampac- 
chia theorem (cf. Theorem A2.3 in Appendix 2), (5.1.31)-(5.1.33) admits a 
unique solution y = y~ E KD. Since D is of class C1,', we can infer from 
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Theorem A2.9 in Appendix 2 that y~  E H2(D) ,  and since we are in the two- 
dimensional case, it follows from the embedding theorem (see Theorem ,42.2(iv) 
in Appendix 2) that y o  is continuous on D .  

We now introduce the so-called optimal packaging problem: 

(PO) Find the domain D > R, , of class C',' , having minimal area such 
that the coincidence set of (5.1.31), (5.1.32) satisfies 

The form of the state constraint (5.1.34) is nonstandard and we assume admis- 
sibility, that is, that there is some set D of class C1)' such that R, C D C R 
and ZD > E. We also recall that (5.1.31)-(5.1.33) describe in the physical 
interpretation the vertical deflection y  of an elastic membrane that is located 
over the domain D and clamped along the boundary dD,  possibly in contact 
with the rigid obstacle given by the graph of p. The membrane should cover 
("pack") the obstacle over the region E. 

We now aim to transform the shape optimization (PO) into a distributed 
control problem. For this purpose, we first extend y o  in a suitable way to n. 
To this end, assume that D c R .  We then consider on R \ f5 the controlled 
obstacle variational inequality 

-Az(x) + D(z(x) - ~ ( x ) )  3 v(x), for a.e. x E R \ D, (5.1.35) 

where v E L2(R \ f5) is regarded as a control variable. Owing to the regularity 
assumptions made for the boundaries of D and R, it follows from Theorem 
-42.9 in Appendix 2 that (5.1.35), (5.1.36) admits a unique solution 

Again, Theorem A2.2(iv) yields that zn\,,, E C(R \ D). We have the following 
result. 

Theorem 5.1.5 Under the given assumptions for the domain D, there is  some 
v E L2(R \ D )  such that  zn\~,,, given by (5.1.35), (5.1.36), satisfies 

where n and u are the normals to  d D  directed toward the interior and the 
exterior of D, respectively. 

Proof. The trace theorem (cf. Theorem A2.l(ii) in Appendix 2) implies that the 
normal derivatives occurring in (5.1.37) belong to H; ( d ~ ) ,  and there is some 
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y E H2(R \ D )  n Hi(R \ D ) ,  which is again by Theorem A2.2(iv) continuous on 
R \ D,  such that 

Next, we define the function jj by 

y(x) = max {y (x), p(x)), x E R \ D.  (5.1.38) 

Then jj E H1(R \ D) ,  by the lattice property of this space. Moreover, we 
have p(x) < 0 in ;2 \ D ,  and thus jj = 0 on d(R \ D).  We also notice that 
y(x) > p(x) for any x E dD. By the continuity of y - p, then $(t) > p(J) 
(and thus $J) = y(J)) for all J in a set N (x )  that contains x and is relatively 
open in R \ D. This implies that also 

Now observe that also y(x) > p(x) for all x E dR. Arguing by continuity 
again, we therefore can conclude that {y 5 p)  is a compact subset of R \ D 
that has a positive Hausdorff-Pompeiu distance from d(R \ D )  = dR U dD. 
Therefore, we can construct a nonnegative function q E C r ( R  \ D) such that 

Replacing y by y + q in (5.1.38), we then have jj = y and thus jj E H2(R \ - 
D) n Hi(R \ D).  Then v = -Ag E L2(R \ D )  is the desired control, since 
P(jj - p) vanishes in R \ D.  0 

Remark. Theorem 5.1.5 is an example of an exact controllability result. It 
allows one to extend the solution yo of (5.1.31), (5.1.32) to a function yD E 
H2(R) n Hi(R) n C(n )  defined on the whole set R that still satisfies the same 
boundary value problem in R, with a right-hand side that is a modification of 
f .  Indeed, we need only to put 

Such LLcontrollability" results involving elliptic equations were first established 
by Beckert [1960] and Lions [I9681 in an approximating sense. Sometimes one 
calls them geometric controllability properties, since certain boundaries or sub- 
domains play an important role (and not the "final time," as is usual in evolution 
systems). For further results along these lines, we refer to 55.2.3.2 below. 

We now consider for u E L2(R) the variational inequality 
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-Ay(.) + P(y(x) - p(x))  3 u(x) for a.e. x E 0, (5.1.39) 

y = O  ondR.  (5.1.40) 

Again, we can infer that (5.1.39), (5.1.40) has for any u E L2(R) a unique 
solution y = y (u) E H2(R) n Ht(R)  n C@). Clearly, y (u) = ya if u = f .  .Also, 
Theorem 5.1.5 guarantees that for any domain D c i5 C that is admissible 
for (PO) there is a t  least one fi E L2(R) such that GID = f I D  and y(G)jD = y ~ .  

We define for any u E L2(R) the set 

M ( u )  = {E(u) C R2 : E(u)  is a domain of class C1,l such that 

R, C E(u) c R and y (u )  = 0 on d ~ ( u ) )  

Obviously, R E M ( u ) ,  so that M ( u )  # 0. However, M ( u )  may also contain 
domains E(u)  that differ from S2. Notice also that the (unknown) domain D 
that minimizes (PO) belongs to one of the sets M ( u ) .  

We now consider for every n E N the following distributed control problem: 

subject to (5.1.39), (5.1.40), and to the constraint 

Remark. In the control problems (P,) the "optimization parameter" D of 
problem (PO) has been replaced by the distributed controls u. Notice that 

that is, the cost functional resembles the original objective that area be mini- 
mized, up to a penalty term that is intended to recover the correct right-hand 
side (namely, f )  on E(u) .  

The connection between the problems (PO) and (P,) is given by the following 
result. 
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Theorem 5.1.6 The following assertions hold: 

( i )  Let the domain D c R2 be admissible for (PO). Then there exist for every 
n E N a function u ,  E L 2 ( R )  and a corresponding domain E(u,)  E 
M ( u n )  that satisfy (5.1.39)-(5.1.42) and 

In  particular, with obvious notation, 

( i i )  Let 6 > 0 and n E N be given. If some u E L 2 ( R )  and a domain 
E ( u )  E M ( u )  are admissible and 6-suboptimal for (P,), then E ( u )  is 
suboptimal for (PO)  i n  the following sense: 

( 1  + i.) ( i n f  (PO) + 6 )  a 
I Y E ( ~ )  - ' P I H ~ E )  I I > (5.1.43) 

n 4 

with a constant i. > 0 that depends only on the domain 0. 

Proof. ( i ) :  Let D C D c R be  admissible for ( P O ) ,  and let n E N be  
given. As already noticed, there is some ii E L 2 ( n )  such that  U ~ D  = f I D  and 
y ( l ) l ~  = yo.  Then  (5.1.39)-(5.1.41) are obviously fulfilled wi th  

and we have 

I f  D is just admissible for ( P O ) ,  then an approximation argument (see Theorem 
5.2.22 and its proof) gives that  meas(D)  2 i n f (Pn)  for any n .  This  proves 
(5.1.42). 

( i i ) :  Let 6 > 0 ,  n E N ,  and u E L 2 ( R )  be given, y = y ( u ) ,  and let the domain 
E ( u )  6 M ( u )  satisfy the constraint that  { x  E E ( u )  : y ( u ) ( x )  = ( ~ ( x ) )  > E .  
B y  virtue o f  (5.1.42), 

and therefore 

in f  ( P O )  + 6 
meas(E(u)) 5 inf(Po) + 6, l" - f l $ ( ~ ( ~ ) )  I . (5.1.44) n 
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Now observe that by the definition of E(u)  the function jj = y(u) satisfies the 
variational inequality 

where KE(u) = {V E H;(E(u)) : v > cp a.e. in E(u)).  Recalling that by the 
definition of y ~ ( ~ )  in (5.1.31), (5.1.32), 

Next, we use the fact (obtained by zero extension and Poincark's inequality 
in R) that there is a constant i. > 0, which only depends on R, such that for 
all open subsets Ro of R, 

Hence, invoking Young's inequality and (5.1.46), we find that 

Since jj coincides with cp on E by definition, and since E(u)  > E, we have 

Remark. Theorem 5.1.6(ii) states that domains E(u)  that are admissible and 
6-suboptimal for (P,), with "small" S > 0, can be regarded as good approxi- 
mations for the domain D minimizing (PO): in fact, their area deviates from 
the optimal value by at most 6; while the state constraint is not "too strongly" 
violated. In the practical solution of (P,), one also penalizes the state con- 
straint (5.1.41), which gives a suboptimal solution with a weaker evaluation of 
the same type as in Theorem 5.1.6. 

Remark. Other approaches to the optimal packaging problem have been de- 
rived by Tiba [1990, Chapter III.5], and by Hoffmann, Haslinger, and Kocvara 
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[1993]. The problem was originally introduced by Benedict, Sokolowski, and 
ZolCsio [I9841 and treated there via the penalty method. 

A very similar approach was discussed in Tiba [I9921 for the optimization 
of the electrochemical machining process. Using the notation introduced in 
Example 1.2.7 of Chapter 1, we consider nonempty domains C c E c D c R 
of class C1>l, where C c E and D is variable. In D \ C (which gives the 
shape of the machine), we solve the obstacle problem 

-Ay(x) + P(y(x)) 3 f (x) for a.e. x E D \ C, (5.1.48) 

y = 0 on dC, y =  1 on dD, (5.1.49) 

where f E L2(R) is given. The variational form of (5.1.48), (5.1.49) is (where 
in comparison with the previous example we have p - 0) 

where 

The Lions-Stampacchia theorem (Theorem A2.3 in Appendix 2) yields that 
(5.1.48), (5.1.49) admits a unique solution y = yD in KD. Again, it follows from 
Theorems A2.9 and A2.2(iv) in Appendix 2 that yD E H2(D \ c) n C ( D  \ C).  

The boundaries d C  and d D  represent the electrodes, and the condition 
y = 1 on d D  signifies that some constant voltage is applied (cf. Ockendon and 
Elliott [1982]). The coincidence set 

then gives the final shape of the metal piece obtained around dC. According 
to Barbu and Friedman [1991], the following design problem is of interest: Find 
a domain D of class C1ll such that 

E C D C R ,  Z D > E \ C .  (5.1.50) 

Since y~ ought to vanish on E \ C, the least squares approach leads to the 
minimization problem (compare with (1.2.5 1) in Chapter 1) 

Min {A / yL(x) dx : E c D C R; D is of class C1.' . 
2 E\C 

} (5.1.51) 

Similarly as above, we may extend y~ to a function jjD E H2(R\C)nC(R \ C),  
where this time we request the boundary condition ijD = 1 on dDUdR. To this 
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end, we consider for u E L ~ ( R \ D )  the unique solution z = zQ,~ , ,  E H~(R\I) )  
to the obstacle problem (compare (5.1.35); (5.1.36)) 

-Az(x) + ( z ( x ) )  3 u(x) for a.e. x E R \I), (5.1.35)' 

z =  1 on d R u 8 D .  (5.1.36)' 

As in Theorem 5.1.5, we can show the existence of some u E L2(R\I)) satisfying 
(5.1.37), and then define fjD as in the remark prior to (5.1.39). 

Next, we introduce for every "control" u E L2(R\c)  the variational inequality 
(compare (5.1.39), (5.1.40)) 

-Ay(x) + p(y(x)) 3 ~ ( x )  for a.e. x E 0 \ C ,  (5.1.52) 

and denote its unique solution by y = y(u) E H2(R \ C).  Putting 

M ( u )  = { ~ ( u )  C R 2  : E(11) is a domain of class C',' such that 

E c E(n) c R and y(u) = 1 on a ~ ( u ) ) ,  

we can for any n E N approximate the problem (5.1.48)-(5.1.51) by the fol- 
lowing one (which resembles (P,)): 

subject to (5.1.52), (5.1.53), and to the state constraint 

{x E E(u) : y(u)(x) = 0) > E \ C. 

It ought to be clear that a result of the same type as Theorem 5.1.6 can be 
proved for this situation. 

Remark. -4s in the previous problem, the cost functional in (5.1.54) reflects 
the objective that the area of the domain (of the machine) be minimized, up to 
a penalty term intended to recover f as the right-hand side. 

As a final contribution to this paragraph, we now indicate that in some cases 
in which the unknown domains D have a simple structure it is even possible 
to reduce the shape optimization problems to boundary control problems. For 
a typical example, let 0 < a < b and c > 0 be fixed, 

R = (]O,b[x[O,l]) U { ( x 1 , x 2 ) E R 2 :  ( ( ~ 2 - ~ ) ~ + x : 5 ~ }  
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and let the obstacle be defined by a function cp E H2(Cl) satisfying cp < 0 in 
{ ( X I ,  2 2 )  E Cl : X I  > a ) .  We consider the variable sets 

D ( a )  = { x  = ( ~ 1 ~ x 2 )  E Cl : X I  < ~ ( x z ) ) ,  (5.1.55) 

where E C D ( a )  c Cl with a given Lipschitz domain E, and where 

a E U.a = { a  E wl,"(O,l) : o 5 a(x2) ,  ( a ( x2 ) , x2 )  E Cl ,  'dx2 E [o, 11, 

la ' (x2)  < c for a.e. x2 E (0 ,  1 ) ) .  (5.1.56) 

We then consider the obstacle problem (5.1.31)-(5.1.33) with D = D ( a )  and 
denote its unique solution by y = y ~ ( , ) .  Notice that we only have y,(,) E 
KD(,) C H; (D (a ) )  in this situation, since D ( a )  is only a Lipschitz domain by 
assumption, and not of class CIJ. Now let 

z D ( a )  = { X  E D ( a )  : YD(,) (x)  = ~ ( x ) )  

denote the coincidence set of D ( a ) .  The state constraint associated with 
(5.1.34) then reads ZD(,) > E and can be penalized by 

i n  { - cp(x ) )2dx) .  
aEUczd 

We consider the optimal shape design problem (5.1.31)-(5.1.33), (5.1.57) with 
D ( a )  given by (5.1.55), (5.1.56). The boundedness of Uad in W1,"(O, 1)  en- 
sures the existence of at least one optimal domain D(a* )  (see Example 2.3.2 in 
Chapter 2). We associate with this shape optimization problem the following 
boundary control problem in the fixed domain Cl (where we assume f = 0 ,  for 
simplicity): 

y(w)  2 0 in Ra = { ( X I ,  2 2 )  E 0 : X I  5 a ) ,  (5.1.61) 

Observe that y ~ ( , )  > 0 in D ( a )  if f = 0: indeed, this follows immediately 
from inserting z = (yD(,))+ in the variational form of (5.1.31)-(5.1.33), which 
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is given by 

V z E Hi(D(a)) ,  z > p a.e. in D(a) .  

Since this property is not necessarily satisfied by y(w) E H2(R), we have im- 
posed the constraint (5.1.61). Now, owing to (5.1.61), (5.1.62) and to the con- 
tinuity of y ( ~ ) ,  the set 

A={(xi lx2) E n \ R a  : Y(w) (x~ ,xz )=O)  

is nonempty, and we may find some a E Uad whose graph is contained in 
A. However, the regularity of a still needs to be proved (or the assumptions 
on Uad may be relaxed). If the problem (5.1.58)-(5.1.62) is approximated via 
standard finite element methods as in Chapter 4, then Lipschitz properties 
are automatically valid for the numerical approximation of a .  We say that 
the boundary control problem (5.1.58)-(5.1.62) is "embedded" in the optimal 
design problem (5.1.31)-(5.1.33), (5.1.57). 

Notice that the variational inequality structure of the state system (5.1.31)- 
(5.1.33) is helpful in the above argument. In more general problems like those 
to be discussed in the next sections, the situation is different, and comparison 
results for partial differential equations have to be employed. 

Remark. The results of this paragraph are due to Tiba, Neittaanmaki, Maki- 
nen, and Tiihonen [1990], Tiba [1992], Tiba and Neittaanmaki [1995], and Hoff- 
mann and Tiba [1995]. 

5.1.4 Controllability of the Coincidence Set 

Motivated by the control approaches mentioned above, we indicate here con- 
trollability results for the free boundary in the obstacle problem that are mainly 
due to the work of Barbu and Tiba [1991]. 

To this end, let R and D denote bounded domains of class Cm+2 in Rd 
satisfying D C R and d(R \ )) = dR u dD, where dR n d D  = 0. We denote 
by v the inward unit normal to d D  and by n the outward unit normal to d o .  
Notice that then v and n, respectively, coincide with the outward unit normal 
to the domain R \ D on d D  and dR, respectively. 

We assume generally that m > d/2, where d > 2. Then, by virtue of 
Theorem A2.2(iv) in Appendix 2, the space H"+~(R\D) is for any k E Nu{O) 
continuously and compactly embedded in ck (v). 

We define the obstacle by the function cp E Hm+2(R), and we consider for 
u E H ~ P + ( ~ R )  the problem 
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where the closed and convex set 

is nonempty if u > plan We thus can conclude that (5.1.63), (5.1.64) has for 
any such u E H ~ - ; ( ~ R )  a unique solution y = y ( u )  E K,. The controllability 
problem to be studied here is given by the following 

Find u E ~ " - i ( d R )  such that D c E,, 

where E, = { x  E R : y ( u ) ( x )  = p ( x ) )  denotes the coincidence set associated 
with (5.1.63), (5.1.64). 

In the previous paragraph a least squares approach was introduced in connec- 
tion with the above controllability problem. Here, we reformulate the problem 
as follows: 

Find u E ~ " - i ( d R )  such that y" = p on dD and yu > p in R \ D .  (5.1.65) 

- 
In this connection, y" E H m ( R  \ D) n C ( R  \ D)  denotes the unique solution to 
the linear elliptic boundary value problem 

Ay" = O  in R\D, (5.1.66) 

We notice that there exist constants ci > 0 ,  i = 1 , 2 , 3 ,  which do not depend 
on u ,  such that for all u E H " - : ( ~ R ) ,  

Proposition 5.1.7 Suppose that A p ( x )  5 O for all x E D. If the solution yU 
of (5.1.66), (5. I .  67) satisfies (5.1.65), then the function 

is the solution to (5.1.63), (5.1.64). 

Proof. By  virtue of (5.1.69), and in view of the smoothness of LID, we have 
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Green's formula yields that  for all z E K,, 

i ( , V f j . V ( j j - z ) d x  = 1 ~ y ~ ~ ~ ( y ~ - z ) d x + ~ ~ c p . ~ ( c p - z ) d x  
n\D 

ayu - AyU (yu  - z )  d x  - - ( yu  - z )  d o  - Acp ( c p  - z )  d x  = - J,\, l D  sv J, 

which proves the assertion. 0 

Remark. Proposition 5.1.7 shows that  the problem (5.1.65)-(5.1.67) and the 
original controllability problem are equivalent. Since the problem (5.1.65)- 
(5.1.67) is, owing t o  the linear structure o f  the state equations (5.1.66), (5.1.67), 
easier t o  handle, we will examine it in  the following. 

For what follows, we make the following assumption: 

W e  consider for every n E N the optimal control problem 

UEH"-Z  (an) 

subject t o  (5.1.66), (5.1.67), and t o  the state constraint 

yu ( x )  2 cp(x) in  Q \ D. 

W e  have the following result. 

Lemma 5.1.8 For any n E N ,  the problem (0,) has a unique optimal control 
u ,  E ~ ~ - i ( d R )  with the corresponding optimal state y, = yun E H m ( R  \ D) 
solving (5.1.66), (5.1.67). Moreover, there are a function p, E W 1 > q ( R  \ D), 
where 1 5 q < d / ( d  - I ) ,  and a Bore1 measure p, E C ( R  \ D)* that satisfy 
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Here, F : Hm-+ (do)  + Hpm+; (dR) denotes the canonical isomorphism of the 
Hilbert space H"-+ (dR) onto its dual. 

Remark. The relations (5.1.72)-(5.1.74) have to be interpreted in the following 
weak sense: 

Notice that by Theorem A2.l(i) in Appendix 2 the trace of p, belongs to the 

space w1-;'~(df2), which implies that (5.1.73) and (5.1.77) are meaningful. 
Moreover, since m > d / 2 ,  the space Hm(R \ D )  is continuously embedded in 
C(R \ D),  so that also (5.1.76) makes sense. 

Proof of Lemma 5.1.8. We first construct a pair that is admissible for (0,) for 
every n E N.  For this purpose, we choose some E Hm+5(df2) such that 

min a(u) > m x  p(x).  can XEQ\D 

Then it follows for 9 = y' that y E Hm+' (R \ D) and thus y E C2 (R \ D). 
The assumption that 2 2 0 on d D  (recall (5.1.70)) and Hopf's lemma (cf. 
Renardy and Rogers [1993, Lemma 4.71) imply that the minimum of y can be 
attained only on dR, so that 

m&y(x) > min ~ ( o )  > m a c p ( x ) ;  
z€Cl\D  tan XEO\D 

that is, [a, y] is an admissible pair for (On), for all n E N.  

For what follows, let n E N be fixed. We denote by Ci, i E N,  positive 
constants that do not depend on n .  We first show that (0,) has a unique 
optimal pair. Indeed, if {[uk, Y ~ ~ ] ) ~ ~ ~  is a minimizing sequence for (On), we 
can assume, without loss of generality, that 
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Using (5.1.68), we thus can infer that 

Invoking the techniques developed in Chapter 2 (selecting weakly convergent 
subsequences and using the weak lower semicontinuity of the cost functional of 
(0,)), we then can infer the existence of at least one optimal pair of (0,). Since 
the cost functional is obviously strictly convex with respect to u, the optimal 
pair, which we denote by [u,, y,], is unique. Moreover, we have the estimates 

Next, we introduce for every X > 0 the penalized problem (Qx) given by 

U E H ~ -  4 (an) 2n 

subject to (5.1.66), (5.1.67) (here, z- = - Min{z,O) 1 0 is the negative part 
of 2). 

We notice first that for any X > 0 the pair [u,, yn] is admissible for (Qx). 
Arguing along the same lines as above for (On), we easily conclude the existence 
of a unique optimal pair [uX, yA] E Hm-?(do) x Hm(S1 \ D )  that satisfies 

from which we can conclude that {ux)x>o is bounded in H m - ~ ( B R ) ,  {yx)x>o 
is bounded in Hm(R \ D ) ,  and (yx - cp)- + 0 strongly in L ~ ( R  \ D )  as X \ 0. 
Moreover, there is a sequence A, \ 0 such that uxn + 6 weakly in H"-? (dR) 
and yx,, -+ y weakly in Hm(S1 \ D).  
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Clearly, y = y% Moreover, we have y 2 cp a.e. in R \D; that is, [ii, y] is 
an admissible pair for (0,). Passage to the limit as A, \ 0 in (5.1.80), using 
the weak lower semincontinuity of norms, then shows that [i i, y] = [u,, y,]. 
The uniqueness of the limit point then entails that the weak convergences hold 
generally for X \ 0 and not only for {A,). 

Next, we derive the maximum principle for u x .  To this end, we perform 
variations around [ux, y'] of the form [ux + Sv,  y + S z ] ,  S E R, where [ v ,  z ]  E 

Hrn - ; (an )  x H m ( n  \ D) satisfy the system 

We have, for any 6 E R, 

and a straightforward calculation yields the Euler equation 

1 
0 = lD z ( o )  d o  + - ( U A ,  ~ i ) ~ , , - i  - / ( y ~ ( x )  - cp(z))- z ( x )  d z .  n (an) X n \ ~  

Now define the adjoint state px E H 2 ( R  \ D) as the unique solution to the 
boundary value problem 

- A p x  = -XP1(yx-cp) -  in R\D, (5.1.82) 

-- a'' - 1 on a ~ ,  p, = 0 on a n .  
d v  (5.1.83) 

Multiplying (5.1.82) by z ,  integrating by parts, and invoking (5.1.66)', (5.1.67)', 
and (5.1.83), we find that 
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Combining this identity with the Euler equation established above, and recalling 
that v E ~ ~ - i ( d R )  is arbitrary, we obtain the maximum principle (compare 
Example 3.2.3 and Example 3.2.4 in Chapter 3) 

Moreover, we infer from (5.1.82), (5.1.83), invoking (5.1.81) and (5.1.84), that 

Invoking the results established in BrCzis and Strauss [1973], we then can infer 
that  PA)^>^ is bounded in W1,4(52 \ B), whenever 1 < q < d/ (d  - 1). 

- Hence, there is some sequence XI, \ 0 such that p ~ ,  -+ p n- weakly in W1>q(R\ 
D) and such that -X,l(yx, - c p )  -+ /I, weakly star in C ( n \  D)*. Passing to 
the limit as XI, \ 0 in the sense of distributions in (5.1.82)-(5.1.84), we infer 
the validity of (5.1.72)-(5.1.74). 

Finally, observe that for any z E C(0  \ D)  with z > cp, 

1 
-A- (YX - 9)-  (yx - z) = -Ap1 (yx - c p )  (?JA - cp) - A-1 (yA - cp)- (cp - z) > 0, 

Thus, passage to the limit as XI, \ 0 in the above inequality, in the dual 
pairing between C(R \ D)' and C ( n  \ D), yields the validity of (5.1.75). This 
concludes the proof of the assertion. 0 

Lemma 5.1.9 There is a constant c > 0 such that 

Proof. The bound for j / ~ , l ~ ( ~ ) .  follows immediately from passage to the limit 
as XI, -+ 0 in (5.1.85), and then the bound for I P ~ I ~ , , ~ ( , , ~ )  is a consequence 
of the results established in BrCzis and Strauss [1973]. The boundedness of 
{n-'/' u,) in ~ ~ - 4  (80) follows from (5.1.78). 0 

Theorem 5.1.10 Let r C d D  be smooth, and suppose that II c R \ D is 
a domain such that drI n d D  = r and such that dII n dR # 0 is a smooth 
submanifold of dR. Then there is no subsequence {y,,) of {y,) such that 
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Proof. We argue by contradiction. Assume that there is some n such that 
(5.1.86) is valid for some subsequence {y,,). Thanks to (5.1.75), we have 

Indeed, for any compact subset K of the open set {x E 0 \ D : y,(z) > p(x)) 
and any w E Cr(C2 \ D) with supp w c K we may choose z(x) = yn(x) & 
pw(x) in (5.1.75) provided that p > 0 is sufficiently small. Then it follows 
that 

(h ~)C(cqE)xC(cqE). = 0; 

that is, p, vanishes on K, as claimed. Consequently, (5.1.72)-(5.1.74) show 
that 

% = 1 on an n aD,  pnt = o on an n an, (5.1.88) 
du  

By virtue of Lemma 5.1.9, we may without loss of generality assume that pnf -+ 
p weakly in W1,q(R \ D). Moreover, Lemma 5.1.9 implies that n;lFu,, + 0 
strongly in ~-"+;(aC2). Passing to the limit as ne + cu, in (5.1.87)-(5.1.89), 
we obtain that 

- = 1 on an n aD,  p = o on an n an, (5.1.91) 
dv 

By the local and boundary regularity of p (cf. Lions and Magenes [1968]), and 
by its analyticity in n, the Holmgren uniqueness theorem (cf. Renardy and 
Rogers [1993]) shows that p -- 0 in II, since the Cauchy data on an n 80 are 
zero. This contradicts the boundary condition on d n  n dD,  which concludes 
the proof. 0 

Remark. With the notation nn = {x E \I) : yn(x) = ~ ( x ) } ,  Theorem 
5.1.10 shows that for every subsequence ne + oo the set n,, does not 
contain domains of the type of n .  Roughly speaking, this means that the 
sets R, "asymptotically" cover dD. Combining this with Proposition 5.1.7, it 
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becomes clear that Theorem 5.1.10 gives in fact an approximate controllability 
result for the coincidence set defined in (5.1.64). 

Another property of this kind is indicated in the next theorem, where the 
above assumptions on D, 0, and cp, in particular (5.1.70), are fulfilled. 

Theorem 5.1.11 For every E > 0 there are a connected open set Q, C 0 \ D ,  
with (0\D)\Q, connected and satisfying meas((R\D)\Q,) < E , and a sequence 
(6,) C H"-~(I?O) such that the corresponding solutions 5, = y" E H ~ ( ~ \ D )  
of (5.1.66), (5.1.67) satisfy 

Proof. Since the line of argumentation closely resembles that employed above, 
we may only indicate the main ideas. First, choosing 6 > 0 sufficiently small, 
we can find a connected open set Q, c 0 \ D, with ( 0 \  D )  \ Q, connected 
and satisfying meas((0 \ D )  \ Q,) < E , and 

We introduce for any n E N the optimal control problem 

subject to (5.1.66), (5.1.67), and to the state constraint 

We also consider its penalization for X > 0: 

subject to (5.1.66), (5.1.67). 

Again, the pair [a, jj] constructed in the beginning of the proof of Lemma 
5.1.8 is admissible for (5.1.97), (5.1.98) for all n E N. We may then argue as 
there to conclude that (5.1.97), (5.1.98) and (5.1.99) have unique optimal pairs 
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[ii,,&] and [Ex, 6x1, respectively, such that f i x  + ii, weakly in ~ " - 4 ( d R )  
and yA + gn weakly in Hm(Cl \ D), as X \ 0. 

If X ,  is the characteristic function of Q, in R \ D,  then the adjoint state for 
(5.1.99) is given by 

Estimating as in (5.1.85), we find that { X e  X - l  (% - p)-}x>o is bounded in 

L 1 ( R  \ n), which then also holds for {A~x) , ,o .  Invoking the results of Brkzis 
and Strauss [1973] once more, we conclude that {@x)x,o is bounded in W1>Q(R\ 
- 
D). Passing to the limit as A, \ 0 in (5.1.100)-(5.1.102) on a suitable subse- 
quence, we can find 6, E W1,4(R \ D) and fin E C ( R  \ D)* such that 

Since the statement of Lemma 5.1.9 holds true correspondingly, we may without 
loss of generality assume that @,, + fi weakly in W1>4(R \ D) and f in  + f i in 
C ( R  \ D)' as n + oo. Passage to the limit as n + oo in (5.1.103)-(5.1.105), 
using the properties of ii, and F n ,  then leads to the conclusion that j7 and fi 
satisfy the system 

where g is the limit of ( (5 ,  - p ) )  in the weak topology of L 2 ( d D ) .  

The relations (5.1.106)-(5.1.108) are to be understood in the sense that the 
trace of fi is null on d R  and 

f i x  * c * x c  = , ( 1  * d x  - LD *(o) do 



5.1.4. Controllability of the Coincidence Set 

Clearly, we also have 

and the Holmgren uniqueness theorem implies that 3 = 0 in (R \ D) \ a. 
By choosing in (5.1.109) an arbitrary $ such that supp + is contained in 

a neighborhood of d D  as indicated in (5.1.95), we infer from (5.1.109) that 
g = 0. By taking an appropriate convex combination of 6, (and of &, defined 
by (5.1.66), (5.1.67)), we obtain that (5.1.93) is valid, and Mazur's theorem (see 
Yosida [1980]) ensures the strong convergence asserted in (5.1.94). In view of 
the definition of g, this finishes the proof of the assertion. 0 

Remark. Under appropriate hypotheses, namely if -Acp + cp > 0 in D and 
$ 2 0 on dD,  the obstacle problem for the differential operator -Ay + y with 
boundary control via Neumann conditions on dR has similar controllability 
properties for the coincidence set. We refer the reader to Barbu and Tiba 
[I9911 for further details. 

By the same technique as in Theorem 5.1.5 above, one may establish an exact 
controllability result for the coincidence set in the case of distributed controls. 
We have, if cp = 0 for simplicity, the following result. 

Theorem 5.1.12 Let D and R be given as above, and let ,L? C R x R be 
the maximal monotone graph defined in (5.1.33). Then there is some (not 
necessarily unique) u E L2(R) such that the variational inequality 

has D as coincidence set. 

Proof. We may define a mapping y E Lm(R) such that y 1 in a smooth 
neighborhood of dR that has a positive distance from a, where D, = {x E 
R : d(x, D )  < E ) ,  and satisfies y(x) = (d(x, D,))' in the remainder of R. 
Clearly, $IEE - 0 and y(x) > 0 in R \ D,. We consider the smoothing of y 
given by 

where p E C,M(B(O, 1)) is a (nonnegative) Friedrichs mollifier. We assume that 
y is extended by 1 outside 2. If E > 0 is small enough, this construction yields 
that y,(x) = 1 in a neighborhood of 8 0 ,  y,(x) - 0 in D, y,(x) > 0 in R \L), 
and y, E Cm(R). Then, we may choose ,f3(yE) 5 0 in R and u(x) = -Ay, in 
R, and (5.1.110), (5.1.111) are satisfied with the coincidence set given by L). 
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Remark. The above proof also ensures that P(y) (the unknown reaction of 
the obstacle) may be taken as zero in R. 

5.2 Direct Approaches 

In this section, we review several ideas allowing simple direct approaches to 
shape optimization problems or their reduction to various types of control prob- 
lems. While some of these procedures are rather general, others may be applied 
just to special classes of optimal design problems. The similarity with some 
of the methods considered in the previous section will be obvious. Since the 
practical solution of geometric optimization problems may prove to be a very 
difficult task, it is our aim to introduce the reader to a variety of solution tech- 
niques. In general, the successive application of several methods may be very 
helpful in obtaining efficient results in nonconvex minimization problems. As an 
important advantage, many of the methods introduced in this section are fixed 
domain methods that do not require remeshing in each step of the numerical 
solution when the finite element method is applied. 

5.2.1 An Algorithm of Cha, Gioan, and Michel 

The algorithm of CCa, Gioan, and Michel [I9731 is one of the first contributions 
to the theory of optimal shape design. We recall it here (with some modifi- 
cations), since it has a very abstract character and gives important insights 
into recent mathematical research devoted to the subject; cf. Masmoudi [1987], 
Guillaume and Idris [2002], and others (see also $5.3.2 below). 

Let A be a collection of open subsets R of some given compact set with 
nonempty interior D C Rd, and suppose that J : A + R is some cost func- 
tional. Usually, J is defined via some state function ya obtained in each 
S1 E A as the solution of a partial differential equation. 

We denote by AR = AR+ U AR- some "variation" of R, distinguishing 
between the set AR+ c D \ R, which is "added" to S1, and the set AS2- c 0, 
which is "subtracted" from R. We indicate this through the notation f l+AR E 

A, where 

We measure the order of magnitude of the variation by means of the quantity 

Notice that if R, 0 E A are arbitrary, we have 
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that is, O = R + A 0  with ARi = O \ R and A R  = R \  0. Moreover, the 
variations defined in (5.2.1) may change the topological type of R, i.e., may 
introduce additional or "fill in" existing holes. In fact, relation (5.2.1) allows 
for all admissible variations of R, i.e., satisfying R + A 0  E A. 

The abstract optimal design problem to be studied here reads as follows: 

Min { ~ ( n ) ) .  
nE"4 

For the purposes of this paragraph, we will need only the following general 
hypothesis for the cost functional: 

(Hl) For every 0 E A there exist constants En > 0 ("small"), CQ > 0 ,  
and a function GQ E Lw(D) such that for any variation A 0  of 0 with 
meas(AR) 5 En, 

J (O  + AR) = J(R) + T1(O; AR) + T2(R; AR), (5.2.3) 

where (notation) 

Tl(R; AR) = Gn(x) dx = Lo+ dx - Ln- Gn(x) dx (5.2.4) 
An 

and 
I(T2(0; AR)l 5 Cfl ( r n e a s ( ~ 0 ) ) ~ .  (5.2.5) 

The asymptotic development (5.2.3)-(5.2.5) assumed in (HI) is inspired by 
the classical results of Hadamard [1968]. In Delfour and Zolksio [2001, Chapter 
81, integral functionals satisfying (5.2.3) are studied in detail. Simple exam- 
ples satisfying (5.2.3)-(5.2.5) are obtained when J depends directly on 0, for 
instance, if J(R) = (meas(0))'. More complex situations involving partial 
differential equations will be discussed below in 35.3.2. 

Remark. Notice that the mapping A 0  ++ Tl(O; AR) is "additive" in the 
following sense: for any two disjoint variations AR1 and AR2 of R it is obvious 
that 

Tl(R; A n l  U An2) = Tl(S1; A0,) + T2(R; An2) .  

Moreover, Tl(R; A 0 )  varies continuously with respect to A 0  if the variation 
is measured in terms of meas(A0). In this sense, the above mapping plays 
the role of the "differential" of J at the "point" S1, while the mapping Go 
represents the "gradient" of J at the "point" 0 .  
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Definition 5.2.1 

(i) J has a local minimum at R E A if and only if there is some r > 0 such 
that for any variation AR with R + AR E A and meas(AR) 5 r ,  

J (R)  5 J ( R  + AR). (5.2.6) 

(ii) Let J satisfy (5.2.3). R E A is called a critical point of J if there is 
some r > 0 such that for any variation AR with R + AR E A and 
meas(AR) 5 r ,  

Tl(R; AR) 2 0. (5.2.7) 

Proposition 5.2.2 Assume that A is the set of all open subsets of D, and 
assume that hypothesis ( H I )  holds. Then R E A is a critical point for J if 
and only if 

Gn(x )>O f0ra.e. x E D \ R  and GQ(x)<O f0ra.e. x E R .  (5.2.8) 

Proof. According to (5.2.4), (5.2.7), we have for a critical point R that 

+ n d - Gn(x) dx 0, 

for any choice AR as given in Definition 5.2.1. Then (5.2.8) immediately follows 
from the Lebesgue points property. 0 

Proposition 5.2.3 If J satisfies hypothesis ( H I )  and has a local minimum at 
R E A, then R is a critical point of J .  

Proof. Relations (5.2.3) and (5.2.6) give that 

for any AR+ c D \ R, A n  c R with meas(AR) 5 r .  Then, (5.2.5) gives 

for any ARt and AR- as above that satisfy R+AR E A. Again, the Lebesgue 
point property and (5.2.9) yield that GC2 2 0 in D \ R and Gn 5 0 in R. 
Hence, by Proposition 5.2.2, R is a critical point for J .  0 

In the most interesting case, in which J depends on R via some state function 
Yn, the numerical approximation of yo is usually performed using the finite 
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element method as in Chapter 4. This requires, in particular, a division of R. 
Since R is an arbitrary open subset of D ,  we rather have to construct a partition 
7 = { w ~ ) ~ , ~  of D into the elements wi, i E I, where I = (1,. . . , N). The 
discretized unknown domains R C D are then obtained as all possible finite 
unions of elements of 7. This is just a numerical point of view, since the 
optimal domain need not be of this form in general; however, this will suffice or 
even be the case in many practical applications. 

Then indicating some particular domain R is equivalent to prescribing a set 
Ia c I of indices, 

We notice that all the discretized sets R are of CarathCodory type; that is, 
they satisfy dR = d(2 )  if D is CarathCodory. This facilitates the treatment 
of edges, faces, etc., of the elements of 7. We also assume for the sake of 
simplicity that 

meas(wi) = h > 0 'di E I .  

We remark a t  this place that the above setting shows that the original shape 
optimization problem (5.2.2) may be "approximated" by an optimization prob- 
lem over a finite set, namely over the collection of all subsets of the set of indices. 
However, this idea is usually unrealistic, since the cardinality of this finite set 
will be very large already for a coarse triangulation 7. 

Based on the previous results, it is now possible to develop an algorithm for 
the approximate solution of (5.2.2) directly on the discrete level. To this end, 
the collection of all open sets A is replaced by the family $2d of all open sets 
of the form (5.2.10). 

Definition 5.2.4 Let E > 0 be given. R E Ad is called an E-critical point of 
J if 

J,. Gn(x) dx > - E meas(wi) 'd wi c D \ R, (5.2.11) 

6, Gn (x) dx < E meas(wi) 'd wi c R. (5.2.12) 

This definition is based on the intuitive idea that the relations (5.2.11), (5.2.12) 
approximate (5.2.8) for E \ 0. 

Suppose now that some open subset R, of D corresponding to the index 
set I, c I has already been constructed for some m E N. We select two new 
index sets I2  C I \ I, and 1; c I, and define 
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as well as the associated open sets An;, AR;, which in turn define 

The selection of the sets I;, I; can be made in various ways; of course, the 
sets should be nonempty, if possible. In particular, assume that the constant 
appearing in (5.2.5) is independent of S1 E Ad; that is, Ca = C > 0. We then 
try to choose An, such that 

where 6 > 0 is some fixed number. We then get the following result. 

Theorem 5.2.5 Suppose that Ad is the family of all finite unions of the el- 
ements wi of 7, where meas(wi) = h for all i E N ,  and suppose that ( H I )  
holds with Ca = C > 0 for all S1 E Ad. Then there is some k E N,  k > 1, 
such that the above construction of the set R, satisfying (5.2.13) "3) possible 
for 0 _< m < k - 1 and such that Rk is a (1 + 6) C h-critical point for J .  

Proof. From (5.2.3), (5.2.13) we infer that for any m E N ,  

that is, J(R,+,) < J(R,) if meas(A0,) # 0. Since I is a finite set, and since 
no cycles can appear in the choices satisfying (5.2.14), there is some k E N 
such that I: = 0 = I;, or in other words, for any choice AS1 satisfying 
Rk + AR E Ad, 

TI(&, A n )  > -(1 + 6) c meas(AS1)'. 

In particular, for all wi c Clrc we must have 

while for all wi c D \ Rk, we must have 

l, GQk(x)dx > ( 1  +6)  c h 2 .  

Comparison with (5.2. l l ) ,  (5.2.12) finishes the proof of the assertion. 0 

Remark. The assumptions made for A, Ad in Proposition 5.2.2 and Theorem 
5.2.5, respectively, are not essential in the sense that similar (but weaker) results 
can be derived in more general situations (see CCa, Gioan, and Michel [1973]). 

Remark. Since meas(wi) = h for all i E I ,  relation (5.2.14) may be rewritten 
as 
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where 11; U I;I denotes the cardinal number of I: u I;. Owing to (5.2.4) and 
(5.2.13), we also have 

In the general case, when (5.2.13) is not necessarily valid and 0, has already 
been constructed, we define 

where 

+l, if i E I,, 

-1, if i $ Im. 

In each step of the algorithm, i.e., for any given nm, one can compute the 
sA, i E I, according to the above definition and order them in decreasing order, 

where ( j l ,  j2 , .  . . , j N )  is a permutation of (1,2, .  . . , N ) .  

Since s; may be computed for i E I, it is enough to identify some q E N 
and q indices {ji)i=G C I such that 

The subset {jiIi=% satisfying (5.2.16) may be nonunique or empty (in which 
case the process terminates). 

Once the choice (5.2.16) is fixed, we may take 

Relation (5.2.14)' suggests that the maximal estimated descent is achieved by 
choosing the largest possible q. 

In view of (5.2.3), the algorithm presented above is a transposition of gradient- 
type optimization algorithms (compare Appendix 1). Constraints like 
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with given subsets 6, fi of D can also be incorporated. A variant of the above 
method is obtained as follows: define 

and introduce the index set and the open set C D by putting 

- 
i E fmtl if and only if t i  5 0, Om+l = int( U q ) .  (5.2.17) 

i€I,,,+l 

This is suggested by Proposition - 5.2.2. If ~ ( 6 , + ~ )  < J(O,), then we take 
= and Om+1 = Om+1. Otherwise, a step of type (5.2.16) has to be 

performed before the iteration step (5.2.17) is tried again. Notice that the cost 
functional has to be evaluated twice in order to compare the values J(E,+~) 
and J(Om). This is not necessary in the algorithm (5.2.16) since (5.2.14)' 
automatically guarantees the descent property. 

Remark. If J(i-2) is introduced via the solution yn to some partial differential 
equation defined in 0, then the assumption G o  E Lm(D) in (5.2.4) makes nec- 
essary high regularity properties for yn and, implicitly, for O (cf. Appendix 2). 
Other approaches are then needed in order to remove this drawback or to al- 
low an analysis of the continuous case as well. We recall here the classical 
mapping method of Murat and Simon [I9761 and the speed method of Zolksio 
[1979], [1981]. More about this will be said in Section 5.3 in connection with 
the sensitivity analysis of shape optimization problems. 

5.2.2 Characteristic Functions 

One simple and important idea to avoid the difficulties related to the direct 
treatment of complicated geometric situations is to use characteristic functions. 
They provide a complete description (up to sets of measure zero) of the con- 
figurations under study, which has the advantage that a geometric setting is 
replaced by an analytic one to which the powerful methods of analysis can be 
applied. However, the inherent difficulties of the original shape optimization 
problems show up again in various ways in the functional-analytic reformula- 
tion. For instance, it is known (cf. Pironneau [1984]) that the weak-star limit in 
L" of a sequence of characteristic functions does not need to be a characteristic 
function again. In general, such a limit would be a function taking any value 
in the interval [0,1]. This situation forms the basis of a relaxation procedure 
used in optimal design theory for material distribution problems (cf. Bendsme 
[1995]) that will be discussed below in the next paragraph. On the other hand, 
if additional uniform regularity assumptions are imposed on the boundaries of 
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the unknown sets (see Chapter 2), then one can hope for convergence almost 
everywhere so that the limit is a characteristic function as well. 

In this subsection, we will investigate several techniques for the approximation 
and/or relaxation of domain optimization problems that are based on the use of 
characteristic functions and that are due to the works of Bendsge and Kikuchi 
[1988], Buttazzo and Dal Maso [1991], and Tiba et al. [1992]. This approach 
can be compared with the integrated penalty method of Kawarada and Natori 
[I9811 described above in 85.1.1. 

5.2.2.1 Structural Material Optimization 

Many papers, both in the engineering and the mathematical literature, are de- 
voted to problems entering the subject of this paragraph and to various methods 
for their solution. We will limit our exposition to only some of these approaches, 
beginning with the optimal layout of materials, which has already been ad- 
dressed in Example 1.2.7 of Chapter 1 and in 52.3.4 of Chapter 2. We adopt 
the notation introduced there. 

Let E c Rd describe a given solid body made up of two different materials 
occupying, respectively, the measurable sets R c E and E \R .  We assume that 
d E  = rl U r 2 ,  where rlnr2 = 0 and where ri, i = 1,2,  are Lipschitz boundary 
pieces. For given f E L2(E) and given positive constants a l ,  a2, bl ,  b2 we then 
consider the transmission boundary value problem (2.3.70)-(2.3.73). 

Now let (cf. (2.3.76)) 

We denote by H the maximal monotone extension of the Heaviside graph in 
R x R and introduce as admissible set UQd the set of all functions p E H&,(E) 
satisfying the conditions (2.3.79) and (2.3.80). We recall that according to 
(2.3.81), 

rneas({x E E : p(x) = 0)) = 0 Vp E UQd, (5.2.18) 

so that H(p) is a characteristic function for any p E Uad It is thus justified to 
introduce the family of measurable subsets R satisfying xo = H(pn) for some 
pa E Uad The optimal layout problem then has the form (compare (2.3.82), 
(2.3.83)) 
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where D c E is some given measurable set, zd E L2(D) is the desired (ob- 
served) state, and y, is the unique solution to the variational problem (5.2.20) 
corresponding to the choice p E Uad. 

We now introduce a first relaxation/approximation scheme related to the use 
of characteristic functions. To this end, we approximate H by its Yosida- 
Moreau approximation (Appendix 1) for E > 0, 

We then replace (5.2.20) by 

The problem (5.2.19), (5.2.22) is a relaxed version of the optimal layout problem 
(5.2.19), (5.2.20). By a variant of Theorem 2.3.21 in Chapter 2, we get the 
existence of a t  least one optimal pair [y,, p,] E H1 (E)  x Uad for (5.2.19), (5.2.22), 
where y, = Y ; ~ ,  with y; denoting the solution to (5.2.22) corresponding to 
p E Uad. 

Theorem 5.2.6 For any open set K with K c E there is  some sequence 
E, \ 0 such that 

yEn + y  weakly i n  H'(E), p,, + p strongly i n  H1(K), 

where [ y , p ]  is  a n  optimal pair for the problem (5.2.19), (5.2.20). 

Proof. Thanks to condition (2.3.80), there is some sequence E, \ 0 such that 
p,,, + p strongly in H1(K). Without loss of generality, we may assume that 
p,,, + p and Vp,,, -i\ V p  pointwise a.e. in K. 

Now choose any sequence {Kj)jEN of open sets such that 

Applying the above argument successively with incresing j to the sets Kj ,  
j E N ,  we deduce that the function p can be defined on the whole set E, 
where it turns out that p  E Hk,(E) and p,, + p and V p E n  + V p  pointwise 
a.e. in E. In particular, it then follows that p satisfies (2.3.79) and (2.3.80), 
hence belongs to Uad Notice that the function p is not necessarily uniquely 
determined, since it may depend on K and the sequence {Kj)jEN. 
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Since 1 > H,(p) > 0 a.e. in E ,  it follows from inserting w = y, = yie 
in (5.2.22) that {yE),,o is bounded in H1(E). We thus may assume without 
loss of generality that y,, --t y weakly in H1(E). Moreover, {H,(~,)),,o 
is bounded in L2(E), so that we may assume that H,,(p,,) + z weakly in 
L2(E) and thus weakly in L2(K). On the other hand, p,, + p strongly in 
L2(K). Using the demiclosedness (cf. Proposition A1.4(iv) in Appendix 1) of 
the maximal monotone operator in L2(K) induced by the Heaviside graph, we 
infer that z = H(p) a.e. in K .  Since this argument can be repeated for any 
of the sets K j ,  j E N, we even have z = H(p) a.e. in E .  Since p E Uad, it 
follows from (5.2.18) that H(p) is a characteristic function. 

Next, we show that H,,(p,,) --t H(p) pointwise a.e. in E .  Indeed, if 
p(x) > 0, then p,,(x) > i p (x )  > E, for n > Nl(x), whence, by (5.2.21), 
HEn(pEn(x)) = H(p(x)) = 1. Likewise, if p(x) < 0, then p,,(x) < 0 for 
n > N2(x), which implies that H,,(p,,(x)) = H(p(x)) = 0. By (5.2.19), 
and since p E Uadr one of these two situations occurs for a.e. x E E. 

Combining these pointwise a.e. convergence results with Lebesgue's theorem, 
we obtain that H,,(p,,) + H(p) strongly in Ls(E) for all s > 1. Since all 
the convergences derived above are valid on a common subsequence, we may 
pass to the limit as n + cm in (5.2.22) to find that y = yfi, that is, [y,p] is 
an admissible pair for the problem (5.2.19), (5.2.20). To see that it is optimal, 
observe that 

By an argument of the same type as above, one can prove that yin + y, weakly 
in H1(E), on a subsequence (which may without loss of generality be assumed 
to coincide with the subsequence constructed above), where y, solves (5.2.20) 
for p E U a d  Taking the limit as n + cc in (5.2.23), we obtain that [y,p] is 
indeed an optimal pair for the problem (5.2.19), (5.2.20). This concludes the 
proof of the assertion. 13 

Corollary 5.2.7 There is a sequence E, \ 0 such that 

y,, + y strongly in H1(E) as n + cm. (5.2.24) 

Proof. There is some constant c > 0 such that for every E > 0, 
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By virtue of Theorem 5.2.6, there is some sequence E, \ 0 such that I,'" -+ 0. 
Concerning I;", we first estimate the expression 

From Theorem 5.2.6 we know that 

Vy . V (y,, - y) -+ 0 weakly in L1 (E) .  

Moreover, the sequence (a1 HE, (p,,) + az( l  - HE" (pen))) is bounded in Lw (E)  
and strongly convergent in Ls(E) for all s > 1. Hence there is a subsequence 
of {E,), which is again indexed by n,  such that as n -+ co, 

biHE,(pE,) + az(1 - HEn(pEn))] V(yEn - y) -+ u weakly in L ' (E)~  

By Egorov's theorem, there exists for any 6 > 0 some measurable subset Ed c 
E with meas(E \ Ed) < 6 such that 

Combining this with the fact that V(yE, - y) -+ 0 weakly in L2(E)d, we see 
that u = 0 a.e. in E .  Hence, the expression in (5.2.25) approaches zero as 
n -+ co. Since the same argument applies to the remainder of the expression 
I;", we have Ifn -+ 0 as n -+ co. This concludes the proof of the assertion. 

Remark. It is possible to extend the above results to more general cost func- 
t ional~ than (5.2.20) as long as these are continuous with respect to the weak 
topology of H1(E). The results of Theorem 5.2.6 and of Corollary 5.2.7 are 
due to Liu, Neittaanmaki, and Tiba [2000], [2003]. 

Remark. By the above transformations, we have succeeded in replacing the 
unknown domains Cl by the unknown control mappings p E Uad, i.e., we have 
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reduced the shape optimization problem to a control in the coefficients prob- 
lem. The mapping HE is Lipschitzian, and in fact, additional regularity can 
be achieved for it by performing a smoothing via a Friedrichs mollifier. The 
mapping method (see Section 5.3 and Example 1.2.7 in Chapter 1) produces a 
similar reduction; however, (5.2.19), (5.2.20) obviously has several advantages: 
the control appears in an algebraic form (no derivatives of p enter the coeffi- 
cients), the topological type of the optimal fi corresponding to the optimal j? 
is "free" (for instance, fi does not need to be connected a priori), and the reg- 
ularity assumptions on p E Uad, and implicitly on the unknown domains 0, are 
rather mild. As a drawback, we mention that the applicability of this method 
is restricted. But this can be further extended, as will be demonstrated at the 
end of this paragraph. 

Now let us assume that HE is a C1-approximation of H .  Let 0, : Lw(E) -+ 
L2(E) be the (state) mapping p t+ y defined by (5.2.22). For what follows we 
assume that Uad c LM(E),  which is no restriction from the viewpoint of the 
original problem. The next result and the numerical example demonstrate the 
constructive character of the present approach. For simplicity, we assume that 
bl = b2 = a0 > 0 and we take zero Neumann boundary conditions on dE.  

Theorem 5.2.8 Suppose that HE E C1(R) for some E > 0. Then the mapping 
0, : Lm(E) + L2(E) is GGteaux differentiable, and for every v E LM(E) the 
directional derivative r = VOE(p)v at p E Lm(E) in the direction v E Lw(E) 
belongs to H1 (E) and satisjies 

where y = BE(p). 

Remark. If p satisfies the conditions (2.3.79), (2.3.80) with strict inequalities, 
and if v is sufficiently smooth, then p + Xv will still satisfy (2.3.79), (2.3.80) 
provided that /X i  > 0 is sufficiently small. This shows that it is possible 
to perform variations around certain points p and in certain directions v. In 
general, the question of directional differentiability can be studied independently 
of approximation or existence properties, and one can simply assume that Uad 
is a convex and closed subset of Lw(E). 

Taking into account that by the above method H(p) and H(p  + Xu) repre- 
sent the characteristic functions of the domains associated with p and p + Xu, 
respectively, it is clear that the domain variations constructed in this way are 
very general (see Example 5.2.9 below, and compare with Section 5.3). 
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Proof of Theorem 5 .28 .  We set yx = 0, ( p  + Xv) for X > 0.  Subtraction of the 
equations corresponding to y and yx yields, for any w E H 1 ( E ) ,  

+ [ ~ I H E ( P  + Xu) + a z ( 1 -  H E ( p  + Xu)) ]  V ( ~ A  - y )  . V w  + a. ( y x  - y )  w) dx .  

Dividing by X > 0 ,  choosing w = X - l ( y ~  - y ) ,  and using the fact that HE 
obviously has the Lipschitz constant I / & ,  we find that 

with a = min {ao, a l ,  a z )  > 0. Hence, { A p 1  ( yx  - Y ) ) ~ > ~  is bounded in H 1 ( E ) ,  
and there is a sequence An \ 0 such that X;l(yX, - y )  + r weakly in H 1 ( E )  
and, by compact embedding, strongly in L 2 ( E ) .  Dividing the above equation 
for X = An by An, and passing to the limit as n + co, we easily verify that 
(5.2.26) holds, which concludes the proof. 13 

We now define the operator T E L ( L 2 ( E ) ,  L 1 ( E ) )  by putting Tq = 1 with 

1 = (a l  - a2) HL(p) V z  . V y ,  (5.2.27) 

where z E H 1 ( E )  is the (unique) solution to the "adjoint" equation 

It turns out that the linear and continuous operator S : L m ( E )  + L 2 ( E ) ,  
S v  = VB,(p)v = r ,  is just the adjoint of T ,  which can easily be verified from the 
definition and by putting w = r in (5.2.28) and w = z in (5.2.26). It enables us 
to compute the gradient of the cost functional of the problem (5.2.19), (5.2.22) 
(which we denote by j ( p ) ,  where y, = BE(p)) .  We have 

1 
lim - ( j ( p  + Av) - ~ ( p ) )  = 2 / r ( s )  ( y  ( x )  - z d ( x ) )  d x  
X+O A D 

By choosing q = X D  ( y  - zd) in (5.2.28), (5.2.27), the computation of the 
directional derivative of j at p in the direction v is finished. 
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Example 5.2.9 We 
(5.2.19), (5.2.22) with 
f (x1,xz) = x: + 2;. 

briefly discuss the numerical treatment of the problem 
a1 = 10, a2 = a. = 1, E = D =lo, 1[ x ] O , 1 [  c R2, and 

Following Makinen, Neittaanmaki, und Tiba [1992], the Heaviside mapping is 
approximated by the mapping HE E C1(R), 

1 
1 - - exp(-PIE), if p > 0, 1 

with E = -. (5.2.30) 
if p < 0, 10 

Such an approximation was later introduced in image reconstruction problems 
by Chan and Vese [1997], [2001] and is sometimes called the Chan-Vese regu- 
larization. 

The regularized state problem (5.2.22) has been discretized by using four-node 
quadrilateral Lagrangian elements with a regular rectangular mesh. For the sake 
of simplicity, the control parameter p has been taken piecewise constant. Notice 
that then p $ H&,(E), and consequently p $ Uad in general. However, the 
relaxed problem (5.2. lg),  (5.2.22) also makes sense in this case, and meaningful 
approximations could be obtained with this simplified approach. 

Figure 2.1. Domain defining yd in Example 5.2.9. 

The discrete analogue of (5.2.22) is the linear-algebraic system 

K(P)q(P) = f ,  (5.2.31) 

where K(p) is the "stiffness" matrix (which depends on the control variable p )  
and q(p) is the vector of the nodal values of the solution, i.e., the discretization 
of the solution to (5.2.22). The approximating cost becomes 
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where qd  is the vector corresponding to z d  and M is the "mass" matrix. 

Problem (5.2.31), (5.2.32) constitutes the discrete analogue of (5.2.19), 
(5.2.22). It has been solved using the conjugate gradient algorithm E04DGF of 
the NAG subroutine library. The gradient is obtained by numerical approxima- 
tion of (5.2.26), (5.2.28), (5.2.29). 

In Figure 2.1, we have depicted a choice for 0 and for E \ a. Let us denote 
the solution to the transmission conditions problem (5.2.18) corresponding to 
the geometry of Figure 2.1 by z d .  By the formulation of the shape optimization 
problem (5.2.19), (5.2.20), it is obvious that Figure 2.1 gives a global solution 
to the problem introduced in this example, with the above choice of z d .  

In Figures 2.2 and 2.3 the obtained numerical solution has been depicted for 
a discretization with 100 and 900 elements, respectively. As initial guess of the 
algorithm, we took p - 0 in E. The numerical data are gathered in Table 2.1. 
The results are very close to the true global solution. 

Figure 2.2. Boundary of R 
using 100 elements. 

Figure 2.3. Boundary of R 
using 900 elements. 

Table 2.1. Results of Example 5.2.9. 

Number of elements 

100 
900 

It is known that in nonconvex optimization problems the initial guess may 
have a big influence on the quality of the obtained result. If we choose in this 

Initial cost 

23.1 
24.9 

Final cost 

1.41 x 
1.11 x lop3 

Iterations 

15 
23 
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example the initial p as 

with no = { ] 0 , l [  x 10, $[) u { lo, l[ x ] a ,  l[) , then the obtained numerical so- 
lution is depicted in Figure 2.4 (400 elements). Only a local minimum was 
achieved in this case by the conjugate gradient method. The cost decreased 
from 11.2 to 0.0194 in 43 iterations. However, the topology changed during the 
algorithm. 

Figure 2.4. Boundary of 0 using the second initial guess for p. 

Remark. In the works of Bendsme and Kikuchi [I9881 and Bendsge [1995], the 
material distribution method or the topology optimization method was intro- 
duced. In the case of layout problems, one simply replaces the characteristic 
functions by functions p E Lm(E) that may attain values in the entire interval 
[O, 11. For instance, the relaxed formulation of (5.2.18) reads, with the data 
from Example 5.2.9, 

Here, 1 E Lm(E) may attain values in the interval [az, all = [l, 101. The 
problem (5.2.33), (5.2.19) is a standard control in the coefficients problem with 
constraints. I t  remains nonconvex, but it is simpler than both the optimal 
layout problem (5.2.18), (5.2.20) and its approximation (5.2.20), (5.2.22). Its 
difficulty lies in the fact that the relationship between the relaxed problem 
(5.2.33), (5.2.20) and the original one is just on an intuitive level: the result 
of the optimization procedure will yield a mapping l* E Lw(E), and the set 
{x E E : 1*(x) = 10) will be contained in the searched domain, while the set 
{x E E : l*(x) = 1) will be contained in its complement. However, the set 
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where intermediate values 1 < l*(x) < 10 are attained has, in general, positive 
measure and is difficult to interpret. One idea to minimize this set is to add a 
penalty term of the form 

A (1 - 1 ) )  ( 1 )  - 10) d l  with "big" X > 0, L 
to the cost functional, when (5.2.33) is taken into account. It is also possible to 
impose an additional constraint of the form 

with some "small" E > 0 (cf. Borrvall and Petersson [2001]). 

We underline that the two material constituents in the layout problem may 
be just substance and void, and consequently, general shape optimization prob- 
lems may be discussed via variants of this approach. The possible appearance 
of composite materials with microscopic material constituents shows the con- 
nection with the homogenization theory as well. We refer the reader to the 
works of Cioranescu and Donato [1999], Zhikov, Kozlov, and Oleinik [1994], 
and Allaire [2001]. 

The above presentation shows that the topology optimization method pro- 
vides only a rough form of the optimal structure. Further refinements via the 
boundary variation technique (see Section 5.3 below) are necessary. The com- 
bination of both approaches is sometimes called the integrated topology method 
and is frequently used in shape optimization (cf. Bendsme [1995]). 

5.2.2.2 Bang-Bang Controls and Characteristic Functions 

In this paragraph, we examine a relaxation method of the above type for the 
capacity optimization problem (R) introduced in 52.3.1 of Chapter 2. In this 
case, the relaxation procedure even provides a solution to the original problem, 
which is not true in general situations. 

We briefly recall the formulation of the problem (R). To this end, let R c Rd 
denote a given bounded domain, and let A c R be a measurable subset with 
characteristic function X A .  We consider the problem 

The problem (5.2.34) has a unique minimizer u~ E H,'(R). We denote by 

the corresponding optimal value, called the energy or capacity of the set A 
with respect to the domain Cl. The shape optimization problem (R) is then 



5.2.2.2. Bang-Bang Controls and Characteristic Functions 295 

Min { E ~ ( A )  : meas(A) = v} , (5.2.35) 

where v is a prescribed "volume" in the interval [O, meas(S1)l 

The relation (5.2.34) defines the state system. If A is sufficiently regular, 
it follows that ua satisfies Laplace's equation in R \ A (compare $2.3.1 in 
Chapter 2). A penalization of (5.2.34) is obtained by 

Min {b I V U ( X ) ~  d~ + f (x)(u(x) - l)'dX} 9 

U E  Hi (Q) 

for any f E Lm(S1) satisfying f > 0 a.e. in S1 (and with A corresponding to 
the set of points where f is strictly positive). One may compare (5.2.36) with 
the integrated penalty approach of Natori and Kawarada [1981]; see $5.1.1. 

We denote by d( f )  the functional assigning to every f E Lm(R)+ the min- 
imal value in (5.2.36). Notice that (compare the proof of Proposition 2.2.3 in 
52.2.1 in Chapter 2) q5 is a concave functional, as lower envelope of a family of 
affine mappings. The relaxed formulation of the problem (5.2.35) is then 

d(f)  : 0 5 f (x) 5 1 a.e. in 0, (5.2.37) 

We remark that in this formulation the characteristic functions have been re- 
placed by mappings attaining arbitrary values in [ O , l ] ,  as in the approach of 
Bendsme mentioned in the previous paragraph. The volume constraint is main- 
tained. 

Theorem 5.2.10 The problem (5.2.37) admits at least one solution f * .  

Proof. The convex set 

f E LM(S1) : 0 5 f (x) 5 1 a.e. in R, 

is weakly* compact in Lm(S1). Denoting by uf the solution of (5.2.36) associ- 
ated with f E Lm(R)+, we obtain that 

which corresponds to choosing u = 0 in (5.2.36). It thus suffices to consider in 
(5.2.36) the minimization over the closed ball B(0, v) in Hi(R). The following 
continuity property holds for q 5 :  take any functions f ,  fo  E C such that 1 f - 
fOILrn(n) 6. Then we can infer, using the minimal property of u f ,  that 
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where c > 0 is given by (5.2.38) via the embedding property of Sobolev spaces. 
Since the same inequality holds if we reverse the order of f and fo , we see that 

The last inequality in (5.2.39) also shows that (5.2.40) holds for any f ,  fo  E C 
satisfying the condition 

(5.2.41) 

when 

W E H m ) ,  Iw/&;p) < 7,. (5.2.42) 

Now, by virtue of the compactness of the embedding of HA(C2) in L2(0)  (cf. 
Theorem A2.2(i) in Appendix 2), the set 

{ z  t L1(0) : z = w2 for some zu satisfying (5.2.42)) 

is compact in L1 (a ) .  Then (5.2.41) defines a weak neighborhood of fo in 
Lm(C2) n C. Consequently, (5.2.40) proves the continuity of the functional 4 in 
this topology on the weakly* compact set C. The assertion now follows from 
the Weierstrass theorem. 0 

Corollary 5.2.11 Among the minimizers f* of 4 on C there is a character- 
istic function of a set having the measure v. 

Proof. Since qb is concave and C is convex, the set of minimizers of q3 over C 
contains at least one extremal point of C. According to Castaing and Valadier 
[1977], the extremal points of C are characteristic functions of sets of measure 
V.  0 

Remark. Such an f * is a bang-bang minimizer of 4 and a solution of the 
original problem (R). The set A = supp f *  may be further studied by means of 
the first-order optimality conditions; see Gonzalez de Paz [1982], [1989], [1994]. 
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5.2.3 Controllability and Fictitious Domains Approaches 

We discuss in this paragraph a class of methods termed in the mathematical 
literature embedding, fictitious domains, or controllability approaches. There 
are many variants, as will become clear from our brief survey. One of the origins 
of this methodology is the numerical treatment of partial differential equations 
in complicated domains by using finite differences (see Astrakmantsev [1978]). 
There, the equation is "extended" by various procedures to a larger simple 
domain on which finite differences may easily be applied. The solution of the 
initial problem is obtained, for instance, as a restriction to the original domain. 
These ideas have successfully been applied to exterior domain problems (for 
example, for the Helmholtz equation, see Proskurowski and Windlund [I9791 
and Atamian [1991]), and to variable domain problems. One example of this 
type is the plasma problem discussed in $1.2.3 of Chapter 1 (cf. Chapter 1.2 in 
Blum [1989]). 

Let us notice that in the case of shape optimization problems the disadvan- 
tage of solving "bigger" problems (in larger domains) naturally disappears by 
working in the largest admissible domain. Moreover, as in the cases discussed 
in the previous paragraphs of this section, we shall remain within the setting 
of fixed domain methods, thus avoiding the extremely time-consuming opera- 
tions of remeshing the domain and of recomputing the stiffness matrix in each 
iteration of the algorithm. 

We also underline that the scientific literature related to the subject of this 
paragraph is very large and embraces a wide range of properties and applica- 
tions. However, it is our feeling that a t  the core of these developments are 
various "geometric" controllability properties of the considered boundary value 
problems. In the following, we will stress this point of view. Let us mention 
that among the first authors who studied such approximation and controllabil- 
ity results for elliptic equations are H. Beckert [1960], J.-L. Lions [1968], and 
A. Gopfert [1971]. 

5.2.3.1 Boundary Controllability 

In the book of Lions [1968], the following approximate controllability result has 
been established: 

Theorem 5.2.12 Let R C Rd be a bounded domain with smooth boundary 
dR = rl U I'2, where I'l n r2 = 8. For any u E L2( r l ) ,  let the function 
y = y, E L2(R) be the unique solution (in the transposition sense) to the 
elliptic problem 

Then (2  : u E L'(T~))  forms a dense subspace of H-'(r2).  
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Remark .  The transposition solution (for its definition, recall Example A2.7 
in Appendix 2) actually belongs to the space H: (0 ) .  Since Ay,  = 0  E L2(0) ,  
it is possible (cf. Lions [1968]) to define % E H-l( r2) .  We also notice that 
an analogous result holds true for general second-order elliptic operators. In 
Theorem 5.2.13 below, an alternative (constructive) approach is discussed. 

In connection with the plasma identification problem introduced in $1.2.3 
of Chapter 1, a similar controllability problem arises. We consider a simply 
connected bounded domain 0 c R2 with smooth boundary 80 and a closed 
smooth curve r c 0, and we denote by Ro the domain bounded by r and 
8 0 .  Moreover, we assume that a function f E ~ : ( a 0 )  and a "target" function 
g E H i ( a 0 )  are measured, representing the trace and the normal derivative of 
the poloidal flux $ . 

The question is then to find a control u E H Z ( ~ )  such that the unique 
solution $ = $, E H2(R0) to the boundary value problem (which is elliptic, 
since x > 0 is positively bounded away from zero; see Figure 2.1 in Chapter l ) ,  

-- "I") -- --  :y(::t)=~ -- i n n o ,  (5.2.45) 
ax ax 

satisfies 

In general, the problem (5.2.45)-(5.2.47) has no solution in QO, since on dR 
Cauchy data are imposed on $. 

The least squares approximation method is formulated as a control problem 
with a supplementary Tikhonov regularization term. We consider for E > 0  
the problem 

subject to (5.2.45), (5.2.46). 

Notice that (up to obvious modifications) the control problem (5.2.45), 
(5.2.46), (5.2.48) is a special case of the problem considered previously in Ex- 
ample 3.2.4 of Chapter 3. In the setting used there, it immediately follows from 
the techniques introduced in Section 2.1 of Chapter 2 that for any E > 0 i t 
has a unique optimal pair [u,, $,I E x H2(0,), where $, = gUe . The 
following approximate controllability result is similar to that of Theorem 5.2.12, 
but has a constructive character. 
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Theorem 5.2.13 

-- I a' -+ g strongly in H: ( a ~ )  as E \ O. 
x dn 

Proof. By taking u = 0 in (5.2.45), (5.2.46), and by denoting the solution thus 
obtained by $0, (5.2.48) yields that for every E > 0, 

that is, {i %}E>o and { E ? U ~ } ~ > ~  are bounded in H i (8R)  and H f ( r ) ,  re- 

spectively. Hence, there is a sequence E ,  \ 0 such that (; % - g) + .! 
weakly in H; (do) .  

We define the adjoint system (compare (3.2.25), (3.2.26)) by 

Lp, = 0 in Ro, (5.2.50) 

where L is the operator given by the left-hand side of (5.2.45), and where J 
denotes the canonical isomorphism between H; (dR) and its dual H-;  (do). 
The solution p, has to be understood in the transposition sense (compare Ex- 
ample A2.7 in Appendix 2); it belongs to the space L2(Ro). From (3.2.27) we 
infer that Pontryagin's maximum takes the form, with J1 : H f ( r )  -+ H-f(I') 
being the canonical isomorphism, 

Since the solution operator of the adjoint state system (5.2.50), (5.2.51) is linear 
and continuous from H - ; ( ~ R )  into L2(Ro), we can conclude that pEn -+ p 
weakly in L2(R0), where 

Passage to the limit as E ,  \ 0 in (5.2.52), using the boundedness of { d u E )  
€>O 

in H %  (do) ,  also yields that 

The Holmgren uniqueness theorem for the Cauchy problem for p around 
gives p = 0. Consequently, we must have -+ g weakly in H;(aR). 
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To prove strong convergence, we invoke Mazur's theorem (cf. Yosida [1980]), 
which yields that g is the strong limit of a sequence of suitable convex com- 
binations of the functions %. Hence, we may assume that for any n E N 
there exist some mn E N, real numbers a n , j  > 0, 1 < j < mn, such that 
C7ll a n , j  = I, and a set { E ~ ~  : 1 < j < mn) c { E ~ ) , , ~  such that 

+ g strongly in H;(BR) as n + co. 
j=1 

Now observe that 

Hence, we may for any k E N insert the admissible pair [an, in the cost 
functional (5.2.48) to obtain that 

2 
Ek 2 

H 4 ( a n )  

+ J U ' k l H i ( B R )  

Now let 6 > 0 be given. We then may fix some n E N such that 

Recalling that 

we find that 

provided that k 2 k(S), where k(6) E N is chosen so large that 

b2 
~ q q  < - Min . . . , En, 2M 1 

Summarizing the above estimates, we have shown that for k 2 k(S), 
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which proves the asserted strong convergence. Since the limit point is uniquely 
determined, this convergence holds generally for E \ 0 and not only for { E , ) .  

This concludes the proof of the assertion. 0 

Remark .  In practical applications (see Blum [1989]) the cost functional in 
(5.2.48) may be replaced by the simpler least squares expression 

Instead of (5.2.49): we then obtain that $ + g strongly in L2(aR). 

By a similar technique as above, namely applying the unique solvability of 
the Cauchy problem to only a "small" subset I?6 of I?, approximate controlla- 
bility results involving sign constraints on the control may also be established 
for general elliptic operators, different boundary conditions, etc. We have the 
following result (which can be extended to dimensions of space d > 3): 

Proposition 5.2.14 Let R C R2 and r C R be given as above, and suppose 
that A is a general second-order elliptic operator of the type (1.2.6) on R. 
Moreover, let h E L2(R0) be fixed, and let b > 0 be given. Then there exist 
a smooth set r6 C I' with meas(r6) < b and a sequence {u,) C H;@') such 
that 

u ,  50 on I? \ r6 ,  (5.2.56) 

$,, + 0 strongly i n  ~'(dCl),  (5.2.57) 

where $,,, E H2(C20) is the unique solution to 

Remark.  Notice that the inequality (5.2.56) is meaningful, since u ,  E C ( r )  
because we also have $,,, E C(ao) .  In the case that 0 c Rd with d > 3, this 
is guaranteed if we take {u,) c H~P; ( I? )  with rn > $. A special boundary 
controllability result for free boundary problems has been reported above in 
35.1.4. 
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We now turn our attention to the application of controllability results in shape 
optimization problems. To this end, let E and R be given bounded smooth 
domains in Rd with E c R, and let D denote an unknown domain satisfying 
E c D c C2. Moreover, let h E Hm-'(R) and yd E L2(R) be given, where 
m > $. We then study the following model problem (cf. Pironneau [1984], 
Chapters I11 and IV): 

subject to 

The (unique) solution yo E Hi(D)  to (5.2.61), (5.2.62) has to be understood 
in the weak sense (cf. Appendix 2), since no regularity assumptions are imposed 
on dD. 

We associate with the optimal design problem (5.2.60)-(5.2.62) the following 
control problem with constraints: 

subject to 

Notice that y, E Hm(R), and since m > $, it follows from the embedding 
result of Theorem A2.2(iv) in Appendix 2 that y, E C@), so that (5.2.66) and 
(5.2.67) are meaningful pointwise. 

Theorem 5.2.15 If h > 0, then the problem (5.2.63)-(5.2.67) is embedded in 
the problem (5.2.60)-(5.2.62). 

Proof. For every u E ~ ~ - + ( d C l ) ,  we define 

b, = int ({x E R : yu(x) > 0)) , 
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which, thanks to (5.2.67), is an open set such that E c D, c $2. We define 
D, c Cl to be the connected component of D, containing E. Then y,jDu is 
the unique solution to the Dirichlet problem (5.2.61), (5.2.62) in D,. 

Through the correspondence u H D,, we assign to each control u E Hm-a 
(dn)  satisfying (5.2.66), (5.2.67) a domain D, c Cl such that J(D,) = j (u ) .  
Observe that no regularity can be guaranteed for D, in general; however, the 
existence of a weak solution y~~ for (5.2.61), (5.2.62) with D = D, is ensured. 
Since obviously y ~ , ,  = y,jDu, it is in fact a strong solution. 

The correspondence u H D, is not empty, since the weak maximum principle 
implies that we may take u - 0 and D, = a .  It is also injective, since if ul and 
ua ~ ~ r o d u c e  the same subdomain 5 by the above construction, then y1 - y2 .= 0 
in D l  whence, in view of the analyticity of y1 - y2 in Cl, yl - y2 r 0 in 0. 
Consequently, u1 = u2 on do .  This ends the proof. 0 

For the converse statement we shall need the following approximate con- 
strained controllability-type hypothesis (compare with Proposition 5.2.14): 

(H) Let Cl be a smooth domain and h 2 0 in Cl. For any subdomain D c Cl 
there is a sequence {u,} C H " ~ ) ( ~ R )  with u, < 0 on dCl such that 
the corresponding solutions yUn to (5.2.64), (5.2.65) satisfy 

where y~ is the unique weak solution to (5.2.61), (5.2.62). 

Example 5.2.16 To fix ideas, we first consider the one-dimensional case, taking 
Cl = ] O ,  l[. Let a ,  b E]O,l[  with a < b be arbitrary, and let hl be negative in 
]0,1[. Then the function 

is the unique solution to the boundary value problem 

and we obviously have 

Thus, in the one-dimensional case (H) is satisfied as an exact controllability 
property, which is a consequence of the fact that yl'(x) = hl(x) < 0 on 10, I [ ,  
that is, of the concavity of y. 
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Next, we study a two-dimensional case, taking 0 = ~ ( 1 ,  i), the disk of 

radius r = centered at (1,O) (see Figure 2.5). For (xl, 22) E 0, let 

We notice that h > 0 on 0 and that y solves (5.2.64). Moreover, if D = 
{(XI, ~ 2 )  E 0 : XI > 0, y(xl, x2) > 0), then y = 0 on dD. Since u = ylan 
satisfies u > 0 between the lines {x2 = i i x )  for XI < 0, we conclude that (H) 
cannot be valid as an exact controllability property. This is due to the fact that 
in higher dimensions the positivity of Ay does not ensure the convexity of y. 
In fact, y is a saddle function for x1 5 1. However, there is certain numerical 
evidence (cf. Neittaanmaki and Tiba [1995], Example 5.1) that assumption (H) 
may yet be true. 

Figure 2.5. 

Example 5.2.17 In the work of Gopfert [1971], a two-dimensional counterex- 
ample for approximate controllability properties for elliptic equations under sign 
constraints has been given. While this example neither contradicts hypothesis 
(H) nor Proposition 5.2.14 directly, it is worth mentioning in order to put into 
evidence the inherent difficulty of the problem. 

In the unit disk in the plane, parametrized by the polar coordinates (r, p) ,  
r E [0,1], p E [0, 2 ~ 1 ,  we consider the unique solution y, to Laplace's equation 
with boundary conditions for r = 1 given by 
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The question then is whether arbitrary positive regular mappings defined on 
the curve { ( r , ~ )  : r = I , , - " < p < f } can on [- f , f ]  be approximated in 

the uniform topology by functions yu( i ,  .) generated by appropriately chosen, 
positive, u = u(cp). 

By the well-known Poisson formula (cf. Smirnov 11955, p. 5251, Protter and 
Weinberger [1967, p. 107]), we have 

Clearly, (t - p) E [-:, $1, and thus 0 < a < - cos(t - y)  < 2 .  Consequently, 
since u 1 0, we can infer that 

whence 

~ < d =  sup Y(1 ,7) -  i n i m  y ( t , p ) ~ l / ~ u ( t ) d t .  
vE[-;,;l v E [ - ~ , ~ I  7 l  -- 

Consider now a ( ~ )  > 0 satisfying 

sup a(cp)- i n i m  a(p)  = d l > O ,  
1 

in!, a(P) = -dl. 
vE[-;,f l  4 - , , , I  va-,,,I 4 

Assuming that the uniform approximation of a(.) via yu( i ,  .) is possible, we 
may choose u > 0 such that 

d' 
a ( p )  - < < YP t 1-2. a ] -  (5.2.69) 

Then, 
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according to (5.2.69). Using the definitions of d and d', and invoking the fact 
that y,(! j l  p )  should be positive by the approximation property (5.2.69), we 
obtain that 

d' d 
T - E  5 5 5 Y u ( i , p )  < d  < d 1 + 2 & .  

We thus arrive at the following contradiction: 

We establish now a partial converse to Theorem 5.2.15. 

Theorem 5.2.18 Suppose that (H)  i s  fuGlled, and let D with E C D C S1 
be any fixed domain. Then  for every E > 0 there exists a control U,,D E 

H"-i (80) that is  admissible for (5.2.63)-(5.2.67) and satisfies 

Proof. We first consider the case E C D .  Assume that h is so smooth that 
the weak solution to the Poisson equation has C2 interior regularity, which can 
be achieved by a smoothing of h ,  if necessary. Similarly, by possibly adding 
some constant X > 0 ,  we may suppose that h ( x )  > 0 a.e. in Q. Then it follows 
from the strong maximum principle that the solution y o  E C 2 ( D )  to (5.2.61), 
(5.2.62) satisfies y n  ( x )  > 0 for any x E D .  Hence there is some constant i: > 0 
such that y D ( z )  > 2 > 0 in E. 

By virtue of hypothesis (H), we may find a sequence {u,)  c ~ " - $ ( d S 1 )  with 
u, 5 0 on dS1 such that the corresponding solutions y, = yUn of (5.2.64), 
(5.2.65) satisfy (5.2.68), that is, we have y, - yD + 0 strongly in L 2 ( D ) .  Since 
y, - y~ is harmonic in D for any n E N ,  we can conclude from the solid mean 
property of harmonic functions that y, - y~ -t 0 uniformly in E. 

We then obtain that there is some no E N such that y,(x) > > 0 
for all x E E whenever n 2 no. Therefore, the pair [y,, u,] is admissible 
for the problem (5.2.63)-(5.2.67) if n > no. Moreover, we obviously have 
S(u,) -t J ( D )  and j (u,) = J(D, , )  Thus, choosing n 2 no so large that 
l j (u, )  - J ( D ) l  < E ,  we obtain (5.2.70) with the choice u , , ~  = u,. This ends 
the proof for the case E c D .  

Suppose now that E @ D .  We construct in two steps a perturbation of D 
that satisfies this condition and yields a sufficiently good approximation of the 
solution to the Dirichlet problem (5.2.61), (5.2.62). 

We begin our construction by choosing a sequence { D k j k t N  of open bounded 
sets satisfying E c D k  c Dk+l c D l  lc E N ,  as well as D k  + D with respect 
to the Hausdorff-Pompeiu complementary distance. That is (cf. Appendix 3 ) ,  
d H ( n \  Dk, f i \  D )  -+ 0 as k + co. Since E is assumed to be smooth, the sets 
Dk may be chosen smooth as well. We now prove an auxiliary result. 
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Lemma 5.2.19 Suppose that the sequence {Dk)kEN satisfies the conditions 
stated above, and let Yk denote the extension by zero to D of the corresponding 
solutions yk = yo,, k E N ,  to the problem (5.2.61), (5.2.62). Then & + y, 
weakly in  H i ( D ) .  

Proof. Obviously we have, for any k E N and any 6 > 0, 

Choosing 6 > 0 small enough, we infer from Poincark's lemma that {Gk)kEN 
is bounded in H,'(D). Hence, there is a subsequence, again indexed by k ,  such 
that yk + 5 weakly in H t ( D ) .  Passage to the limit as k + m in the relation 

for all cp E C r ( D )  with supp cp c D K ,  then shows that 5 = y n .  The unique- 
ness of the limit point entails that the convergence holds for the entire sequence 
and not only for the selected subsequence. 0 

Proof of Theorem 5.2.18 (continued). From Lemma 5.2.19, we have J(Dk)  + 
J ( D )  as k + m. Therefore, there is some ko E N such that 

We now choose a sequence {D^m}mEN with E C D^, C R, m E N, such that 

and xam + xokO pointwise a.e. in R for the associated characteristic functions. 
See (5.3.29) for such a construction. Since dDko is smooth, we may argue as in 
the proof of Theorem 2.3.12 in Chapter 2 to arrive at the following conclusion: 
if we put Cm = y a r n ,  and if we denote by f j m  its extension by zero to R, then 
we have 

See Lemma 2.3.3 and its proof as well. 

Consequently, J(%) + J(DkO)  as m + m, and we can fix some mo E N 
such that 1 J(&,) - J(Dko)I < E. Then JJ(D^,,) - J(D)1 < E ,  and we may 
employ the argument from the first part of the proof for Ern,. This finishes the 
proof of the assertion. 0 
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Remark. The above method extends to general cost functionals that are 
continuous with respect to the weak topology of H1. For instance, integrals 
defined on d E  may be taken into consideration. If E C D, cost functionals 
that are continuous with respect to the strong topology of H1 may also be taken 
into account. This can be seen from the first part of the proof of Theorem 5.2.18 
and the convergence properties of harmonic functions. 

Remark. Results of the above type were discussed first in Tiba [1990b] and 
further developed in Neittaanmaki and Tiba [1995]. In the work of Haslin- 
ger, Hoffmann, and Kocvara [1993], related ideas have been used in a two- 
dimensional setting, preserving the explicit action of the geometric unknowns. 
A survey of results based on controllability and fictitious domain approaches 
is due to Hoffmann and Tiba [1995]. Recent progress in boundary control ap- 
proaches to domain embedding techniques, including the possibility of using 
finite-dimensional controls and also some numerical applications, has been re- 
ported in the work of Badea and Daripa [2001]. 

Remark. The method presented in this paragraph has several advantages: 
it is a fixed domain approach, the geometric parameters are replaced by con- 
trol functions, the differential operator is not modified, and the finite element 
mesh and the stiffness matrices remain unchanged during all iteration steps. In 
Theorem 5.2.18, we have also underlined the convex character of the boundary 
control problem (5.2.63)-(5.2.67). Moreover, these ideas may be applied in a 
large setting of problems, including variational inequalities (cf. 85.1.4). 

Example 5.2.20 Let 0 = B(1, i) be as in the second part of Example 5.2.16 
and E = ] - &, & [ x ] - &, &[. We consider the boundary control problem 

with some X > 0, subject to 

u . ~  = {u t ~ g ( a n )  : u 5 o on an),  

which is a variant of the problem (5.2.63)-(5.2.67), including a penalization of 
the state constraint in the cost. We have chosen X = yd = 3 2 - 4x2 I - 4, 
and h r 10. 

The finite element discretization was performed using piecewise linear ele- 
ments with 661 interior nodes and 120 boundary nodes (for the control variables 
ui = u(xi)). The control problem has been formulated as a mathematical pro- 
gramming method and solved by the sequential quadratic programming method 
(subroutine E04VDF of the NAG library). See Example 5.2.9. The state prob- 
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lem has been solved via Cholesky decomposition. As usual, the adjoint state 
technique has been employed to compute the gradient of the cost function. 

The initial guess of the control was u! = -4.5 for i = 1, (in all the 
nodes on the boundary). This choice yields the value 3.35 for the cost. After 
12 iterations, the value of the cost was reduced to 2 . The obtained 
control and the corresponding state are depicted in Figures 2.6 and 2.7 below. 
The domain lying inside the curve B is the solution of the shape optimization 
problem. 

I 
0 0 0 628 1.256 1.884 2 512 3 140 3.768 4.396 5.024 5.652 6 280 

Figure 2.6. Obtained control in Example 5.2.20. 

Figure 2.7. State corresponding to the control given in Figure 2.6. 
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The same problem has also been solved with the conventional moving mesh 
technique, where the radial coordinates of the boundary nodes were chosen as 
the control variables. The initial guess was a unit disk. The moving mesh 
approach leads to essentially the same optimal design, with fewer sequential 
quadratic programming iterations than the boundary control approach. But 
the total computational effort is larger, since the finite element mesh has to be 
updated at the beginning of each iteration step. Since the coefficients in the 
moving grid method depend on the control points on the boundary, one cannot 
use the same matrix (and its factorization) in all iteration steps as in the case 
of the boundary control approach. 

5.2.3.2 Distributed Controls 

In the case of distributed control problems, exact controllability properties can 
be derived. This has already been exploited in $5.1.3 for a nonlinear problem. 
In this paragraph, we will derive supplementary results for linear equations. We 
first consider the problem 

where R is a bounded smooth domain in Rd and xo denotes the characteristic 
function of a smooth open set R0 c 0 satisfying dR C Go; that is, R0 is a 
(relative) neighborhood of dR. 

Theorem 5.2.21 For every v E ~ h ( d R )  there is some u = u(v) E L2(R) 
such that the corresponding (unique) solution y = y, to (5.2.71) belongs to 
H2(R) n Hi(R) and satisfies 

Proof. We define the "adjoint" system 

which for any cp E H-h(d~2) has a unique transposition solution z = z, E 
L2(R); that is, we have (cf. Appendix 2) 

Taking u = z, in (5.2.71), and putting w = y, = yZp, we find that 
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z:(x) dx = - l z ,  (x) Aw(x) dx = - (z %) 
Ip' an ~ - $ ( a n ) x ~ + ( a n )  

Let the linear and bounded operator A : H-:(dR) -+ ~ a ( d 0 )  be defined by 
A 9  = -%. It then follows that 

Now observe that we may consider in no a similar boundary value prob- 
lem as (5.2.73), which this time defines an isomorphism between Hpi(dRo) 
and L2(R0) . Since z,lno may be considered as a solution for it, we have, in 
particular, 

with some E > 0 that does not depend on p. Then we can infer from (5.2.74) 
and (5.2.75) that A is a coercive and surjective operator. Consequently, for 
every v E ~ i ( d ~ 1 )  there is some p E H-; (~O)  (and thus some u = z = z, E 
L2(R)) such that 

This ends the proof of the assertion. 0 

Remark. The method used in the above proof is called the Hilbert uniqueness 
method (HUM) and was introduced by Lions [1988]. It has been successfully 
applied in the study of exact controllability properties of linear and nonlinear 
evolution equations (mainly in the hyperbolic case). Notice that in the case 
Ro = R the trace theorem can directly be applied. The result of Theorem 
5.2.21 completes that of Theorem 5.2.12, where boundary controls are acting. 

We now turn our attention to another optimal shape design problem. To fix 
things, suppose that smooth bounded domains E, Cl with E c 0 c Rd and 
functions yd, h E L2(n)  are given. We aim to find a domain D of class C1;l 
with E c D C R that solves the problem 

subject to 
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Here, aij E W1@(R), i , j  = 1,. . . , d, the coefficients matrix A = (aij)i,j=i;;i 

satisfies the ellipticity condition (1.2.5), an E Lw(SZ) is nonnegative, and B de- 
notes a first-order linear boundary operator on the boundary. This formulation 
covers a variety of boundary conditions, namely Dirichlet ( B  = i d ) ,  Neumann 
( B  = a), and Robin ( B  = & + a i d ,  with some a > 0 )  conditions. 

dna 

By the ellipticity of the matrix A ,  we may assume that the bilinear form 
defined by the left-hand side of (5.2.77), (5.2.78) is coercive on an appropriate 
subspace of H1(D) (depending on the boundary conditions) for any domain 
D of class C1ll satisfying E C D C R, so that (5.2.77), (5.2.78) has for any 
h E L2(R) a unique strong solution y = y h  in an appropriate subspace of 
H2 (D) .  As in 55.1.3, we associate with (5.2.76)-(5.2.78) a distributed control 
problem (with fixed 7 > 0), namely 

Min { ~ , ( ~ ) = ~ l y ( x ) - y ~ ( x ) ~ d x + ~ /  u ( x ) - h ( ~ ) ~ d s } ,  (5.2.79) 
U E L ~ ( R )  EY 

where y = y, is the unique strong solution to  

In the cost functional in (5.2.79) the set E, is some subdomain of class C1?l 
(possibly of minimal area) such that F c E, c SZ and By = 0 on 8Ey. In 
light of (5.2.81), one such example is E, = R. 

Unless additional compactness assumptions (see Chapter 2) are made, the ex- 
istence of optimal solutions of either (5.2.76)-(5.2.78) or (5.2.79)-(5.2.81) can- 
not be guaranteed. However, we have the following general result that connects 
suboptimal solutions of the two problems. 

Theorem 5.2.22 For any domain D of class C1,' satisfying E C D C D C 
R and any 7 > 0 there is some u~ E L2(R) such that J ( D )  = J,,(uD). 
Moreover, 

inf {J,(u) : u E ~ ' ( 0 ) )  5 inf {J(D) : F c D c 0; D is of class c'~'} . 
(5.2.82) 
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Conversely, whenever r )  > 0 and 6, > 0 are given and [y,, u,] (where y, = 
y,? ) is a 6,-optimal pair for (5.2.79), then there is some E ,  > 0 such that Eyv 
is an &,-optimal domain for (5.2.76) and such that E ,  - 6, -+ 0 as r )  + co. 

Proof. Let r )  2 0, and let D be a domain of class C17l with i? c D c R. We 
first assume that D c Q. We denote by yD the corresponding unique strong 
solution to (5.2.77), (5.2.78), and for v E L2(Q \ D) we define y, as some 
strong solution to the problem 

The trace theorem implies that there is some y E H2(R \ D )  such that 5 = y~ 
and @ au = -* on dD. Here, v and n denote the inward and outward, 
respectively, unit normal vectors to dD. Again by virtue of the trace theorem, 
we may assume that also By = 0 on d a .  

Since 5 6 H ~ ( R \ D ) ,  we may choose v E L2(Q\ D) using (5.2.83), by taking 
y, = 5. Furthermore, we define 

Then y,, belongs to H2(R) and solves (5.2.80)) (5.2.81) with the right-hand 
side UD E L2(R). Moreover, (5.2.78) yields that By,, = 0 on dD, so that we 
may choose EYUD c D. Therefore, since U D  = h in EYYD , 

2 inf { J~ (u )  : u E LZ(R)) 

Next, we briefly indicate the argument for the general case Td @ R. We do not 
go into much detail since the different types of boundary operators B require a 
separate treatment, which would lead to a major detour without bringing new 
insights. The general idea is to choose a sequence {Dk)kEN of domains of class 
C1ll with E c Dk c Dk c D l  k E N, that converge to D in the sense of the 
Hausdorff-Pompeiu complementary distance (cf. Appendix 3). See (5.3.29) for 
such a construction. Then it follows from the techniques introduced in Chapter 
2 that the corresponding solutions yo, converge to yo at least in a suitable 
local sense. This, in turn, suffices to guarantee that J (Dk )  + J ( D )  as k -+ co, 
and passage to the limit as Ic + co in the inequality 

J(Dh) > inf {J,(u) : u E ~ ~ ( a ) }  
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yields that (5.2.82) holds true. 

Suppose now, conversely, that rl > 0 and 6, > 0 are given and that [y,, u,] 
is 6,-optimal for (5.2.79). Then 

Jq(uq) < inf J,(u) + 6, 5 i;f J ( D )  + 6, = A,. 
21€L2(Q) 

Consequently, 
< ,-s. Iuq - ~ I L Y E , , )  - 9 

Now let 5, denote the unique weak solution to 

Then it is easily verified that there is some constant i. > 0, which is independent 
of q and 6,, such that 

But then 

where, obviously, 

This concludes the proof of the assertion. 

Remark. Since E, - 6, i 0 as Q + m, a perturbed converse inequality 
to (5.2.82) is also valid. In applications, we fix q > 0 sufficiently large and 
determine some 6,-solution [y,, u,] to (5.2.79)-(5.2.81). Then the domain E,, 
will provide a suboptimal solution to (5.2.76)-(5.2.78). 

Remark. The problem (5.2.79)-(5.2.81) is close to standard linear-quadratic 
optimal control problems, except for the presence of the unknown domain E,. 
One difference with respect to the usual setting is that we need to determine 
E,. If d = 2, this amounts to determining the curve defined by By = 0. In the 
case of the Dirichlet condition, this curve is just the level curve {y = 0). In 
the case of the Neumann boundary condition $ = 0 the curve is orthogonal 
to the level curves of y, while in the case of the Robin condition $ + a y = 0 
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the angle 0 between the unknown curve and the level curves of y is given by 

with the sign depending on the choice of the tangent direction to the curves. 

In the following, we will discuss how the gradient of the mapping y e Ey 
may be computed, which is necessary for gradient optimization algorithms. We 
first derive an abstract result along these lines and then give some theoretical 
examples and numerical applications. 

To this end, let P C ( n )  denote the space of piecewise continuous and bounded 
functions on n equipped with the Lm(fl) norm, and suppose that h, u E 
PC@). We consider variations of the form u + Xp, where X E R and p E 
PC@). 

Let y = yu and yx = yu+x, be the corresponding solutions to (5.2.80), 
(5.2.81). Then yx = y + Xa, where a = y, is the unique solution to (5.2.80), 
(5.2.81) associated with p .  Furthermore, we assume that the corresponding 
domains Ey, E,, of class C1ll are chosen in such a way that Ey, converges 
to Ey with respect to the complementary Hausdorff-Pompeiu distance, that is, 
we have (cf. Appendix 3) 

- 
lim d H ( a  \ EYx, f2 \ Ey) = 0. 
X+O 

This is a natural requirement without which differentiability cannot be ex- 
pected. 

We now choose functions gx, g E C1(n) such that gx + g strongly in C1(a) 
and such that 

As explained in the previous remark, the functions g, gx can be obtained 
directly from the (known) solutions y, yx. For instance, in arbitrary dimension, 
if By = $, then g may be constructed (up to a constant) as a solution of 

Similar simple arguments can be employed for other types of boundary operators 
B.  We make the following assumption: 

(A) There is some j E C ( n )  such that 
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Remark. The idea behind this formulation is that the boundaries dEy and 
dEy,, which are defined by the conditions By = 0 and ByA = 0 (relating them 
to y and yx), are now determined as the level sets of g and g ~ ,  respectively. 
Notice that in structural optimization problems (compare $5.2.2.1 above) g 
(there denoted by p )  appears explicitly as a control mapping and that the 
considered variations (in Theorem 5.2.8) satisfy (5.2.87) for d = 2. 

Lemma 5.2.23 Suppose that assumption (A) is fuljilled, and suppose that d = 
2. Then 

Proof. Since Ey, approximates Ey for X + 0 in the Hausdorff-Pompeiu sense, 
we may just determine the limit 

where w is some neighborhood of an arbitrary point M E dEy. We define 
r = dEy n w and I'A = dEy, n w.  If ]X I  is sufficiently small, we have rA # 0. 

Let us choose a new local system of coordinates with origin at M such that 
the xl-axis is normal and the x2-axis is tangent to dEy . Thanks to (5.2.86), 
we have Vg # 0 on dEy. The implicit function theorem shows the existence 
of a C1 mapping a such that I? is defined by the equation xl = a(x2). The 
curve rA can be expressed similarly: as g~ + g strongly in C1(n), we have 
Vgx # 0 in a neighborhood of M ,  for sufficiently small IXI # 0. Thus, there 
is a C1 mapping a x  such that FA is given by the equation xl  = ax(x2); in 
addition, since Ey, + Ey in the Hausdorff-Pompeiu sense, we can claim that 
a x  + a uniformly. 

Choosing w smaller if necessary, we can assume that w =]a, b[ x ]c, d[ with 
some constants a < b, c < d, and that a and a x  are defined in [c, d] for 
IXI < Xo with some Xo > 0. In the new coordinates, we then have 

lim f f ~ ( ~ 2 )  - 4 x 2 )  
x-to X dx2, 

using the absolute continuity of the inner integral and the chain rule for any 
fixed x2 E [c, dl. The existence of the limit under the integral sign, uniformly 
in [c, dl, follows from (5.2.87) and from the relation 
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g x ( ~ ( x z ) ,  x2) - g(4x2) ,  x2) = 0, x2 E [c, dl. 

Indeed, adding and subtracting g~ (a (x2 ) ,  x2) and dividing the resulting identity 
by A,  we can infer from assumption (A) and a direct calculation that 

a g  0 = j(a(x2), xz) + -- (cr(x2), x2) . lim 
~ x ( x 2 )  - 4 x 2 )  

X 8x1 X+O 

Here, the properties that g~ + g strongly in 
C[c, d] have been essentially used. Therefore, 

and ax + Q strongly in 

where we have used the fact that, thanks to the implicit function theorem, 

where g,, # 0 (due to (5.2.86)) and the g,, denote the partial derivatives of 

9. 
By virtue of the continuity of g, and owing to the choice of w ,  we may assume 

that g has a constant sign in Ey n w ,  say that g > 0 in Ey n w. Then, again 
by (5.2.86), gxl(cu(xz), x2) < 0, and a detailed computation of the square root 
yields that 

In the case g < 0 in Ey n w the computation is similar, leading to the same 
result. This ends the proof of the assertion. I3 

Theorem 5.2.24 Suppose that assumption (A) is fulfilled and that d = 2. 
Then J, has a directional derivative at u 6 PC@) in the direction ,u 6 

PC@), which is given by 
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where y, is the solution to (5.2.80), (5.2.81) associated with p.  

Proof. We have 

Now recall that E,, converges to E, with respect to the the Hausdorff- 
Pompeiu distance. Then it follows from Appendix 3 (cf. Proposition A3.6) 
for the associated characteristic functions that X E , ~  -+ XE,  strongly in L1(R). 
Hence, 

and the result follows from Lemma 5.2.23. 0 

Remark. It is possible to extend the above argument to higher dimensions. 

Example 5.2.25 Let R c R2 be a smooth domain, and assume that the state 
equation (5.2.80), (5.2.81) is of the form 

Then E, is defined by the postulate y = 0 on dE,. We assume that Vy # 0 on 
dE,. In view of Hopf's lemma, this condition is for instance fulfilled whenever 
u has a constant sign and differs from zero. 

Next, we choose g = y, g~ = y ~ ,  and j = y, (all defined previously). Since 
u, p, h E PC@), it follows from general elliptic regularity theory (cf. Appendix 
2) that y, y~ E W2>p(R) for any p > 1, and Theorem A2.2(iv) in Appendix 2 
ensures that y, y~ E C1(n),  as required. Moreover, we obviously have y~ -+ y 
strongly in C1(n), and (5.2.85)-(5.2.87) are fulfilled. 

In this example an explicit variant, in terms of an adjoint equation, of the 
formula (5.2.90) for the gradient of the cost functional can be derived. 
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Proposition 5.2.26 For the state system (5.2.91), the gradient of the cost 
functional J, at u E PC@) is given by  

where X E ~  is the characteristic function of Ey and z E Hi(Cl) is the solution 
to the adjoint system 

Remark. Under regularity assumptions, the adjoint equation (5.2.93) may be 
formally interpreted as a transmission problem (compare with (2.3.70)-(2.3.73) 
in Chapter 2). Indeed, putting zl = Z I ~ , ~ ,  2 2  = zIEy, we have 

Proof. Notice first that the Lax-Milgram lemma guarantees the unique exis- 
tence of a solution z t Hi(Cl) to (5.2.93). Now we obtain from (5.2.90), using 
(5.2.93), that 

since y, satisfies (5.2.91) with the right-hand side p. 0 

Remark. The regularity of u E PC@) is preserved if a gradient-type op- 
timization algorithm based on (5.2.92) is used. Here, we use the fact that z 
given by (5.2.93) satisfies z E H1+£(Cl) for some E > 0, according to Lions and 
Magenes [1968, Theorem 8.3, Chapter 111, since the terms on the right-hand 
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side of (5.2.93) define linear continuous functionals on H ~ - ' ( O ) .  Since d = 2, 
this entails L E C(n). 

Remark. For ordinary differential equations, the assumption (A) can easily 
be checked for many types of boundary conditions. For example, let us consider 
the problem 

where a is some constant. If E, =]a, p[, and if we assume that yl(a) # 0 
and yt1(P) + ayl(P) # 0, then we may choose g = y around a and g = y' + ay 
around p, and all regularity conditions are fulfilled. Also Proposition 5.2.26 
applies in this setting. 

Example 5.2.27 We give a numerical application of Proposition 5.2.26. To 
this end, fix R =]0,1[  x 10, I [  and E =]0.36,0.64[ x ]0.36,0.64[. The functions 
yd and h are defined by 

c .  
yd(x1, x') = COS(C T ) ,  h(x1, x2) = (c2 + 1) COS(C T) + - sin(c r ) ,  

T 

Then the domain enclosed by the boundary curve 

is a solution to the original problem (5.2.76)-(5.2.78) with y = yd. Furthermore, 
let q = lo4. 

The discretization was performed using piecewise linear finite elements. There 
were 289 nodes in the finite element mesh, which remained fixed in all iterations. 
The minimization of the cost function was done using the conjugate gradient 
method, where as initial guess for the control we made the very rough choice 
u(O) = 1000. The boundary curve defining E,, given by the level line {y = 01, 
and the domain E, were approximated by the set that contains all discretization 
nodes inside of dE,. 

The discrete gradient has been computed by direct discretization in (5.2.92), 
(5.2.93). The numerical results are summarized in Table 2.2 and in Figures 2.8- 
2.12 below. Xotice that in the first iteration E, = R, so that the boundary term 
vanishes. A good approximation of the desired domain was obtained already in 
iteration 3. 

Remark. The use of distributed control problems in shape optimization has 
been discussed in Tiba [1992]. Further results and numerical examples can be 
found in Tiba and Mannikko [1995]. 



5.2.3.2. Distributed Controls 

No. of iter. 

Table 2.2. Convergence of the method. 

Figure 2.8. Domain E, after 3 and 4 iterations. 
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Figure 2.9. y after 3 iterations. Figure 2.10. u after 3 iterations. 

Figure 2.11. y after 13 iterations. Figure 2.12. u after 13 iterations. 
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5.3 Domain Variations 

This section is devoted to a short presentation of some methods that are fre- 
quently used in the study of domain optimization problems. In the first para- 
graph, we briefly review classical techniques known as boundary variations, 
interior variations, speed method, and mapping method. Since there exist al- 
ready very good textbooks dealing with these approaches (cf. Pironneau [1984], 
Haslinger and Neittaanmaki [1988], [1996], Sokolowski and ZolCsio [1992], and 
Delfour and ZolCsio [2001]), we will confine ourselves to just pointing out several 
basic features in order to introduce the reader to this class of methods. 

While these methods may be used both for numerical and theoretical studies 
(existence, optimality conditions, regularity properties), they also have several 
well-known drawbacks, such as the difficult and costly implementation on a 
computer and the strong regularity assumptions that have to be imposed on the 
data. Their possibly most severe limitation is that the topological type of the 
domain is preserved via all such variations, which means that the optimization 
is performed over quite a restricted class of domains. These remarks have 
motivated the development of many alternative ideas, some of which have been 
discussed in the previous section. In particular, the integrated topology method 
of Bends#e [I9951 specifies the combination of a relaxation procedure with the 
boundary variations technique, in order to achieve a good approximation of the 
optimal geometry. 

The works of Schumacher [1995], Sverak [1993], Masmoudi [1987], [2001], 
Sokolowski and Zochowski [1999], [2003], CCa, Garreau, Guillaume, and Mas- 
moudi [2000], Garreau, Guillaume, and Masmoudi [2001], Guillaume and Idris 
[2002], and Nazarow and Sokolowski [2003] take into account variations of the 
geometry that may change the topological type (i.e., the connectivity charac- 
teristics). These ideas will be discussed in the last paragraph of this section. 
We underline that one of their origins may be traced back to the pioneering 
paper of Cka, Gioan, and Michel [I9731 discussed in 35.2.1 above. 

Throughout this section, the main point of interest will be the sensitivity 
analysis of shape optimization problems (for existence questions, we refer to 
the detailed treatment in Chapter 2). Such differentiability properties with 
respect to domain variations were studied as early as in 1907 by Hadamard (see 
Hadamard [1968]). In Theorem 5.2.24, we have already established a result of 
this type in connection with a fixed domain method. 

5.3.1 Classical Approaches 

We start with the mapping method introduced by Murat and Simon [1976]. 
The basic assumption is that the unknown domain 0 c Rd is obtained as the 
image of a reference domain M C Rd; that is, R = T(M)  with a bijection 
T : Rd + Rd satisfying TI Tpl E Wkl"(Rd)d for some appropriate k E N 
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and having the property that IT - i d l W k , m ( R d )  is LL~mall, l l  where id  : Rd + Rd 
is the identity operator. Then, the true (unknown) input of the optimization 
problem defined on this set of admissible R will be the corresponding set of 
mappings T : Rd + Rd as specified above. Hence, a standard change of 
variables transports the problem to the fixed domain M. 

Example 5.3.1 Let, with some fixed constants E > 0 ,  a > 0, 

R, = {(xl ,  ~ 2 ~ x 3 )  t R3 : 0 < x3 < 1, x: + x i  < ~ ( 2 ~ ) ' )  , 

u t Uas = {u t C2[0, I ]  : u(x) 2 E ,  u(0) = 1, luC*lo,lj < a ) .  

We define 

I?, = {(xl, x2, 0) E R~ : x: + xz 5 1 1 ,  

r2 = {(xl, x2, x3) t R3 : X: + X: = u(x~) ' ,  5 3  t 10, 11) , 

r3 = {(xl, x2, 1) t R~ : x: + x; 5 ~ ( 1 ) ' ) .  

We consider the following shape design problem: 

subject to 

and to the constraints 
u E Uad, ylrl I ~ f .  

The problem (5.3.1)-(5.3.6) is related to the design of a space radiator (cf. 
Delfour, Payne, and ZolCsio [1983], Haslinger, Neittaanmaki, and Tiba [1987]). 
In this connection, a > 0, and the positive constants qi,, q, are related to the 
inward, respectively outward, thermal power flux at the source, respectively at 
the interface between the diffuser and the heatpipe saddle. 

We scale the domain R, such that it becomes the fixed cylinder 
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Then the Laplacian in (5.3.2) is transformed into the operator A(u) generated 
by the following bilinear form on H1(C2) x H1(C2): 

Above, "." is (as usual) the scalar product in R3. Relation (5.3.7) demonstrates 
that after the change of variables, the control u, together with its derivative, 
enters into the coefficients of the differential operator in the state equation. The 
constraints (5.3.6) and the cost functional (5.3.1) remain unchanged. 

In the general case, when C2 c Rd is some unknown domain, assume that a 
given cost functional 

has to be minimized subject to the state system (in variational formulation) 

If C2 = T(M)  with some smooth transformation T as above, then, by a simple 
change of variables in the integral, (5.3.8), (5.3.9) may be rewritten as 

Here, V T  is the Jacobian of the transformation T .  

As we have already seen from Example 5.3.1, the problem (5.3.8)', (5.3.9)' is a 
control into coefficients problem. One word of caution is in order: it may happen 
that many transformations T produce the same geometrical image while being 
different. For instance, a ball under any rotation about its center gives the ball. 
While this does not affect, in general, the search for an optimal domain, one 
has to pay attention to this aspect. 

From the constraint (5.3.6) and the definition of Uad one can infer that 
the coefficients in (5.3.7) are contained in a compact subset of C[O, 11. Under 
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corresponding boundedness assumptions, the same is true for the coefficients in 
(5.3.9)' (given by T ,  its inverse, and their derivatives). Thus, Theorem 2.1.3(a) 
in Chapter 2 yields the existence of at least one optimal transformation T* (or 
equivalently, domain Cl* = T*(M)) for the shape design problem (5.3.8), (5.3.9). 
One should compare, however, the strong regularity assumptions imposed above 
with the general existence results proved in Chapter 2. 

Such variations of M ,  given by Cl = T(M)  for T not ''too far" from the 
identity in W'")"(Rd)d, are called interior variations in the literature and have 
been studied by Garabedian and Spencer [1952], and Daniljuk [1970], in a differ- 
ent context. With their help, first-order optimality conditions for the solutions 
of (5.3.8), (5.3.9) can be derived, simply by applying the chain rule of differen- 
tiation to the composed functional (5.3.8)' in Wk@(M)d (see Pironneau [1984, 
58.21, and CCa [1986]). Even Frkhet differentiability may be proved for the 
functional (5.3.8) or for similar functionals defined on 8 2 ;  see Simon [1980]. 

We briefly describe now the speed (or material derivative) method introduced 
by ZolCsio [1979], [1981]. Roughly speaking, this may be compared with the 
computation of a directional derivative in standard calculus. In the monograph 
of Delfour and ZolCsio [2001] several variants of this approach, together with its 
relationship to mapping or level set methods, have been studied in detail. 

We assume that a vector field (of "speeds" or "velocities") V(x) E Rd is 
given for any x E M. We choose as admissible variations of M the domains 
Mt obtained via the transformations 

i.e., Mt = T,(M), t > 0. Correspondingly, using (5.3.10), (5.3.8)', (5.3.9)', one 
may introduce 

~t = y(Mt), Jt = J(Tt), t > 0. 

It is important to compute $(J~)(o), which corresponds to the variation around 
the original domain M in the direction V (to use the language of directional 
derivatives). In general, $(J~)(o) = L(V) is a linear continuous functional of 
V if V belongs to some appropriate functional space X defined on M.  Then, 
representations of the type 

L ( v )  = (G,  V)X*XX,  (5.3.11) 

with some G E X* (the gradient of J at the "point" M) ,  may be found. Under 
smoothness hypotheses, taking into account the development 

Jt = J o + t L ( V ) + . . . ,  (5.3.12) 

one can devise descent algorithms (compare Appendix 1) for the numerical 
solution of (5.3.8)-(5.3.9) or derive first-order optimality conditions, 

L(V) > 0 ' d v  E x a d ,  (5.3.13) 
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where Xad c X is some admissible set of variations. 

More general transformations T(x, t), t 2 0, x E M ,  with T(x, 0) = id, may 
also be considered. Assuming differentiability in t = 0, we then can write 

for small t > 0. Choosing V(x) = T,'(x, 0), we infer from the above relation 
that T(x, t)  produces the same domain transformation as (5.3.10), in a second- 
order approximation sense. The transformations T(x, t)  and (5.3.10) are also 
called tangent at the origin. ZolCsio [I9791 has shown that such transformations 
generate the same relations (5.3.11)-(5.3.13); that is, the speed field T,'(x, 0) = 
V(x) at the origin carries all information of interest concerning T(x,  t). 

After this rather formal presentation, let us concentrate on the rigorous sen- 
sitivity study of the problem (5.3.8), (5.3.9). One of the main theoretical dif- 
ficulties, when taking variations of a domain M (even of the simplified form 
(5.3.10)), is that the corresponding solutions of (5.3.9), denoted by yt, are de- 
fined on different sets, namely on Mt = T,(M), t > 0. 

Now let K be some open set such that z is a compact subset of M. Since 
Mt + M as t \ 0 in the complementary Hausdorff-Pompeiu topology, it 
follows from Proposition A3.8 in Appendix 3 that there is some to > 0 such 
that K C Mt for 0 5 t _< to. Then yt is for 0 5 t 5 to defined in K ,  and it 
makes sense to ask for the differentiability of ytlK with respect to t at t = 0. 
We will call this a local dzfferentzabilzty property, in the sense that it holds for 
any open set K such that K is a compact subset of M .  

Clearly, the local derivative can be defined in the whole set M by taking an - 
increasing sequence of sets K, as above such that UmENKm =-M. Alternative 
approaches use an extension of yt to a larger fixed domain M that contains 
Mi for 0 5 t 5 to. For zero Dirichlet boundary conditions as in (5.3.9), one 
may use the zero extension. In general, sophisticated extension techniques like 
the Calderon extension (see Adams [1975]) have to be employed, and regularity 
of the boundary d M  is required. 

Notice that all the three points of view mentioned above appeared early in the 
scientific literature. Mignot, Murat, and Puel [1979] studied their interdepen- 
dence for a specific problem and under appropriate smoothness assumptions. 

We are now going to illustrate by means of an example using a differentiability 
property of the mapping R H y(R) defined by (5.3.9). We assume that the 
admissible domains R are contained in a fixed bounded open set D and that 
f E L2(D). In any point x E D ,  a vector V(x) E Rd is given such that 
V E W1@(D)d. Furthermore, we may assume that for sufficiently small X E R, 
say for jXI < Xol the set RA = (id + XV(.))-l(R) is defined and contained in 
D. 
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Let us denote by y E Ht(R) and y, E Ht(Rx) the solutions to (5.3.9) 
associated with R and ax, respectively, and by 5 and ijA their extensions 
by zero to the whole domain D.  Under mild regularity assumptions (in fact, 
a uniform segment property of dR, dRA suffices for this conclusion; see also 
Appendix 3) it follows from the chain of arguments developed in the proof of 
Theorem 2.3.12 in Chapter 2 that + ij weakly in Ht(D).  Clearly, also 
RA + R with respect to the complementary Hausdorff-Pompeiu distance. 

Finally, we postulate regularity for aR and dox ,  IAI < Xo, and the condition 
that there is some constant 6' > 0 such that for all /A1 < Xo, 

meas(R \ fix) 5 6' A,  with fix = {x 6 R : (id + AV)-'(2) E R}. (5.3.14) 

One can easily construct examples where (5.3.14) is fulfilled. 

Theorem 5.3.2 Suppose that f E L"(D) for some r' > d, where + 5 = 1. 
Then there is some function z E Lr(R) that is harmonic in R and satisfies 

lim / ( )  - y x  . v X )  dX = - ~ ( x )  Av(x) dx, (5.3.15) 
A 4 0  a X J, 

Proof. To keep the exposition at a reasonable length, we give only an "extended 
sketch" of the proof here. References to the relevant literature will also be 
provided. To begin with, let us denote for any cp E w2f (R)  n H;(R) its 
extension by zero to D by @. Obviously, @ E Hi(D) .  Likewise, we put 

and denote its extension by zero to D by @x. Then it follows from Litvinov 
[2000, p. 761 that cpx E Hi(Rx) and also @A E H;(D). 

Writing (5.3.9) for 5 and ijA with the test functions @ and @x, respectively, 
subtracting and dividing by A, we find that 

Now it is easily seen that under the regularity assumptions made, 

A-' (@A - @) + V@ . V strongly in L~ (D). 

Hence, the expression on the right side of (5.3.17) satisfies 
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In the second term on the left-hand side of (5.3.17), we perform the change of 
variables t = x + X V ( x )  to obtain that 

V p ( t )  - V + ( ( i d  + XV)- ' ( t ) )  
= VyA( ( i d  + XV)-' ( t))  . 

X 

de t  V ( i d  + XV)- ' ( t ) /  d t ,  (5.3.19) 

where VV and V ( i d  + XV)-' denote the Jacobian matrices of the vectorial 
mappings V and ( id + XV)- ' ,  respectively, and where we have used the chain 
rule 

V p A ( x )  = V [ p ( ( i d  + X V ) ( x ) ) ]  = V p ( ( i d  + X V ) ( x ) )  . [id + X V V ( x ) ] .  (5.3.20) 

The last product in (5.3.20) is the product of a row vector and a matrix. 

The advantage of the formulation (5.3.19) is that now the integral and the 
functions are defined on the common fixed domain Cl. 

Since we have f j x  + 5 weakly in H i ( D )  and ( id  + XV)-' + id strongly 
in W1@(Cl ) ,  one can show, using Friedrichs regularizations of f j A  and 5, that 
V y A ( ( i d  + XV)-') + V y  weakly in L2(Cl)d. Notice also that 

This follows from the assumption that cp E W2,"(Cl) and from the observation . . 
that t E Cl implies ( id  + XV)- ' ( t )  E Cl for  / A /  "small," and consequently 

V @ ( ( I  + X v ) - ' ( t ) )  = V p ( ( I  + X v ) - l ( t ) ) .  

For t E Cl \ f i x ,  we have V @ ( ( I  + XV)- ' ( t ) )  = 0 .  Moreover, since r' > 
it follows from Theorem A2.2( iv)  in Appendix 2 that V p  E L"(SZ)d. Thus, 
view of (5.3.14), there is some C > 0 such that 

' 1  p p ( t ) d t s c .  
X n\6, 
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The boundedness in L1 (0 n fix) = L1 (fix) of the ratio defined in (5.3.21) 
is a consequence of the differentiability properties of cp. The argument uses a 
regularization of cp, the mean value theorem, and the continuity in the mean 
with respect to translations (see Hewitt and Stromberg [1965]), which may 
also be applied to the perturbations id + XV occurring here. Since this is 
rather technical and would lead to a major detour, we just quote the books and 
the articles of Sokolowski and Zolbio [1992, Ch. 2.141, Courant [1950, p. 2921, 
Rousselet [1983], and Pascali and Sburlan [1978, p. 1701 for relevant details. 

Next observe that f E L"(D). Therefore, invoking the regularity assump- 
tions for S1, QA imposed via (5.3.14), we may conclude that yx E ~ ~ ~ " ( f l ~ ) .  
From this, using Theorem A2.2(iv) in Appendix 2, we obtain that {VyA((id + 
XV)-I)) is bounded in Lw(Q)d. A fortiori, it converges uniformly to its limit. 
This can be proved by "transporting" the equation (5.3.9) from Qx to S1 via 
the indicated change of variables. 

By virtue of (5.3.21) and due to the above uniform convergence, it is possible 
to pass to the limit as X --t 0 in (5.3.19) and to obtain that 

a m /  oh. V@,, - V@ 
x-to D ?l 

dx = i v ~ . [ v ~ ~ v ]  dx+/ v ~ . [ v ~ ~ . v v ]  dx, (5.3.22) 
R 

since I det V(id -t XV)-'I + 1 in Lm(Q). Relations (5.3.22) and (5.3.18) show 
that the first integral in (5.3.17) has a limit as well, for any cp E w~,"(R) n 
Hi  

Now recall (compare Appendix 2) that w21"(Q) n Hi(C2) is isomorphic to 
~ " ( 0 )  via the operator cp = Tlp, p E L" (o), and cp given by 

We introduce the linear and continuous operator T : ~ " ( f l )  + H1(S1)d, T p  = 
Vcp with cp given by (5.3.23). Then we can write 

Notice that the last integral in (5.3.24) defines a linear and bounded functional 
on ~ " ( 0 )  for any fixed A. The Riesz theorem ensures the existence of a unique 
zx E Lr (Q) such that 

The definition of weak convergence and the convergence of the first integral, for 
any cp = Tip, show that zx --t z weakly in Lr(Q). Therefore we get, by using 
(5.3.23), 
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for any cp E W ~ , " ( R )  n H i  ( 0 ) .  This proves (5.3.15). 

Next observe that any yl E C p ( R )  has compact support in R and in ax, 
for sufficiently small 1X/. Hence, it is admissible as test function in (5.3.9) for 
both R and R x ,  and we can infer that 

1 
V y l d x  = - [LA V y A . Y 7 @ d x -  L V y V y l d x ]  

X 

From (5.3.26), (5.3.27) i t follows that z is harmonic in R in the sense of 
distributions. Invoking (5.3.26), (5.3.22), and (5.3.18), we can pass to the limit 
in (5.3.17) to obtain (5.3.16). This ends the proof of the assertion. 0 

Remark. Theorem 5.3.2 gives the so-called equation in variation in the form 
(5.3.16) (with respect to the domain) for the problem (5.3.9). The first paper 
to put in evidence such a relation is the work of Zolksio [1981]. The reader may 
also consult Fujii [1986], Simon [1980], and Delfour and Zolksio [2001]. 

If z and y belong to H 2 ( R ) ,  then integration by parts in (5.3.16) yields the 
"boundary condition" 

8~ z - do  = - [Vcp . V ]  do. 
Jan 8n 

In particular, (5.3.28) and z harmonic show that only the values of V on 8R 
are important in finding z ,  that is, in the investigation of the differentiability 
properties of the mapping R e y = y ( R )  defined by (5.3.9). 

Assume now that at any point x E d R  an outward unit normal vector $2) 

can be defined, and take LY E C 2 ( D )  with variable sign. We define the perturbed 
domain Ox,  by its boundary 

Here, it is assumed that IXI is small enough such that d o x ,  is indeed the 
boundary of an open bounded set Rx,  that approximates R for X + 0 in 
the Hausdorff-Pompeiu complementary topology. This is the basic idea of the 
boundary variation technique introduced by Hadamard [I9681 in his Mkmoire 
back in 1907. 

This method was used by Pironneau [1984, Ch. VI], and by Fujii [1986], 
in the study of the differentiability properties of the mapping R ++ y ( R )  in 
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linear elliptic problems with various boundary conditions and in some semilinear 
elliptic equations with Dirichlet conditions. It is also quite popular in numerical 
applications, where it is sometimes called the moving grid method (see Example 
5.2.20). The boundary of the unknown domain is approximated by a polygonal 
curve connecting finitely many points (the nodes). These nodes are allowed to 
vary and become the true unknowns of the problem. 

If the boundary is given by (5.3.29), then V(x) = a(x)  fi(x) for any x E 80. 
Then, under regularity hypotheses such as those made for (5.3.28), we get the 
boundarv condition 

since 2 may vary arbitrarily in H ~ / ~ ( ~ R ) ,  and 

Equation (5.3.30) was derived by Pironneau [1984, p. 861 and by Fujii [I9861 
for a semilinear elliptic operator. Together with the property that z is harmonic 
in R (in our case), it provides a complete characterization of the variation of 
the solution of (5.3.9) with respect to the domain R. 

If in the two-dimensional case the admissible domains are assumed to be 
star-shaped, then a parametrization of their boundaries via polar coordinates 
is possible. A complete analysis for this situation has been performed in Eppler 
[2000]. 

Let us now impose a stronger differentiability property for the mapping R ct 

Y (a), namely, 

Under stronger regularity conditions on R, y, and RA, yx, the validity of 
(5.3.31) may be proved by the mapping method, for instance. The inter- 
ested reader may consult Simon [1980], Litvinov [2000], and Delfour and ZolCsio 
[2001]. 

Our aim is to examine the following model shape optimization problem 

Example 5.3.3 

with y = y(R) given by (5.3.9), yd E L2(D), and O being a suitable family of 
open connected subdomains of D containing the given measurable set E. We 
assume that (5.3.32), (5.3.9) admits a t  least one (sufficiently smooth) optimal 
domain R* E O with corresponding optimal state y* E Hi(R*). 



5.3.1. Classical Approaches 333 

Consider variations 0; = (id + XV)-'(a*), and let yi E H:(Qi) be the 
solution of (5.3.9) in Qi, as before. Since 5; + G* strongly in L2(D) (at least 
on a subsequence, which is again indexed by A), it follows from (5.3.31) that 
for X \ 0, 

We introduce the adjoint system for p*, 

- Ap* = 2 X E  (y* - yd) in Q*, 

p* = 0 on do*.  

We then have the following result. 

Corollary 5.3.4 Suppose that Q* is a suficiently smooth domain and that 
y* E H2(Q*) n H;(W) n L" (a").  Then 

du 5 0 for any admissible V E W1'm(D). (5.3.36) 

Proof. From (5.3.33)-(5.3.35), (5.3.16), we get p* E w ~ ~ ~ ' ( Q * )  n H;(a*) ,  and 
we infer that 

0 < -l* zAp*dx = f (Vp* . V ) d x -  1 Vy* .V[Vp* .V ]dx ,  
n * 

whence, using integration by parts, 

ay* 0 5 l* f ( ~ p *  . V) dx + 1 ~ y *  ( ~ p *  V) dx - a_ (Vp* - V) do, 
n * 

and (5.3.36) follows since -Ay* = f in Q*. 0 

Remark. The optimality condition (5.3.36) may be compared with the one 
obtained by Fujii [I9861 and Pironneau [1984, p. 871, with $ in place of g. 
Since these authors use the boundary variation technique, (5.3.30) explains the 
difference between the two conditions. If V may attain arbitrary signs on dR*, 
then (5.3.36) holds with equality. It is interesting that one of the necessary 
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conditions obtained by Buttazzo and Dal Maso [I9911 via a relaxation method 
also involves g; this is a hint that there might exist a connection to the 
boundary variation technique. Since p* vanishes on a n * ,  one can also write 

This corresponds to the type of optimality conditions obtained by Delfour and 
Zolksio [2001, Ch. 9.21, where more general problems have been discussed. 

Remark. Higher-order "directional" derivatives with respect to such variations 
of the domains have been studied by Simon [1989], Guillaume and Masmoudi 
[1994], Guillaume [1996], and Eppler [2000]. 

5.3.2 Topological Asymptotics 

The mapping z E LT(R) introduced in Theorem 5.3.2 is sometimes called the 
shape gradient of the mapping R c, y(R) defined by (5.3.9). I t  plays an 
essential role in the study of the sensitivity of a cost functional when small 
perturbations of R by diffeomorphisms close to the identity operator are con- 
sidered. The aim of the notion of the topological gradient, which will be briefly 
introduced in this paragraph, is to characterize the variation of a cost functional 
when small topological-type modifications of the domain have to be taken into 
account. The creation of a small hole or the filling in of a small hole are the 
simplest examples of such topological perturbations of open sets. The general 
case would be the insertion of an arbitrary number of small holes in a given 
domain; however, such variations have not yet been studied in the literature. 

It turns out that the concept of topological gradients provides a mathematical 
justification of the method of CCa, Gioan, and Michel [I9731 discussed above in 
$5.2.1. In this context, the integrated topology optimization method of Bend- 
s@e [1995], and the homogenization method (Allaire [2001]; see $5.2.2) offer 
general relaxation procedures that have proven to be very efficient in certain 
applications. 

Let us also mention that in connection with these concepts, one can dis- 
tinguish in the setting of optimal design theory between shape optimization 
problems, where variations specific to shape gradients are used, and topological 
optimization problems, where the topology of the optimal domain is a priori 
unknown. A very special optimal design problem is the so-called size optimiza- 
t ion, which is characterized by a good knowledge of the desired structure, the 
unknowns to be optimized being just some scalar parameters such as dimensions 
of cross sections of various parts. Such simplified problems are encountered in 
many engineering applications. The above classification is discussed in Neit- 
taanmaki [1991], where further details may be found. To complete this brief 
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classification, we also recall the material distribution or structural optzmztatzon 
problems (see $2.3.4 in Chapter 2). 

The notion of topological gradient is due to Schumacher [1995], but it im- 
plicitly appears in the work of Cka et al. [1973]; cf. $5.2.1. The subject is still 
under very active development, as the references indicated in the beginning of 
Section 5.3 show. 

Let R c Rd be a given bounded domain. If B(x, r )  denotes the open ball 
of radius r > 0 centered at x, then for any x E R, B(x, r) c R provided that 
0 < r < r, with some sufficiently small r, > 0. 

Xow let J(R) = j(S1, y(R)) be some cost functional associated with S1, for 
instance as in (5.3.8), (5.3.9). The topological gradient of J is defined by the 
limit (if it exists) 

In many applications, the denominator meas(B(x, r ) )  in this definition has to 
be replaced by some other function h(r) such that h(r) -+ 0 as r \ 0. The 
appropriate choice of h depends on the actual problem; for instance, one can 
choose 

h(r) = [ logrkK1 

in the case of the two-dimensional Laplace equation with Dirichlet boundary 
conditions on dB(x, r ) ,  cf. Cka et al. [2000]. Usually, Neumann boundary condi- 
tions are imposed on dB(x, r ) ,  since this ensures better convergence properties. 
Let us also notice that the limit in (5.3.37) may heavily depend on the shape of 
the hole to be inserted in the domain S1; the ball is just a special case. In this 
respect, a general analysis for the Poisson equation with Dirichlet boundary 
conditions has been performed in Guillaume and Idris [2002]. 

Again, we consider the state equation (5.3.9), to which we associate the cost 
functional (5.3.32). The minimization parameter is the domain R E 0, as 
indicated in Example 5.3.3. However, the variations of R taken into account 
here are defined as in (5.3.37). For some fixed x E int(R \ E), set R, = 

R \ B(x,  r ) .  Then, for sufficiently small r > 0, we have R, E 0. Let y, denote 
the solution of (5.3.9) corresponding to R,. If r = 0, then yo coincides with 
y(R) defined in (5.3.9). 

The study of the mapping R, ++ y, from the point of view of its differen- 
tiability properties in r = 0 encounters the same general difficulty as in the 
previous paragraph: namely, the functions y, are defined in R,, which changes 
when r \ 0. Moreover, it is not clear how a mapping ?, satisfying R, = ?,(a) 
(as in (5.3.8)', (5.3.9)') can be constructed. In Garreau, Guillaume, and Mas- 
moudi [2001], a truncation method is introduced to overcome this difficulty. 
The method works for any shape w of the hole to be inserted (in which case 
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the perturbed domain becomes R \  (x+rw), with x E R and r > 0 sufficiently 
small). 

Here, we confine ourselves to the case of a ball. The idea is to fix some 
R > 0 such that B(x, R)  C W \ E and to choose 0 < r < R such that 
R \ B(x,  R) C 0, E 0. In RR = R \ B(x,  R), the following boundary value 
problem is considered: 

Here, TT is defined via the relations (with a E H:(~B(x, R))) 

-Ay, = 0 in B(x, R) \ B(x, r ) ,  (5.3.41) 

y, = a in dB(x ,R) ,  (5.3.42) 

and yT denotes the solution of (5.3.9) in B(x, R)  \ B(x,  r ) .  Apparently, TT in 
(5.3.44) is the Dirichlet-to-Neumann operator, and (5.3.38)-(5.3.40), (5.3.41)- 
(5.3.43) should be understood in the weak sense; cf. Appendix 2. In particular, 

for all cqp E H ~ / ~ ( ~ B ( X ,  R)). It follows that y. is exactly the restriction of 
y(R \ B(x , r ) ) ,  given by (5.3.9), to R \ B(x, R). 

This reformulation of the equation (5.3.9), when defined in R,, allows one 
to work in H1(OR) for r < R, via (5.3.38)-(5.3.40). The proof of the corre- 
sponding asymptotic expansion with respect to r necessitates a deep study of 
the operator T, and of the boundary value problem (5.3.41)-(5.3.44). The in- 
terested reader may consult Herwig [1989], Garreau, Guillaume, and Masmoudi 
[2001], and Guillaume and Idris [2002]. 

The computation then follows as in Example 5.3.3, and the topological gra- 
dient VT J(x) ,  x E 0, is obtained by (for r > 0 so small that E c f2, ) 

1 
lim - [k(Yo - ~ d ) '  dt - L(y .  - y,j)2 dt ]  
T-0 h(r) 
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= lim h(r)  J E (YO + YT - 2yd)(yo - y.) dt 

Here, we have used the weak convergence y, + yo in H1(RR), and we have 
assumed the differentiability property 

in L2(RR) (we have specified no restrictions on the dimension of RR, but the 
results are valid in dimensions 2 and 3). From the adjoint system (5.3.34), 
(5.3.35) (rewritten without the "*"), we then get that 

A particularly simple form for VTJ(x)  has been obtained in CCa et al. [2000] 
(although the proof was very elaborate): if R c R3, and if the hole is a small 
ball, then 

with the remark that in (5.3.37) h(r) = meas(B(x, r))  must be replaced by 
h(r) = r .  If zero Neumann boundary conditions are imposed on the boundary of 
the small hole, then h(r)  = meas(B(x, r ) )  is an appropriate choice in arbitrary 
dimension (compare Sokolowski and Zochowski [1999]). The right-hand side f 
has to belong to Hz, respectively in C1, for these results to be valid. 

An important observation is that the adjoint state p appearing in (5.3.45) is 
independent (as a function) of the point in R where the perturbation is pro- 
duced. This suggests the following algorithm for the solution of the topological 
optimization problem (5.3.8), (5.3.9), which is a generalization of the method 
introduced in 35.2.1. 

Algorithm 5.3.5 

( I )  Choose R0 = D and set k = 0. 

(2) Solve the state equation (5.3.9) in Rk. 

(3) Solve the adjoint equation (5.3.34), (5.3.35) in Rk. 

(4) Compute VTJk by (5.3.45) in Rk (the notation Jk stresses that Rk is 
known and variations of Rk as in (5.3.37) are considered). 

(5) Set f l k + l  = {x E Rk : V T J ~ ( X )  > ck+l), with C ~ + I  fixed such that 
meas(%+l) = m + ~ .  
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(6) IF "convergence" is achieved THEN STOP! ELSE 

(7) k := k + I and GO TO (2). 

The "convergence" in step (6) is usually based on an a priori fixed bound 
for the expression I JI, - JkPll. The quantities {mk) appearing in step (5) are 
chosen in advance such that meas(D) > mk > mk+l. It is clear that in step (5) 
an arbitrary number of "holes" of unknown shapes may be inserted in Qk. From 
this point of view, Algorithm 5.3.5 is far from being mathematically justified. 
Some numerical experiments have been reported in CCa et al. [2000], Garreau 
et al. [2001], and Guillaume and Idris [2002]. 

Example 5.3.6 We conclude this paragraph with an illustrative example. 
Let B (0 , l )  denote the unit ball in R2, and let cr E L1(B(O, 1)) be given 
with a (x l l  x2) > c > 0 a.e. in B(0, I). Furthermore, let the function a E 
Lm(B(O, 1)) be defined by 

We then consider the minimization problem 

subject to 
-Ay = a, in Q, y = 0 on dQ. (5.3.48) 

We assume that the admissible domains Q E 0, Q c B(0, I ) ,  are smooth, so 
that the corresponding solutions y = y(Q) belong to W2>p(Q) n C1(n) for any 
p >  1. 

Let R = Ro = B(0 , l )  initially. Then it is easily verified that the correspond- 
ing solution yo = y(QO) of (5.3.48) has the form 

Clearly, yo E C1(no) and yo < 0 in Ro. 

Now let BE c B ( 0 , l )  be any small ball, and let y, be the solution to (5.3.48) 
in RE = B ( 0 , l )  \ BE. Then 

-A(Y, - YO) = 0 in QE, y, = yo on dB(O, I ) ,  y, > yo on dB,, 
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and it follows from the maximum principle that y, > yo in Cl,, whence 

that is, the insertion of a small hole anywhere in B (0 , l )  increases the value of 
the cost functional. 

Next, we take Cll = B ( 0 , l )  \ B(0, i). By (5.3.46), we have a > 0 in 01, 

and thus we can infer from the maximum principle that the associated solution 
yl of (5.3.48) is positive in Cll. Now let BE c Cll be a small hole, and let 
j jE denote the solution of (5.3.48) in R1 \ BE. Then it follows again from the 
maximum principle that c, < yl in Cll \ B, and thus 

Therefore, the insertion of a small hole anywhere in Cll decreases the value of 
the cost. 

The fact that the creation of small circular holes in no and Cll has oppo- 
site effects on the performance index (although Cll c ClO) originates from the 
dependence of the topological derivative (5.3.37) on the domain on which it is 
calculated (here, once on C10 and once on fll ). 

Remark. We see that the topological derivative cannot predict the connectiv- 
ity properties of the global solution in shape optimization problems. Indeed, it is 
possible that an optimal design problem admits several global solutions having 
different connectivity characteristics. Like other methods in shape optimiza- 
tion, the topological optimimization produces, in general, just local solutions 
(in the Hausdorff-Pompeiu distance) for the given problems. In Sokolowski and 
Zochowski [2003] a similar example is used to perform a comparison between 
the topological optimization approach and other boundary variation techniques. 

In general, no method can ensure more than to find a local solution depending 
on the initial guess. However, it is to be noted that the methods discussed in 
this section are characterized by an a priori assumption (which varies with the 
method) on the type of variations to be taken into account. It is even possible to 
combine several types of prescribed variations as in Sokolowski and Zochowski 
[2003]. From this point of view, the approaches studied in Sections 1 and 2 offer 
complete "freedom," but the intrinsic nonconvexity of optimal design problems 
again limits the search just to local minima. 





Chapter 6 

Optimization of Curved 
Mechanical Systems 

In this chapter, we investigate optimal design problems for "thin" mechanical 
structures such as planar arches or three-dimensional curved rods and shells 
in the setting of linear elasticity theory. In contrast to the previously studied 
case of plates, where the thickness was the natural optimization parameter, the 
minimization problems in this chapter will be formulated in terms of the (a priori 
unknown) shape of the structure. It seems to us that this is a very important 
problem from the practical point of view, and therefore thickness problems will 
not be considered here; moreover, this choice also limits the complexity of the 
arguments, making the text more accessible to the reader. 

Since the modeling of thin curved mechanical structures is still under active 
development (we just quote the recent monographs of Ciarlet [2000], Trabu- 
cho and Viaiio [1996], and Antman [1995]), we also introduce new convenient 
models of a generalized Naghdi type for shells and for curved rods. These new 
models fall into the class of the so-called polynomial models. Our method has 
the advantage that the required regularity hypotheses on the geometry are min- 
imal. More precisely, we will impose only C2 regularity assumptions, while in 
the literature usually three derivatives are required. In the case of arches, we 
will employ the classical Kirchhoff-Love model, but our treatment differs com- 
pletely from the usual approach in the literature: indeed, it relies neither on 
Korn's inequality nor on the Lax-Milgram lemma, and it requires only Lipschitz 
continuous parametrizations. Hence, after the standard reparametrization, the 
theory applies to regular curves that are only absolutely continuous. The key to 
this achievement is to employ the control variational method that was already 
introduced in $3.4.2 of Chapter 3. 

Let us also mention that all the optimization problems to be analyzed in this 
chapter are of the control into coefficients type. Since they are highly nonconvex, 
just the existence of optimal geometries can be proved, while uniqueness cannot 
be expected in general. We will also provide a number of numerical examples. 
Some of the observed results have a clear physical interpretation, which is a 
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hint that the models and the optimization methods to be discussed in this 
chapter are well founded from the viewpoint of physics and have good stability 
properties. 

6.1 Kirchhoff-Love Arches 

In this section, we will study Kirchhoff-Love arches. We recall that arches 
are mechanical structures in the two-dimensional plane R 2 ,  which, under the 
impact of forces acting in that plane, may undergo planar deformations. The 
arches are described by planar curves parametrized with respect to their arc 
length s. To fix ideas, we generally assume that s E [O,l], that is, that the 
arches under consideration have unit length. We also assume that the arches 
are clamped, i.e., fixed a t  both endpoints. 

As a relevant physical example we mention cylindrical shells (i.e., shells that 
are constant in one direction) that are clamped along two of their generators. If 
the forces are constant in the same direction and act in the plane perpendicular 
to it, then it suffices to study the deformation of a two-dimensional cross section 
perpendicular to the "constant" direction; clearly, this cross section then forms 
an arch. 

We recall that if cp = (cpl, cpz) : [0,1] + R2 is the parametrization of a Jordan 
(no self-intersection) smooth clamped arch with respect to its arc length, then 
c :  [ O , 1 ]  + R, 

4 s )  = cp:I(s)d(s) - cp:I(s)cp:(s), 

denotes its curvature, and we have O1(s) = c(s), where 

denotes the angle between the horizontal coordinate axis and the tangent vector 
'pl(s) (with Icpl(s) lRz = 1) to the arch in the point cp(s). If cp is smooth, then the 
classical Kirchhoff-Love model (with normalized mechanical constants) consists 
in finding vl E H;(O,l) and v2 E H:(0,1) such that 

Here, fi represents the constant thickness of the arch, [fl, f2] t L2(0, 1)' 
are, respectively, the tangential and normal components of the forces (internal 
and external) loading the clamped arch (assumed to act in its plane), while 
the tangential component vl and the normal component v2 define a similar 
representation of the deformation. 

The decomposition of forces and deformation is performed with respect to the 
local basis (tangent, normal) of R2, which is constructed for each individual 
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point on the arch; that is, the local basis varies from point to point on the 
arch. Observe that owing to the definition of c and in order that (6.1.1) be 
meaningful, the natural smoothness assumption for the geometry of the arch is 
that cp E W3@(0, I ) ~ .  

A thorough investigation, using Dirichlet's principle, Korn's inequality, and 
the Lax-Milgram lemma for the solvability of (6.1.1), may be found in Ciarlet 
[1978, p. 4321 under the assumption cp E C3[0, 112. We will demonstrate in the 
next paragraph that this regularity hypothesis may be relaxed considerably. In 
addition, our approach will lead to explicit integration rules for (6.1.1) and is 
also applicable to variational inequalities. 

The associated shape optimization problems will be discussed in 56.1.2. Nu- 
merical examples based on our theory will be presented in both parts of this 
section. 

6.1.1 Application of the Control Variational Method 

Throughout this section, we will just assume that cp 6 W1@(O, I ) ~ .  Conse- 
quently, 0 E Lm(O, I )  and c is a distribution, while (6.1.1) becomes meaning- 
less. Consider (formally) the linear homogeneous system of ordinary differential 
equations that takes into account the terms appearing in (6.1.1), namely 

v ~ ( s )  = C(S) VZ(S), va(s) = -c(s) vl(s), for a.e. s E [O, 11. 

The corresponding fundamental matrix W(s)  is obviously given by 

Notice that (6.1.2) is meaningful for a.e. s E [0, 11 if 0 E Lm(O, 1). 

As we have seen in 53.4.2 of Chapter 3, the control variational method pro- 
poses a variational formulation of the considered equation in the form of an 
optimal control problem. The optimal control problem that we associate with 
(6.1.1) does not have an intuitive character, due to the effort made to relax the 
regularity assumptions. We will use in (6.1.4) below the mild formulation of 
the Cauchy problem for inhomogeneous ordinary differential equations (here, 
this coincides with the variation of constants formula). We first introduce the 
affine part of the state equation (6.1.4) by defining the functions 

Then the optimal control problem associated with (6.1.1) reads 

1 1  1 1  
L(u, r )  = - 1 u2(s) ds + - 1 ( ~ ' ( s ) ) ~  ds} , 

2& 0 2 0 
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subject to u E L2(0, I ) ,  z E Hi(0, I ) ,  to the state equation 

W(t)  W-'(s) [ u(s) + gl(S) ] ds, for a .e  t E [0, 11, (6.1.4) 
4 s )  + gz(s) 

and to the constraint 

Notice that (6.1.5) is nothing but a weak form of the boundary condition vl( l )  = 
v2(1) = 0; indeed, this results from (6.1.4) under the assumption that W(1)-' 
exists (which cannot be guaranteed, in general, since the entries of W only 
belong to LM(O, I)). 

Obviously, [u, z] = [-gl, -gz] is admissible for (P). Since the cost functional 
L(u, z) defined by (P) satisfies the coercivity condition (2.1.6)) Theorem 2.1.2 
in Chapter 2 yields the existence of a minimizer [u,, z,] E L2(0, 1) x Hi(0, I ) ,  
which, owing to the strict convexity of the cost functional, is unique. 

Let us denote by S c L2(0, 1) x Hi (0 , l )  the closed subspace of admissible 
variations for (P). Obviously, [p, J] E S if and only if 

Now, for any [p, J] E S and any X E R, we have 

Writing this inequality in explicit form, dividing by X # 0, and taking the limit 
as X + 0, we easily conclude that [u,, z,] satisfies 

Observe that the left-hand side of (6.1.7) defines a new scalar product (. , .), 
on the space L2(0, 1) x Ht (0 , l ) ;  that is, for all [u, z], [a, J] E ~ ' ( 0 , l )  x H;(O, I) 
we take 

1 1  1 
(I., -.I1 la, Jl). = ; 4 d s )  4 s )  ds + 1 zl(s) Ei(s) d ~ .  

Then (6.1.7) means that [u,, z,] E S:, where S: denotes the orthogonal com- 
plement of S in L2(0, 1) x Hi (0 , l )  with respect to (. , .),. 

Remark .  If 0 E W1ll(O, l ) ,  then c E L1(O, I) ,  and (6.1.4) can be rewritten in 
differential form as 
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Formula (6.1.4) gives the "mild" solution of (6.1.8), (6.1.9) with zero initial 
conditions in the sense of semigroup theory (cf. BCnilan [1972], and Barbu 
[1993]). Relation (6.1.5) is a state constraint. It is expressed directly as a 
control constraint, since the system (6.1.8), (6.1.9) is solved by (6.1.4), and the 
matrix W(t) exists and is nonsingular for every t E [O ,1 ]  if 0 E W1ll(O, I ) .  

In the following, we will denote by [vf, v;] E Lm(O, 1)' the optimal state of 
(P), obtained from [uE, zE] via (6.1.4). The following result relates the control 
problem (P) directly to the original problem (6.1.1). 

Theorem 6.1.1 If p E (W3@(0, I))', then [vf, vg] is the unique solution to 
(6.1.1). 

Proof. Under the regularity assumption on p, (6.1.4) can be written in the 
form (6.1.8), (6.1.9). For any u, E Hi(0, I ) ,  u2 E Hi(0, I ) ,  we introduce 

,G = u: - cu2 E ~ ' ( 0 ,  l), (6.1.10) 

i = U; + Cul  E H;(o, 1). (6.1.11) 

Obviously, since W is a fundamental system also for (6.1. lo),  (6.1. ll), we have, 
for every t E [ O , 1 ] ,  

[ :: ] (t) = W(t) W-' (s) [ f ] (s) ds. 

Since u1 , u2 vanish at both ends of [ O , l ] ,  it follows from (6.1.12) and (6.1.6) 
that [,L, i] E S;  hence it may be inserted in (6.1.7). Taking into account that 
vf , v$ satisfy (6.1.8), (6.1.9), and invoking (6.1.10), (6.1.11), and (6.1.3), we 
obtain that 

- - ( ( )  - c v )  ( u  - c )  ds + ((v:)' + cv:)' (uh + cul)'ds 
E 0 I' 
- ' 1 ( u  - cuz) ds - h (u; + cul) ds. I' 

By the regularity assumption, (6.1.3) can be rewritten in the differential form 
(6.1.8), (6.1.9), and we can infer that 

= - l l ~ l ( " - c h ) d s -  1' u2(h1+c l )ds  
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The last two relations imply (6.1.1), which finishes the proof. 0 

Remark. The approach via the control problem (P) is constructive and uses 
neither Dirichlet's principle nor Korn's inequality. Since the formulation of (P) 
is meaningful for 8 E Lw(O, I ) ,  this method introduces a notion of weak solution 
for the arch problem even in nonsmooth situations in which Korn's inequality 
is not valid (for such cases, we refer to Geymonat and Gilardi [1998]). This 
notion is a natural extension of the usual one given by (6.1.1). This will be 
further justified below via an approximation argument (see the second remark 
following Corollary 6.1.6). 

We now introduce the auxiliary mappings wl, w2 E H2(0, I )  n Hi (0,1) given 
as the unique solutions to the boundary value problems 

w;(s) = sin(Q(s)) for a.e. s E [0, I], wl(0) = wl(l)  = 0, (6.1.13) 

w;(s) = - COS(Q(S)) for a.e. s E [ O , l ] ,  wz(0) = w2(1) = 0. (6.1.14) 

Taking the form of W into account, the definition (6.1.6) of S can be rewritten 
as 

Replacing the factors multiplying E(s) according to (6.1.13), (6.1.14), and in- 
tegrating once by parts, we find that (6.1.6) may be written in the equivalent 
form 

From this it follows that the set {bl, b2}, where 

bl(s) = [E cos(O(s)), w~(s) ] ,  a.e. in [O, 11, 

b2(s) = [E sin(e(s)), w2(s)], a.e. in [O, 11, 

spans S:; a fortiori, this set forms a basis of S: (which is therefore two- 
dimensional). To verify this, assume there are rl, 7-2 E R such that 

0 = r1 E COS(~(S) )  + r2 E sin(Q(s)) a.e. in [O, 11, 

O = rl wl(s) + 7-2 w ~ ( s )  a.e. in [O, I]. 

In view of (6.1.13) and (6.1.14), we obtain from the second equality that 
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whence, using also the first equality, r l  = 7-2 = 0. 

Observe now that from the relations (6.1.5) and (6.1.6) we can infer that 
[u, + gl, z, + g2] E S.  Consequently, since (6.1.7) yields that [u,, z,] E S$, the 
orthogonal decomposition theorem implies that 

where Ps: is the orthogonal projection operator onto S,I,  with respect to 
(. , .),. Using once more the fact that [u,, z,] E S:, which has the basis {bl, b2), 
we find that 

[tiE, z,] = Af [E COS(~) ,  wl] + A; [E sin(8), w2] (6.1.18) 

with suitable A;, A; E R. By virtue of the definition of the projection operator, 
and owing to (6.1.17), (6.1.18), we see that [A;, A;] is the unique minimizer of 
the unconstrained optimization problem 

Problem (D) can be explicitly solved by putting the partial derivatives of 
the quadratic form with respect to XI,  A2, equal to zero, which leads to the 
linear-algebraic system 

Obviously, the coefficient matrix of this linear-algebraic system is of the form 

and thus, since {bl ,  b2) is a basis, is invertible with a positive determinant. We 
have arrived a t  the following result. 

Theorem 6.1.2 If 0 E Lm(O, I), then the solution of (P) is given by (6.1.18) 
and (6.1.4), where [A;, A;] is the unique solution to (6.1.19), and where wl, 
wz, gl, 92 are defined by (6.1..2), (6.1.3), (6.1.1 3), (6.1.14). 
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Remark. In terms of optimization theory, (D) is the dual problem of (P). 
Its complete solution is possible in this case since the constraints of (P) are 
affine and finite-dimensional (compare Barbu and Precupanu [1986]). For simple 
choices of the given data 19, f l ,  f2 ,  explicit expressions can be given for the 
deformation [vq, vi], while in general, numerical quadrature formulas have to 
be employed to evaluate the occurring integrals. 

Remark. If + : [a, b] + R2 is an absolutely continuous Jordan arc of unit 
length satisfying (ol # O a.e. in [a,  b], then the usual reparametrization via the 
arc length function s : [a, b] + [O, 11, s(0) = 0, sl( t)  = I(ol(t) lR2 ,  yields 
that cp(t) = (o(s-'(t)) satisfies lpl(t)lRz = 1 for almost every t E [0, I], that 
is, cp is Lipschitz continuous, and our results still apply. 

Remark. If 0 E L" (0, I ) ,  then vf , vE, E Lm(O, 1). However, the representation 
in global Cartesian coordinates is given by 

and belongs to W1,2(0, 1)'. This means that the apparent lack of smoothness is 
due just to the local coordinates ( 0  is defined only a.e. and may have jumps), 
while the constructed deformation is in fact continuous. 

The next result brings a characterization of the solution to the problem (P) 
(or, equivalently, to the problem (D)) as a system of first-order differential 
equations, which will be used frequently in the following. It implicitly provides 
a nonstandard decomposition of (6.1.1) in the case of nonsmooth coefficients. 
Basically, it is given by the first-order necessary conditions for (P), but the form 
differs from the classical Pontryagin principle. 

Theorem 6.1.3 Suppose that 0 E Lm(O, I ) .  Then the pair [u,, z,] is optimal 
for (P) if and only if there are A;, XE, E R and p,, q,, v f ,  v; E Lm(O, 1) such 
that 

W(t) W-'(s) [U'(S) + gl(s)]  ds, for a.e. t E [0, I], (6.1.20) 
zds)  + gz(s) 

u, = ~ p ,  a.e. in [0, I ] ,  (6.1.23) 

z: = -9, a.e. in [0, 11, z,(O) = z,(l) = 0. (6.1.24) 

Proof. Assume first that [u,, z,] satisfies the system (6.1.20)-(6.1.24) with some 
At, XE, E R and p,, q,, vf,  vE, E Lm(O, 1). Then clearly, [u, + gl, z, + g2] E S, i.e., 
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[u,, z,] is admissible for (P). Using (6.1.22)-(6.1.24), the definition of S, and 
the orthogonality of the matrix W(t ) ,  we find that for any [p, [] E S, 

1 
= d1[p(s),  [(s)] W(S) [ ii ] ds = [A;, A;] W(S)-I [ P(') ] ds = o. 

0 [(s) 

Consequently, [u,, z,] E S:, and it follows that [u,, z,] is the unique minimizer 
of (P). Indeed, if [a, Z] is another admissible control for (P), then [a - u,, 2 - 
z,] E S is orthogonal to [u,, z,] with respect to the scalar product (., .),. A 
direct computation of the cost proves the minimum property for [u,, z,]. 

Conversely, notice that (6.1.22)-(6.1.24) give a complete description of the 
two-dimensional space S: when A1, A2 E R are arbitrary. By virtue of (6.1.6), 
the optimal control [u,, z,] belongs to S:. Hence, there are A;, A; E R such 
that [u,, z,] can be represented via (6.1.22)-(6.1.24) (which is in fact the same 
representation as in (6.1.18)). Moreover, since [u,, z,] is admissible for (P), also 
(6.1.20) and (6.1.21) are fulfilled, which ends the proof of the assertion. 

Example 6.1.4 We close this section with three examples for the computa- 
tion of the deformation of arches having various shapes and thicknesses under 
the action of given loads. In Figures 1.1-1.3 a Gothic, a Roman, and a closed 
arch, respectively, are depicted. The forces are constant and act at every point 
on the considered curve in the normal direction (Figure 1.1), or in the "verti- 
cal" direction (Figures 1.2 and 1.3). The calculations are based on Theorem 
1.2, where the corresponding solutions have been obtained using the software 
package Maple (see Richards [2002]). 

The parametrization cp = [cpl, cpz] of an arch associated with some function 
0 on a prescribed interval is given by the identities cp: = cos(O), cpk = sin(@, 
together with zero initial conditions. Notice that in the case of the Gothic arch 
as in Figure 1.1 the function 0 is obviously discontinuous, which shows the 
need of relaxing the regularity assumptions for cp. 

Figures 1.2 and 1.3 show the same type of arch with similar loading. The 
difference in the shapes of the resulting deformations is due to the fact that the 
first arch is clamped at both ends, while the closed arch is clamped only in the 
point (0,O). The constant E represents the Young modulus of the material, 
while S = E ~ / ~  reflects the influence of the thickness. As an example, we 
give the explicit form of the deformation [ul, u2] corresponding to the situation 
described in Figure 1.2. We have: 
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Figure 1.1. B(t) = t ,  t  t [ O , f ] ,  B(t) = t + f ,  t  t i f , $ ] ,  fi(t) = 0 ,  

fi(t) = -&, E = 10, @ SIAM. 

+: J Legend 

O.OO 1 - initial : . 'j * + € = a 0 5  

Figure 1.2. B(t) = t ,  t  6 [ O , T ] ,  fi(t) = y, f i ( t )  = q, @ SIAM. 
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Legend 
- initial 
- - - E= 0.1 

+ E= 0.2 
E= 0.5 

Figure 1.3. B ( t )  = t ,  f i ( t )  = s, f 2 ( t )  = s, t E [ 0 , 2 ~ ] ,  E = 100, 
@ SIAM. 

6.1.2 Optimization of Nonsmooth Arches 

Assuming that the load [ f i ,  f z ]  is prescribed, the question examined in this 
paragraph is how to determine the shape of the arch (i.e., its parametrization) 
that minimizes some given integral cost functional. This shape optimization 
problem is quite similar to the type of problem studied in Chapter 5. It arises 
naturally as a control into coefficients problem since the geometry of the arch 
is completely characterized by the curvature c (the coefficient occurring in 
(6.1.1)) or, equivalently, by 0, which appears in the formulation of (P) (see 
(6.1.25)-(6.1.29) below). We study the model problem 

where Uad c Loo(O, 1) is a nonempty and closed set, and where v2 represents 
the normal deformation of the arch, as in 56.1.1. The cost functional of the 
optimal design problem (Q) can be motivated by natural safety requirements 
for the structure. Various other types of cost functionals may be investigated 
by the technique to be developed below. 
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The general assumption Uud C Lw(O, I ) ,  that is, cp E W1@(O, I)', is justified 
by applications (see Example 6.1.4) and by the remark that many numerical 
methods lead to this type of condition for the computed approximating arches, 
which are, in general, just piecewise regular. Then we do not have enough 
smoothness to use the form (6.1.1) of the Kirchhoff-Love model. Instead, we 
employ the corresponding characterization (6.1.20)-(6.1.24), which we rewrite 
in a slightly modified form: 

z" = -q a.e. in [0, I], z(0) = z(1) = 0. (6.1.29) 

The new matrix notation W8 instead of W as in (6.1.2) stresses the depen- 
dence on B E Uud, which is now the minimization parameter. All quantities 
appearing in (6.1.25)-(6.1.29) depend on 0, including the "data" [gl, g2] that 
are derived from the prescribed [fl, f2] via (6.1.3). The load [fl, f2]  is fixed; 
however, the use of the local system of axes in the formulation of (6.1.1) or 
in (6.1.20)-(6.1.24), (6.1.25)-(6.1.29), makes it necessary to rewrite I f l ,  f2]  in 
terms of the local coordinate frame, which introduces the dependence on 8. In 
the following, we will indicate this dependence by writing vl (B), vZ(S), A1(B), 
A2(B), and so on. 

We notice that the shape optimization problem (Q) is a nonconvex control 
into coefficients problem and that the mapping 9 c, v2(9) is strongly nonlinear. 
We have, however, continuity, as the following result shows. 

Theorem 6.1.5 Suppose that a sequence (0,) C Lw(O, 1) is given such that 
8, + 0 strongly in LW(O, 1) and fi(Bn) + fi(B), i = 1,2, strongly in L1(O, 1). 
Then 

Won + W8, strongly in Lw(O, 

If 8, + 0 strongly in C[O, 11, then the above convergences are valid in C[O, 11 
and C2 [O,  11. 
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Proof. Since 8, + 8 strongly in Lw(O, I ) ,  we conclude that cos(8,) + cos(8) 
and sin(&) + sin(8) strongly in Lw(O, 1). Hence, Won + W0 and WBS,' + 
W r l  strongly in Lw(O, Moreover, if A(&) denotes the determinant associ- 
ated with the system (6.1.19) (written for 8, ), we obtain by a direct calculation 
that A(&) + A(@. In addition, relation (6.1.3) implies that 

Consequently, l(8,) + l(8) and h(8,) + h(8) strongly in Lw(O, 1). Using 
(6.1.3) again, we then conclude that g1(8,) + g1(8) strongly in L"(0, l ) ,  as 
well as g2(8,) + gz(8) strongly in W21w(0, 1). Similarly, wl(B,) + wl(8) 
and w2(8,) + w2(8) strongly in W21w(0, l ) ,  by (6.1.13) and (6.1.14). Since 
A(&) + A(@), one also obtains, by solving (6.1.19), that XI(@,) + X1(0) and 
Xz(en) + XZ(Q). 

Next, the equations (6.1.27)-(6.1.29) yield the asserted convergences for the 
sequences {p(&)}, {q(Q,)}, {u(&)}, and (~(8,)).  The proof of the conver- 
gences vl(8,) + vl(8) and vz(8,) + vz(0) is similar to that used in the 
derivation of (6.1.30). Finally, if 8, + 8 in C[O, 11, then the asserted stronger 
convergences follow with minor modifications by arguing along the same lines. 

0 

Corollary 6.1.6 If Uad is compact in Lm(O, I) ,  then the shape optimization 
problem (Q) has at least one solution B* E Uad. 

Proof. Suppose that (8,) c Uad is a minimizing sequence. Since Uad is 
compact, there is a subsequence, again indexed by n ,  such that 8, + B̂  E Uad 
strongly in Lm(O, 1). By Theorem 6.1.5, we may pass to the limit as n -+ oo in 
all expressions, in particular in the constraint (6.1.26) and in the cost functional. 
It follows that 8* = e minimizes (Q). [3 

Remark. In the classical setting (6.1.1) it suffices to assume that the curvature 
c = 8' is bounded in Lr(O, 1) for some r > 1 in order to guarantee that Uad is 
compact in C[O, 11. Our compactness assumption is very weak compared with 
the standard assumptions imposed in the literature for control into coefficients 
problems, which usually postulate that also the derivative c' is bounded in 
LT(O, 1). 
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Remark. For any 0 E Lw(O, I ) ,  we may use Friedrichs mollifiers to construct 
a sequence (0,) C Cffi(O, I )  such that 8, + 0 in LT(O, 1) for all r 2 1. Then, 
keeping [fl, f2]  E L2(0, fixed, it is possible to modify the proof of Theorem 
6.1.5 and to show that vl(On) + vl(0) and v2(Bn) + ~ ~ ( 8 )  strongly in LT(O, 1) 
for all r 2 1. Now observe that the "global" coordinates of [vl(O,), v2(0,)] are 
given by 

VI (en) (t) 
W'l(t) [ v2 (0,) ( t )  ] ' 

and, thanks to (6.1.25), are convergent in W1aT(O, for all r 2 1. Since for 
0, the corresponding solutions of (P) coincide with the solution of (6.1.1), we 
conclude from Theorem 6.1.1 that for any 0 E Lw(O, 1) the optimal state of 
(P) may be approximated by usual solutions of (6.1.1). In addition to Theorem 
6.1.1, this is another property showing that the optimal state of (P) provides a 
generalized solution to (6.1.1). 

We continue with the sensitivity analysis of the Kirchhoff-Love model with 
respect to geometrical variations. We proceed in two steps: first, we assume 
that c E L1(O, 1) and, consequently, 0 E W1,l(O, I ) ,  and compute the gradient 
of the cost functional for this case; then, we use an approximation argument to 
treat the general case 8 E L" (0, I) .  

Now let c E L1(O, 1). Recalling (6.1.2), and the definition of Wg as a funda- 
mental matrix, we may rewrite the state system (6.1.25)-(6.1.29) of (Q) in the 
differential form 

v: - cv2 = u + gl a.e. in [0, 11, 

v: + cvl = z + g2 a.e. in [0, 11, 

v1(0) = vz(0) = 0, 

v1(l) = v2(1) = 0, 

p l - c q  = 0 a.e. in [O, l ] ,  

q1 + c p  = 0 a.e. in [0, 11, 

p(0) = XI cos(B(0)) + Xz sin(0(0)), 

q(0) = -A1 sin(O(0)) + X2 cos(0(0)), 

u = ~p a.e. in [0, 11, 

ztl = -q a.e. in [0, I], 

z(0) = z(1) = 0. 

We denote by fi(c), gi(c), vi(c), &(c), i = 1,2 ,  and u(c), z(c), p(c), q(c) 
the dependence on c E L1(O, 1) of the data [fl, f 2 ,  gl, g2] and of the solution 
[vl, 712, u, Z, p, q, XI ,  X2] to (6.1.31)-(6.1.40), which is now considered instead of 
the related dependence on 0. We aim to show the Gbteaux differentiability of 
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these dependences viewed as mappings from L1(O, 1 )  into appropriate Banach 
spaces. 

Let c E L1(O, 1 )  be fixed. We assume that the mappings c H f i (c)  are 
G6teaux differentiable a t  c as nonlinear operators from L1(O, 1 )  into L1(O, l ) ,  
with the G6teaux derivatives V f i (c ) ,  i = 1 ,2 .  

First, we analyze the dependences g l ( c ) ,  g2(c), h ( c ) ,  I(c). For this purpose, 
notice that we may rewrite (6.1.3) in the differential form 

g l ( 4  = l ( c ) ,  

g2(c)11 = -h (c )  a.e. in [O, 11, 

g2(c)(0)  = g 2 ( 4 ( 1 )  = 0, 
l(c)' - c h (c )  = - f l ( c )  a.e. in [ 0 ,1 ] ,  

h(c) '  + c l ( c )  = - f i (c) a.e. in [O, 11, 

l(c)(O) = h(c)(O) = 0 .  

Now let any d E L1(O, 1 )  be given. We have, by (6.1.44), (6.1.45), 

1 ( C  + 6 d)' - 1 (c)' h ( c  + 6 d )  - h ( c )  
6 

- ( c  + 6 d )  
6 

= d h ( c )  - f i ( c + d d )  - f i ( c )  
6 , 

h ( C  + 6 d)' - h(c)' l ( c + S d )  - l ( c )  
6 

+ ( c + S d )  
S 

= -d l ( c )  - f2(c + 6 4  - f 2 ( 4  

6 

Multiplying (6.1.47) and (6.1.48) by ;( l(c+S d )  - l ( c ) )  and i ( h ( c + S  d )  - h ( c ) ) ,  
respectively, and integrating over [O,  t ] ,  we find that 

1 
- (a2 i ( c + 6 d )  - 1 ( ~ ) l ~ + 6 - ~ h ( c + 6 d )  - h(c)12) ( t )  
2 

+ 1-dl(c) - 6 - ' ( f z ( c + 6 d )  - f2(c)) l  6 - I  ( h ( c + S d )  - h(c ) ) l )  ds .  

(6.1.49) 

The BrCzis [1973] variant of Gronwall's lemma and (6.1.49) imply that the 
ratio families {; ( l ( c  + 6 d )  - 1 ( c ) ) )  and {i ( h ( c  + S d )  - h ( c ) ) )  are bounded in 
L"(0, 1 )  for 6 + 0.  For the reader's convenience, we recall that the inequality 
(6.1.49) may be written in the form 
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where ~ ( t )  denotes the norm on the left-hand side and p belongs to L1(O, I ) + ,  
so that also the usual Gronwall inequality may be applied. 

Owing to (6.1.47) and (6.1.48), we even have boundedness in W1"(O, 1).  
Moreover, in view of the equiabsolute integrability of {i ( f i ( c  + Sd)  - f i (c) ) ) ,  
i = 1,2,  the above ratio families are equiuniformly continuous. Consequently, 
there is a sequence 6, + 0,  6, # 0 for all n E N, such that as n + m, 

6;' ( 1  (c  + 6, d )  - 1 ( c ) )  + 1, 6;' (h (c  + 6, d )  - h(c) )  + h, 

strongly in C[O, 11, and (6.1.47), (6.1.48) imply the strong convergence in the 
space W1?l ( 0 , l ) .  But then also, thanks to (6.1.41)-(6.1.46), 

6;' (gl(c + 6, d )  - gl(c)) + gl,  strongly in L2(0, I ) ,  

6;1(g2(c+6nd)-g2(c))+g,, stronglyin H2(0 ,1) ,  

where 
- - - 4 1  

- 
g1 = ~ l ,  g2 = -h, a.e. in [0, 11, 

- d o )  = g,( l)  = 0,  
-1 

1 - c h  = dh(c )  - V f l ( c ) d ,  a.e. in [O,  11, 
-1 
h + c t  = -dl(c) - V fi(c)d, a.e. in [ O ,  I ] ,  

t (0 )  = h(0)  = 0. 

Since this system has a unique solution and the unknowns gl ,  g2, t, h depend 
linearly on d, the above convergences hold generally for 6 + 0,  and we have 
shown the existence of the Giteaux derivatives 

Next, we examine the Giteaux differentiability of the auxiliary mappings 
wl = wl(c ) ,  w2 = w2(c)  introduced in (6.1.13), (6.1.14). Recalling that B(c)' = 
c a.e. in [ O , l ] ,  we have wl(c) ,  W Z ( C )  E H2(0,  1) n H,1(0,1) with 

w1(c)l1(t) = sin B(c)(O) + c(s )  ds , a.e. in [ O ,  11, ( 1 ' )  
w2(c)11(t) = - cos B(c)(O) + c(s)  ds , a.e. in [0, 11. ( 1 ' )  

Thus, assuming that the perturbations ( & ) I  = B(c)' + 6 ~ ( d ) '  = c + 6 d satisfy 
the condition &(o)  = B(c)(O) + 6 ~ ( d ) ( O )  with some ~ ( d ) ( 0 )  E R, we easily 
conclude from the mean value theorem the existence of the Giteaux derivative 
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where the directional derivatives w; = V w i ( c ) d  in the direction d are given by 

Now recall that by (6.1.19), Xl(c), X2(c) are the solutions of a linear sys- 
tem whose determinant A ( c )  is positive and whose coefficient matrix has (cf. 
(6.1.50), (6.1.51)) Giteaux differentiable entries. Thus, a lengthy but straight- 
forward calculation yields the Giteaux differentiability of the mappings c ci, 
Xi(c) from L1(O, 1 )  into R and the corresponding Giteaux derivatives V X i ( c ) ,  
i = 1 ,2 .  Since the resulting expressions are rather involved, we do not give an 
explicit representation of the Giteaux derivatives here. 

Next, observe that (6.1.35)-(6.1.37) imply that the mappings c ci, q(c)  and 
c H p(c) are Giteaux differentiable from L1(O, 1 )  into L2(0,  1).  It then follows 
immediately from (6.1.38), (6.1.39) that c H u ( c )  and c H z(c)  are Giteaux 
differentiable from L1(O, 1 )  into L2(0, 1 )  and H2(0 ,  I ) ,  respectively. Finally, 
applying to (6.1.31)-(6.1.33) similar arguments as in (6.1.47)-(6.1.49), we also 
obtain the existence of the Giteaux derivatives V v i ( c )  E L(L1(O, l ) ,  L2(0,  1 ) ) .  

We thus have established the following result. 

Theorem 6.1.7 Suppose that the mappings c ci, f i (c) ,  i = 1,2,  are Giteaux 
differentiable i n  c E L1 (0 ,  l ) ,  and assume that d E L1 ( 0 , l )  and v(d)(O) E R 
are given and the perturbations ( & ) I  = O(c)' + b ~ ( d ) '  = C+ b d satisfy the initial 
condition & ( 0 )  = B(c) ( 0 )  + b v ( d )  ( 0 ) .  Then the directional derivatives 

exist and satisfy the system 

- 
v\ - cD2 = dv2(c )  +iTi+gl, a.e. i n  [O ,  I ] ,  

Dk + c v l  = -dv l ( c )  + t + 7 j 2 ,  a.e. i n  [0, 11, 

v1 ( 0 )  = v2 ( 0 )  = 0 ,  
- v 1 ( l )  = D 2 ( l )  = 0 ,  

p' - cif = d q ( c ) ,  a.e. i n  [ O , l ] ,  
- q r + c p =  -dp (c ) ,  a.e. i n  [ O , l ] ,  

p(0) = x1 cos(O(c) ( 0 ) )  + x2 sin(O(c) ( 0 ) )  

+v(d)(O) [Xz(c) cos(e(c)(O)) - X l  ( c )  sin(O(c) ( O ) ) l ,  
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R e m a r k .  The system (6.1.52)-(6.1.61) admits a unique solution, since its 
homogeneous variant is of the type (6.1.31)-(6.1.40) and may be reformulated 
in the language of the control problem ( P )  (in this connection, L'homogeneous" 
means that gl = 0 ,  g2 = 0 ,  d = 0 ,  v ( d ) ( 0 )  = O ) ,  and since the corresponding 
solution of ( P )  vanishes identically if the inhomogeneous terms equal zero. 

Next, we introduce the adjoint system associated with (6.1.52)-(6.1.61): 

Proposition 6.1.8 The system (6.1.62)-(6.1.68) has a unique solution such 
that P I ,  P2, R E W I J  (0 ,  I ) ,  P3, P4 E w;" (0 ,  I ) ,  and Q E W21" ( 0 , l )  n Hi  ( 0 , l ) .  

Proof. Let p1, p2 E R2 be some arbitrary initial conditions for (6.1.62), (6.1.63). 
Then 

7 1  ( t )  [ ; ] (9 = Wc(t) [ ;: ] + [ h ( t )  ] ' 

and P I ,  P2 E W1,l(O, 1 )  if c E L1(O, 1 ) .  Here, the notation W, indicates the 
dependence of the matrix W on c. Consequently, R = E PI and Q depend in 
an affine manner on p1, p2 and belong to W1ll(O, 1 )  and W2,"(0,  1)  n HA(0, l ) ,  
respectively. Then 
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belongs to W1>l(O, I ) ' ,  where we have used the final null conditions. In order 
to comply with the initial null conditions for P3, P4, the constraint 

has to be fulfilled. Writing (6.1.69) explicitly, we obtain a linear system like 
(6.1.19) for p l ,  p2. Since its determinant is positive, it is uniquely solvable. 
This concludes the proof of the assertion. 

Theorem 6.1.9 The directional derivative of the cost functional i n  the problem 
(Q)  at the point c E L1(O, 1 )  i n  the direction d E L1(O, 1)  is given by 

where Vg; (c)*  E L(L2(0 ,  l ) ,  Lm(O, 1 ) )  denotes the dual operator of the Giteaux 
derivative V g i ( c ) ,  i = 1 ,2 .  

Proof. Using (6.1.62), (6.1.63), and integration by parts, we have 

+ L1 P Z ( S )  (f + g2) (5 )  ds. 

Now recall that g, = Vg i (c )d ,  i = 1,2. Hence, invoking (6.1.64)-(6.1.67) as 
well, we can infer that 
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From this, using (6.1.56), (6.1.57), and integration by parts, we obtain (6.1.70), 
which finishes the proof of the assertion. 

Next, we shall study the differentiability properties of the problem (Q) in the 
general case in which only 0 E LW(O, 1). We consider variations of the form 
0 + crq with q E Lffi(O, 1) and "small" a E R. We assume that the operators 

depend directly on 6' and are Ggteaux differentiable. A direct calculation, 
starting from (6.1.3) and taking into account the dependence of W(t) on 0, 
leads to 

Moreover, (6.1.3) implies that 

Comparing (6.1.71) with (6.1.44)-(6.1.46), we see that the integral formula- 
tion is more difficult to handle since it involves more products that generate 
additional terms via differentiation. 

For the auxiliary mappings w,, w2 defined in (6.1.13), (6.1.14), we write 
directly the increment ratios corresponding to 0 and 0 + aq,  and we compute 
the limit as a -+ 0 to find that 

Relations (6.1.71)-(6.1.73) also show the continuous dependence in L2(0, 1) of 
- 
g,, mi, i = 1,2 ,  and of t, h with respect to regularizations of q and 0 if the 
same is assumed for fi, f,, i = 1,2. For mi, i = 1,2, and for &, the continuous 
dependence holds even in H2(0, 1). An elementary calculation, starting from 
(6.1.19), shows that also XI, X2 depend continuously on regularizations of q 
and 8. 

Next, we conclude from relation (6.1.27) that 

with the same continuity property in L2(0, 1)' with respect to regularizations 
of q and 8. By virtue of (6.1.28), (6.1.29), this property is preserved for t and 
2, and we have 

- --If u = E P ,  z =-q l  - z(0) = ~ ( 1 )  = 0. (6.1.75) 
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Finally, (6.1.25) gives 

with the same conclusion concerning the continuity of the dependence on 11 
and 0. 

Let us now explicitly introduce the regularizations of 0 and 7,  

where B and 7 are extended by zero outside the interval [ O , l ] ,  S > 0 ,  and 
where p E Cp(R) is a Friedrichs mollifier. Then 

Bs + 8,  q5 -+ 11, strongly in L"(0, I ) ,  for all s 2 1 

We also define da = 7: and cs = B&, which exist in L1(O, 1 )  but do not have 
good convergence properties for S + 0. Then, the systems (6.1.31)-(6.1.40), 
(6.1.52)-(6.1.61), and (6.1.62)-(6.1.68) can be solved for the data cs, ds. Let 
us denote the corresponding solutions with a subscript or an exponent 6. We 
have the following result. 

Theorem 6.1.10 The gradient of the cost functional of the problem (Q)  at 
B E Lm(O, 1)  i n  the direction 7 E Lm(O, 1) is given by 

where vl ( B ) ,  v2(8 ) ,  u(B) ,  z(B),  p(B), q(B) are obtained from (6.1.25)-(6.1.29) 
with gl(B), g2(@ given by (6.1.3), and where P I ,  Pz7 P3, P4, R, Q are 
computed via (6.1.62)-(6.1.68) (rewritten i n  the corresponding obvious integral 
form). 

Proof. Thanks to (6.1.76), (6.1.77), we can write 

1 1 1 v2(B) 8 2  ds  = lim / u: U: ds . 
6-0 0 
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From Theorem 6.1.9, we obtain that 

Using the boundary conditions and the differentiability properties, we first find 
that 

We indicate partially how the last equality in (6.1.80) is established. We have, 
using (6.1.35), (6.1.36), (6.1.64), and (6.1.65), 

Moreover, 

The derivatives of gl, g2 may be taken directly with respect to 8. This can 
easily be seen from (6.1.47)-(6.1.49) (where fi now depend on 9 )  without 
modifying the argument. 

We combine (6.1.79)-(6.1.81) and pass to the limit as 6 -+ 0. The continuity 
properties with respect to both 776 and 96 have been explained in (6.1.71)- 
(6.1.76). We remark that continuous dependence for 6 + 0 is also valid for 
P,d, P i ,  Pi, P:, R6, Q6, since the system (6.1.62)-(6.1.68) can also be brought 
into integral (mild) form. We thus arrive at the desired conclusion. 0 

Example 6.1.11 We have employed the gradient provided by Theorem 6.1.10 
in several numerical shape optimization experiments for arches. In order to 
apply formula (6.1.78), one has to determine numerically the solutions to the 
state system (6.1.25)-(6.1.29) and to the adjoint system (6.1.62)-(6.1.68) as 
well as an approximation to the mappings [Vgl  PI and [Vg2(0)]*P2. By the 
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nature of the data it is obvious that an explicit calculation is not possible in 
the optimization routine. 

We have chosen an equidistant division of the interval [0, L] (where here the 
length of the arc was assumed as L > 0) into No E N subintervals [t;,ti+l], 
where ti = ih, h = 6. The mapping 0 E Lm(O, L) has been approximated 
in the different examples by either piecewise linear splines or piecewise con- 
stant functions. The integrals have been evaluated accordingly using standard 
quadrature formulas. 

The solution of the ordinary differential systems was obtained using linear 
finite elements, and the scalars XI, X2 from (6.1.27) were determined by solving 
the algebraic system (6.1.19). Similarly, the unknown initial conditions p1, 
p2 for (6.1.62), (6.1.63) satisfy a system of the same type as (6.1.19), where 
the mappings I and g2 have to be replaced by yl and y, respectively, with 
7'' = -"/z and y(0) = y(L) = 0; see Proposition 6.1.8 and its proof. 

The functions [Vgl(0)]*Pl and [Vg2(0)]*P2 have been approximated as fol- 
lows: 

Here, g k  has been determined using (6.1.72), and X [ ~ % , ~ , + , ]  denotes the charac- 
teristic function of the subinterval [ti, ti+l]. 

Although the optimization problems under study are nonconvex, adaptations 
of Rosen's and Uzawa's gradient algorithms with projection (Gruver and Sachs 
[1981], ArnZutu [2001], Arndutu and Neittaanmaki [2003]), have been employed. 
A maximal number of iterations (between 200 and 300) was prescribed, and as 
minimum solution we chose the approximation giving the best value of the cost 
functional. The algorithm also stopped for vanishing value of the gradient of 
the cost functional and of the cost itself (which is positive). 

For each example several tests with both algorithms were performed, using 
various values for the parameters No and a (the parameter from the Rosen 
algorithm). In general, the Rosen algorithm gave better results than the Uzawa 
algorithm. 

In the optimization problems, we fixed the "thickness" E = 0.1 and em- 
ployed a simple line search strategy, subdividing ] O , 1 ]  into Nl equal parts and 
evaluating the cost functional for the values e, i = 1, Nl, of the line search 
parameter. The parameter yielding the smallest value was chosen to gener- 
ate the next iterate. With this simple strategy we have avoided, with good 
numerical results, the usual determination of the line search parameter via a 
one-dimensional optimization problem (which may be very time-consuming). In 
addition, in each iteration a projection onto the admissible set was performed. 
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The optimization problem (Q) searches the shape of an arch having a minimal 
normal deformation (in some integral sense) under the action of a prescribed 
force. We have examined purely tangential ( f 2  = 0 )  and normal ( f l = 0 )  
forces, since these act in the direction of the axes of the local coordinate system, 
as well as forces that do not depend on the unknown arch. For instance, forces 
parallel to the vertical axis are described by f l ( t)  = sin(B(t))/S and fi(t) = 
cos(B(t))/S in the local system of coordinates, and in converse order for forces 
parallel to the horizontal axis. It should be noticed that while the force is 
independent of the arch, its local representation still is dependent via 6. 

The constraints for B were given in terms of subintervals of [0, n] as indicated 
in the figures. This suffices for many applications and avoids a self-intersection 
of the arches. However, degenerate cases are still possible (see Figure 1.7). 

In Figure 1.4, under the action of a tangential force, and starting from a 
Roman arch as initial iterate, it is seen that the global solution is a beam, 
which clearly has no normal deflection under such a load. In our representation, 
two global solutions (beams) are put into evidence, associated with 6 = 0 and 
B = n. The figure depicts some iterates produced by the algorithm and the 
corresponding values of the cost. 

Legend 

- Jopt = 0 - - .  Jo = 0.587371 
Jzo = 0.320098 
JD =0.280906 
J 4  = 0.104342 
Js = 0.010420 

In this experiment, we have used No = 200, Nl = 10, a = 0,75, and the 
arch close to the beam was obtained after 24 iterations. Notice that in this 
example there are infinitely many global solutions (beams of any slope), which 
shows the difficulty of the numerical computations. 

However, from the physical viewpoint all these solutions cannot in fact be dis- 
tinguished. They arise in the mathematical formulation, since the considered 
parametrization also takes the slope into account (which in this example is irrel- 
evant). Such apparent situations of nonuniqueness have also been considered by 
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Eppler [2000]. One idea for their removal is the introduction of supplementary 
restrictions in the formulation of the problem. 

In Figure 1.5 the initial iterate was again a Roman arch, but this time the 
force was of constant modulus and parallel to the vertical axis. The depicted 
iterates again demonstrate how the routine finds the (unique, if 0 is confined 
to [0, T]) global solution given by the vertical beam characterized by 0 = 5. In 
this configuration the prescribed force becomes purely tangential to the arch, 
and the global solution is a special case of the previous example (but not of the 
problem as a whole). Here, we took No = 200, Nl = 10, a = 1, and the global 
optimum was reached after 139 iterations. 

C O S ( ~ ( ~ ) )  Figure1.5. B(t)E[O,.rr], f l ( t ) = T ,  f 2 ( t )=  ,Bo ( t )= t , tE IO ,a ] ,  
@ SIAM. 

Legend - Joot = 0.008624 

The numerical results from Figures 1.4 and 1.5 match the physical interpre- 
tation perfectly, which is a strong justification for the notion of weak solutions 
introduced here and also indicates the good stability properties of the approxi- 
mation methods used. 

4.00 - 

In Figure 1.6 a more "realistic" example has been studied, namely the con- 
struction of a most-resistant roof (made of one piece) subject to a vertical 
constant load of modulus $. The reader should note that in this figure we have 
interchanged the axes to make the representation look more "physical." We took 
No = 500, Nl = 100, a = 10. Two experiments are depicted in Figure 1.6, one 
in which the initial guess OO2 was given by a fragment of a Roman arch, and 
another where the initial configuration Ool consisted of two coupled fragments 
of Roman arches. In both cases the numerical solutions were obtained in the 
first iteration and look very similar. In this example the theoretical optimal 
value is "far" away from zero. 

- - .  Jo = 1.463928 
+ J18 = 1.076262 
t Ji = 0.562149 
t JiO7 = 0.260795 
t J120 = 0.023715 

3.00 - 

2.00 - 

1.00 - 

0.00 I T - I I 
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Legend 
- - .  JInltj = 21.442765 - Joptj = 1.407772 
- - Jlnit2 = 58.673765 
-0- JOp12 = 2.323045 

Figure 1.6. B(t) E [$, 91, f,(t) = q, f i(t) = 9, t E [O, TI, 

eo,(t) = v, t~ [o,;), eol(t)= g, t~ [ ; , T I ,  eo2(t) =?, t E j o , ~ ] ,  
@ SIAM. 

In Figures 1.7 and 1.8, the case of a purely normal load is discussed, the 
difference being given by the constraints imposed on 0, namely 0(t) E [0, T] 

and B(t) E [:, $1, respectively. 

Figure 1.7. B(t) E [O, TI ,  f i(t) = 0, f2(t) = i ,  &(t) = t, 

t E [0, T], JiIlit = 82.922993, Jopt = 0.0024772, @ SIAM. 

In Figure 1.7, the "optimal" found 0 is represented, not (as usual) the arch. 
The computations used No = 200, N, = 20, a = 1.5, and 27 iterations. Since 
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the resulting solution is of bang- bang type (we have O E (0, .ir) for a.e. t E [0, n]), 
the arch degenerates and cannot be represented graphically. 

Motivated by the bang-bang character of the optimal solution, we generated 
a sequence {ON), giving N the values listed in Table 1.1 and ON the values 
0 and T, alternately on successive subintervals of the partition in N parts of 
[0, T] , and computed the corresponding costs J(ON), also listed in Table 1.1. 
The conclusion is that {ON) is a very efficient minimizing sequence for this 
problem that yields for N 2 50 smaller values of the cost functional than the 
one computed by the complete numerical procedure (although this provides a 
satisfactory result as well). 

Table 1.1. O(t) E {O,?r), f l( t) = 0, fi(t) = &, t  E [ O , ? r ] ,  @ SIAM. 

We stress that the oscillatory nature of the minimizing sequence {ON) is 
related to the noncompactness of the constraints set {O E Lw : O(t) E [0, n] for 
a.e. t E (0, T ) )  in Lffi(O, T). This set is only bounded and closed, which is not 
enough to ensure the existence of an optimal O as discussed in Theorem 6.1.5 
and Corollary 6.1.6. This numerical example indicates that the assumptions of 
Corollary 6.1.6 seem to be sharp. Notice that the lack of compactness of the 
admissible set is also true for Figures 1.4 and 1.5, even though global minimum 
points exist in these examples. 

In Figure 1.8 the initial Roman arch and the obtained solution (under normal 
load) are depicted. The numerical test was performed with No = 300, Nl = 10, 
a = 1,5,  and the optimum was achieved after 160 iteration steps. Obviously, 
the solution is again of bang-bang type (recall that O is the angle between 
the tangent to the arch and the horizontal axis). However, Table 1.2 shows 
that the simple sequence {ON), constructed as in the previous example, but 
with the values t ,  9, is no longer a minimizing sequence for this problem. 
The commuting points for the bang-bang solution are not equidistant in this 
example. 
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Figure 1.8. 0( t )  E [:,%I, f l ( t )  =0 ,  f i ( t )  = 6, 
= 2.779911, J,,t = 0.008977, 

2.00 - 

1.60- 

e , ( t ) = t + ; ,  t~ [o,?], 

@ SIAM. 

Legend - - -  
- J,,, = 2.779911 

Jopt = 0.008977 

Table 1.2. B ( t )  E [ t ,  F], f i ( t )  = 0, f 2 ( t )  = $, t E  [0, $1, @ SIAM. 

1.20- \ 

0.80 - 

I 

0.40 - 

0.00 I I I I 

We close this paragraph by stressing the fact that working with low regularity 
assumptions was essential for the optimization applications, in view of the bang- 
bang structure of the optimal 0 found in many examples. However, in Figure 1.5 
the global solution is not bang-bang, which seems to be due just to the force 
applied. Bang-bang properties are known in thickness optimization problems for 
plates; compare Corollaries 3.4.5 and 3.4.7 and Proposition 3.4.13 in Chapter 
3. We also underline the nonlocal optimization character of our numerical 
experiments, which is obvious from the line search used and the reported results. 
More examples may be found in Ignat, Sprekels, and Tiba [2001]. 
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6.1.3 Variational Inequalities for Arches 

We analyze a variant of the control problem studied above in 56.1.1, namely 

Min {L 1' u ' (~ )  ds + / ~ ( z ' ( s ) ) ~  ds} , (6.1.82) 
[u,t]€L2(0,1)xV 2& 0 2 0 

subject to the constraint that the state pair [vl, v2] E LM(O, 1)' given by (6.1.4) 
satisfy 

[vl, vz] C, (6.1.83) 

where C is a closed and convex subset of LM(O, 1)' whose elements satisfy the 
null initial conditions imposed in (6.1.4). Notice that we have replaced the final 
state constraint (6.1.5) by (6.1.83). This describes arches that are clamped just 
in t = 0 and subject to unilateral conditions given by (6.1.83). 

The notation used here is the same as in the previous paragraphs of this 
section; however, the control space for z is V = {w E H1(O, 1) : w(0) = O),  
and the definition (6.1.3) of 91, g2 is replaced by 

f l ( ~ )  [ ", (t) = / ' ~ ( t )  wP1(s) [ f2(S) ] ds, for a . e  t t 10, I], 

Since there are no constraints imposed on the controls [u, z ] ,  admissibility may 
be assumed in (6.1.82), (6.1.83), and the existence of a unique optimal pair 
[u,, z,] E L2(0, 1) x V with corresponding optimal state [vf, vg] belonging to 
C follows easily using the technique of the proof of Theorem 2.1.2 in Chapter 
2. 

Now let [u, Z] be any admissible control pair. Then the convexity of C yields 
that also the control variations 

[%&I + X [ U -  % , t  - t,], A E [ O , l ] ,  (6.1.85) 

are admissible. Thus 

+ ( t  + X ( t  - t:))'(s) ds, 
2 0 

whence, dividing by X > 0 and taking the limit as X \ 0, we easily obtain the 
Euler inequality for (6.1.82), (6.1.83), 

1 
0 1' u (s) ( u s )  - u (s)) ds + z (s) ( ( s )  - z (s)) d .  (6.1.86) 

& 0 

We are now going to show under the assumption W E W2@(0, (as in 
Theorem 6.1.1) that [vf, vq] satisfies a general variational inequality. This will 



370 Chapter 6. Optimization of Curved Mechanical Systems 

be another application of the control variational method as in Theorem 3.4.17 
in 53.4.2.1 of Chapter 3. 

To this end, fix any [wl, w2] E (V x U) n C ,  where 

Then wl, w2 may be generated via the state system (6.1.4) from an admissible 
control [p, [] E L2(0, 1) x V, where 

Here, the assumed regularity W E W21m(0, is used essentially. Moreover, 
v;, u; satisfy similar differential equations with [p, [] replaced by [uE, zE]. We 
insert (6.1.87), (6.1.88), by taking u = p and z = E (and the corresponding 
relations for vf, v,' ) in (6.1.86), to obtain that 

+ 1' ( - 2 + ( v )  + c v )  ( w  + c w - ( v )  - c v:)' ds. (6.1.89) 

Using integration by parts repeatedly, and invoking (6.1.84), we find that 

Combining (6.1.89), (6.1.90), we have proved the following result: 

Theorem 6.1.12 If W E W21m(0, then vf, v; satisfy 

5 1' fl (v: - WI) ds + f 2  (v: - 74) d ~ ,  I' 
for all [wl, w2] E (V x U) n C. (6.1.91) 

Remark. If C imposes null conditions at t = 1, then (6.1.91) is a variational 
inequality for a clamped arch. 



6.2. General Three-Dimensional Curved Rods 371 

Remark .  In the works of Hlavacek, Bock, and Lovisek [1984], [1985], and 
Sprekels and Tiba [2000], variational inequalities for fourth-order ordinary dif- 
ferential equations associated with beam models are discussed. A short example 
has already been mentioned in Example 1.2.7 in Chapter 1. Notice that the for- 
mulation (6.1.82), (6.1.83), (6.1.4) may be interpreted as a weak formulation of 
the variational inequality that is valid even if W E Lw (0, 

Remark .  If C = LM(O, 1) x {vz E Lw(O, 1) : a 5 v2 5 0 a.e. in [0, I]), then 
(6.1.91) constitutes an obstacle-type problem for the normal component of the 
deflection of the arch. Here, a ,  ,b' E C[O, I] have to satisfy a(0)  5 0 5 P(0) in 
order that the initial condition for vz can be fulfilled. 

Remark .  Under the smoothness condition W E W2~"(0, 1)4 the solution 
[vf, vz] belongs to V x U, and we can choose C as a closed convex subset of 
V x U.  For instance, if 

with some fixed r E R, then (6.1.91) describes an arch that is clamped in t = 0 
and obeys a unilateral condition for the tangential component in t = 1. Other 
examples of variational inequalities may easily be constructed in this way. 

6.2 General Three-Dimensional Curved Rods 

In this section, the results for plane arches will be extended to curved rods in 
R3, i.e., to Jordan curves of class W21w(0, L)3 .  Since rods, while being "thin," 
are fully three-dimensional structures, they are more difficult to describe geo- 
metrically, and a theory analyzing their deformation under general mechanical 
loads is more complex than for arches. 

One way to investigate the deformation of curved rods is of course to use 
the general theory of linear elasticity, which, under the assumption of small 
deformations, leads to a boundary value problem for a linear elliptic system of 
three partial differential equations for the three components of the displacement 
vector y in R3. Under appropriate conditions, existence and uniqueness of a 
weak solution can be shown using Korn's inequality. 

It turns out, however, that this "fully three-dimensional" approach has sev- 
eral disadvantages since it does not take into account the special geometrical 
feature (namely, the thinness) of rods: the resulting system is overly complex, 
and one encounters stability difficulties in the numerical approximation of the 
solutions. In the literature, there are many models that are better adapted to 
the geometry of rods (cf. Trabucho and Viaiio [1996]). We will also propose 
such an adapted "polynomial" model in this section, leading to a boundary 
value problem for a linear system of nine ordinary differential equations, which 
constitutes a considerable reduction of complexity. 
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The W2>"(0, L)3 regularity assumptions needed for this approach, while 
stronger than those in the previous section, are weaker than those in the avail- 
able mathematical literature, where a t  least three derivatives are required for 
this case. In order to achieve this relaxation, we are going to show in the first 
paragraph below that local coordinate frames on curves can be defined already 
for curves of class C1[O, LI3 in R3. Additional regularity conditions will have 
to be imposed later in the discussion of the model to be introduced and its 
shape optimization. In Tiba and VodAk [2004] an asymptotic model for three- 
dimensional curved rods is studied under mere Lipschitz assumptions on the 
parametrization. 

6.2.1 A Local Frame Under Low Differentiability 
Assumptions 

We begin by constructing local coordinate frames on curves that are paramet- 
rized by vector functions 6 E C1[O, LI3. This will lead us to a local basis 
consisting of tangent, normal, and binormal in C[O, LI3. Thus, all basis vectors 
will have the same regularity, in contrast to the classical Frenet construction 
(see Cartan [1967]), where the normal and the binormal vectors are less regular 
than the tangent vector. 

We assume again that 6 is a unit speed curve, that is, the tangent vector 
5 = 6' E C[O, L] has unit length at any point on the curve. We choose some 
"sufficiently small" (to be made precise later) S > 0 and a partition 0 = so < 
sl < . . . < s ~ + ~  = L, with some N E N, of the interval [0, L] such that 

Observe that (6.2.1) can always be achieved for sufficiently large N since f is 
uniformly continuous in [0, L]. 

For 0 < i 5 N + 1 we define the vectors 

otherwise. 

Then 

Ifi(si)lR3 = 1, ( s )  5 )  o < i < N + 1. (6.2.3) 

We can also assume that the angle between fi(si) and f i ( ~ i + ~ )  is acute, i.e., 
that 

(fi(si), f i ( ~ i + l ) ) ~ 3  > 0, 0 5 i 5 N. (6.2.4) 
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This can be achieved by simply replacing i i ( ~ , + ~ )  by -fi(si+l) if necessary and 
proceeding inductively from sl to s ~ + ~ .  We denote by n(si) the vectors thus 
obtained. 

On each interval [si, s;+~], we define the linear interpolate 

S - Si 
mi(s) = n(si) + - ( I )  - ( s ) ) ,  i = O,. 

Si+l - Si 

Clearly, m;(s;) = ni(si), mi(sitl) = n ; ( ~ ~ + ~ ) ,  and the function m(s) = mi(s), 
s E [si, si+l], 0 5 i 5 N, is Lipschitz continuous in [0, L]. Moreover, 

Jz 
Imi(s)jR3 > -, b's E [0, L], b'i = O,. 2 

(6.2.6) 

Inequality (6.2.6) is a consequence of elementary geometric arguments in the 
triangle having the two unit edges ii(si) and n ( ~ ; + ~ )  and an acute angle, using 
(6.2.4). We note only that jmi(s;) 1 ~ s  is just the length of the line segment 
connecting arbitrary points on the "basis" of this triangle with its "top" point, 
whence (6.2.6) easily follows. 

Now let us assume for the moment that m(S) is collinear with t(O) for some 
O E [0, L]. Since I @ )  lR1 = 1, we can infer from (6.2.5) that 

where i is fixed such that O 6 Isi, si+1]. We multiply (6.2.7) by Z(s )̂ and add 
and subtract t(s;) or t(si+1) , apply (6.2.6), the triangle inequality, and the 
Schwarz inequality, to obtain 

Here, we have also used (6.2.1) and (6.2.3). 

Clearly, (6.2.8) leads to a contradiction for 6 < &. For such a choice of 6 > 0 
(which will be assumed henceforth), the vectors m(s) and t(s) are linearly in- 
dependent for any s € [0, L]. We thus can apply the Schmidt orthogonalization 
process and define, for any s E [0, L], 

n(s) = m(s) - (m(s), ?(s))R3 t(s) , (6.2.9) 

n(s) = f i ( ~ ) / l f i ( ~ ) I ~ 3 .  (6.2.10) 

Notice that n(s) # (0,0,0) by the linear independence of m(s) and f(s); 
moreover, Ifi(s)IR3 > E > O for all s E [0, L] with some E > 0, since fi is 
continuous on the compact set [O, L]. In addition, since m is Lipschitz contin- 
uous, it follows from (6.2.9) and (6.2.10) that n can be at most a W1@(O, L)3 
function; on the other hand, if f belongs to W1>03(0, L)3, then so does ii. We 
thus have proved the following result. 
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Theorem 6.2.1 If E C1[O, LI3 (or e E W2'"(0, L)3) is a unit speed curve 
then 6 n E C[O, LI3 (or f ,  E W1lm(O, L)3), and 

Moreover, the vector function 6 = t~fi completing the local frame has the same 
regularity properties. 

For the reader's convenience we recall that the vector product b = i ? ~  n of two 
unit vectors i? = ( t l ,  t2, t3) , fi = (nl, n2, n3) E R3, defined by 

is a unit vector that is orthogonal to both f and .fi and is such that the 
coordinate system (6 n, b )  has a positive orientation. 

Remark .  The construction given above is particularly well suited for numerical 
simulations. Notice that m' is piecewise constant. If $ E W21w(0, L)3 has 8" 
piecewise continuous, then i? , n l ,  6' are piecewise continuous as well. 

Remark .  In Cartan [I9671 the so-called Darboux local frame also is discussed. 
In this case, the normal n is constructed under the assumption that the curve 
0 lies on some differentiable surface S; namely, n(s) is just a unit normal to 
S in the corresponding points e(s) E S .  The local frame is again completed by 
the tangent vector f and the vector b = E A  n. Also, this construction requires 
less regularity than the Frenet frame, but it uses another geometric assumption 
(for S) ,  which seems to be unnecessary, as Theorem 6.2.1 shows. 

6.2.2 A Generalized Naghdi-Type Model 

We now introduce a model of so-called polynomial type for the deformation of 
a "thin" elastic curved rod occupying the open domain f2 c R3. For a gen- 
eral discussion of various models that may be considered in this setting, we 
recommend to the reader the monograph of Trabucho and Viafio [1996]. The 
present model was studied in detail in the work of Ignat, Sprekels, and Tiba 
[2002]. Motivated by the analogy to a corresponding model for shells investi- 
gated below in 33.1, we call it a generalized Naghdi-type model. More precisely, 
the subsequent conditions (6.2.17) and (6.3.7) are very similar in nature, where 
(6.3.7) is a slight generalization of the classical Naghdi assumption for shells. 

To begin with, let L > 0 be given, and suppose that ~ ( 2 3 )  c R2 is a 
bounded domain, not necessarily simply connected, for any x3 E [0, L]. We 
assume that there exists a given open set w c R2 with w(x3) > w for every 
2 3  E [0, L] and such that 
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Condition (6.2.11) generalizes similar hypotheses used by Murat and Sili [I9991 
and is related to the choice of the global system of axes in R2 > W. 

Introducing the open set 

we then define the curved rod fi c R3 as the image of R under a geometric 
transformation of special form (to be justified below, see (6.2.20)), namely 

Here, 6 E W2,m(0, L)3, where 8" is assumed piecewise continuous, repre- 
sents a three-dimensional unit speed curve (called the line of centroids) that is 
parametrized with respect to its arc length, and the vectors n(x3) ,  b(x3) E R3 
are as defined in Theorem 6.2.1. 

Since f ,  .Ti, b are differentiable and 

it follows that for almost all 2 3  E [0, L], 

The orthogonality relations (6.2.15) give the "equations of motion" of the local 
frame. 

with suitable piecewise continuous functions a ,  P ,  c that have a similar mean- 
ing as the curvatures in the standard Frenet frame. 

The curved rod fi is assumed to be clamped at both ends and subjected to 
body forces f acting in fi (weight, electromagnetic field, etc.) and to surface 
tractions 3 on the lateral surface denoted by 2. On the "inside" lateral face of 
fi (corresponding to possible holes in the cross section), we assume that 4 = 0. 

We denote by g : fi + R3 the corresponding displacement of each point in 
fi under the action of the given forces. Our "mechanical" assumption is that 
3 has the special form 
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with 3 = (xl, x2, 23) = Fpl(E) E Cl , and where 7 ,  N , B E Ht(0, L)3 are 
unknown functions. 

Relation (6.2.17) means that transverse sections of fi (i.e., those that are 
perpendicular to $(x3), 2 3  E [0, L]) may deform but remain plane or degenerate, 
that is, become one-dimensional, after the deformation. However, taking also 
into account the small-deformations assumption of linear elasticity theory, we 
see that degeneracy is in fact not possible, and our comment just shows that 
(6.2.17) is a very weak hypothesis. The vector ?(x3) describes the translation of 
the points on the line of centroids parametrized by 8, and the vectors N(x3) + 
fi(x3), B (23) + 6(x3) show the deformation of the orthogonal frame in the cross 
section (which does not necessarily remain orthogonal to the tangent of the 
new centroid line, i.e., to e)(x3) + ~ ' (23) ) .  This allows for shear and for length 
or volume changes after the deformation. The classical Timoshenko condition 
is fulfilled (namely that the cross section remains plane), but not the Navier 
condition, since the cross section may deform within its own plane. 

One can easily compute the Jacobian of F, denoted by J(?) = OF(?),  
its determinant, and its inverse (using (6.2.16)). We find that for all ? = 
(XI, x2, x3) E a, 

det J (E)  = 1 - P(x3) xl  - a(x3) x2.  (6.2.20) 

If w(x3) is contained in a ball that has a sufficiently small radius with respect 
to the bounded "curvatures" a ,  P ,  c, then 

det J ( x )  > c > 0 V3: E n, with some c > 0, 

which will henceforth be assumed. This assumption, which is natural in the 
modeling of curved rods, postulates that either the "curvatures" or the diame- 
ters of the cross sections w(x3) of 0 have to be sufficiently small. It ensures that 
F is a one-to-one transformation and justifies the definition (6.2.13), (6.2.14) 
of the curved rod f i .  
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We now introduce the mapping a : fl + R3 by 

Clearly, 
g ( ? ) = a ( F - ' ( 5 ) )  V 2 6 f i .  (6.2.22) 

Using the chain rule, we find that for all 2 E fi, 

To simplify the exposition, we define 

Invoking (6.2.18)-(6.2.24), we can compute the components eij of the linearized 
strain tensor in terms of the displacement vector jj(2). We have 

Consequently, we get (without summation convention) 

ayi  
eii(2) = ~ ( 2 ) ~  i = l,, axi (6.2.27) 

Now let us assume that the rod consists of an isotropic material having the 
Lam6 constants X > 0 and f i  > 0. Then the equations of linear elasticity for 
the displacement y read (see (6.6.29) below) 

where the bilinear form Bo and the linear functional B are defined on 2 x 2 
and on 2, respectively, where 2 C ~ ' ( f l ) ~  denotes the subspace of functions 
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having zero traces on the "bases" of the rod fi, i.e., on F(w(0)) U F(w(L)). 
Using the summation convention, the linear elasticity system reads (cf. Ciarlet 

[200Ol) 

Notice that I as given by (6.2.17) belongs to 2. We also restrict the class 
of admissible test functions in (6.2.29) by admitting only test functions e = 

(ul, u2, u3) E 2 of the special form 

where the components Mi, Di , pi,  i = 1,2 ,3 ,  all belong to Hi(0, L). In 
this way, we project the original fully three-dimensional problem onto the (still 
infinite dimensional) subspace Z c 2 of all mappings of the form (6.2.17) 
with ?, N, B E Hi(0, L)3, thereby reducing the original problem to a linear 
system of nine ordinary differential equations in the variable x3. 

Observe that this projection follows essentially the same procedure as in the fi- 
nite element method (where the subspaces are finite-dimensional). Some conver- 
gence and approximation results for such projected problems have been proved 
by Trabucho and Viaiio [I9961 in a different setting. Moreover, owing to the 
above choice, the space Z can be identified with H,'(O, L)g which will be done 
in the following. We denote by B the restriction of Bo to the subspace Z x Z 
of 2 x 2 or, equivalently, to H i  (0, L)' x Hi (0, L)'. 

We also perform in (6.2.29) the change of variables 3 = FZ, and invoking 
(6.2.17) and (6.2.24), we find that in this case B can be written in the form 
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Notice, however, that  in  general the assumption (6.2.17) is not satisfied by 
the solution t o  (6.2.29). Therefore, a direct analysis o f  the bilinear form (6.2.30) 
is necessary. W e  have the following result. 

Theorem 6.2.2 Under the above assumptions, there are constants c ,  m such 
that 

O < c I  1 - P ( x 3 ) x l - a ( x 3 ) x 2 1 m  V Z E ~ ,  

and the bilinear form B is coercive and bounded on HA(0, L ) g .  

W e  begin the proof wi th the following lemma. 

Lemma 6.2.3 There are cl > 0 ,  c2 > 0 such that 

where g, given by (6.2.17), is identified with the vector ( T ~ ,  T 2 , ~ 3 ,  N l ,  N2 ,  N3,  Bl, 
B2, B3) E Hi(O, LI9.  

Proof. B y  virtue o f  (6.2.30), (6.2.20), and since u ( x 3 )  > w for all x3 E [0, L ] ,  
we have 

Consequently, usual binomial inequalities imply that 
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where we have used that hij E Lm(0) ,  i, j = p, which follows from (6.2.18)- 
(6.2.20), (6.2.24), and from the regularity of the parametrization $ and of the 
local frame. 

Putting zi = T ~ + x ~ N ~ + x ~ B ~ ,  i = 0, we notice the algebraic transformation 

Hence, we can infer from (6.2.32) that 

Examining (6.2.19), we see that under the assumptions of the theorem, 

for some r;. > 0, since l t lR3 = 1. Moreover, by (6.2.11) we have, for z = PI 
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where meas(w) is the Lebesgue measure in R2 of the domain w .  Combining 
(6.2.33)-(6.2.35), we obtain the desired result. 

Lemma 6.2.4 If If@, y) = 0, then 3 = 0. 

Proof. Let B(y, y) = 0. Defining z; as in the previous proof, we have, for a.e. 
% E 0, 

We first multiply (6.2.37) by h3i(5) and (6.2.36) by h3j(%) ( j  is fixed!) and 
subtract. Then multiply (6.2.36) by h3;(f) for i = j, and add to the previous 
results, obtained for i # j .  We then obtain that 

where F ( N ,  B)  is some expression that is linear with respect to the vector 
functions N, B. Taking into account (6.2.19) and lflRs = 1, we infer from 
(6.2.38) that 

~ i ( x 3 )  + X I  N;(X~) + 2 2  B:(xg) = r(N, B), Q i  = 1,, (6.2.39) 

with an obvious modification r of the expression f'. 
For any i ,  we choose three different pairs (xl,x2) E w, obtaining a lin- 

ear differential system in normalized form with zero initial conditions, since 
ri, N;, Bi E Ht(0, L) for all i = v. Hence, the unique solution must vanish 
identically, which implies that y = O in Q, as claimed. Here, we have again 
used that the coefficients hij are bounded. 0 

Proof of Theorem 6.2.2. We argue by contradiction and assume that there 
are sequences ~k \ 0 and y,, = (7fk , ,7i, T:~, Nfk , Nik , Nik, BEk, Blk , Bik)  E 
Hi(0, L)g such that 

Without loss of generality, we may assume that IyEkIH;(0,L)9 = 1 for all k E 

N, and that y,, -+ y weakly in Hi(0, L)' as k -+ ca. The weak lower 
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semicontinuity of the quadratic form then implies that 0 5 B(y, y) 5 0, that 
is, B(y, y) = 0, and we can infer from Lemma 6.2.4 that y = 0. 

Consequently, y,, + 0 weakly in Hi(0, L)g and, by compact embedding, 
strongly in L2(0, L)g. Then, applying inequality (6.2.31) in Lemma 6.2.3 to 
y,, for every k E N, we find that 

and passage to the limit as k + m leads to the contradiction 0 > cl. This 
concludes the proof of the assertion. 0 

Having determined the form (cf. (6.2.29), (6.2.30)) and the continuity and 
coercivity properties of the bilinear form B for the displacement ij defined by 
(6.2.17), we focus our attention on the linear functional G that collects the 
contributions of the volume forces and surface tractions and forms the right- 
hand side of the system of linear elasticity. Performing again the change of 
variables 5 = FZ, and using the summation convention, we find that G can be 
expressed in the form 

+ gi (a) (pi (03) + 01 Mi (03) + 0 2  Di (03)) I det J ( 8 )  1 

J~ i (a)g"  j(a)?(a) da,  (6.2.40) 

where ( ~ i ) , = ~  denotes the outward unit normal to X2. We recall that 
and (&)i=v are the body forces and surface tractions, respectively, acting on 
the curved rod fi, and we have denoted by f = ( f i) i=u and g = (gi)i=D the 
quantities 

f (3)  = ~ ( F z ) ,  g ( ~ )  = ~ ( F Z ) .  (6.2.41) 

The coefficients gij(a) are obtained as (cf. Ciarlet [2000]) 

Observe that in order that the right-hand side of (6.2.40) be meaningful, at 
least Lipschitz regularity is needed for that part of dfi where the tractions 
are nonzero. This constitutes a regularity condition for the "variation" of the 
mapping x3 c+ ~ ( 2 ~ ) .  In particular, (6.2.40) is fully justified if the mapping 
2 3  c+ ~ ( 2 3 )  is L L ~ ~ n ~ t a n t ' '  and if ~ ( 2 ~ )  has a smooth boundary in R2. 

Noticing that G is under our general assumptions a bounded linear func- 
tional on Z (which is identified with Ht(0, L )g) ,  and summarizing the above 
results, we conclude from the Lax-Milgram lemma the following existence and 
uniqueness result: 
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Corollary 6.2.5 Under the above assumptions, the variational equation 

with B and G given by (6.2.30) and (6.2.40), respectively, has a unique solution 
g E Hi(0, L)g. 

Example 6.2.6 We have determined numerically the deformation of a large 
class of rods having various cross sections, under different types of applied forces. 
As three-dimensional curves representing the lines of centroids of the rods, we 
took the spirals parametrized by 

where we considered the cases 

All these spirals lie on the cylindrical surface 

and were assumed to be clamped at their endpoints. 

Examples (6.2.44), (6.2.45) have also been discussed by Arunakirinathar and 
Reddy [1993], and by Chapelle [1997], using the Frenet frame, while our nu- 
merical calculations were based on the Darboux frame (for Figures 2.1-2.8 and 
2.10-2.11) or on the new local frame introduced in 56.2.1 (for Figure 2.9). 

Another form of the line of centroids (a "decreasing" spiral) that has been 
used is given by 

8 )  = ( -  cos(t) - i n t  t) , t E [o, 4 ~ 1 ,  

which is inspired by the spiraling walkway accessing the new dome-shaped 
cupola of the Reichstag in Berlin. Notice that the parametrization (6.2.47) 
is not with respect to the arc length, and the standard reparametrization is 
given by s(0) = 0, s' = j8'IR3, Ql (t) = 8(sPi(t)). While this relation is difficult 
to integrate numerically, we remark that in the direct approach of 56.2.1 just 
8: = 1!?//@/~3 is needed, which is easy to obtain. 

Our choices of cross sections included the following cases: 

(a) Disk of radius 0.3 centered at the points on 8: 21 + x: 5 0.32 

(b) Elliptical crown, centered a t  the points on 8: 0.3' 5 z: + $ 5 0 . 5 ~  
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(c) Rectangle of dimensions 0.6 x 0.2 centered at the points on 8. 

The curved rods described above were "subjected" to distributed forces of 
the following types: 

0 torsional force 

f l , 2 3 = - 2 , 1 , ,  x 3 ,  [ - % , % I ;  
0 torsional force in two opposite directions 

pushing in one or two opposite given directions 

f 1 2  3 = 7 1 ,  a [-5, %] , 

(0 ,0 ,  -1000), 2 3  E [ZT, 3n], 
f ( ~ 1 , " 2 , ~ 3 )  = 

otherwise; 

0 tangential forces 

normal forces 
f ( X I ,  " 2 ,  " 3 )  = fi(x31, 

where f i  is determined from the Darboux frame, i.e., is given by the normal to 
the cylindrical surface S in the points of the curve e. We also mention that in 
all cases where the Darboux frame was applied, the computation of t, f i ,  b and 
of the quantities det J ( z ) ,  hij(.), a (x3 ) ,  /3(x3), c (x3 )  was performed exactly, 
using the software package Mathematzca. We also employed Mathematzca for the 
graphical representations. For the method developed in 36.2.1, direct numerical 
calculations were performed to obtain the values of the above parameters in the 
discretization points. 

In Table 2.1, we have collected details about the geometrical and mechanical 
data assumed in the examples (Figures 2.1-2.9). 
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Example 

Figure 2.1 
Figure 2.2 
Figure 2.3 
Figure 2.4 
Figure 2.5 
Figure 2.6 
Figure 2.7 
Figure 2.8 
Figure 2.9 

Interval 

(6.2.45) 
(6.2.46) 
(6.2.45) 
(6.2.45) 
(6.2.45) 
(6.2.46) 
(6.2.45) 
(6.2.46) 
(6.2.47) 

Force 

(6.2.49) 
(6.2.51) 
(6.2.51) 
(6.2.50) 
(6.2.48) 
(6.2.53) 
(6.2.53) 
(6.2.54) 
(6.2.52) 

Section 

Table 2.1. 

The Lam6 constants were in all examples fixed as X = 50, f i  = 100. For 
the case of Figure 2.5, we have also depicted in Figures 2.10 and 2.11 the 
deformation of the cross section in the two points that correspond to the division 
points with the indices i = 50 and i = 100. In all examples, the interval [TI, T2] 

has been subdivided equidistantly into 200 subintervals; i.e., the indices i = 50 
and i = 100 correspond to the first quarter and to the middle of the curved 
rod. 

The scalings used for the various figures (cf. Table 2.1) were chosen to obtain 
a clear graphical representation. In view of the linearity of the equations, this 
amounts to multiplying the force by the given factor. In Figures 2.10 and 2.11 
the scaling factors were equal to 20 and 10, respectively. We also notice that 
the shear and the torsion effects are not represented, since this would require 
three-dimensional figures. 

Our aim in the numerical simulation was to test the modeling approach, and 
all experiments produced results that are meaningful from the viewpoint of 
mechanics. We have avoided the well-known locking problem appearing in the 
numerical approximation of arches, rods, and shells (see Chenais and Paumier 
[1994], Arunakirinathar and Reddy [1993], Chapelle [1997], and Pitkaranta and 
Leino [1994]), by choosing a very fine division of [TI, T2] in comparison with 
the dimension of the cross sections, that is, by taking "large" cross sections. 

Consequently, we could use standard piecewise linear finite elements. If V,, 
m = 200, denotes the discrete subspace of HA(Tl, T2), then Vz is associated 
with HA(Tl, T2)'. Its finite element basis is constructed in a canonical way. 
The rigidity matrix is sparse; the number of unknowns in the obtained linear 
algebraic system was equal to 1791. The integrals over cross sections that 
appear in the coefficients were computed using a change of variables to polar 
coordinates, which reduced all the cases to various rectangles, and then classical 
interpolation methods. Since the dimension was not too big, the algebraic linear 
system could be stably solved by Gauss elimination. In all examples, we have 
observed that the vectors Nrn (v) and Bm (v) (the deformations of 
the "normal" and "binormal" vectors in the middle of the rod) are orthogonal. 
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Remark. We finally point out that the theoretical results allow for variable 
cross sections, nonzero surface tractions, etc. We did not implement such cases 
numerically in order to keep the complexity at a reasonable level. 

(Figures 2.1-2.11 @ John Wiley & Sons Ltd.) 

Figure 2.1. Figure 2.2. 

Figure 2.3. Figure 2.4. 
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Figure 2.5. Figure 2.6. 

Figure 2.7. Figure 2.8. 
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Figure 2.9. 

Figure 2.10. Figure 2.11. 
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6.2.3 Shape Optimization 

Finding the "best" form of a three-dimensional curved rod with respect to some 
given performance index relies, as usual, on the continuity and differentiabil- 
ity properties of the solution jj of the variational equation given by (6.2.30), 
(6.2.40) with respect to variations of the geometry. We assume that the volume 
forces f and the surface tractions g are given for any point in a sufficiently 
large domain in R3 . 

In dealing with these questions, we adopt a new parametrization idea that is 
more advantageous in this setting. Namely, instead of using a parametrization 
0 of the line of centroids as in Theorem 6.2.1, we are now going to parametrize 
the tangent vector field f directly. Since E is always assumed to be nonzero, 
the standard reparametrization will make 0 a unit speed curve, i.e., we will 
have lf(x3)IR3 = 1 for all 2 3  E [0, L].  Therefore, we can always find functions 
p ,  $ that represent the spherical coordinates of f(x3); that is, we have 

In the following, we will always assume that [p, $1 E C1[O, LIZ. Then it follows 
from (6.2.55) and (6.2.56) that f E C1[O, L] and 0 E C2[0, L]. 

One advantage of this approach is that a local frame may be defined by purely 
algebraic means, namely, we can in every point on the line of centroids choose 
(with obvious notation) 

Moreover, the line of centroids is automatically parametrized with respect to 
the arc length, and its length is fixed and equal to L > 0. This is particularly 
convenient in optimization problems, since the cost functional may depend not 
only on the "shape" but also on the length, and so a length dependence in 
the parametrization should be avoided. We also remark that while the spheri- 
cal coordinates may not be uniquely determined in certain cases, the relations 
(6.2.55)) (6.2.56) with arbitrary [p, $1 already generate a rich class of unit speed 
curves in C2 [O, L] that suffices for many applications. 

Taking into account (6.2.55)-(6.2.58), the whole machinery developed in 
56.2.2 can be applied correspondingly. We begin our analysis by proving a 
continuous dependence result. 

Theorem 6.2.7 Suppose that p k  -t p and + $ strongly i n  C1[O, L]. 
If & is obtained by (6.2.55), (6.2.56) from pk,  qk ,  and gk, g denote the 
corresponding solutions of the associated variational equations 
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where Bk and Gh denote the bilinear form and the linear functional correspond- 
ing to & by (6.2.30) and (6.2.40), respectively, for k € N,  then 

yk + jj strongly in H;(O, L)'. (6.2.59) 

Proof. Clearly, we have 

strongly in C1[O, LI3. Then, in view of (6.2.56), & + 6 strongly in C2[0, LI3, 
and it follows from (6.2.57), (6.2.58) with obvious notation that fik -+ ii and 
bk + 6 strongly in C1[O, LI3. Moreover, adapting (6.2.16) to the present situa- 
tion, it is easy to infer that 

a,+ = (%,bk)w -+ a = ( i?,6)~,3 strongly in C[O,L]. (6.2.61) 

Likewise, we have PI, + P and ck + c strongly in C[O, L]. Similarly, the 
relations (6.2.20), (6.2.61) show that 

d e t J k ( t ) - + d e t J ( t )  strongly i n ~ ( a ) ,  (6.2.62) 

and thus we can without loss of generality assume that {det Jk (3 ) ) k t~  is 
bounded from below by some positive constant c > 0. In addition, (6.2.18) 
yields that Jk (.) + J ( . )  strongly in C(n) '  and, likewise, that JL' (3) -+ J-l(i?) 
uniformly in n, thanks to (6.2.19) and (6.2.62). In particular, 

h )  -+ h i )  strongly in C(fi). (6.2.63) 

Now recall that Bk denotes the bilinear functional (6.2.30) associated with 
the coefficients h$ and det Jk, k E N.  We first show that the statement of 
Lemma 6.2.3 persists uniformly with respect to k E N. 

Lemma 6.2.8 There are constants cl > 0 and cz > 0 such that 

Proof. Since det J k ( t )  > c > 0 for all k E N ,  we have (see the proof of Lemma 
6.2.3) 

2 + x B x )  h i  d t .  
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Thanks to (6.2.63), the coefficients are uniformly bounded, and invoking stan- 
dard binomial inequalities, we find that 

with some constant C > 0 that does not depend on k E N. Using again the 
algebraic identity from the proof of Lemma 6.2.3 with zi = 7: + xl N,! + x2 B,!, 
i = D3, we conclude that 

By a lengthy but straightforward calculation, which is omitted here, we can 
determine hfj as in (6.2.19) and check that with some c > 0, 

C (h t i ) '  = [det Jkj2 C(t ; ) '  = [det JkI2 2 L: > 0, (6.2.66) 
i=l i=l 

where we have used that I&lR3 = 1. From (6.2.65), (6.2.66) it follows that 

Performing the computations on the right-hand side, and integrating with re- 
spect to xl,  2 2 ,  we obtain the asserted inequality (6.2.64) by means of (6.2.11). 

Proof of Theorem 6.2.7 (continued). We argue by contradiction to show that 
the sequence Bk of functionals is uniformly coercive. Assume there are ~k \ 0 
and & E Hi(0, L)g with lik/H,l(O,Lp = 1, k E N, such that 

Without loss of generality, we may assume that ijk = ( T ~ ,  fikl Bk)  + 6 = 
( f ,  I?, B) weakly in Hi(0,  L)' and strongly in L2(0, L)g. 

We give a detailed computation only for the last integral occurring in the 
definition of the expression Bk(yk, &).  We have 

3 

b = 2 x [N) h!, + B: hii + ((i))' + xl (N:)' + x2 (B:)') hfiI2 det J k  ddt 
Q i=l 
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+2/1/  5 [IV; (h:, VGia - hli  dim) + B: (hii VGXF 
0 i=l 

- h 2 i J d e t J )  + ((?/)I + X I  (IVh)' + x2 (B:)') 

. (h: - hSi dim)] 

. [@ (hti v'&D + hli m) + B; (h;i V ' Z D  

+ h2i dim) + ( ( T , ) '  + x1 (fib)' + x 2  (B:)') 

(hgi VGXF + hli JdetJ)] di. 

The boundedness of { I ~ ~ ~ ~ ( ~ , ~ ) ~ ) ~ , ~  and the uniform convergence of the co- 
efficients (see (6.2.62), (6.2.63)) imply that the last integral converges to zero 
as k -+ m. Moreover, by the weak lower semicontinuity of quadratic forms, 

3 

lim inf Ik = 2 /1 lim inf J C [fib hli + Bf hzi + ( ( ? / ) I  + x1 (@) '  
k+m k+m n i=l 

+ z 2  (Bk) ' )  h3,] det J d i  

Performing analogous computations for the other terms occurring in &(&, & ) ,  
we find that 

lim inf Bk ( G k ,  jjk) 
k - t m  

By assumption (6.2.67), and by (6.2.68), we have B ( y ,  y) = 0 ,  and thus, thanks 
to Lemma 6.2.3, y = 0. Using (6.2.67) together with Lemma 6.2.8, we find that 
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since l & l H i ( o , L ) Q  = I. Thus, since & + y = O strongly in L2(0, L)', we arrive 
at the contradiction 0 > cl. Therefore, there is some 6 > 0 such that 

Now let us insert v = yk in the state equation (6.2.40) corresponding to 
Bk, k E N. Taking (6.2.70) into account, we immediately obtain that {yk) is 
bounded in Hi(0, L)'. We may thus select a subsequence, again indexed by k, 
such that yk + y weakly in Ht(0, L)'. By virtue of the uniform convergence 
of the coefficients h$, det Jk, and &, one may pass to the limit as k + m in 
(6.2.40) to see that y is in fact the solution of (6.2.40) associated with [cp, $1. 
The uniqueness of the limit point entails that the convergence holds for the 
entire sequence. 

The last step of the proof is to show that the convergence is valid in the strong 
topology of Ht(0, L)g. To this end, we subtract the equations corresponding to 
( r k l  N k ,  Bk) ,  respectively to ( i ,  N ,  B), add and subtract advantageous terms, 
and we take as test functions ( r k ,  N k ,  Bk)  - (f,  N, B) E Hi(0, L)'. 

The resulting expression is rather complex, and we confine ourselves to write 
in detail just the simplest term (coming from the last integral). We obtain 

( - ) h + ( ( I  - f + ( ( N )  - N )  + ( ( B )  - B:)) h:] 

det J~ d z  

+ x2 ((B:)' - B:)) h3i] det J d z  
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+ z ( ( B )  - B:)) h:] [det J* - det J] d i  

+(($)I - 2 + 21 ((N!)' - N~!) + z2 ((B:)' - 8)) htl] det J~ di. 

All the terms above, except the first one after the equality sign (the quadratic 
one), converge to zero in view of the weak convergence of { ( rk ,  N k ,  B y }  and 
of the uniform convergence of the coefficients. Similar computations may be 
performed for all the integrals in the variational equations, and we may conclude 
that 

lim B(& - y, jjk - y) = 0, 
L+m 

(6.2.71) 

which concludes the proof of the assertion. 0 

Next, we will study the differentiability properties of the "solution operator" 
that assigns to [cp, $1 E C1 [O, LIZ the corresponding solution E Hi (0, L)g 
of the variational equality defined by the expressions (6.2.30) and (6.2.40). To 
this end, we consider admissible variations around [cp, $1 of the form [PA, $A] = 
[cp + Xy, $ + XJ] with [y, J] E C1[O, 11' and X E R. Let y~ = (?A, NA, BA) E 

Hi(0, L)g denote the solutions to the corresponding variational problems. Like- 
wise, we denote by EA, &, n ~ ,  &A, ax, ,&, cx, Jx, hi. ,  Sy, the related quantities 
defined previously, beginning from [PA, $A]. 

Notice that by construction, the perturbed curved rods described by &, have 
length L and are parametrized with respect to their arc length; i.e., we still 
have i&lR3 = 1. We also notice that "admissibility" means, in particular, that 

with some fixed constant c > 0. This condition can be satisfied for "sufficiently 
small" perturbations [A y, A[], since the mapping [cp, $1 H det J is continuous. 
An elementary, though rather lengthy and tedious, calculation (which must be 
omitted here) shows that the limits and operators listed below exist and are 
defined as mappings between the indicated function spaces: 
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ax - a 
6 : c'[o, LIZ + C[O, L] ; 6([y, El) = lim ----- , 

A-0 X 
(6.2.76) 

P A  - P p : c'[o, LIZ -+ C[O, L] ; &[y, [I) = lim - , 
A 4 0  X 

(6.2.77) 

CX - C 
E : C1[O, LI2 -+ C[O, L] ; E([y, t ] )  = lim --- 

A-tO X l 
(6.2.78) 

det Jx - det J a : cl[o, LIZ + C(Q ; a ( [ r l a )  = X 
, (6.2.79) 

h?. - h . .  
23 hij : C1[O, LI2 + C ( a )  ; hij(ly, El) = lim 

X+O X ' 
gy - gij 

j 2 3  " . . ~1 [o, L ] ~  -+ C(1 )  ; g i q y l  0 )  = $3 - X ' 

(6.2.83) 

All these operators are linear and bounded with respect to the indicated spaces, 
and they are the GBteaux derivatives at [p, $1 of the associated mappings. For 
instance, we have t(jy, [I) = Vi?([p, $])([y, <I), and the other expressions have 
analogous meanings. The explicit forms of these derivatives are rather involved 
and cannot be given here in order to keep the exposition at a reasonable length; 
we trust that the reader will be able to carry out the corresponding lengthy, 
but elementary, calculations. 

Now notice that by Theorem 6.2.7 we also have 

y~ -+ y strongly in H;(O, L)'. (6.2.84) 

In order to prove GBteaux differentiability of the mapping [p, $1 H y, we 
subtract the equations associated with yA and y (cf. (6.2.29)) (6.2.30), (6.2.40)), 
then divide by A, and add and subtract advantageous terms. In the resulting 
equation we insert as test function v = XP1(yx - y) E H:(0, L)'. 

We first examine the right-hand side of the equation resulting from (6.2.40). 
Invoking the convergence results established above, we can pass to the limit as 
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X + 0 to obtain that 

3 det JA - det J 
l i m { ~  / f l (3) ( ~ ( x 3 )  + X I  Ml(x3) + xz Dd.3)) 
A-0 

dlc 
1=1 " 

det JA 4- - det J 4- 
X 

da} 

. b([., 4 )  4 x  + det J i 7 1 )  a )  , (6.2.85) 
2 4 -  I 

We also write explicitly the corresponding transformation of the simplest term 
that occurs in the bilinear form BA given by (6.2.30) for the pair [ P A ,  $ A ] :  

[Mi h ~ ;  + D; hz; + (p i  + x1 M: + 2 2  D: )  h3i] det J d z  
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hx det JA - hli det J 
+2f i /?[N,? X 

+ B? hX. 2" det JA - hzi det J 

,=l X 

hi1 det JA - hSi det J 
+((I-,?)' + XI (N,?)' + xz (B?)') 

X I 
The important term in (6.2.86) is the first term after the equality sign. Tak- 

ing (6.2.85) into account, and performing similar transformations in the other 
integrals defining BA , we obtain a relation of the form 

with suitable linear and bounded functionals ZA : HA(0, L)g -+ R. From the 
relations (6.2.85) and (6.2.86), invoking the differentiability properties of the co- 
efficients expressed in (6.2.72)-(6.2.83), as well as the convergence of g~ stated 
in (6.2.84), we can infer that there is some constant C > 0, independent of A,  
such that 

lZ~(e) l  5 C l~ijl~;(0,~)9 VU E H ~ ( o ,  L)'. (6.2.88) 

Hence, {ZA)A is bounded in the Hilbert space H-l(O, L)g. We may thus select 
a subsequence An -+ 0 such that with some Z E HP1(0, L)g, 

Actually, the weak limit point Z E H-'(0, L)g is uniquely determined so that 
the above convergence holds generally for X -+ 0 and not only for the selected 
subsequence: indeed, the terms forming ZA are obtained from the term inside 
the curly brackets on the left-hand side of (6.2.85) (whose convergence to the 
expression on the right-hand side of (6.2.85) is already known), from the last 
two terms on the right of (6.2.86), and from further terms coming from the other 
similar parts. Owing to (6.2.84), and thanks to the differentiability properties 
(6.2.72)-(6.2.83), all these remaining terms have (unique) limits as X -+ 0. 
Observe that the mapping [y, [] I-, Z is linear and bounded from C1[O, LIZ to 
H-yo,  L)9. 

Next, we insert D = X1(gA-8)  in (6.2.87). Using (6.2.88) and the coercivity 
of B, we conclude that {A-l (aA - 9 ) ) ~  is bounded in Hi(0, L)g. Hence there 
is a sequence A, -+ 0 such that 

- +  weakly in H,'(o,L)'. 
Xn 

As in the previous section, one can conclude that the convergence is valid even 
in the strong topology of Hi(0, L)'. The equation in variations has the form 
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and admits a unique solution by the Lax-Milgram lemma. Thus, the limit point 
y is uniquely determined, and the convergence in (6.2.89) holds generally for 
X -+ 0. We thus have proved the following result. 

Proposition 6.2.9 The mapping [cp, $1 E C1[O, LI2 e i\ E Hi(0, L)' is GCi- 
teaux differentiable, and its directional derivative y ,  at [cp, $ 1  i n  the direction 
[Y, [I E C1[O, LI2, satisfies (6.2.90). 

We now formulate a general shape optimization problem associated with the 
variational equation defined by the bilinear form (6.2.30) and by the linear 
functional (6.2.40). To this end, let f, ij be given in some sufficiently large 
region in R3, and let K denote a bounded and closed subset of C2[0, LI3. We 
consider the optimal design problem 

subject to $ 6 K ,  where f j  E Hd(0, L)' denotes the unique solution to the 
variational equation 

associated with 8. 

From Theorem 6.2.7 we immediately deduce the following result. 

Corollary 6.2.10 Suppose that K c C2[0, LI3 is generated by a compact sub- 
set of [cp, $] 6 C1[O, LI2, and suppose that the cost functional j : C2[0, LI3 x 
HA(0, L)g -+ R is lower semicontinuous. Then the shape optimization problem 
(6.2.91) admits at least one optimal solution 8' E K .  

It should be clear that in general the global optimum for (6.2.91) will not 
be unique, and that there may be many local optimum "points." A standard 
example for the functional j in (6.2.91) is the quadratic case, for instance 

Concerning the constraints to which the curved rod may be subjected, we under- 
line again that our formalism automatically ensures a prescribed length L > 0. 
This eliminates possible trivial cases such as when 6 is constant in [0, L], i.e., 
the curved rod degenerates to a point. A simple sufficient condition under which 

does not have multiple points is 

0 5 3 5 - , x3 t [o, L], (6.2.93) 
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with some "small" E > 0. Indeed, then t3 > 0, and B3 is strictly increas- 
ing in [0, L]. Condition (6.2.93) may be employed in problems concerning the 
optimization of strings where the periodicity condition 

is also important. 

Remark. An alternative parametrization of the tangent vector is given by 
5 = (ul, u2, (1 - u: - u;)ll2), but this already assumes positivity of t3.  However, 
in this case the above periodicity condition becomes linear, which may be useful 
in certain applications. 

Next, we introduce the adjoint system, with the unknowns = ( R ,  P,  Q)  E 
H;(0, L)g. It reads 

In (6.2.94), we have assumed that j : C2 [O, LI3 x HO1(0, L)' + R is FrCchet dif- 
ferentiable, and that V 2 j  denotes the second component of V j  or, equivalently, 
the partial Frkchet differential with respect to y. Existence and uniqueness of a 
solution T E H;(O, L)g to (6.2.94) follows again from the Lax-Milgram lemma. 
We have the following result. 

Proposi t ion 6.2.11 Suppose that j is Fre'chet differentiable. Then the direc- 
tional derivative of the cost functional II in the problem (6.2.91) at the point 
[ y ,  $1 E C1[O, LI2 in the direction [y, (1 E C1[O, LI2 is given by the expression 

det J ( B )  
1 

4.igii.i vi i?([r, El)(a) vj dB 
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[Pi h ~ i  + Qi hzi + (Rl + X I  P: + xz Q:) h3i] det J d ~  

[P, hlj + Qj hZj + (Ri + X I  Pi + 1 2  Qi) h3j] det J d j .  
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Remark. In order to  determine VII([p, $])([y, [I) for [cp, $1, [y, [I t C1[O, LI2 
from (6.2.95), one has to perform the following steps: first, determine e t 
C2[0, LI3 using (6.2.55), (6.2.56); then calculate the corresponding solution y = 
(7, N ,  B) t Ht(0, L)g of the state equation (using (6.2.30), (6.2.40)); then, solve 
the adjoint state equation (6.2.94) to obtain T = (R, P, Q) E Ht(0, L)g, and 
finally evaluate (6.2.95) invoking (6.2.72)-(6.2.83). This procedure was applied 
in the numerical experiments reported below. 

Since we are working in spaces of continuous functions, it is not advantageous 
to rewrite (6.2.95) using adjoint operators. It is also to be noticed that the above 
argument carries over to the case that p ,  $J, y, [ are only piecewise continuously 
differentiable in [0, L], which is important for the numerical simulations. 

Remark. Assuming that the cross section of the rod is not constant, one 
can also study optimization problems with respect to the cross section, under 
appropriate regularity conditions. 

We will now state the standard first-order optimality conditions for the prob- 
lem (6.2.91) (cf. Troltzsch [1984]). To this end, let 

and let uo = [PO, $01 E C be arbitrarily fixed. We denote by 

the tangent cone to C at uo (see Barbu and Precupanu [1986]). It is known that 
if C is convex (see the examples following Corollary 6.2.10), then T(C; uO) = 

Ux>0 X(C - uO). We have the following result. 

Corollary 6.2.12 Assume that u* = [p*, $*] is a (local) optimum point for 
(6.2.91). Then the following statements are valid: 

(i) If n is Fre'chet differentiable on C1[O, LI2, then 
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(ii) If C is convex, then the directional derivative of II satisfies 

Vn([cp*,$*l)([7,t1) 2 0 'v'[,-Y,tl E C - u*. 

Example 6.2.13 We briefly comment on numerical examples related to the 
methods developed in this paragraph. We took the interval [0, L] with L = 
4 7 r 4  and divided it in 100 equal parts. As cross section of the curved rod 
we always took a disk of radius R = 0.3. To evaluate the integrals over the 
cross section, the usual change of variables to polar coordinates was performed, 
which leads to an integration over the rectangle [0, R] x [0, 2 ~ 1 ,  making possible 
the use of simple quadrature formulas. Here, we employed Simpson's iterative 
formula. 

As initial iterate for the optimization algorithm, we have always considered 
a spiral lying on the cylindrical surface {(xl, xz, x3) : 22 + x; = I ) ,  namely 

A simple calculation shows that the rod parametrization corresponding to 
(6.2.96) is 

O ( X ~ ) =  ( ~ o ~ ( ~ ) , s i n ( ~ ) , ~ ) ,  x3 t [O1L]. (6.2.97) 

The Lam6 constants were chosen as X = 50, f i  = 100. The solution of the state 
system in the Sobolev space HA(0, L)g has been approximated using linear 
splines in Vhg, where h > 0 is the norm of the subdivision of [0, L], and where 

Vh = {vh E C[O, L] : vh(0) = vh(L) = 0, vh is piecewise linear in [0, L]).  
(6.2.98) 

The same matrix governs both the state and the adjoint discretized systems. 
It has to be recomputed in each iteration step which is the most time-consuming 
part of the algorithm. This is due to the three-dimensional character of the ob- 
jects under study. The variational equation defined by (6.2.30), (6.2.40) provides 
a dimension reduction to ordinary differential equations that is reflected in the 
fact that we have to evaluate many integrals over the cross section to obtain the 
coefficients hij. One can compute the gradient of the cost functional and use 
descent algorithms as explained in Proposition 6.2.11. Here, we have used the 
Uzawa algorithm combined with the Armijo line search rule (compare Arniutu 
and Neittaanmaki [2003]). 

In a series of examples, we used the cost functional 

1 
~ ( I R  $1) = , lnlfzio,s . 

and considered forces of the form f = (0,O, f3) with 
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and several variants thereof. We have also imposed the constraint (6.2.93) with 
E = in order to prevent self-intersections. We have neglected the require- 
ment that det J be strictly positive, but in all examples it could be verified a 
posteriori that det J # 0. 

In all considered cases, the vertical column, which corresponds to cp -- 0, was 
the optimal geometric solution of the problem. Indeed, the vertical column is the 
most resistant structure against vertical forces of the above form. In accordance 
with this physical expectation, the lateral displacements 71, TZ of the optimal 
state were several orders of magnitude smaller than the corresponding optimal 
vertical displacement. 

Figure 2.12 shows the initial and the final geometries, obtained in one or 
two iteration steps. We underline the very good correspondence between the 
results of the numerical experiments and the physical interpretation. This is an 
argument showing the validity of the model developed in this section and the 
stability of the employed approximations. 

Figure 2.12, @ SIAM. 

In another set of numerical tests, we considered the force 7 = 10 b with 6 
given by (6.2.58). The cost functional was the same as above, and the initial 
guess was again given by (6.2.96) or by a perturbation thereof, namely by 

Notice that under our parametrization it is very simple to change the initial 
guess, which is an important advantage in nonconvex optimization problems. 
The main property of the above choice of the force f is that it acts always in 
the horizontal plane, although with varying directions. 

For the constraints, we took E = 0 in (6.2.93). This also allows for horizontal 
curves, but self-intersections may occur (which indeed was the case). In all 
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computed examples a clear tendency to produce a horizontal curve as optimal 
solution was observed. Even if self-intersections are present, horizontal curves 
will deform just in the horizontal plane under the action of f = 10 6, which 
corresponds to a null cost. That is, a mechanical interpretation is still possible 
(and, due to this requirement, it was necessary to allow E = 0 in (6.2.93)). 

Figure 2.13, @ SIAM. 

Figure 2.14, @ SIAM. 
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An interesting feature of this type of experiment was that the optimal cp was 
bang-bang. Figures 2.13 and 2.14 show that this is the case if the initial guess 
is given by (6.2.100) and (6.2.96), respectively. 

Figure 2.15. 

Figure 2.16. 
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In Figures 2.15 and 2.16 the last two iterates of another example are depicted, 
with initial guess (6.2.96) and cost functional 

Since the optimal cp is very close to ;, the resulting (self-intersecting) structure 
is almost horizontal. In this example, the values of the optimal r3 are also very 
small, which corresponds well to the mechanical interpretation. 

6.3 Applications to Shells 

6.3.1 A Generalized Naghdi Shell Model 

In this paragraph we will introduce in a direct analytic way (somewhat similar 
to 56.2.2) a shell model that constitutes a slight generalization of the classical 
Naghdi model (cf. Ciarlet [2000]). For the subsequent applications to optimiza- 
tion problems, we simplify our setting by assuming that the midsurface of the 
shell is given by the graph of a function. This assumption is not too restrictive 
and sufficient for many practical situations. Concerning the regularity of this 
surface, our hypotheses require just a piecewise C 2  representation, similar to 
the works of Geymonat and Sanchez-Palencia [1995] and of Blouza [1997]. We 
also underline that our argument is original, following Sprekels and Tiba [2002] 
and Arntiutu, Sprekels, and Tiba [2003], and relatively simple. It is based on 
a perturbation analysis and on certain symmetries of the involved differential 
operators. 

To begin with, let w c R2 be an open, bounded, and connected set, not 
necessarily simply connected, with Lipschitz boundary aw. For E > 0, we 
define the set 

S1 = w x ] - E , E [ C  R ~ ,  

which is obviously open, bounded, and connected in R3. We denote the inde- 
pendent variables by 

Let p : w + R denote a piecewise C2(0)  mapping whose graph represents 
the midsurface S of the shell. We consider the geometric transformation F : 

S1-+ R3, 

F(Z) = % ( ~ 1 , ~ 2 )  + 2 3  fi(x1, 22), (6.3.1) 

where 
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and where n = (nl, n2, n3) denotes a normal vector to S in the point %(xl, x2) 
E S. Notice that the tangent vectors 

8% 8% 8P 8P 
-- = (LO, Pl), - = (O,l,pz), where p1 = -- and p2 = --, 
8x1 8x2 8x1 8x2 

are always linearly independent; consequently, we have 

Assume that 8w is divided into two nonoverlapping (relatively) open parts 
yo, yl. We introduce the notation ro = yox ] - E ,  E [ ,  rl := 80 \ ro,  as well as 

Under the assumptions made below (see (6.3.15)), F is a homeomorphism, and 
6 is an open, bounded, and connected set - in R3, representing the shell, that 
has the Lipschitz boundary 86 = ro U r l .  For 6, we introduce the Hilbert 
space 

~ ( 6 )  = { i j  E ~ ' ( 6 ) ~  : i j h  = 01, (6.3.4) 

and recall the linear elasticity system in weak formulation (cf. Ciarlet [2000]), 

Here, 4 2 0, ,ii > 0 are the Larnk constants of the material under consideration, 
E ~ ' ( 6 )  are the body forces, hi E ~ ' ( i ' l )  are the surface tractions, and the 

summation convention is used. The components of the linearized strain or 
change of metric tensor are given by 

Our main geometric assumption is that the displacement i j  E ~ ( h )  has the 
form 
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with z = (xl, x2, x3) = FP1(2), and where a = (ul, u2, u3) and F = ( r l ,  rp, 7-3) 
belong to the space 

This means that we are looking for solutions in the infinite-dimensional subspace 

p(f2) = { j j  E ~ ( h )  : j j  is of the form (6.3.7)). (6.3.9) 

Note that v(f2) can be identified through the relation (6.3.7) with the product 
space V ( W ) ~  := V(W) x V(W). Therefore, instead of working in the space V(f2), 
we can always work in V ( W ) ~ .  We will do this repeatedly later in this section. 

From the geometrical point of view, it should be clear that represents the 
displacement of the midsurface S of the shell, while ? is the modification of 
the points along the normal n(x l ,  x2), which are assumed to remain on a line. 
However, it is not required that this line (the deformation of the normal) remain 
perpendicular to the deformation of the midsurface S. Note also that the form 
(6.3.7) allows for both dilation and contraction of the elastic material, and that 
it constitutes a generalization of the standard assumptions associated with the 
so-called Naghdi model (cf. Ciarlet [2000], Blouza [1997]). Assumption (6.3.7) 
is similar to (6.2.17) used in $6.2.2. 

Let us now collect some properties of the transformation F .  The Jacobian 
J = V F  of F is given by 

J (z )  = 

We recall the relations 

which are easy consequences of (6.3.2), and of l i i lR3  = 1, which implies that 
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Hence, is orthogonal to n and may be generated from and 2,  i = 
1,2. 

Notice that (6.3.12), (6.3.13) are special cases of the equations of movement 
of the local frame on the surface S; see Cartan 119671. The coefficients 

may be interpreted as various curvatures of S. Moreover, using (6.3.10)- 
(6.3.13), one can easily check that 

[ ( ) ( an2 h, an,)] det J ( f )  = 1 + x3 -- + -- + X; -- -- - -- -- 
3x1 8x2 8x2 8x1 

Since p E W2100(w), it follows from (6.3.14) that if E > 0 is assumed to be 
'Lsmall," then 

det J(z)  > c >  0 VZ ~ f i ,  (6.3.15) 

with some constant c > 0. This justifies the definition (6.3.3) of the shell 6 
via the bijective geometric transformation F from (6.3.1). From now on, we 
will always assume that 0 < E < 1 is small enough to guarantee the validity of 
(6.3.15). 

In the following, the inverse of J and the Jacobian of F-' will be needed. 
We denote them by 

Their calculation is tedious (but straightforward), and we just list some elements 
of the matrix J(z)-' . det J ( f )  (with obvious notation): 
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We introduce the vectorial mapping : n + R3 by 

The Jacobian of a is given by 

We infer that for 5 = FP1(?), 

= ow ( F - ~ ( s ) )  J ( ~ - l ( j . ) ) - l  = va(z )~(a) - l  

= ow ( a )  . (hi j (%)) i , j ,D.  (6.3.24) 

Consequently, we have (again, f = P I ( ? ) )  

To arrive a t  our model, we now restrict the set of admissible test functions 6 E 
~ ( 6 ) .  In accordance with the imposed special form (6.2.7) of the displacement, 
we consider test functions .ir E P(A), 

where 3 = F - ' ( f )  and f i  = ( p l ,  p2, p3), p = ( P I ,  p2, p3) E V(W) .  Inserting 
G,6 E ~ ( f i )  in (6.3.5), we obtain the bilinear form governing our generalized 
Naghdi model, 
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The generalized Naghdi model of a partially clamped shell is now finally 
obtained by (6.3.7), (6.3.26), (6.3.27), and by the variational equation 



412 Chapter 6. Optimization of Curved Mechanical Systems 

We underline that (6.3.28) constitutes a projection of the general elasticity 
system (6.3.5) from ~ ( h )  onto the infinite-dimensional subspace v(h).  This 
process should be interpreted as an approximation of the solution of the linear 
elasticity system by expressions of the type (6.3.7). It is reminiscent of the finite 
element approximation method where the projection subspaces are however 
only finite-dimensional. We also note that with the bilinear form B acting on 
v(h) x v(h) we can associate a bilinear form B acting on V(w)' x V(W)' 
through the identity 

In what follows, we will mainly work with the bilinear form B even if B is 
actually meant. From this no confusion will arise. After a standard change 
of variables, also using (6.3.22), we can rewrite the bilinear forms B and B, 
respectively, as 

B(Y,  8) 

= B([% d l  [A  P I )  
- dui dri du; dri 
- " 0 { E i=1 [(, + ~3 %) hli + (% + "3 %) h i  + ~ihs i ]  ) 

3 

. { [(% + .aap' hi j  + "' + ~ 3 ~ )  h2j + Pjh3 j ] }  I det J(i) / d~ 
j=1 axl ax, (G ax, 

dri aui ari J $  [(z + ~ 3 ~ ) h i i  + (- + x3-)h2, + rihli] 
n 8x2 8x2 

a ~ i  api  a ~ i  api  [(% + "3 %)hli + (aZ, + "3 -) 8x2 h2i + pihn] 1 det J(i) 1 dj. 

dul drl dul drl 
+ x3ar,)h12 + (% + x ~ - ) ~ Z Z  + rlh32 

R ax2 

du2 dr2 8212 dr2 
+ (-- axl + ~ 3 - )  ax, hll + (G + ~ 3 ~ )  h21 + r ~ h 3 ~ ]  

all1  PI 1 aP1 
. [ ( a x ,  - - + ~ 3 - ) h 1 2 + ( ~ + ~ 3 ~ ) h ~ ~ + h h ~ ~  ax, 

~ P Z  ap2  ~ P Z  ap2  
+ (a51 + ~3 K )  hll + (G + "3-) ax2 h21 + ~2h31] 

dul drl dul arl 
+[(, + ~ 3 - ) ~ l 3  8x1 + (% + ~ 3 ~ ) h 2 3  ++h33 
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Remark. I t  is here that the piecewise C2(0)  regularity of p is in fact used. 
However, this assumption may be slightly relaxed using more refined change of 
variables theorems (see, for instance, Rudin [1987, p. 1531). 

By performing a similar change of variables in the right-hand side of (6.3.28), 
the generalized Naghdi model can be expressed directly on the domain Q. The 
computations are rather tedious, and for the sake of brevity, we do not give them 
in detail here. The reader may get a hint in this direction from the arguments 
developed in the next section. We close this part by stating the main result of 
this paragraph. 

Theorem 6.3.1 If E > 0 is suficiently small, then the generalized Naghdi 
model (6.3.28) has a unique solution of the form y( i )  = C(xl, x2) +x3 ?(el, x2) 
with [a, r] E V(W)' and 3 = (XI, x2, x3) = FP1( i ) .  

This result will be a consequence of the Lax-Milgram lemma applied to the 
bilinear form (6.3.30). To this end, we have to show its coercivity, which will 
be done in the next paragraph. 

6.3.2 Proof of Coercivity 

In the following we will fix = 0, ,h = $, without loss of generality. The 
classical Korn's inequality with boundary conditions (cf. Ciarlet [2000]) yields 
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that there is some constant co > 0 such that 

Since y l f o  = 0, we may replace the standard norm I y  by the equivalent 
norm 

Lemma 6.3.2 If y has the form (6.3.7) then 

2 + (2) h3j(?)] I det J(s) 1 dS . (6.3.33) 

Proof. This is the consequence of (6.3.32) and of the change of variables in the 
integral, similar to that performed in (6.3.27), (6.3.28). 0 

Our aim is to obtain an estimate directly involving the norms of a,? E 
V ( w ) .  While Korn's inequality estimates the symmetrized gradients eij in terms 
of the ~ ~ ( f i )  norm, our task is more complicated owing to the presence of 
the nonconstant coefficients hij appearing in (6.3.3). In the literature, such 
inequalities are called Korn's inequalities in curvilinear coordinates; see Ciarlet 
[2000]. Here, we indicate a direct approach based on a special approximation 
of the coefficients hij. 

To this end, recall (6.3.2) and the fact that (fi, e)R3 = 0 for i = 1,2. 
Hence, we can verify by a direct calculation that 

= S R  = S ( i d + x 3  M), 

with obvious meanings of the matrices R, S, M. Apparently, the matrix S 
does not depend on x3, while R is a perturbation of the identity matrix id for 
small values of 1x31. By virtue of the relations (6.3.9), we also have 
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The relations (6.3.34), (6.3.35) show that for sufficiently small / x 3 /  we can 
approximate the coefficients h i j ,  i ,  j = m3, by the elements of the matrix 
H = (h$) i , j=o,  which is defined by the right-hand side of equation (6.3.35). 
From (6.3.2) and (6.3.35), we obtain that 

Obviously, det H = 41 + py + pi , and therefore the quadratic form 

where [a, r] E V(W)' ,  constitutes an approximation to the one given in (6.3.33). 
It thus makes sense to study this form instead of (6.3.33) first. 

Taking into account that all the functions appearing in (6.3.37) are indepen- 
dent of 2 3 ,  we can perform the integration with respect to 2 3  to obtain 

Lemma 6.3.3 The quadratic form K defines a norm on  V(W)' through the 

identity jl[.ii, ~ ] j  = Jm, for [a, F ]  t V(W)'.  
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Proof. Due to the quadratic structure of K, we only need to show that it follows 
from K([e, r ] )  = 0 that [a, F]  = [O, 0] almost everywhere in w. 

We prove just that F = 0; the argument for .li is similar. We have 

Let i be fixed. Multiplying (6.3.39) by -pl for j = 3, and adding the result 
to relation (6.3.39) for j = 1, we obtain from (6.3.36) that $$ = 0 a.e. in w. 
Likewise, multiplication of (6.3.39) by -p2 for j = 3, and addition to relation 
(6.3.39) for j = 2, yield that & = 0 a.e. in w. Since ril, = 0, we conclude 
that ri = 0 a.e. in w. 0 

Lemma 6.3.4 There is some f > 0 such that 

Proof. Notice first that owing to the zero boundary conditions on yo, the norm 
I /  . l IH l (w)3  is on V(w) equivalent to the usual norm of H ~ ( w ) ~ .  We consider the 
linear space 

Arguing as in the proof of Lemma 6.3.3, we can infer that 

defines a norm on W. Clearly, we have V(w) c W, and for every b E V(w), 

with some fixed M > 0. We now show that also W C V(w), i.e., that W = 
V(w). To this end, suppose that 8 E W, and let 
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dvi dv. 
f . .  - --hO + 2 h O  - 

81 - i , j  = 1 , s .  dxl 'j dx2 2i' 

Then fi j E L2(w), i, j = m. Now let i be fixed. As in the proof of Lemma 
6.3.3, we multiply (6.3.45) by -pl for j = 3 and add the result to (6.3.45) for 
j = 1 to find that 

3 - ~ 1 f i 3  + f i l  L2(W), 
ax1 - Jm 

Similarly, we prove that also a"- E L2(w). In conclusion, vi E H1(w) (which 
?? also makes the boundary condition el, = 0 meaningful), and thus E V(w). 

We now consider the identity mapping id acting between the Banach space 
(V(w), 1 1  . llH1(W)3) and the normed space (W, 1 . lw). Clearly, id is linear and 
injective, and we have just shown its surjectivity. Besides, (6.3.44) implies that 
id is continuous. Therefore, if (W, I . Iw) is also complete, i.e., a Banach space, 
then it follows from the open mapping theorem (cf. Yosida [1980]) that also the 
inverse id-' is continuous, which then proves (6.3.40). 

To prove the completeness, take any Cauchy sequence {en) c W with respect 
to the norm I . lw. Then, for i ,  j = u3, 

strongly in L2(w). Using the same argument as in the derivation of (6.3.45)) 
we have, for i = m, 

which converges strongly to 0 in L2(w) as n,  m + m. Arguing similarly for 
- P )  

iIz , we conclude that {P) is a Cauchy sequence in (V(w), 1 1  . IIH+,)3), 
hence convergent to some fi E V(w). By (6.3.44), /en - elw -+ 0, which 
concludes the proof of the assertion. 0 

Lemma 6.3.5 K: is coercive on V(W)', with V(W) equzpped with the norm 
(6.3.41). 

Proof. Let [a, F] E V(w). Using Young's inequality and Lemma 6.3.4, we infer 
that with some C > 0, 
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Arguing by contradiction, let us assume now that K is not coercive with 
respect to the norm (6.3.41). Then there exists a sequence {[un, rn]) c V(W)' 
satisfying 

such that 

K([un, P ] )  -+ 0 for n + m. (6.3.51) 

In view of (6.3.50), we can without loss of generality assume that f in -+ ii and 
rn + P weakly in V(w) and, by compact embedding, strongly in L'(w)~. The 
weak lower semicontinuity of the quadratic form yields that 

lim K([un, rn]) > K([u, r])  > 0, 
n+oo 

(6.3.52) 

and we get from (6.3.52), (6.3.51), and Lemma 6.3.3 that ui = 0, ri = 0, a.e. 
in w, i = p. However, from (6.3.49) and (6.3.50), and since 0 < E < 1, we 
can infer that 
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By the strong convergence of {P) in L ' ( w ) ~ ,  we may pass to the limit as 
n + co in (6.3.53), arriving a t  a contradiction. This concludes the proof of the 
lemma. 0 

Remark. The coercivity constant of K can be read off from (6.3.49), with the 
last term (the one containing the ri, i = 1,) just neglected. 

Proof of Theorem 6.3.1. We use the form (6.3.30) of B ( y ,  6 )  and (6.3.31), 
(6.3.33). We estimate the expression (the difference between two corresponding 
terms in B ( y ,  6 )  and K(5 ,  y) ): 

au, arl aul drl 
A = 1 [(G + ~3 G) + (z + x3 h a  + rl hn] 1 det J ( r )  I d r  

R 

From the way that we will prove an advantageous estimate for A ,  i t wiIl become 
clear that similar estimates can be obtained for all the other terms occurring in 
B ( y ,  y ) ,  and therefore we will be able to employ Lemma 6.3.5 to get the desired 
coercivity property of B. 
We define the quantities 

Then 
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= A1 + A2, (6.3.55) 

with obvious meaning of Al, A2. We have, by (6.3.17)-(6.3.20), 

Invoking (6.3.54) and (6.3.56), we find that 

From this expression, and from the definitions of M and of MO, it is clear that 
A2 is of the form 

where X ,  Y ,  Z are quadratic polynomials of the variables 2, 2, e, 2, 
and r l ,  whose coefficients all belong to L M ( w )  since p E W 2 , m ( ~ ) .  The terms 
with odd powers of x3 vanish after integration with respect to 2 3 ,  and thus we 
have only to examine the expression 



6.3.2. Proof of Coercivity 421 

It is clear that Y ( x l ,  x 2 )  is formed from the summation of terms that appear 
when terms in A2 without the factor x3 are multiplied by terms having the 
factor 23. From the definitions of M and Mo, and from inspecting (6.3.57), 
we find that 

where all the coefficient functions 9('), yj;), yj3), and 9i4) are known to be 
bounded in Lm(w) ,  since p E W 2 @ ( w ) .  We thus can estimate, using Young's 
inequality and the fact that 0 < E < 1, 

with constants (5'1 > 0 ,  CZ > 0 that depend only on the Lm(w)  norms of the 
functions 9( ' ) ,  yi;), Y , ! ~ ) ,  and yj4). 

By comparing this inequality with (6.3.49)) which provides the form of the 
coercivity constants of K, we see that L is dominated by K( [G ,  r ] )  provided 
that E > 0 is sufficiently small in comparison with the (a priori known) constant 
c 2 .  

It remains to estimate A l .  Note that owing to (6.3.54), and in view of 
(6.3.17) to (6.3.20), we have M = M . det J ( a ) ,  and hence it follows from 
(6.3.14), (6.3.15) that 

anl an2 anl an2 anl an2 
--+--+x3 
axl ax2 ax, ax, ax, ax, 

= - / M 2 x 3  d 3 .  (6.3.62) 
n 

det J ( 3 )  
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Next, we perform a Taylor expansion of the function 

at x3 = 0. We easily find that 

with some function a E Lffi(Cl) whose Lw(Cl) norm is bounded from above by 
a constant that depends only on Iplw2,m(wb 

We now can argue as follows: the first two terms on the right-hand side of 
(6.3.63) can be combined with the remaining ones occurring in Al, and we 
can explicitly integrate and estimate them as we did in the case of L. Again, 
they are dominated by K([E, F ] )  provided that E > 0 is sufficiently small. The 
remaining term on the right of (6.3.63), which depends in a complicated way on 
XI ,  xz, XQ,  is of order x:, and direct estimates can be performed in combination 
with the other factors in Al to see that it is also dominated by K([ii, r ]) .  

We are now in a position to conclude the proof of the assertion: indeed, 
from the method of estimation used above for A it is apparent that similar 
computations and estimates can be carried out for all the other terms occurring 
in B(y, y). Since these estimations are straightforward (while quite lengthy), 
we do not present them in detail, here. It turns out that all the occurring 
differences are dominated by K([E, r]) provided that E > 0 is sufficiently small. 
Consequently, B(y, y) inherits the coercivity from K. This concludes the proof 
of the theorem. 

Remark. Theorem 6.3.1 and its proof remain valid if the shell f2 is of noncon- 
stant thickness, as long as the thickness remains bounded from below by E > 0. 
Adequate regularity assumptions on 8f2 have then to be imposed. 

Remark. It is obvious from the proof of Theorem 6.3.1 that the coercivity 
constant of the bilinear form B is of the order E ~ ,  and E must be small for 
its validity. This explains the well-known instability appearing in numerical 
computations for shells. 

6.3.3 Shell Optimal Design 

Let the body forces f̂ , the surface tractions h, and the "thickness" E > 0 
be given, and let Uad denote a closed and bounded subset of C2(&). In the 
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following, we will indicate by a subscript p the dependence of the involved 
quantities on the "controls" p E Uad. 

With R = wx I-&, E [ ,  we can for given p E Uad define by (6.3.1) the mapping 
F, : R + h, from the reference domain to the shell h, associated with p, 
where the normal vector fi, to the midsurface S, at the point 7i,(xl,x2) = 
(XI, x2,p(xl, x2)) E S, is defined by (6.3.2). Introducing the Jacobian J, = 
V F ,  as in (6.3.10), we can determine det J, using (6.3.14). It then follows 
from the boundedness of Uad in C2(u)  that there is some to = fO(Uad) > 0 
such that for any 0 < E < to the "controls" p E Uad obey the condition (6.3.15) 
with a fixed 2 > 0, which is independent of both E €10, to[ and p E Uad; in 
particular, F, is a bijection for any p E Uad. 

We consider the following general shape optimization problem associated with 
(6.3.28): 

where = [a,, F,] E V(w)' is the unique solution to (6.3.28) associated with 
p E Uad (which, by Theorem 6.3.1, is known to exist provided that E > 0 
is sufficiently small). Clearly, both the right-hand side of (6.3.28) and the 
bilinear form B depend on p; we indicate this by writing B,. Notice that the 
dependence on p enters the expression (6.3.30) for B = B, via the coefficient 
functions hij = h$ and det J,. 

The regularity properties of the mapping j : V ( W ) ~  x C2(u) + R will be 
specified below. A standard example is again the quadratic functional 

Then (P) aims a t  finding the shape of the shell (i.e., the unknown surface S) 
that minimizes the displacement of the midsurface under the prescribed body 
forces and surface tractions. 

There is a large variety of possible constraints p E Uad to which the shell 
itself may be submitted. Some examples are 

0 I  XI, 22) b' (XI, x2) E w (pointwise constraints), (6.3.65) 

Jp(xl,  xz) dxl dx2 2 u (integral constraints), (6.3.66) 
W 

The last of these constraints means that an upper bound for the area of S is 
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to be prescribed. 

Although the constraints (6.3.64)-(6.3.67) are convex, the shape optimization 
problem (P) is strongly nonconvex, since the dependence p H jjp is nonlinear. 
(P) is a control into coefficients problem. We first prove the following continuous 
dependence result: 

Theorem 6.3.6 Assume that {pk)kc~ c Uud converges strongly in C2(u)  to 
p E Uad. If yk = [ i & , ~ k ]  and y = [qr]  denote the solutions to (6.3.28) 
associated with pk and p, respectively, then jjk -+ y strongly in V(W)' provided 
that E €10, to[ is suficiently small. 

Proof. The relations (6.3.1), (6.3.2), and (6.3.11)-(6.3.14) yield, with obvious 
notation, 

Similarly to (6.3.34), we have (with obvious new matrix notation) 

Jk = Sk Rk = S k  (id + x3 Mk), k E N. (6.3.72) 

A simple calculation gives 

strongly in C1(w)'. Moreover, for sufficiently small E > 0, 

Clearly, 
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strongly in C ( U ) ~ .  The relations (6.3.73), (6.3.74) yield, passing to the limit as 
k + m in the infinite sum, that R,' -+ R-' strongly in C(n)g ,  provided that 
E > 0 is small enough. Then, (6.3.72) and the above argument imply that 

J;l -+ J-I strongly in C(2)'. (6.3.75) 

In particular, invoking (6.3.16), (6.2.43), (6.3.70), and (6.3.71), 

htj + hij strongly in C ( n )  V i ,  j = v3, (6.3.76) 

gy -+ g i j  strongly in C ( a )  V i ,  j = m. (6.3.77) 

The use of (6.3.77), (6.2.43) is needed in order to perform the necessary change 
of variables in the right-hand side of (6.3.28) as in (6.3.30). 

Now let Bk denote the bilinear form B from (6.3.30) corresponding to the 
coefficient functions hFj and det J k ,  k E N. We are now going to show that 
if E > 0 is sufficiently small, then the family {Bk) has a common coercivity 
constant c, > 0 that does not depend on k E N; this will entail, in particular, 
that the problem (6.3.28) corresponding to pk, k E N ,  has a unique solution 
ale = [Uk ,  Fk] E V ( W ) ~ .  We will establish this claim in the next three auxiliary 
results. 

Proposition 6.3.7 There are constants to = tO(Uad) > 0, fixO = fixO(Uad) > 0, 
and E  ̂ €10, to[ such that for every E E 10, t[ there is some 6 = 6(e) > 0 such 
that 0 < E + 6 < to and such that for every p E Uad, 

E ( )  $(P) = U(xl, 22) + 5 3  F(xl, x2), with [a, F] E v(w)'. (6.3.78) 

Proof. Let 0 < E < to, and let 6 > 0 be such that 0 < E + 6 < t o  Moreover, 
let p E Uad be arbitrary, and let jj E V(6,) be as in (6.3.78). We confine 
ourselves to the special case a, F E Ht(w) (that is, dw = yo) in order to avoid 
the (only technical) additional complications that would arise in the extension 
argument below. 

We define the mapping E H1(Q)3 given by (compare (6.3.21)) 
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so that G(2) = @(Fp12), 2 E fip, 3 = F;lP E R. Let 

S + = w x  [E ,E+S] ,  S - = ~ X  [-E-6,-E]. (6.3.80) 

We extend w to R U SS+ U S- by putting 61n = and 

Then, since a,? E H , ~ ( w ) ~ ,  we may extend 6 by zero to the whole space R3 
so that 6 E H,1(R3). Notice that in the general case of a partially clamped 
shell one also can employ an extension procedure around w c R 2 .  We may, for 
instance, use the Calderon extension (cf. Adams [1975]) since 6'w is assumed 
Lipschitzian. 

Since 0 < E + b < to, the transformation Fp associated with p E Uad is a 
bijection on R u S+ u S-. We define 

and introduce the extension of $ E V(fip) by putting 

Then, clearly, 5 E H: (fip U UC; U C;). 

Since 0 < E + b < to, there is some open ball 0 c R3 such that 0 > 
(6, U C,+ U C;) for every p E Uad. We may extend 5 by zero to 0 so that 
5 E H i ( 0 ) .  Since X > 0, ji > 0, it follows that 

Korn's inequality, applied to the last integral, yields that there is some c > 0, 
depending only on 0 (and thus not on p E Uad), such that 
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We have to estimate the last term in (6.3.85). To this end, we compute 

and where we have performed the change of variables P = F,(z) in the integral 
(see 56.3.2 for a detailed calculation). Observe that the extension of hfj to 
S+ U S is obvious thanks to the explicit form (6.3.11). 

Since the Lm norms of det J, and of hfj stay uniformly bounded when p 
varies over Uadl it remains to estimate the gradient of 111 in L2(S+ U S-). We 
just compute it in S f .  We have 

du, du. d r  
-- = bpl [(E + b - x3) -- + E(E + b - x3) --I, a = 1,2,  (6.3.86) 
8% 8% ax, 

du, 
-- = - S - ~ ( ~ L + & T ) .  
8x3 

Thus, 

and, for a = 1,2 ,  

Consequently, there is some constant cl > 0 ,  which is independent of p E Uad, 
such that 
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To conclude the proof of Proposition 6.3.7, we will need the following result, 
which we prove first. 

Lemma 6.3.8 There are constants c2 > 0, c3 > 0, and t1 E ] O , & [  such that 
for all p E Und and for all E E]O,E^~[, 

3 - 2  IY&(,) 2 C2 [E + E I ~ I V ( ~ ) ]  - c3 & I?I$(")3, 

6 E ( )  6(2) = ~ ( x l ,  22) + 2 3  ?(XI, x2), with [u, T] E V ( W ) ~ .  

Proof. The proof is quite technical and can only be sketched here. The main 
point is that it turns out to be possible to verify that all the constants appearing 
in $6.3.2 can be chosen independently of p E Uad, since Und is bounded in 
C2(2) .  We indicate here a precise quantitative argument that replaces the 
qualitative proof of Lemma 6.3.4, in order to show how to keep control over the 
constants. We have 

after the change of variables 2 = F,(z). Following the lines of 36.3.2, we define 
the quadratic form 

which is estimated first. Here, the functions h;i0, i, j = p3, are the elements 
of the matrix S;' (see (6.3.35)) and thus constitute an approximation to hrj. 
Taking into account the structure of SF', we find that 
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and similar expressions for 2, 2, i = v, a = 1,2.  

Simple algebraic manipulations in (6.3.91), (6.3.92), involving the triangle 
inequality and the fact that the coefficients of the expressions in parentheses 
in the right-hand side of (6.3.92) have a modulus less or equal one, then lead 
to the conclusion that there is some constant c > 0, which is independent of 
p E Uad, such that for all E E 10, to[, 

Now take the difference between the expressions on the right-hand sides of 
(6.3.90) and (6.3.91), and perform the same type of estimates as in 56.3.2 above. 
As there, it turns out that the modulus of the difference is dominated by the 
right-hand side of (6.3.93), provided that E > 0 is sufficiently small. This 
concludes the proof of Lemma 6.3.8. 

Conclusion of the proof of Proposition 6.3.7. Assume that 0 < E < f l .  We 
combine (6.3.89) with Lemma 6.3.8 to conclude that 

We now choose 

The assertion then follows with Eo = 9 and mo = 2 max {c l ,  E C ~  Z3 + c1f2). 

0 

Proposition 6.3.9 Let oad be a compact subset of Uad in C2(u), and let 
E^ > 0 be the constant in  Proposition 6.3.7. Then there exists for every E €10, E^ [  
a constant c, > 0 such that for every p E Gad, 

Proof. Let 0 < E < i be fixed, and let S = 6 ( ~ )  > 0 be chosen as in Propo- 
sition 6.3.7. Arguing by contradiction, we assume that the assertion is false. 
Then there exist sequences y, \ 0 and {p,) c Uad such there are y, and 
corresponding a,, E V ( w ) ,  n E N ,  such that 
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In (6.3.95), we can assume that / [an, G] Iv(,)z = 1, n E N, so that B,, (&, 5,) + 
0 as n + CQ. Moreover, we can without loss of generality suppose that iin + ii, 
F,, -t $, both weakly in V(w), and since fiad is compact, that p, + p E cad 
strongly in C2(u). In particular, we have h; + hij strongly in C ( t ) ,  where 
(h;)i,j=1,3 = J;' and (&j)i,j,D = J i l .  

Thanks to the uniform convergence of the coefficients h:, it is easily verified 
(see (6.3.27)) that 

The weak lower semicontinuity of Bp in H 1  ( w ) ~  x H 1  ( w ) ~ ,  and (6.3.95), (6.3.96), 
show that 

0 > liminf n+w Bp,(jjn, yn) = h r & f  Bp(yn, yn) > &([ill F], [ii, $1) > 0. (6.3.97) 

Clearly, (6.3.97) shows that Bp([ii, F], [ii, F]) = 0, and the coercivity of B* 
implies that ii = T = 0, according to 36.3.2. We conclude that ?in + 0, Fn + 0, 
both weakly in V(w) and strongly in L ' (w)~ .  

Now we combine (6.3.95) and (6.3.78) to obtain that 

Taking the limit as n + CQ, we arrive at the contradiction 0 > Coc3, which 
ends the proof of Proposition 6.3.9. 0 

Conclusion of the proof of Theorem 6.3.6. We first notice that {pk : k E 
N )  U {p) forms a compact subset of Uad Now let 0 < E < E^ be fixed. It then 
follows from Proposition 6.3.9 that (6.3.94) is valid for pk, for all k E N.  

Therefore, if we fix the test functions [p, p] = yk = [ i i k ,  Fk]) in (6.3.28) with 
p = pk, we immediately get that { y k I k E ~  is bounded in V(W)'. Hence there 
is a subsequence, again indexed by k ,  such that ak -+ ii, TI, + TI both weakly 
in V(w). Due to the uniform convergence of the coefficients, one may pass to 
the limit as k + oo in (6.3.28) to see that 5 = [ii, T ]  is in fact the (unique) 
solution of (6.3.28) associated with p. 

We show that the convergence is valid in the strong topology of V ( W ) ~ .  To 
this end, we subtract the equations corresponding to yk and y, add and subtract 
advantageous terms (compare the last step in the proof of Theorem 6.2.7), and 
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finally, take test functions of the form jjk - jj E V(W)'. Since the difference of 
the corresponding right-hand sides converges to zero by the weak convergence 
property, a detailed calculation (which is omitted here) leads to the conclusion 
that 

lim B,(jjk - jj, gk - g) = 0, 
k+m 

(6.3.98) 

and the assertion follows from (6.3.94). The uniqueness of the limit point entails 
the strong convergence of the entire sequence. 0 

The following existence result is an immediate consequence of the above re- 
sults. 

Corollary 6.3.10 If Uad is compact in C2(9) and j : V(W)' x C2(o) + R is 
lower semicontinuous, then the shape optimization problem (P) admits at least 
one optimal solution p E Uad 

Next, we examine the differentiability properties of the mapping p E C2(o) e 
g = 3, 6 V(W)' defined by (6.3.28). Since the expressions occurring in this 
investigation are very lengthy and involved, we can only sketch the main argu- 
ments without going into much detail. The interested reader can fill in the gaps 
in the following exposition without difficulty. 

To begin with, assume that p E C2(o) and E > 0 are such that the condition 
(6.3.15) is satisfied with some i. > 0. We consider a perturbation of the form 
PA = p + Xq with X E R \ (0) and q E C2(9),  where Iqlc2cw) - 1. AS in 56.3.1, 
we then can introduce the quantities nx E C l ( ~ j ) ~ ,  FA E C1(C2)3, JA E C@)', 
h i  E C@), & E C(n ) ,  B x ,  etc., which are associated with px. For X = 0, we 
will simply write B instead of B,. 

From the continuity results established above it follows that there is some 
X o  > 0 such that for 0 < I X /  5 X o  the inequality 

holds and (6.3.28) has a unique solution for p = p h  We denote this solution 
by yx = [aX,?'] E V ( W ) ~ .  

A lengthy and tedious, but elementary and straightforward, calculation (which 
has to be omitted here) shows that the following limits and linear operators exist 
in the indicated spaces: 

nx - n 
n(q) = lim - 

X+O X l 

Jx - J 5 : C2(o) _j C(II)'; j (q) = lim - 
X+O X ' (6.3.100) 
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h?. - h. 
ZJ & : C 2 ( ~ ) + C ( 2 ) ;  & j ( q )  =Fli*, (6.3.102) 

det Jx - det J 
2) : C 2 ( a )  _t C ( 2 ) ;  V ( q )  = lirn 

x+o X , (6.3.103) 

gy - g i j  
ijij : ~ ' ( 0 )  + C ( 2 ) ;  gii(q) = lim - . 

x+o X (6.3.104) 

By Theorem 6.3.6, we also know that 

jjx _t y strongly in v(w)'. (6.3.105) 

Next, we subtract the equations for jjx and for j j  and divide the result by 
X # 0. We are going to show that it is possible to take the limit X + 0. On the 
right-hand side we have, with an arbitrary test function fl = [ p ,p ]  E V(W)' ,  

det Jx - det J 
di: 

1=1 

The expression for i (Bx  - B) is rather lengthy, and we confine ourselves to 
write explicitly just the terms that originate from its part associated with the 
coefficient 2@, namely 
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h2i + pi h3i 1 det J d i  I I 

a p i  dp. dp. [(s + x3,)h1i + (- ax2 + ~ 3 ~ ) h z i  8x2 + pi h3i I / det J d i  

h$, det JA - hli det J 
X 

hii det Jx - hzi det J + r: h i  det JA - det J 
X X I 

ap i  dp. ap. [(Z +x3,)h?, + ( - + ~ ~ - ) h $ ~  8x2 ax2 +pihi i  1 d i  

h$ - h3i 
+Pi 7 I / det JI dit . (6.3.107) 

According to (6.3.102), (6.3.103), and (6.3.76), the last two integrals are of the 
form ZA(gA,  v ) ,  and there is a constant C > 0, independent of A, such that the 
bilinear forms Z A  satisfy 

Applying the same technique also to the other terms of BA - B, we obtain from 
(6.3.106)-(6.3.108) that 

where gA results from adding together all the corresponding terms occurring in 
(6.3.106)-(6.3.108). Using the continuity properties established above, as well 
as (6.3.105) and the differentiability properties (6.3.99)-(6.3.104), we find that 
the limit 

Z ( v )  = lim gx ( g x ,  v)  
X+O 
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exists for every v E V(W)' without taking subsequences. In fact, we have 
z E ( V ( W ) ~ ) * .  

Now insert v = X-'(yx - y ) ,  X # 0 ,  in (6.3.109). Taking (6.3.108) into 
account, as well as (6.3.105), we see that {X- l (yx  - y ) ) ~  is bounded in V ( W ) ~ ,  
due to Proposition 6.3.9. Hence, there is a sequence A, + 0 such that 

- - 

- + y weakly in V ( W ) ~  as n + cc. (6.3.110) 
A n  

Passage to the limit as n + cc in (6.3.109) yields the equation in variations 

which, thanks to (6.3.94) and the Lax-Milgram lemma, has a unique solution. 
This entails, in particular, that the convergence (6.3.110) holds generally for 
X -i\ 0 and not only for the selected sequence. We thus have proved the following 
result. 

Proposition 6.3.11 The mapping p E C2(W) e y E V(W)' given by (6.3.28) 
is G2teaux differentiable on Uad, and the directional derivative at p in  the 
direction q E C 2  (a) satisfies (6.3.11 1).  

Next, we introduce the adjoint system with the unknown adjoint state S = 
[a, b] E V ( W ) ~ :  

Existence and uniqueness of the solution to (6.3.112) follow again from the Lax- 
Milgram lemma. Notice that we have assumed that j is FrCchet differentiable 
on V(W)' x C2(W),  and we have denoted by V l j ,  V 2 j  the partial differentials 
with respect to &,  p. 

Proposition 6.3.12 If j is Fre'chet differentiable, then the directional deriva- 
tive of the cost functional II of the problem (P)  at the point p E C 2 ( u )  i n  the 
direction q E C 2 ( u )  is given by 

by the chain rule and by Proposition 6.3.11. Moreover, by virtue of (6.3.112) 
and (6.3.111) we have 
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The assertion is proved. 0 

Remark. In order to evaluate the directional derivative for p, q E C2((;1) using 
(6.3.113), one has to determine the state y by solving (6.3.28), then the adjoint 
state 3 by solving (6.3.112), and finally Z from (6.3.111). The computation 
of Z is standard (see (6.3.107), (6.3.106)), but rather tedious. 

We conclude by formulating the first-order necessary optimality conditions: 

Corollary 6.3.13 Suppose that p" is a (local) minimizer for (P), and let y* 
denote the associated deformation. Moreover, let all the above assumptions be 
fulfilled. Then the following hold: 

(i) If Uad c C2((;1) is  convex, then 

(ii) If Uad is nonconvex, then 

For the definition of the tangent cone, we refer to Corollary 6.2.12. 
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Convex Mappings and 
Monotone Operators 

In this section we collect some well-known concepts and results from convex 
analysis and from the theory of monotone operators that are used repeatedly 
throughout this book and can be found in the classical monographs of Rock- 
afellar [1970], Brkzis [1973], Ekeland and Temam [1974], Barbu and Precupanu 
119861, and Zeidler [1990]. We assume that the reader is already familiar with 
the basic notions of linear functional analysis. In particular, we make free use of 
such fundamental concepts as Banach and Hilbert spaces, dual spaces, reflexiv- 
ity, convexity, compactness, strong convergence, weak and weak* convergence, 
linear continuous operators and their dual operators, and so on. Some brief 
explanations on function spaces will be given a t  the beginning of Appendix 2 
below. 

Let X be a Banach space with dual space X*,  and let (., .)X.xX denote the 
dual pairing between elements of X *  and of X .  We call a function p : X + 
[-m, +m]  convex if 

for all X E [0, 11 and x, y E X such that the right-hand side is well-defined. The 
function p is called strictly convex if the inequality is strict for any X ~ ] 0 , 1 [  
and x # y. We define the (effective) domain dom(p) of cp by 

and call p proper if dom(p) # 0 and p(x) > -m for all x E X .  

A function cp : X +] - m ,  +m]  is termed (weakly) lower semicontinuous if 
all the sets {x E X : p(x) < A), X E R, are (weakly) closed. The closure clp 
of cp is the lower semicontinuous hull of p: 

liminf,,, p(y), if p(x) > -m for all x E X, 
otherwise. 
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If clp = p ,  then p is said to be closed. For proper and convex functions the 
closedness is equivalent to lower semicontinuity. 

The subdifferential dp(x)  of p a t  a point x is the set 

dp(x) = {w E X"  : p(x) - p(v) 5 (w,x - Vv E X).  

It is defined on dom(dp), which is given by all of x E X for which this set is 
nonempty. We call the set-valued mapping x H dp(x) the subdifferential of 
p.  The subdifferential is a generalization of the classical concepts of derivative 
and tangent. 

If p is convex and is finite at a point x, then for every h E X the difference 
quotient 

X-'[cp(x + Ah) - $+)I 
is a nondecreasing function of X in 10, i m ] .  Thus, the directional derivative 
at x in the direction h, 

pl(x, h) = limX-'[p(x+ Ah) - p(x)] = inf A-'[p(x +Ah) - p(x)], 
XLO X>O 

exists for every h E X .  By the directional differential of p at x we mean 
the mapping h H pl(x, h). It is a positively homogeneous and subadditive 
functional on X .  If it is linear and continuous on X ,  then p is said to be 
G6teaux dzfferentiable at x. 

Let Vp(x) E X *  denote this functional. Then 

We say that p is Fre'chet differentiable a t  x with the Frkchet derivative Vp(x) E 
X *  if 

p(x + h) = p(x) + (Vp(x), h)x-,x + o(lhlx) where X1o(X) + 0 for X + 0 .  

I t  is generally the case that 

dp(x0) = {x* E X *  : (x*, h ) p x x  5 pl(xo, h) Vh E X).  

Conversely, if p is finite and continuous at xo, then 

The definitions of GBteaux and Frkchet differentiability may be straightfor- 
wardly extended to mappings not necessarily convex and with values in infinite- 
dimensional spaces (see Zeidler [lggo]). 

If K C X is a nonempty, closed, and convex set, then the indicator function 
I K :  X +]-co,sDc)] of K ,  

0, if x E K, 
I K ( ~ )  = { +m, otherwise, 
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is a proper, convex, and lower semicontinuous mapping. Its subdifferential at 
I 

~ I , ( x )  = {x* E X* : (x*, - u)x*xX o vu E K ) ,  

is a closed and convex cone in X *  with vertex at the origin. It is called the 
normal cone to K at x. 

The subdifferential of the mapping f (x) = lxj$ is called the duality map- 
ping of X .  It can be equivalently defined by 

We notice that (cf. Pave1 [1984]) the norm of X is GBteaux differentiable a t  
x # 0 if and only if the duality mapping F is single-valued. Moreover, in this 
case, for any x, y E X I  we have 

We now consider the general case of convex integrands. To this end, let 
R c Rd be Lebesgue measurable, and suppose that the mapping g : R x Rm -+ 
] - m ,  +m],  m E N, satisfies the following conditions: 

(i) g(x, .) : Rm +] - m ,  +m] is proper, convex, and lower semicontinuous 
for a.e. x E R. 

(ii) g is measurable with respect to the o-field of sets generated by the prod- 
ucts between Lebesgue sets in R and Bore1 sets in Rm.  

(iii) g(x, y) > (a(x),  y ) ~ ,  + P(x) on R x Rm, with given functions a E 
JY ' (C~)~ ,  for some p' > 1, and P E L1(R). 

(iv) There is some vector function yo E P ( R ) m ,  where 1 + A = 1, such that 
P P 

g(., Yo(.)) E L1(R). 

Then, the integral functional I, : Lp(R)" + ] - m, +m], 

has the following properties (cf. Barbu and Precupanu [1986, p. 1171): 

Proposition A l . l  Under the conditions (2)-(iv) the mapping I, is proper, 
convex, and lower semicontinuous on LP(R)". For every y E LP(R)" such 
that the subdifferential dIg (y) exists, we have 

aI,(y) = {w E L P ' ( R ) ~  : w(x) E dg(x, y(x)) for a.e. x E R} 
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Next, we turn to set-valued mappings. We denote by X x Y the Cartesian 
product of two sets X and Y, and by [x, y] an ordered pair in X x Y. 

We call any subset A c X x Y a set-valued or multivalued operator defined 
in X with values in Y. Throughout this monograph, we will use the following 
convenient notational convention for set-valued operators: instead of A c X x 
Y, we will also write A : X + Y. This will not give rise to confusion. We also 
define 

Ax = {y E Y : [x, y] E A), for x E X ,  
dom(A) = {x E X : Ax # 0) C X,  

R(A) = U Ax c Y, 
ztx 

A-' = {[y,x] : [x, y] E A) c Y x X. 

Now let X be a Banach space. We call a set-valued operator A : X -+ X *  
monotone if 

and strictly monotone if the inequality is strict whenever XI ,  a2 E dom(A) and 
XI # 22. The operator is called strongly monotone if there is some constant 
a > 0 such that 

A monotone operator A : X + X *  is called maximal monotone if its graph 
as a subset in X x X *  is maximal in the sense that it cannot be strictly 
included in any other monotone graph in X x X*.  An important class of 
monotone operators is given by just the subdifferentials of convex functions, as 
the following result shows. 

Theorem A1.2 Let cp be a proper, convex, and lower semicontinuous mapping 
in a Banach space X .  Then the subdifferential dp is maximal monotone. 

Other examples of maximal monotone operators can be obtained as follows: 

- If A : X -+ X is maximal monotone and X is a Hilbert space (identified 
with its dual), then also A-I : X + X is maximal monotone. 

- Let R c Rd be a bounded and measurable set. If A : X + X is 
maximal monotone, then 2 : L2(R,X)  + L2(R,X),  defined by v E j u  
if v(x) E Au(x) for a.e. x E R, is maximal monotone. 

Let X be a Banach space and A : X + X* a monotone single-valued 
mapping with dom(A) = X .  If A is hemicontinuous on X ,  that is, if for 
any x, y E X i t follows that A( ( l  - t )x + ty) + Ax weakly in X as 
t + 0, then A is maximal monotone. 
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A fundamental tool in  the study o f  maximal monotonicity is the Minty char- 
acterization: 

Theorem A1.3 Let X and X *  be reflexive and strictly convex Banach spaces, 
and let F : X + X *  be the duality mapping. Then a monotone mapping 
A : X + X *  is maximal monotone if and only if R(A + F )  = X * .  

A direct consequence o f  Theorem A1.3 is that for every X > 0 and every 
x E X the equation 

F ( x ~  - X )  + XAxx 3 0 

has a unique solution xx E X .  W e  may  therefore define the mappings 

which are called the resolvent, respectively the Yosida approximation, o f  A. In 
Hilbert spaces, they simply take the form 

Jxx  = ( id + xA)-'x, A x x  = K 1 ( i d  - J J x ,  

where id : X + X denotes the identity mapping. W e  summarize some prop- 
erties o f  JA,  Ax. 

Proposition A1.4 Let X and X *  be strictly convex and reflexive Banach 
spaces, and let A : X + X *  be maximal monotone. Then the following asser- 
tions hold: 

( i )  A x  is a single-valued, monotone and demicontinuous mapping (that is, 
whenever x ,  + x strongly i n  X then Axxn  + A x x  weakly i n  X * ) .  I n  
particular, Ax is hemicontinuous and thus maximal monotone. 

( i i )  Ax and Jx are bounded operators, i.e., bounded on bounded sets. If X is 
a Hilbert space, then Jx is nonexpansive, and Ax  is Lipschitz continuous 
with Lipschitz constant i. 

( i i i)  limx,o J x x  = x for every x E conv(dom(A)) ,  and IAxxlx* 5 JAOx lx *  
for every x E d o m ( A ) ,  where A0 is the section of minimal norm of A. 
If X is a Hilbert space, then limx,o A x x  = A O x  for every x E d o m ( A ) .  
Moreover, AAx  E A J x x  for all x E X .  

( i v )  I f  A, + 0, x ,  + x weakly in  X ,  AX,xn + x* weakly i n  X * ,  and 
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Property (iv) is a more general form of the demiclosedness of maximal monotone 
operators A: if y, E Ax,, x ,  + x strongly in X ,  and y, + y weakly in X*,  
then y E Ax. 

In the case of the subdifferentials, Proposition A1.4 can be further sharpened. 
To this end, we define the Yosida-Moreau regularization of the convex mapping 

cp by 
I 

cp~(x) = inf { ,h /x -  yl$+cp(y)), for A >  0, X E X .  
YEX 

Theorem A1.5 Let X be a reflexive and strictly convex Banach space. Then 
the function px is convex, everywhere finite, and Giteaux differentiable on X .  
Moreover, with A = dcp, Ax = dpx.  I n  addition, we have the following: 

(i) cp(Jxx) 5 cpx(x) 5 cp(x) for all x E X and X > 0. 

(ii) cpx(x) = cp(Jxx) + & 1x - Jxxi$ for all x E X and X > 0.  

(iii) lim px(x) = cp(x) for all x E X .  
A-0 

Finally, if X is a Hilbert space, then cpx is Fre'chet differentiable on X I  and 
dpx = Ax is Lipschitzian. 

Property (ii) asserts that the infimum in the definition of px is attained a t  y = 
Jxx. The question of the existence of the minimizers and their characterization 
are fundamental in the framework of convex functions. We have the following 
result. 

Theorem A1.6 Let X denote a reflexive Banach space. Any proper, closed, 
and convex function on X is bounded from below by an af ine mapping and 
attains a min imum value on every nonempty, closed, convex, and bounded subset 
of X .  The min imum point is unique if cp is strictly convex. A proper and 
convex function on X is lower semicontinuous on X if and only if i t  is weakly 
lower semicontinuous. A point x E X is a minimizer of cp on X if and only 
i f  0 E dp(x). 

Remark. The boundedness assumption in Theorem A1.6 may be replaced by 
the coercivity condition liml,l,,, p(x) = +m. 

Finding minimum points of various functions plays a crucial role in the con- 
text of optimal control theory and in shape optimization problems, which is 
the subject of this book. It is also very important for the solution of various 
(elliptic) boundary value problems when variational methods are applied (see 
Appendix 2 and Chapter 1). 
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If cp is FrCchet differentiable (but not necessarily convex) and X is a Hilbert 
space identified with its dual space, then the so-called gradient algorithms pro- 
vide general iterative procedures for the search for (local) minimum points. 
Given the iterate zn, the next iterate is constructed in the form 

This iterative procedure is based on the definition of FrCchet differentiability: 
indeed, we have 

which ensures the descent property of the algorithm, that is, cp(~,+~) < cp(zn) 
for sufficiently small p > 0. Gradient algorithms may be applied in a more 
general setting. 

There also is a simple geometrical interpretation: if the level hypersurfaces of 
cp are smooth, then Vcp(x) coincides with a normal vector to the level set pass- 
ing through x,  since the tangential component of the gradient vanishes along 
the level sets. This property motivates the name method of steepest descent for 
the above iterative process. Many variants and convergence results for it are 
discussed in the literature, for instance, in CCa [1971], Pironneau [I9841 (with 
applications to shape optimization), and Hiriart-Urruty and LemarCchal [1993]. 
Using subdifferentials, the approach can be extended to the nonsmooth case, 
leading to the so-called bundle methods (cf. Makela and Neittaanmaki [1992]). 

Various coercivity conditions play a central role in connection with the sur- 
jectivity of maximal monotone operators. We have the following result. 

Theorem A1.7 Let X be a reflexive Banach space. If A : X -;\ X* is 
maximal monotone and coercive, that is, if 

then A is surjective. 

In general, the following characterization of surjectivity is valid. 

Theorem A1.8 Let X be a reflexive Banach space. A maximal monotone 
operator A : X -+ X *  is surjective if and only if A-' is  locally bounded on 
X *  i n  the following sense: for any xg E X *  there exists a n  open neighborhood 
V of xg such that the set 
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is bounded i n  X .  If A = dcp, then the surjectivity of A is equivalent to the 
boundedness of A-' on X* ( i e . ,  A-' maps bounded sets into bounded sets) 
and with the coercivity condition 

Let us notice that any maximal monotone operator is locally bounded on 
the interior of its domain (if it is nonempty). In particular, this is valid for 
subdifferential operators, yielding the following result. 

Theorem A1.9 Let X be a Banach space. Then any proper, convex, and 
lower semicontinuous mapping cp : X +] - m ,  +m]  is locally Lipschit2 i n  the 
interior of its domain. Moreover, 

dom(dcp) C dom(cp), dom(dp) = dom(cp), int (dom(dcp)) = int (dom(cp)). 

We now concentrate on various operations that can be performed with convex 
functions or monotone operators, while preserving certain basic properties. 

Theorem A1.10 Let X be a reflexive Banach space, and let A and B be 
maximal monotone operators i n  X x  X* such that int (dom(A)) ndom(B) # 0. 
Then A + B is maximal monotone i n  X x X* .  

Theorem A l . l l  Let X be a reflexive Banach space, A : X + X* maximal 
monotone, and cp : X +] - m ,  +m] proper, convex, and lower semicontinuous. 
Then A+&p is maximal monotone i n  X x X *  provided that one of the following 
conditions is satisfied: 

(a) dom(A)n int (dom(cp)) # 0. 
(b) dom(cp)n int (dom(A)) # 0. 

Remark. In the special case A = d lK,  for some nonempty, closed, and convex 
set K C X ,  we have d(cp + IK)  = dcp + dIK whenever cp is continuous in some 
xo E K or dom(cp) n int(K) # 0. 

Another operation frequently met in applications is the composition of map- 
pings and operators. If cp : X +]  - m, +m] is proper, convex, and closed, and 
if A : X + X is a linear and bounded operator having the dual operator A*, 
then the composed mapping 
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is proper, convex, and lower semicontinuous provided that R(A) n dom(cp) # a). 
The following chain rule is due to Tiba [I9771 and has been studied in more 
general spaces by ZIlinescu [1980]. 

Theorem A1.12 Assume that the rejlexive Banach space X can be decom- 
posed into the direct sum X = X1 @X2 in such a way that A*/,: : Xf + X *  
has a bounded inverse and 

where intl denotes the relative interior with respect to XI .  Then 

Here, we have denoted by Xf  = {x* E X *  : ( X * , X ) ~ . , ~  = 0 Vx E X )  the 
polar subspace of X I .  Notice that in Hilbert spaces the polar set Xf  coincides 
with the usual orthogonal complement Xi-. 

We stop briefly to indicate some applications and examples. 

Example A1.13 Any maximal monotone graph P C R x R is a subdiffer- 
ential; more precisely, there is some proper, convex, and lower semicontinuous 
mapping j : R +] - m ,  +XI] satisfying ,O = aj .  

If Po denotes the minimal section of ,B and ]a, b[ is an interval such that 
]a, b [ ~  dom(P) C dom(j) c [a, b] (where a and/or b may be infinite), then 
Po is a nondecreasing function on ]a, b[, and P(x) = [PO(x-), PO(x+)] for all 
x €]a,  b[. Then, ,B is single-valued almost everywhere in its domain. Moreover, 
if a E dom(P) (respectively b E dom(P)), then P(a) =]  - m,Po(a+)]  (respec- 
tively P(b) = [PO(b-), +m[). Here PO(a+), (PO(a-) denote, respectively, the 
rightlleft lateral limits of Po in a .  

We also define a regularization of P,  denoted by ,E and called the E-uniform 
approximation of 0 ,  which differs from the Yosida approximation of P. This 
regularization is useful for obtaining uniform approximations to the solutions 
of certain variational inequalities (see Theorem A2.10 in Appendix 2). It is 
characterized by the following properties: 

(i) p(s + E )  > P ( s )  > p(s - E ) ,  whenever these expressions are defined. 

(ii) dom(P) c dom(,E) 

It is important to notice that there even exists a continuously differentiable 
&-uniform approximation ,E. TO construct it, consider a Friedrichs regularizing 
kernel p E C,OO(R) such that supp p C [ O , 1 ] ,  p(r) > 0, and J: p(s) ds = 1. 
The approximation ,@ is described in five basic cases: 
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Case I .  dom(P) = R. Then 

Case 2. 0 E P(s) for all s € 1  - co, so] = dom(P). Then 

if s < so, 

2& ' 

Case 3. 0 E P(s) for all s E [sol + m [ =  dom(P). Then 

if s €]SO - E ,  SO], 

if s > so. 

Case 4. dom(P) =] - m, so[. Then PO(s) + +m as s -+ so. We put 

Case 5. dom(P) =]so, +co[. Similarly to Case 4, we define 

The general case may be obtained using the following observation: if PI and 
P2 are maximal monotone graphs in R x R, as well as their sum ,B = a + Pz1 
and if &, ,Bg are &-uniform approximations of & and P2, respectively, then 

,& + is an &-uniform approximation of P. 
We also note that the following decomposition of maximal monotone graphs in 

R x R is possible: if sl E int (dom(P)) with P(sl) a singleton (we exclude the 
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trivial case dom(P) has one element), we may write ,B = +Pa, where Dl and 
Pz are maximal monotone, and where dom(P1) 31 - CQ, sl] and dom(P2) 3 
[sl, + a [ .  Indeed, we can put 

If dom(,&) has the form ] - co, so[ , we use Case 4; if dom(&) has the form 
] - co, so], then we put 

if s <so,  

otherwise. 

Then f i  = PI,, +&, and the approximation is discussed in Case 1 and Case 2. 
Using the decomposition property, we obtain the desired approximation of PI 
and, similarly, of P2. 

Example A1.14 As our next example we consider the Leray-Lions operator 
or generalized divergence operator of the calculus of variations (see also Example 
1.2.8 in Chapter I and $2.3.2 in Chapter 2). To this end, let Q C Rd denote 
an open and bounded domain having a regular boundary do .  We consider in 
R the nonlinear partial differential operator 

for y E W11p(R), I E N, and p 2 2. Here, cu is a multi-index of length la\ 5 1. 
The coefficient functions A, : R x RT + R, where T denotes the total number 
of partial derivatives in Rd from order 0 up to order 1 (which are collected in 
the vector J E R T ) ,  are assumed to satisfy the following conditions: 

(i) A,(., J )  is measurable in R for all J E RT, and A,(x, .) is continuous on 
RT for a.e. x E R. 
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(ii) /A,(x,E)I 4 C( ( [ / "~ ; .~+p (x ) )  for all (x,[) E C ~  x RT, with given C > 0 
and p E L4(C2), where q-l + p-l = 1. 

Under these assumptions, A is a well-defined operator from w,"'P(o) into 
WPz>q(C2) (see Lions [1969, p. 1821). If, in addition, 

for any E = (Q) E RT, 17 = (G) E RT, then A is monotone and hemicon- 
tinuous, hence, as seen above, maximal monotone. In this context, it is also of 
interest to define the realitation AH of A in the space H = L2(C2): 

If A is coercive in the sense that there are cl > 0 and cz 6 R such that 

Y Y ~ - ( ~ ~ P (  2 1 I I (  + 1 VY E w;lp(n)l 

then AH is maximal monotone in H x H. This follows from Theorem A1.7, 
which shows that i + A  is a surjective mapping onto W-'?q(C2) ( i  is the natural 
embedding of W1>p(C2) into W-"q(C2) ), and from Theorem A1.3, which proves 
that this is sufficient for the maximal monotonicity of AH in H x H. 

Next, we introduce the Fenchel-Moreau conjugate cp* of a convex function 
cp :X+] -co ,+co] :  

cp* : X *  +]  - co, +m],  (P*(x*) = sup ((2, x*)XxX. - p(x) : x E X) .  

Obviously, by definition, Young's inequality, 

p(x) + cp*(x*) > (x,x*)XxX* V[x, x*] E X X X *  

is fulfilled. For proper, convex, and lower semicontinuous functions cp equality 
occurs if and only if x* E dcp(x) or equivalently, x E dp*(x*). 

The conjugate of the indicator function IK of a nonempty, closed, and convex 
set K c X is given by 

I;((x*) = sup {(x, x * ) ~ , ~ *  : x E K} .  

It is called the support function of K.  If K is a cone, then its associated polar 
set KO is again a cone with vertex at the origin, given by 

K O  = {x* E X *  : ( x , x * ) x~x*  5 0 Vx E K )  = {x* E X *  : I;C(x*) < 0). 

We close this section with a variant of the so-called Ekeland variational prin- 
ciple (Ekeland [1979]), which may be viewed as an extension of the classical 
Fermat theorem. 
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Theorem A1.15 Let (E ,  d) be a complete metric space, and let F : E -+ 
] - cm, +cm] be a lower semicontinuous mapping that is  bounded from below. 
For any E > 0 ,  let e, E E be such that 

F(e,) < inf{F(e) : e E E }  + E' 
Then there is some e E E such that 

Remark. In applications of Theorem A1.15 to optimal control problems, the 
following situation is typical: Let 

E = Uad = {U E LM(0) : u is feasible} 

denote a set of admissible controls, where 0 is some measurable subset of Rd. 
We endow E with the so-called Ekeland metric 

Then (E ,  dE) becomes a complete metric space. 
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Elliptic Equations and 
Variational Inequalities 

In this section, we collect some preparatory material concerning elliptic equa- 
tions and variational inequalities that is needed in this monograph. We begin 
by recalling the most important facts about some classes of function spaces. For 
a deeper study of these and other related classes of function spaces, we refer 
the reader to the textbooks of Alt [1985], Adams [1975], Hewitt and Stromberg 
[1965], Vulikh [1976], Friedman [1982], and Yosida [1980]. 

Assume that fl c Rd, d E N, is some given measurable and bounded set. 
We then denote by LP(R), 1 I p < +a, the Banach spaces of equivalence 
classes of Lebesgue-measurable functions having a finite norm 

For p = +oo we have the Banach space Lm(fl) of essentially bounded mea- 
surable functions with the usual modification of the norm. 

We recall that the dual space of LP(fl) for 1 I p < m can be identified with 
Lq(fl), where + = 1 (with the convention that q = +a if p = 1). In this 

P 
connection, if y E LP(R), 1 5 p < + a ,  and z E L4(R), then y z  E L1(fl), and 
we have Holder's inequality 

If fl is open, we denote by Cm(fl) the set of all functions y : fl + R such 
that all partial derivatives up to order m E N, 

are continuous in fl, where a = (a l ,  . . . , ad) E Nf denotes any multi-index 
such that its length la1 satisfies la1 = a1 + . . . + a d  5 m. We denote by Cm(fl) 
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the set of all functions belonging to Cm(R) for any m E N.  The functions 
in Cm(R) having compact support in R form a subspace, which is denoted 
by C,n"(R). The space of test functions, i.e., of infinitely differentiable functions 
with compact support in R , is denoted by C r ( R )  or by V(R). Its dual space is 
the space V1(R) of distributions on R (cf. Yosida [1980]). Recall that C r ( R )  
is dense in P ( R )  if 1 5 p < oo . 

The space Cm(n )  consists of all those elements of Cm(R) that together with 
all their partial derivatives up to order m can be continuously extended onto 
- 
R. The space of continuous functions on 2 is simply denoted by C(fi). With 
the norm 

cm(fi) becomes a separable Banach space. We denote by CW(n)  the set of 
all functions belonging to Cm(a) for any m E N. 

For 1 E N and 1 5 p 5 +a, the Sobolev space W1lP(R) is defined as 
the space of all functions y E LP(R) having generalized partial derivatives 
Day E LP(R), for every multi-index a satisfying 0 5 jal 5 1.  Endowed with 

WIJ'(R) becomes a Banach space that is separable and reflexive for 1 < p < 
+oo. In the case p = 2, we use the notation H1(R) = W1,2(R) and 1 . lHl(n) = 
1 . jwz.2(np The space HYR), 1 E N ,  is a Hilbert space with the inner product 

The closures of C r ( R )  in W"p(R) and in H1(R) are denoted by W;'P(R) and 
HA(R), respectively. By W-',q(R) and HP'(R) we denote the dual spaces of 
w,"'P(R) and of Hi(R), respectively, where 1 E N and 1 5 q < +a with 
; + ; = I .  

Finally, we recall that it is possible to define fractional-order Sobolev spaces 
W"P(fl) and trace spaces W"P(8R) for nonintegral s E R. The spaces WS,2(R) 
and Ws12(8R), which are usually denoted by HS(R) and Hs(8R), respectively, 
turn out to be Hilbert spaces. For a precise definition of fractional-order spaces, 
the reader is referred to the standard textbooks by Necas [1967], Lions and 
Magenes [1968], and Adams 119751. 

We list some fundamental properties of Sobolev spaces. 

Theorem A2.1 Let R c Rd denote an  open Lzpschztz domain. Then the 
following assertions hold: 

(i) Let 1 5 p < +co. Then there exists a unique linear and continuous 
surjective mapping yo : W1lp(R) + wl-;lp(8R) such that yo(y) = ylan 
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for all y E WIJ'(R) n C ( n ) .  The mapping yo is completely continuous 
from W1,p(R) into L4(dCl) whenever qpl > ppl - (p  - l )p- l (d - I)-'. 

(i i) Suppose that m E N ,  m > 2, 1 < p < +m, and that R belongs to the 
class Cm-'", that is, R belongs to the class Cm-' and the derivatives 
of order m - 1 of all local charts in Fa are Lipschitz continuous (see 
Definition A3.1 in Appendix 3). Then the mappings yj that assign to 
each y E C m ( 2 )  the jth (outward) normal derivative on dR, 

can be uniquely extended to linear, continuous, and surjective mappings 
from Wm1p(R) to W ~ - ' - ~ > P ( ~ R ) .  

Remark .  The function yo(y) is referred to as the trace of y on dR. It is 
customary to  denote it also by y. Likewise, we write 2 instead of y j (y ) .  

Theorem A2.2 Let R c Rd, d E N ,  denote some open and bounded domain. 
Then the following assertions hold: 

(i) Let 11,12 E N o  with 11 > 12 and pl,p2 E [I, +m[ . If lI - 2 2 l z  - PZ 7 

then wiLP ' (R)  is continuously embedded in w , "~ "~ (R) .  If the inequality 
is strict, then the embedding is compact. 

(i i) If R is a Lipschitz domain, then the assertions of (i) also hold if the spaces 
w,""P'(R) are replaced by the spaces WLsi(Cl),  i = 1,2. 

(iii) Let 1 E N ,  1 5 p < +m, and m E NU (0). If 1 - % > m ,  then w,""(R) 

is continuously and compactly embedded in C m ( n ) .  

( iv)  If R is a Lipschitz domain, then the assertions of (iii) also hold if the 
space w~ 'P (R )  is replaced by the space W L p ( R ) .  

(v) If R is a Lipschitz domain and t ,  s E R satisfy t > s, then Ht (R)  is 
continuously and compactly embedded in HS(Cl) (Rellich's theorem). 

We now discuss abstract variational inequalities. W e  begin with a fundamen- 
tal result due to  Lions and Stampacchia [I9671 that generalizes the classical 
Lax-Milgram lemma (cf .  Yosida [1980]): 

Theorem A2.3 Let a : V x V + R be a continuous (not necessarily sym- 
metric) bihnear form on the real Hilbert space V that is coercive in the sense 
that there is some y > 0 such that a(v,  v )  2 y Iv/$ for a11 v E V .  Moreover, 
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let K C V be nonempty, closed, and convex, and let f E V* be given. Then 
the abstract variational inequality 

has a unique solution y E K ,  and the mapping f ++ y is Lipschitz continuous 
from V* to V .  If K is a subspace of V ,  then the mapping f H y is linear 
and bounded. 

One far-reaching extension of Theorem A2.3 is the following. 

Theorem A2.4 Let A : V + V* be a monotone and demicontinuous operator 
on the reflexive Banach space V ,  and let cp : V +] - oo, +oo] denote a proper, 
convex, and lower semicontinuous function. In addition, suppose that there 
exists some yo E dom(cp) such that the coercivity condition 

lim (AY, Y - ~o)v*xv + P(Y) 
= +oo 

Mv'm lylv 

is fulfilled. Then the abstract variational inequality 

(AY, Y - z )v *xv  + P(Y) - cp(z) I (f, y - z )v *xv  v z  E V 

admits at least one solution y E V .  If A is strictly monotone, then the solution 
is unique. 

The variational inequality can be equivalently expressed as 

and Theorem A2.4 is a consequence of perturbation and surjectivity results for 
maximal monotone operators (compare Appendix 1). 

Let us remark that Theorem A2.3 corresponds to the special case that cp = IK 
is an indicator function and A E L(V,  V*)  is the operator defined by 

If some compatibility condition is valid between a and K ,  then more reg- 
ularity can be expected for the solution to the variational inequality. To this 
end, we assume that H is another Hilbert space, identified with its dual, such 
that V c H c V * ,  algebraically and topologically. Let A : V + V* be the 
linear and bounded operator generated by a ,  and let AH be its realization in 
H, that is, 

We then have the following result. 
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Theorem A2.5 Let the assumptions of Theorem A2.3 be fulfilled. In  addition, 
assume that f E H and that there is h E H such that 

Then the solution to the variational inequality belongs to dom(AH), and there 
is some constant C > 0 such that we have the estimate 

For further details in this respect, we quote the monograph by Barbu [1993]. 

Now let a bounded and smooth domain R c Rd be given, and consider 
functions a;j E C1(2), i ,  j = l,d, and a. E C(a )+  such that with some 
constant a > 0 the ellipticity condition 

is fulfilled. For a given right-hand side f E C@), we consider the second-order 
partial differential equation 

to which various types of boundary conditions may be associated, characteriz- 
ing, respectively, the Dirichlet, Neumann, or third boundary value problems: 

Here, & is the outer conormal derivative of y, where ni are the components 
of the outward unit normal n to 80, and we have %j, g, c E C(dR), c positive. 

A function y E C2(G) is a classical solution to one of the above boundary 
value problems if it, together with its derivatives, satisfies the equation and the 
corresponding boundary conditions pointwise. If y E W2J'(R), its derivatives 
in the equation are understood in the sense of distributions, and if the bound- 
ary conditions are interpreted in the sense of traces, then y is called a strong 
solution. 

In many practically important applications the regularity properties of the 
coefficient functions or of the data are too weak to ensure the existence of such 
solutions. Therefore, various notions of weak solutions have been introduced 
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that are relevant for broad classes of applications. We give two examples of this 
type to clarify this idea. 

Example A2.6 Assume that dR = ro U rl U I'2 U r3, where ro denotes the 
set of points on dR a t  which one type of the boundary conditions (a), (b), 
(c), changes into another, where meas(ro) = 0 with respect to the superficial 
measure, and where ri, i = m3, are mutually disjoint (relatively) open parts 
of dR, with one or two of them possibly not occurring. 

We study the mixed boundary value problem, which results if the boundary 
conditions (a), (b), (c) are imposed respectively on rl, r2, and r3. We assume 
that the boundary data 3 can be extended to a function jj E H1(R), and we 
look for a solution in the form y = yo + jj, where 

We define on the Hilbert space V a bilinear and a linear form by putting 

Then, the corresponding weak (or variational) formulation of the mixed bound- 
ary value problem is 

 YO, P) = F(P) V P  E V. 

If a(., .) is symmetric, then it is known that the above definition is equivalent 
to the minimization of the quadratic functional a(y, y) - F(y)  on V. 

Let us notice that this variational problem is meaningful under much weaker 
assumptions on the data of the system; namely, it suffices to postulate that 

g E L ' ( ~ z  U r3),  c E LM(r3), aij, a0 E LM(R), and f E L2(R) 

The existence of a (unique) weak solution in V + 3 is then guaranteed if 
(aij)i,j=G is elliptic, c > 0, and ao > 0, which ensures the coercivity of the 
bilinear form a(. , .). Consequently, one important question related to weak 
solutions concerns their regularity. 

A standard global regularity result for the Dirichlet boundary value problem 
(that is, if rz = r3 = 0) states the following: if R is regular, f E LP(R) 
and E W2,p(R) for some p > 1, and if all aij are Lipschitz continuous and 
a. E Lm(R), then the weak solution yo belongs to W2>p(R), and there is a 
positive constant C ,  which depends neither on f nor on 3, such that 

The interested reader may consult the monograph by Grisvard [I9851 and the 
references therein. Such regularity results are also valid if R is only a Lipschitz 
domain (i.e., may have corners) that is convex. 
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Example A2.7 Next, we consider a technique that is useful when the regularity 
properties of the data are very weak. To fix things, we consider the Dirichlet 
problem 

-Ay = f in R, y = g on dC2, 

with f 6 L2(R) and g E L2(dR). We define a very weak solution y E L2(R) 
to this problem through the relation 

The existence follows from the classical Riesz representation theorem. 

There is an isomorphism T between L2(R) and Ht(R) n H2(R), defined by 
p = T$, where 

- A p = $  i n R ,  p=O ondR.  

Moreover, consider the linear and bounded functional 0 on L2(C2) given by 

a(T$) (o) do, 0 ( $ )  = - i f ( X I  ( W ) ( x )  dx + kn d o )  7 

which, with some uniquely determined y E L2(R), admits a Riesz representation 

Formally, the integral equalities characterizing weak solutions of second-order 
elliptic equations are obtained by multiplying the original equation by a test 
function and then integrating once by parts (Green's formula), while the relation 
characterizing the very weak solution is obtained by integrating by parts twice. 
This approach is also called the transposition method, since the original equation 
is "transposed" on the test function. 

A consequence of this argument is that classical and strong solutions are 
also weak solutions, since their regularity allows the integration by parts to be 
performed rigorously. 

Another useful property of elliptic equations is the maximum principle. To 
formulate one important variant of it, let us consider the general second-order 
elliptic equation 

We have the following result. 

Theorem A2.8 Suppose that the coeficient functions aij, i , j = I,, satisfy 
the ellipticity condition (here a.e. in R), and assume that aij, a;, a0 6 Lm(R) 
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with a0 2 0 a. e. i n  0 .  I f  f E L2(R) and y E H1 (R) n C ( 2 )  satisfy y > 0 on  
do ,  f > 0 i n  0 ,  and 

then y > 0 i n  R. 

This result, together with other variants and references, may be found in BrCzis 
[1987]. 

Let us finally mention that the regularity theory extends to the case of elliptic 
variational inequalities. In particular, Theorem A2.5 admits partial extensions 
to the non-Hilbertian case, as we will see in the following. To this end, let 
p c R x R be a maximal monotone graph. We associate with it the variational 
inequality (in subdifferential form) 

We have the following result. 

Theorem A2.9 Suppose that the coeficient functions a;j E C1(n), i, j = I,, 
satisfy the ellipticity condition, and assume that f E LJ'(S1) for some p 2 2 
and 0 E P(0). Then the above variational inequality has a unique solution 
y E W2,p(R) n Hi (a ) ,  and there exists some C > 0 that depends neither on  P 
nor on f such that 

I ~ l w 2 q n )  5 C I f  l ~ q n ) .  

For a sketch of the proof and further references, we quote Bonnans and Tiba 
[1991]. 

Finally, let us consider the approximation of the variational inequality via an 
&-uniform approximation ,P of class C1 (see Appendix I ) .  Theorem A2.9 may 
be complemented as follows. 

Theorem A2.10 Both the variational inequality and its E-uniform approxi- 
mation have unique solutions y, y, E W21p(R) n Hi(R) n Lm(0),  and we have 
the estimate ly, - ylLm(n) 5 E .  

This result still remains valid when the variational inequality is perturbed by a 
smooth monotone mapping p(x, y,  u), where u may be some control parameter. 
For details, see Tiba [1990, Chapter 111.51, and Bonnans and Tiba [1991]. 
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Domain Convergence 

There are many types of problems (some of which are studied in this mono- 
graph) in which unknown or variable subsets arise quite naturally: free bound- 
ary problems, shape optimization problems, homogenization, discretization of 
infinite-dimensional sets and its convergence properties, the perturbation of op- 
timization problems and its study via the corresponding family of perturbed 
epigraphs, and so on. 

In this general setting, various notions of solution are used, and their ba- 
sic properties concerning existence, uniqueness, characterization, computation, 
etc., strongly depend on certain mappings defined on the class of "admissible" 
subsets that associate to them functions or real numbers. The continuity or 
differentiability properties (in a generalized sense) of such "operators" set H 

function or LLfunctionals" set H real number are fundamental for the analysis 
of variable-domain problems. Such questions have been systematically stud- 
ied ever since the beginning of the last century; we quote only the pioneering 
contributions of Hadamard [I9681 (originally published in 1907), Courant and 
Hilbert 119621, and Necas [1967]. Let us also mention that already the first 
problem in the calculus of variations, Bernoulli's brachistochrone (1696), is a 
shape optimization problem. 

The material of this appendix gives a brief account of the mathematical theory 
connected with the above-mentioned continuity and convergence questions. It 
is based on well-known monographs and survey articles including Pironneau 
[1984], Adams [1975], Kuratowski [1962], Hewitt and Stromberg [1965], Attouch 
[1984], AzC [1997], Sokolowski and ZolCsio [1992], Henrot [1994], Simon [1980], 
and Delfour and Zoldsio [2001]. 

We begin with the definition of several classes of domains in the Euclidean 
space Rd that are used throughout this monograph. 

Definition A3.1 W e  say that a bounded open set il C Rd is of class C (or 
has continuous boundary) if there exists a family Fa of continuous functions 
g : B(O, kn)  + R, where B(O, Ifn) c Rd-' denotes the open ball of radius 
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kn > 0 centered at the origin of Rd-l, such that 

with y, = R,(O,. . . , O ,  1) for some rotation R, of Rd, and with some o, E Rd. 

The geometrical interpretation of this definition should be clear: the set {(S,O) : 
S E B(O, kn)}, which forms a ( d  - 1)-dimensional ball in Rd, is through the 
coordinate transformation 

(5 ,O)  + (s, 0) = R,(S, 0) + o, , 

mapped onto another (d - 1)-dimensional ball, denoted by B(0, kn), which is 
centered a t  the point 0,. 

In this way the global Cartesian coordinate system, which has the "vertical" 
axis (0,.  . . ,0 ,  I ) ,  is transformed into a local Cartesian coordinate system having 
the "vertical" axis y,. Then the piece of dR that is defined by the local chart 
g can be understood as the graph of the "transported" function (again denoted 
by g ), g(s) = g(S), over the ball B(0, kn). It is customary to represent the 
points on dS2 in the local coordinate system as (s, g(s)) with s E B(0, kn). 

In order to be able to "compare" (later) the local charts, we have postulated 
in the above definition that all of the balls have the same radius kn, which can 
always be achieved in view of the compactness of do .  We also notice that it is 
possible to find some rn €10, kn[ such that the "restricted closed local charts 
defined on B(0, TO) still yield a covering of d o .  

Open sets of class C have the interior and the exterior segment property (cf. 
Maz'ya [I9851 and Adams [1975]): for any local chart g E Fa, there is some 
an > 0 such that 

Owing to the compactness of dR, we may choose the same an > 0 for all local 
charts. 

Remark .  Domains of class C may have cusps on the boundary, which, for 
instance, may be represented by Hijlder continuous local charts g. However, 
Definition A3.1 does not allow for domains with "cuts" or "cracks," and we 
have dO = an, i.e., domains of class C are Carathe'odory. Indeed, the inclusion 
d n  c dS2 holds for any open set 0, while the opposite inclusion can be easily 
shown using the exterior segment property. 

If all the mappings g are Lipschitz continuous or of class Cm,  m E N, then 
the domain R is called Lipschitz or of class Cm, respectively. Owing to the 
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compactness of 80, the Lipschitz constant may be assumed to be the same 
for all local charts. We shall use the term smooth domain or smooth boundary 
whenever all the mappings g belong to CM.  In the text the term smooth 
or regular domain will also be used in the sense that the boundary is of class 
Cm with sufficiently large m E N such that certain properties are fulfilled. 
Other approaches based on local diffeomorphisms may be used alternatively, 
see Adams [1975]. 

Lipschitz domains may have corners and enjoy the so-called cone property: 
there is a d-dimensional cone whose intersection with a small ball centered a t  
its vertex is contained in the domain after an appropriate translation and/or 
rotation such that its vertex lies on the boundary of the domain. Moreover, 
an exterior unit normal vector exists at almost every point of 80 (see Necas 
[1967]). If the domain is even regular, then an exterior unit normal vector and 
a tangent hyperplane exist at each boundary point. 

The Hausdorff-Pompeiu distance was introduced by Pompeiu [1905], accord- 
ing to Hausdorff [1914, p. 4631, [1927, p. 2801, and Kuratowski [1952, p. 1061, who 
studied it further. Let A and B be compact subsets of Rd. The Hausdorff- 
Pompeiu distance dH(A, B )  between A and B is defined by 

d(x, B) ,  max d(y, A)}, 
Y E B  

where 
d ( x , B ) =  inf / x - y l  ( = m i n / x - y l ,  inthiscase). 

Y E B  Y E B  

We say that a sequence of compact sets A, c Rd converges to the compact set 
A in the sense of the Hausdorff-Pompeiu distance if limn,, dH(An, A) = 0. 

Apparently, the Hausdorff-Pompeiu convergence ~H(A , ,  A) 7' 0 of compact 
sets is equivalent to the statement that A = {x E Rd : 3xn  E A, : x, 7' x). 
Moreover, it is also equivalent to the property that d(., A,) + d(., A) uniformly 
in some bounded set containing the sets A and A,, n E N (cf. Delfour and 
Zolksio [2001, p. 1581). 

The family of compact subsets of Rd equipped with the distance dH forms 
a complete metric space. The first statement in the following proposition shows 
that it is also sequentially compact (see Kuratowski [1962]): 

Proposition A3.2 Let {A,) denote a bounded sequence of compact subsets in 
Rd. Then we have the following: 

(i) There exist a compact set A c Rd and a subsequence (which is again 
indexed by n) such that liq,, dH(An, A) = 0. 

(ii) If A, is connected for every n E N, and limn,, ~H(A , ,  A) = 0 for 
some nonempty and compact set A c Rd, then A is connected. 
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Proof. We give only a proof of (ii), which we could not find in the literature. 
Assume that A is not connected. Then there exist two nonempty and compact 
subsets A , i  such that A = A" U Â  and An Â  = 0. Consequently, 

Min Ix- ylRd = c > 0. 
xEA,  YEA 

By the definition of the Hausdorff-Pompeiu convergence ~H(A , ,  A) + 0, there 
exists for any E > 0 some n, E N such that A, c A, for n > n,, where 

If E < z, then A, has at least two disjoint connected open components A,, Â ,, 
that is, A, = 2, U 2, and & n & =- 0. Since A, is connected, it should 
be contained in one of the sets A,, A,. This contradicts the convergence 
~H(A , ,  A) -+ 0. 13 

The notion of distance can be extended in a natural way to bounded and open 
sets in Rd: if 0 and 0 are two bounded open subsets in Rd, then we define 
their distance as the Hausdorff-Pompeiu distance between their complements 
with respect to any compact set E that contains 0 and Cl as subsets. This 
notion of distance is independent of the choice of E and thus well-defined. We 
use the notation 

&(o,R) = dH(E \  O , E \  Cl). 

Let us note one important fact concerning the convergences with respect 
to the distances dH and (iH: if On, n E N ,  and 0 are open and bounded 
sets that are all contained in the same open and bounded set E and satisfy 
liq,, dH(Cln, 0) = 0, then it may happen that 2 is not a cluster point of 
(2,) with respect to dH (construct an example similar to Example A3.7 be- 
low). However, this situation cannot occur for domains of class C (see Propo- 
sition A3.10 below). 

Next, we introduce the so-called signed distance function dn : t R by 

Now recall (see Clarke [1983, p. 661) that for any open set 0 C E the mappings 
x H d(x, n) and x H d(x, E\ 0 )  are Lipschitz continuous in with Lipschitz 
constant L = 1. From this it is easily deduced that also dn is Lipschitz 
continuous on 2 with Lipschitz constant L = 1. Moreover, dn has at least 
one nonzero directional derivative in any point belonging to E \ 8 0 .  Since dn 
provides a complete geometrical description of 0 ,  we call it a parametrization 
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of R; compare Definition A3.3 below. Of course, other parametrizations are 
also possible. 

Definition A3.3 Let E c Rd be open and bounded. We say that the sequence 
of open sets R, c E is parametrically convergent to the open set 0 c E 
and write R = p-lim,,,R, if there are a sequence of continuous mappings 

- 
p, : E -t R and a continuous function p : E -t R (called parametrization 
functions) such that p, + p unzformly in E and 

The notions of convergence in the Hausdorff-Pompeiu sense and of parametric 
convergence differ, in general, as the following example 

Example A3.4 Consider the open and bounded sets 

shows. 

where / X ~ R Z  = ( x f  + xi)1/2 denotes the Euclidean length of x = ( x l ,  x z )  E R2.  
Obviously, d*(R,, R )  + 0 ,  owing to the "hole" in the center of 0 .  However, 
0 = p-lim,,,0,. To verify this, we define the continuous function p : R2 -+ R 
by 

- (1x1~2 - 1)' + $ ,  1x1~2 > $ ,  
P ( X )  = 

lxlk2 7 IxlR2 < $ 7 

and we set p,(x) = p(x) + i, n E N. It is easily seen that we then have 
the situation of Definition A3.3. Moreover, we see that the limit defined in 
Definition A3.3 depends on the parametrization, as shown in Proposition A3.5 
below, in many cases not in an "essential manner." 

One advantage of this parametrization concept is that standard set opera- 
tions like finite union and intersection can be easily parametrized by taking the 
supremum, respectively the infimum, of the given parametrizing mappings. We 
also have the following result: 
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Proposi t ion A3.5 If R = p-limn,,Rn, and if the closed set C = {x E : 

p(x) = 0) has zero measure, then the corresponding characteristic functions 
satisfy Xn,, -+ Xn a.e. in E .  

Proof. If x E R then p(x) > 0, and pn(x) > 0 for n > nl(x). Thus, for x E R 
we have x E R,, and Xnn (x) = x ~ ( x )  = 1 for n > nl  (x). Similarly, if x E ~ \ n ,  
then p(x) < 0, and pn(x) < 0 for n > n2(x). Hence, xn, (x) = x ~ ( x )  = 0 
for n > n2(x), in this case. Since meas(C) = 0, we have one of the two above 
situations a.e. in El and the assertion is proved. 0 

Remark .  In Proposition 2.3.13 in Chapter 2 it is shown that under specific 
conditions the convergence of the characteristic functions is necessary in order 
to recover certain continuity properties of the solutions to partial differential 
equations with respect to the underlying domain of definition. 

Next, we introduce a metric on the set of measurable subsets of Rd.  TO this 
end, let A, B be measurable. We then define 

p(A, B )  = meas(A \ B)  + meas(B \ A). 

The set of measurable subsets of Rd, equipped with the distance p, forms a 
complete metric space. The distance p coincides with the Ekeland distance 
(compare Appendix I), applied to the corresponding characteristic functions; 
that is, P(A, B )  = ~ E ( X A ,  XB). 

When all the sets are contained in some bounded domain in Rd, the cor- 
responding convergence is equivalent to the L1 convergence of the associated 
characteristic functions. We also have (cf. Pironneau [1984]) the following: 

Proposi t ion A3.6 Let On, n E N,  and R denote open Lipschitz domains that 
are all contained in some bounded subset of Rd .  If limn,, &(Rn, 0 )  = 0, then 
limn+m P(%, a )  = 0. 

The converse of Proposition A3.6 is only partially true. To see this, let - - 
p(Rn, 0 )  -+ 0, and suppose that all the sets Rn are contained in some bounded 
subset of Rd.  By Proposition A3.2, there is some compact set fi such that 
on a subsequence again indexed by n ,  dH(nn, fi) -+ 0. We claim that then 
meas@ \ fi) = 0. 

Suppose the contrary. Then there is some w c n with meas(w) > 0 such 
that w n fi = 0. For any z E w, we have 

due to the definition of f i .  Now let B, denote the ball of radius c, centered 
a t  x. Clearly, w c U,,, B,. Owing to the Lindelof property (cf. Kelley [1975]), 
we may select countably many sets B, that still cover w. Then it follows from 
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the 0-additivity of the Lebesgue measure that there is some P E w such that 
meas(w n B*) > 0. Consequently, meas(w \ 2,) 2 meas(w n Be) > 0 for any - - 
n E N ,  which contradicts p(R,, R) t 0, finishing the proof of the claim. 

- - 
The opposite inclusion is not always true; that is, we may have meas(R\R) > 

0, as the following example demonstrates. 

Example A3.7 In R2, we take an = B(0 , l )  u K,, where K, is the union 
of n closed "rays" of length 2 that emanate from the origin and divide the 
plane into sectors of equal angles. It is elementary to check that then 

The Hausdorff-Pompeiu convergence enjoys another property that is useful 
in many applications, namely, the so-called r property (see Henrot [1994]): 

Proposition A3.8 Let On, n E N,  and R denote open sets that are contained 
in some bounded open set E and satisfy ~ H ( R , ,  R) t 0 .  If K C R is compact, 
then there is some no E N such K C 0, for all n > no. 

Proof. From the definition of the Hausdorff-Pompeiu convergence, and from 
the remarks made thereafter, we know that 

d(. , E \ R,) + d(. , \ R) uniformly in E. 
If K c R is compact, then d ( x , E  \ R) > c~ > 0 for all x E K, since 
d ( x , E \  R) > 0 for all x E R, and by the Weierstrass theorem. Then it follows 
from the uniform convergence that for sufficiently large n E N ,  

Hence, K c R, for sufficiently large n. 

Remark. An analogous result holds for parametric convergence. In the mono- 
graph of Delfour and ZolCsio [2001], the term "compactivorous property" is 
used. This property was already put into evidence in Necas [1967]. 

If the same I? property is also imposed for the sequence of the (open) comple- 
- - - - 

mentary sets {E \ and for E \ R , we obtain yet another concept of set 
convergence, which we simply denote by 52, 4 R .  We have this type of conver- 

- - 
gence, for instance, whenever both dH(R,, R) + 0 and dH(E\R,, E \ R )  t 0 ,  
as n + m .  

Let us also note that the Hausdorff-Pompeiu convergence can directly be 
applied to the boundaries of the considered sets, that is, d ~ ( a R , ,  8 0 )  t 0 
(convergence of the boundaries). 
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From the above considerations we see that only the Hausdorff-Pompeiu con- 
vergence enjoys a compactness property (stated in Proposition A3.2). Moreover, 
if the various constants appearing in Definition A3.1 are uniformly bounded, 
then also the corresponding families of domains turn out to be compact: 

Theorem A3.9 Suppose that 0, c Rd, n E N,  is a sequence of domains of 
class C such that 0, c E, n E N, for some open and bounded set E, and - 
such that limn,, d ~ ( n , ,  no) = 0 for some open set 0 0  c E. If, in addition, 

kn, > k > 0, mn < r < k, an,, > a >  0, Vn E N ,  

and if the family F = UnEN Fnn of all the corresponding families of local charts 

is equicontinuous and equibounded on B(O, k), then no is of class C with 

Moreover, the associated characteristic functions satisfy Xn, + Xn, a.e. in E, 
for a subsequence again indexed by n. 

Proof. Let g E F be any local chart associated with a,. We may assume that it 
is defined on B(O, k), in global coordinates. We recall that the local coordinates 
are obtained from the global ones by employing the translation by the vector 
o, (giving the origin of the local system of coordinates) and some rotation R, 
such that y, = R,(O, 0 , .  . . , I ) ,  with y, being the "vertical" unit vector in the 
local systems of coordinates. Apparently, all these rotations and translations are 
uniformly bounded transformations with respect to the corresponding matrix 
or vector norms. 

The full representation of the points (s, g(s)) on the corresponding piece of 
dn, in Cartesian coordinates is given by R,(I, 0) +o,+g(S)y,. The vectors y, 
also give the segment property enjoyed by domains of class C (see Definition 
A3.1), and we may assume, without loss of generality, that E is so "large" that 
- 
E contains the domains R,, n > 1, together with all the associated exterior 
segments. 

We use the abbreviation d, = dnn. We may extract a suitable subsequence, 
again indexed by n ,  such that d, + d strongly in C (E)  for some d E C(n) .  

Let 
A = {x E E :  d(x) > 01, 

which is a nonempty and closed set. To see this, we choose arbitrary boundary 
points x, E dn,, n E N.  Then d,(x,) = 0 for all n E N.  Since {x,) is 
bounded, we may without loss of generality assume that x, + P for some 
i E E. Moreover, it follows from the Lipschitz continuity and from the uniform 
convergence of d, that d ( i )  = 0 and d,(P) + 0. Notice that such sequences 
may be constructed for any P E A with d ( i )  = 0, by the definition of d,. 
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By Definition A3.1, there is some g, E F*, such that x, = (s,,g,(s,)) 
is the representation of x, in the local chart with some s, E B(0, rn,). By 
taking the interpretation in global coordinates and our assumptions into account 
(and using the same notation as in Definition A3.1 and its comments), we have 

S, -+ O for some O E ~ ( 0 ,  r ) ,  as well as g, -+ ij uniformly in ~ ( 0 ,  k) , 
with some bounded and continuous function g having the same modulus of 
continuity as the family F .  From the uniform convergence of {d,) and {g,), 
we therefore have 

2 = lim x, = lim (s,,g,(s,)) = (;,g(O)), 
n+m n+oo 

d,(s, g,(s)) + d(s, $(s)) = 0 Vs E B(0, k). 

We now make use of the interior segment property. To this end, take any 
E €10, a[  and consider the points (s, g(s) - E) E Rd, where s E B(0, k). By 
Definition A3.1, we have that 

Then d,(s, g,(s) - E) > 0 and, consequently, d(s, g(s) - E) > 0 for all s E 
B(0,k)  and E ~ ] 0 , a [ ,  that is, we have (s,g(s) - E) E A for such values of s, 
E. 

For the exterior direction sharper estimates are needed. By virtue of the 
equicontinuity of g,, there is some b > 0 (depending only on E > 0, and 
neither on s E ~ ( 0 ,  k) nor on n E N )  such that 

Then it holds for E < $ a that (in local representation) 

Here, we have used the uniform outside segment property and the equicontinuity 
of {g,), which can be rephrased by saying that the "cylinder" 

cannot intersect an,, for any n E N and any s E B(0, k). And the right-hand 
side in (*) is exactly an estimate from below of the distance between the point 
(s, g,(s) + E) and the boundary of this cylinder. Notice that this point lies 
inside the cylinder if E < $ a. We conclude that 
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The right-hand side in this inequality is independent of n,  and we can pass to 
the limit as n -+ co to obtain that 

for any s E B(0, k) and any E E 10, $[ . 
Consequently, (s, g ( s ) + ~ )  @ A for these values of s, E .  By choosing a smaller 

6 > 0, if necessary, we can replace 

in the above inequalities. Eventually, we get that 

which ensures the outside segment property. 

Clearly, estimates like (*) are also valid for d(s, g(s) - E),  s E B(0, k), and 
E E 10, a[  , with the sign reversed. Consequently, 

is a nonempty and open subset of A. Clearly, 

afi c {X E E :  d ( ~ )  = o), 

and we have already shown that this set admits a local representation of the 
type (s, g(s)) with mappings g that have the same modulus of continuity as the 
family F. The approximation of the points (s, g(s)) by the points (s, g, (s)) 
immediately yields that dfi = {x E E : d(x) = 0) and that the constants k6, 
TG, a6 satisfy the same inequalities as kn,, m,, an,. 

Next, we show that E \ fi is the Hausdorff-Pompeiu limit of F \ On, i.e., 
that fi = no.  Let z E no.  Then limn,, d(x, B \ Cl,) > 0, by the definition of 
the set convergence, and lim,,, d,(x) = d(x) > 0, that is, z E fi. 

Conversely, if we assume that x E fi and z E E\nO, then we have d(e) > 0, 
and there exist x, E E\ On, n E N ,  such that x, + x. But then d,(x,) 5 0 
for all n E N, and hence d(x) 5 0, by the uniform convergence of {d,) to d 
in E ,  which contradicts d(x) > 0 .  We thus can conclude that fin @ \ a 0 )  = 0, 
which ends the argument for the claim that fi = no .  

Finally, we show the convergence of the characteristic functions. We remark 
that meas(d0,) = 0, for any n > 0, since an, can be represented as a finite 
union of graphs of continuous functions, by the hypothesis, and in view of what 
has been already proved. 

Now, if d(x) > 0, then d,(x) > 0 for n 2 nl(x), and thus xn,(x) = 
x ~ , ( x )  = 1. By the same token, if d(x) < 0, then xn,(x) = xn,(x) = 0 for 
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n > nz(x). Since one of these two cases occurs almost everywhere in E, the 
assertion is proved at least for the subsequence satisfying d, -+ d. 0 

Remark. Theorem A3.9 is due to Tiba [1999]; a more accessible reference 
is Tiba [2003]. The theorem applies to domains with cusps or with infinitely 
many oscillations on the boundary having a vanishing amplitude (to preserve 
the equicontinuity). However, cracks or oscillations that are dense in a set of 
positive measure are not permitted under the assumptions of Theorem A3.9. 

In the two-dimensional case, for boundaries with cusps, the segment direc- 
tion is uniquely determined by the "axis" of the cusps, in each local chart. 
Consequently, the hypothesis rn < r means that cusps of different type cannot 
cluster. The conditions kn 2 k, an 2 a,  guarantee that the local charts cannot 
shrink, while their number may remain undetermined. 

Remark. The counterexample presented in Delfour and ZolCsio [2001, p. 2561, 
in connection with the compactness of domains having the segment property, 
does not fulfill the equicontinuity condition. For the "uniform cusp condition" 
introduced by the same authors, the compactness proof essentially depends on 
the fact that the "conical cusps" used there have a nonempty interior, as in the 
usual uniform cone property; see Chenais [I9751 and Pironneau [1984]. 

Proposition A3.10 Under the assumptions of Theorem A3.9, we have 
- - 

limn,, dH(Rn, RO) = 0. 

Proof. We have dH(E  \ On, E \ RO) -t 0, and in view of Proposition A3.2, we 
may assume that d H ( a ,  P )  -t 0 for some compact set P c E, at  least for a 
subsequence again indexed by n. It is also the case that 

which is a simple property of the Hausdorff-Pompeiu convergence. This shows 
that no c P. 

Suppose now that there exists some i E P  \ a 0 .  Then there is some X > 0 
such that B(2,  A) C E \ no .  An argument similar to that used in the proof of 
Theorem A3.9 yields that B(2,  $) C E \ n, for sufficiently large n ,  due to the 
convergence. 

But P E P ensures that there are x, E a,, n E N, such that x, -, 2 .  This 
contradicts the above statement, and we can conclude that P \no = 0. Hence 
the assertion holds a t  least for the selected subsequence, and since the limit set 
is uniquely determined, also for the entire sequence. 

Remark. In this case, (0,) is also parametrically convergent to Ro in the 
sense of Definition A3.3. Indeed, we may choose the signed distance functions 
pn = dnn and p = do as parametrizations. 
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Unfortunately, none of the convergence concepts listed above ensures that 
the solutions to boundary value problems defined in the open sets 0, (for in- 
stance, the Dirichlet problem) will converge to the solution of the corresponding 
boundary value problem defined in 0, which is the key point in the existence 
theory of associated optimal design problems. It is necessary to impose some 
supplementary assumptions (uniform regularity conditions like Lipschitz or cer- 
tain continuity properties as in Theorem A3.9, or a limitation of the number of 
the connected components of the complement, or the boundedness of the gener- 
alized perimeter; see below and Chapter 2) in order to derive such a conclusion. 

One idea, which goes to the essence of the continuity question, is to define the 
convergence of the domains directly in terms of the convergence of the solutions 
to the partial differential equations defined on them (compare Sverak [1992], 
[1993]): a sequence of domains 0, c E, n E N, is said to converge to 0 c E 
if the solutions ~ ( 0 , )  E Hi(0,) and y(R) E HA(0) to the Poisson equation 
with right-hand side f E HP1(E) corresponding to these domains satisfy 

y(0,) -+ y(0)  weakly in H'(E) 'd f E Hpl(E).  

Here, the superimposed " - "  denotes the extension by zero to the whole domain 
E. 

This condition has a minimal character, since the weak convergence in H1(E) 
is indispensable in order to guarantee the weak lower semicontinuity of certain 
cost functionals that may be taken into account. Similar ideas may be used 
in the case of other differential operators or boundary conditions together with 
appropriate extension techniques (for instance, the Calderon extension, Adams 
[1975]). 

However, such a definition is very implicit, and only in the case of the Dirichlet 
boundary value problem in dimension two and of the zero extension technique 
has Sverak [I9931 clarified its relationship with effective convergence conditions. 
We redenote by yn( f ) ,  Cn( f ) ,  y(f),  and c ( f )  the already introduced solutions 
to Poisson's equation, in order to put into evidence their dependence on f .  The 
first observation in this direction is the following: 

Proposition A3.11 Let 1 denote the mapping deJined by l ( x )  = 1 for all 
x E E. If &( I )  + y(1) strongly in H,'(E), then &(f )  + y(f) strongly in 
H,'(E), for any f E H-'(E). 

Moreover, Hi(C2) can be canonically identified, via the extension by zero, 
with a closed subspace of H i (E ) ,  and we may consider the associated orthogonal 
projection operators Pn : HA(E) -\ Hi (0 ) .  Clearly, 

The convergence 0, -+ 0 as defined above is thus nothing but the convergence 
Pa,, -+ Pa in the weak operator topology of H i (E )  or, equivalently, in the 
strong operator topology (since Pa,, and Pn are orthogonal projections). 
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Although the projection operators are bounded, the compactness question 
related to this notion of convergence remains difficult, since in general, the 
weak limit of a sequence of orthogonal projections may not be a projection 
again. 

Another related concept of set distance is obtained by assigning to each open 
R c E the mapping (which is different from the signed distance function) 

The family of open subsets of E is a compact metric space equipped with the 

The topology generated by p is the same as the one generated by the Hausdorff- 
Pompeiu distance, via the mapping R i-, E \ R. Notice that this concept does 
not enter the setting of parametric convergence as defined in Definition A3.3, 
and Proposition A3.5 does not apply. 

In the one-dimensional case in which E C R, the convergence &, + do in 
C (E)  implies that Pon + Pa. This follows easily since the sequence {PQny) 
is bounded in H i  (E) for every y E HA (E ) ,  and we can assume that Po, y + v 
weakly in H i (E) .  Since E c R, we get that Pnny + v in C(E) .  Then, 
clearly, v E Hi(R), and v = PGy. That is, Pan + Po in the weak operator 
topology of H i (E) ,  or equivalently, in the strong operator topology, as claimed. 
The result remains valid in the two-dimensional case, but the argument is no 
longer elementary (cf. Sverak [1993]). 

Let us now consider the Dirichlet problem defined in the domains R,, 

for some given f E Hp l (E ) ,  where E is some open domain containing all the 
sets R,, n E N, and R. Clearly, the above Dirichlet problem has a unique 
weak solution y, E H;(R,) (compare Appendix 2, Example A2.6). The cor- 
responding weak solution in the domain R is denoted by y e Hi(R). We also 
denote by 5, and 5 the extensions by zero of y, and y, respectively, to the 
domain E .  

We list some continuity-type results from the literature for the Dirichlet prob- 
lem. A detailed discussion including other boundary conditions is provided in 
Chapter 2. 

Theorem A3.12 Assume that a, 4 R and that R is Lipschitz. Then 5, + 
jj strongly in H i (E ) .  

Remark. A minimal regularity assumption for the previous result to hold is 
that R is stable, i.e., it is Carathkodory, and that any function v E HA(E) 
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vanishing quasi-almost everywhere in E \a  satisfies v E Ht(S1). It should be 
noted that it follows directly from the variational formulation of the Dirichlet 
problem that (5,) is bounded in H i ( E ) ,  and that 5, + 5 weakly in H,'(E), 
where y satisfies a similar variational equation. The difficult point, which 
necessitates the introduction of various regularity hypotheses, is to  show that 
yIQ E Ht(S1), that is, y = 5. 

Theorem A3.13 (Sverak [1993]) Let S1, C R2, and assume that - 
limn,, dH(S1,, S1) = 0,  and that E \ R, has at most 1 connected components, 
for all n E N .  Then E \ S1 has at most 1 connected components, and 5, + 5 
in H i ( E ) .  

Theorem A3.14 (Henrot [1994]) Assume that limn,w d*(S1,, S1) = 0,  and 
suppose that the gradients {Vy,) are unzformly bounded in a neighborhood of 
a n .  Then 5, + 5 in H i ( E ) .  

Another essential point in the discussion o f  optimization problems in a vari- 
able domains setting is given by the lower semicontinuity properties of the 
corresponding cost functionals. We have the following result. 

Theorem A3.15 Let 1 : Rd x R x R~ + R be nonnegative and measurable, 
let 1(x, . , .) be continuous on R x Rd, and let l ( x ,  s, .) be convex. If R =p- 
limn,,S1,, and if y, E H1(on)  and y E H1(Q) satisfy that {jy,lH1(n,)) is 
bounded and ynlK + ylK weakly in H 1 ( K ) ,  for any domain K such that 
- 
K c 0, then 

Proof. Take an increasing sequence o f  open sets Gi such that cj c S1 for all 
j E N and u,"=,G = S1. Then XG, + X Q  almost everywhere in E. For any 
fixed G j ,  we have y, + y weakly in H1(G j ) ,  and 

since weak lower semicontinuity is a well-known property of convex integrands 
in fixed domains (cf.  Proposition Al . l  in Appendix 1). Next, it follows from 
Fatou's lemma that 
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= lim inf Ln l(x, gn(x), Vgn(x)) dz. 
n+m 

Here, the nonnegativity of 1 is essential. The assertion is proved. 13 

In Chapter 2 a detailed treatment of continuity properties and of the existence 
of solutions in shape optimization problems under weak regularity assumptions 
may be found. 
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- bang-bang 293ff. 
- boundary 8, 15, 109, 126, 

222 
- curves 46 
- distributed 6, 126, 175, 222, 

257,258,260,276,309 f f .  
- global optimal 4 
- in the/into coefficients 10,18, 

18,94, 167, 241, 288, 324, 339, 
350,422 

- local optimal 237 
-optimal 4,177,268 
- pointwise 9 
- suboptimal 31,32 

controllability 866 ff., 300, 301 
- approximate 274,296,303 
- boundary 300 
- distributed 309 ff. 
- exact 259,276,302,309 
- geometric 259,296 

convergence 
- domain 455 ff. 
- epi-convergence 38 
- G-convergence 38 
- Hausdorff-Pompeiu 69,317, 

4578. 
- H-convergence 38 
- Mosco 232 
- parametric 79,459,461 
- variational 38 

crack 79,456 
cross section 14, Y 9,374,381 ff., 

4 00 
cryogenics 253 
curve 

- Jordan 369 
- polygonal 331 



Index 

-smooth 297 
- unit speed 370, 373 

cusp 80,456 
cut 456 

Darcy's law 249 
decomposition 194 

- Cholesky 308 
- of forces 340 
- orthogonal 345 

deflection 240, 258 
&admissible 25 
deformation 340,34 7 

- normal 349,362 
- of curved rods 369 f f .  
- small 374 

demiclosedness 29, 31, 79, 11 8, 140, 
286,439 

demicontinuous 438,450 
derivative 

- conormal 7,110,451 
- directional 179, 180, 288, 289, 

316, 325, 333, 355, 357, 396, 
397,432,433,435,458 

- distributional 9 
- Frkchet 89 ff., 143,179,180, 

397,400,435 
- Gateaux 9% 104,168,171, 

288,353 f f . ,  393,432,435 
- local 326 
- material 325 
- normal 258,297,449 
- topological 338 

design 
- optimal shape 16,48, 52, 74, 

182,253ff., 277, 278, 301, 323, 
349,396 

- parameter 
- shell optimal 480 ff. 

difference 
- finite 196 

differential 278 
- directional 435 
- partial 432 

discretization 192 f f . ,  290 
displacement 373, 375,405,406 

- lateral 401 
- of midsurface 421 

- vertical 401 
distance 

- Ekeland 460 
- Hausdorff-Pompeiu 53,68, 

259,317,338,4 57 
- Hausdorff-Pompeiu complemen- 

tary 305,312,314,327,458 
distribution 122,125,185,252, 

272, 341,448 
- heat 44 
- material 76, 77,292 
- optimal 17 

division 194, 280, 361 
domain 

- admissible 52, 63, 67, 260, 
261,326,331,337 

- CarathCodory 280,456,468 
- &suboptimal 261, 862, 312 
- effective $434 
- fictitious 15, 296 f f .  
- Lipschitz 65, 73, 76, 252, 

254,264448,449,456, 467 
- of class C 52, 55,455,462 
- of class Cm 455 
- of class C1,' 264, 31 0 f f .  
- optimal 58, 64, 265 
- polygonal 193,196 
- regular 457 
- smooth 33, 109, 24 0, 302, 

309,310,317,331,332,457 
- stable 468 
- star-shaped 331 
- unknown 248 f f . ,  257, 280, 

301,313 
- variable 20 f f . ,  43 ff., 257 

elasticity 
- linear 369 

element 
- conforming 196 
- finite 192 f f . ,  280,319,361 
- Lagrange 194,290 
- nonconforming 196 
- quadrilateral 290 
- simplex 193 
- triangular 193 

energy 36,133,184,293 
- norm 198 



Index 

equation 
- adjoint 85, 105, 11 1, 122, 

167,8l4,617,68g, 399 
- elliptic 14,447 f f .  
- Euler 135, 271 
- fourth-order 19, 38 f f . ,  80, 

1 sr, 175,178,181,24 0,369 
- in variations 330, 395,432 
- Laplace 294, 303, 334 
- nonlinear 237 f f .  
- of linear elasticity 375, 376 
- of motion 373 
- Poisson 168, 305, 334,466 
- second-order 14,32 ff., 130, 

167,178,451,453 
- semilinear 10, 33, 99,126 ff., 

239, 241 
- state 2, 19, 22, 28, 85, 87, 

110, 143, 342, 399 
- variational 197, 381, 387, 

392,396,4 00,4 09 
error 

- interpolation 214, 219, 247 
estimate 

- a posteriori 192 
- a priori 192, 202 
- duality 172 
- elliptic 169 
- error 197 ff., 205 ff.,224, 247 

family 
- convergent 200,201,202 
- of triangulations 194 
- uniformly bounded 228,231, 

232 
- uniformly coercive 227 
- uniformly Lipschitz 243 f f .  

Fenchel-Moreau conjugate 445 
flux 

- heat 44 
- poloidal 14, 99, 297 
- thermal power 323 

force 400,401 
- body 373,405,420 
- distributed 382 
- external 340 
- horizontal 340 
- internal 340 

- normal 34 0,34 7,362,382 
- tangential 362, 382 
- torsional 382 
v e r t i c a l  347 
- volume 13,380 

formula 
-Green 8,13,268,453 
- Poisson 304 
- quadrature 204,361 
- variation of constants 341 

frame (coordinate) 
- Frenet 370,372,381 
- Darboux 372,381,382 

function 
- characteristic 6, 16, 58, 63, 

68, 77, 250, 252, 275, 883 ff., 
692 f f . ,  306, 309, 31 7, 31 8, 
361,460,462 

- closed 434 
- conjugate 445 
- convex 434 
- Green 40 
- harmonic 40,417 42, 3055, 

327,330,331 
- Heaviside 290 
- indicator $11,25,30, 87, 

158,165,183, 24 5,4 35,4 50 
- lower semicontinuous 434 
- proper 434 
- signed distance 77,458 
- state 277,279 
- strictly convex 434 
- support 445 
- target 4 6,4 8, 77, 109, 158, 

297 
- test 60, 72, 

376,408,448 
- value 130 f f .  

functional 
- compliance 37 
- cost 2,4, 7, 

34, 39, 82, 102, 143,159,169, 
184,215,220, 222, 243, 277, 
278, 307, 318, 342, 359, 400, 

4 04 
- Dirac 9 
- energy 175,197 



Index 

- quadratic 3, 255,452, 396, 

421 

generalized perimeter 81 
gradient 359,360 

-shape 333 
- topological 333 f f .  

graph 
- Heaviside 77, 284, 286 
- maximal monotone 77,130, 

14 7,159, 240, 257, 276, 284, 

4 54 
grid 194 

Hamiltonian 
- pseudo- 132,150 

Hermite splines 195 
hydraulic pressure 249 

inclusion 
- elliptic 12 

inequality 
- Clarkson 55 
- Friedrichs 58, 129, 139 
- Holder 4% 72,44 7 
-Korn 339,341,344,411,424 
- PoincarC 34,44, 58, 151, 262, 

306 
- Schwarz 139,181, 371 
- variational 11, 13, 26, 66, 

74,142 f f . ,  183 ff., 285 f f . ,  251, 
251, 257, 260, 262, 264, 276, 
367ff., 450 f f .  

-Young 58,262,415,419,445 
integrand 

- convex 5,129,168,4 36,4 68 
- normal convex 5 

integration 
- numerical 200, 204 

interpolate 371 
interpolation 224, 383 

- operator 195,196,202,218, 
231 

isotropic material 375 

Jacobian 3 4 ,  328, 374,406,4 08, 

421 
junction 254, 255 

Kronecker symbol 222 

layout 
- optimal 16,284,292 

lemma 
- Bramble-Hilbert 204 
- CBa 202 
- Fatou 62,468 
- Gronwall 353 
- Hopf 269,317 
- Lax-Milgram 134,151,197, 

207, 31 8, 341, 380, 396, 41 1, 

449 
- PoincarB 306 
- Weyl 42 

limitator 14 
line 

- of centroids 373, 374, 381, 387 
- search 361,400 

load vector 198 
local 

- chart 53, 56, 67, 69,449,456 
- coordinate frame/system 56, 

315,350,362,370 f f . ,  462 
- differentiability 326 

machining 
- electrochemical 17, 66, 263 

mapping 
- CarathCodory 33,334 
- control 223 
- demicontinuous 438,450 
- Dirichlet 9 
- Dirichlet-to-Neumann 111, 

335 
- duality 11 6,436 
- hemicontinuous 437 
- translated 57 

matrix 
- coefficients 6 
- diagonally dominant 200 
- fundamental 341 ff. 
- mass 291 
- rigidity 383 
- sparse 193, 383 
- stiffness 197, 290 
- tridiagonal 199 

membrane 



Index 

- clamped 258 
- elastic 258 

mesh 194,309,319 
method 

- bundle 440 
- conjugate gradient 319 
- control variational 175 ff., 

341 f f . ,  368 
- direct 27 
- Galerkin 197 
- gradient 82 
- Hilbert uniqueness 310 
- integrated penalty 252,294 
- integrated topology 293, 322, 

333 
- least squares 15,16,18,100, 

255,300 
- mapping 10,18,283, 322ff. 
- moving grid 309, 330 
- extension by reflections 49 
- of lines 21 9 f f .  
- Ritz 197 
- Ritz-Galerkin 227 f f .  
- speed 283,322,325 
- steepest descent 440 
- transposition 9,453 
- truncation 334 
- variational inequality 26, 30 

metric 
- Ekeland 150,446 
- Hausdorff-Pompeiu 53 

midsurface 404,406,421 
minimal section 442 
minimizing sequence 24,27 ff., 41, 

43,45,48, 58, 74, 78, 94, 96, 97, 
lO4,ll4,l6O, 168,269,351, 365 

minimum 
- global 5 
- local 4, lo,  92, 279 

Minty characterization 89,438 
model 

- polynomial 339 
- Naghdi (generalized) 339, 

372ff., 4048. 
- Kirchhoff-Love 339 f f .  

mollifier 
- F'riedrichs 71,152,276,288, 

352,359 
multiplier 

- Lagrange 122,125,14 7: 

observation 
- boundary 7,15 
- distributed 7 

operator 
- bounded lO7,206,209,2Il, 

213,242,24 6,440 
- canonical injection 6,114, 

21 3,215 
- demiclosed 171 
- extension 49 
- generalized divergence 21, 

54, 444 
- hemicontinuous 195, 196, 

437,445 
- Laplace 19,22, 62,324 
- Leray-Lions 21,54,444 
- maximal monotone 11,21, 

31, 54, 55, 88, 89, 115, 118, 
140, 148, 171, 211, 226, 286, 

437,445,450 
- monotone 21, 89,437,445, 

4 50 
- multivalued 88,437 
- Nemytskii 10 
- observation 4,86 
- solution 392 
- strictly monotone 437,450 
- strongly monotone 206, 242 
- trace 51,139 
- translation 9 

optimization 
- domain 257, 284 
- shape 46,48, 55, 58, 66, 74, 

248,253 ff., 291, 293, 322,333, 
350,360,387ff., 396,421 ff. 

- size 333 
-structural 77,284~3,333 
- thickness 167ff., 182 
- topology 292,333,336 

overdetermined boundary conditi- 
ons 255 

pair 



- admissible 2, 34,41, 79, 97, 
102, 104, 144, 161, 169, 172, 
176, 206, 207, 269, 270, 274, 
286,367 

- 6-admissible 25, 26 
- extremal 83, 84 
- feasible 113,114, 119, 120 
- optimal 4,26,27, 34, 39, 78, 

79, 84, 86, 97, 103, 110, 113, 
114, 118, 120, 122, 140, 145, 
166, 168, 1 71, 1 73, 176, 206, 
207, 212, 215, 216, 221, 226, 
227, 230, 234 ff., 244, 275ff., 
285,297,312,346,367 

parameter 
- discretization 194, 206,243 
- line search 361 
- minimization 1,100,182, 

182,255,350 
- optimization 255, 260 
- regularization 15 
- triangulation 194 

parametrization 458 
- arc length 340, 387 
- polar coordinates 253,303, 

331,4 00 
partition 

- of domain 194, 280 
- of unity 56,80 

penalization 102 ff., 159, 183 ff., 
208, 21 5, 274,294 

- adapted 96, 98,104,109,114, 
158 

- exact 102,126 f f .  
- exterior 102 
- external 102 
- internal 102 
- state equation 112 ff., 158 f f .  
- weighted 255 

piecewise 
- constant 196,217, 361 
- linear 194,217, 218,319, 

383,4 00 
- polynomial 192 

plasma 14, 99,248, 253,297 
plate 167 ff. 

-clamped 19,40,175ff.,183 

- partially clamped 184, 191 
- simply supported 1 9, 1 75, 

4 0 
- thickness 240 

point 
- critical 279 
- &-critical 280, 281 
- Lebesgue 141,155,279 

polar subspace 442 
polygon 193,202, 21 7 
polyhedron 194 
potential 

- electric 255 
- theory 81 

principle 
- Dirichlet 10, 175, 341, 344 
- Ekeland's variational 148, 

155,446 
- maximum 34,35, 64 121, 

124,151, 173, 174,240, 251, 
302,305,337,338,453 

- Pontryagin maximum 85,95, 
112,117,12$167,18$ 183, 
187,223, 271, 272,298 

- shape variational 253 
- uniform boundedness 108 

problem 
- adjoint 187 
- bottleneck 123 
- boundary control 7, 177, 

21 9,265,307 
- boundary observation 111 
- Cauchy 15,100,186,341 
- constrained 176 
- control 2,25, 26,8$ 85,109, 

120,166,176,183, 22OO,225ff., 
248,274, 313, 341, 343, 367 

- dual 346 
- elliptic 2, 13, 96, 133, 151, 

266 
- dam 249 f f .  
- Dirichlet 6, 52 f f . ,  302,4 51, 

452, 453,467 
- discretized 198 
- discretized control 207, 229 
- fourth-order 38 ff. 
- identification 10,16 94, 



Index 

100,172, 297 
ill-posed 15 

- inverse 16 
- linear-quadratic 313 
- locking 383 
- minimization 11, 19, 26 
- mixed boundary 43,452 
- Neumann 23,443, 79,451 
- nonlinear elliptic 10 
- nonlinear control 3 
- nontrivial 3, 121 
- obstacle 12, 1 7, 158, 239, 

248,251,257,263,266,369 
optimal packaging 258,262 

- quadratic control 18 
- second-order 32 f f . ,  43 
- Signorini 13 
- singular control 95 ff. 
- Stefan 255 
- third boundary value 451 
- transmission 318 
- unconstrained 7,177, 345 
- unilateral 13 

programming 
c o n v e x  87,145 
- differentiable 92, 144 
- mathematical 87ff., 176, 307 
- sequential quadratic 307 

projection 177, 243,466, 345, 376, 

410 
property 

- attractor-type 237 
- coercivity 243 
- compactivorous 461 
- cone 457 
- controllability 26 
- decomposition 442 
- descent 440 
- r property 63, 69,461 
- identifiability 100,101 
- lattice 21 7, 259 
- Lindelof 460 
- minimality 106 
- orthogonality 196,213,214 
- segment 56, 57, 64, 68, 327, 

456, 463 
- solid mean 42, 305 

qualification 
- constraint 88, 113, 130 

realization 54,445 
region 

- elastic 12 
- plastic 12 
- saturated 249 
- unsaturated 249 

regularity 125,184,187,190, 221, 
305, 31 8, 339, 370, 372,4 04 

- boundary 273,326 ff. 
- global 452 
- local 78, 173, 273 
- maximal 11 l , l H , l 7 3 , l 8 3  
- theory 35,95,317,454 

regularization 358, 359 
- Chan-Vese 290 
- Friedrichs 328, 442 
- Tikhonov 15,16,297 
- Yosida-Moreau 26, 89,103, 

104,114,115,208,241, 242, 
285,439 

relaxation 38,252, 285, 370 
resolvent 106, 11 5,438 
rod 

- curvature 373, 374 
- curved 369 ff. 

rule 
- additivity 90,166, 245 
- chain 93, 96, 21 3, 24 6, 31 5, 

325,375,432 
- multiplier 146 
- resizing 179 

Schmidt orthogonalization 371 
semiconductor 254, 255 
semidiscretization 21 9 ff. 
sensitivity analysis 322, 352 
sequence 

- minimizing 351, 365 
set 

- admissible 25, 226,284, 326, 
365 

- coincidence 12, 66,248, 258, 
2 76 

- polar 44% 445 
shear 374 



Index 

shell 
- cylindrical 340 
- generalized Naghdi 404 ff. 
- partially clamped 409 
- thickness 420 

solution 
- classical 451 
- &solution 24 , 25,132,150, 

152 
- discrete 197 
- generalized 352 
- global 291, 338, 366 
- local 338 
m i l d  341,343 
- optimal 28,396,401,429 
- strong 10,14, 302,312,451 
- transposition 86, 98, 109, 111, 

177,178,184 ff., 296, 298, 309, 

4 53 
- variational 129 ff. 
- weak 2, 10, 37, 54, 93, 129, 

21 5, 216, 220, 238, 301, 344, 
363,4 5IJ452,4 67 

space 
- finite element 194,195 
- fractional order 448 
- observation 16 
- orthogonal 342 
- polar 84 
- radiator 323 
- Sobolev 195,297,448 
- trace 448 

spiral 381 
stability 

- Hedberg-Keldys 58,252 
state 2 

- adjoint 110, 112, 122, 132, 
140, 271,675,308,439 

- optimal 268, 331, 343, 367, 

4 01 
Stefan condition 256 
strain tensor 375,405 
subdifferential 12, 89 ff., 108,128, 

129, 133, 158, 172, 183, 206, 
209, 212, 223, 241, 245, 246, 

435 
- partial 83 

submanifold 272 
summation convention 375, 376, 
surface 372, 407 

- curvature 407 
- cylindrical 381,382 
- lateral 373 
- traction 373, 380,405,420 

system 
- adjoint 117, 178, 209, 216, 

223,298,309,318,332,336 
- semidiscretized 222 
- state 3, 30, 97,109, 159, 176, 

220, 294, 360, 368 
- optimality 179,188 
- linear elasticity 380,405,410 

theorem 
- Arzkla-Ascoli 46,48, 75,141 
- divergence 251 
- Egorov 4% 61,97,287 
- Fermat 446 
- Havin-Bagby 57 
- Holmgren 273, 276, 298 
- implicit function 78, 316 
- Karush-Kuhn-Tucker 88 
- Lebesgue 34 , 79,136, 137, 

139,152,169,286 
- Lions-Stampacchia 11, 13, 

66, 74, 238,252, 257,449 
- Mazur 276,299 
- open mapping 415 
- Rellich 449 
- Riesz 95, 329,453 
- Schauder fixed point 33, 34 
- Sobolev embedding 9, 97, 

l23,124,15l, 168,171,203, 
258,295,301,449 

- trace 47,55, 73,129,134, 
176,l84,187,852, 258, 310, 
312,375,449 

- Vitali 61 
- Weierstrass 24, 295,461 

tokamak 14, 99,248 
torsion 

- elastoplastic 12, 74,248 
trace 66,178, 669,275,297,449 
transformation 

- Baiocchi 250, 257 
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- domain 326 
- geometric 373,404 
- smooth 324 
- tangent 326 

triangulation 193 f f . ,  21 7 
- regular 194,202 
- strongly regular 194,196 

trick 
- Aubin-Nitsche 203 

triple 
- admissible 186 
-optimal 160,161,185ff. 

value 
- extreme 123 
- nodal 290 
- optimal 5 

variation 92, 314, 358 
- admissible 278,325,342, 

367,392 
- boundary 293,322,330,332, 

338 
- domain 277, 322 ff. 
- geometry 387 
- interior 322,325 
-partial 163 
- spike 136,138,140, 152,153, 

155 

water reservoir 249 
weight 

- coefficients 4 
- minimization of 20 

Young modulus 347 



Notation 

the empty set 

set of positive integers 

N U (0) 
set of integers from 1 to n 

set of integers 

set of real numbers 

Euclidean space of dimension d E N 

scalar product in R ~ ,  d 2 1 

vector product in R3 
Euclidean norm or modulus 

length of multi-index a = (a l , .  . . , a d )  E N$ 

max(x, 0), the positive part of x E R 
- min(x, 0), the negative part of x E R 
domain (open connected set) in R~ 
dimension of the Euclidean space containing the domain R 

Lebesgue measure of the measurable set R c Rd 
characteristic function of R c R~ 
distance of the point x from the set R C R~ 
signed distance function of an open set R C Rd 
boundary (or part of the boundary) of 0 c Rd 
normal vectors to 80 

family of open sets in Rd 
Hausdorff-Pompeiu distance of two compact sets A1, A2 in R~ 

Hausdorff-Pompeiu complementary distance of two open 

and bounded sets R1, 0 2  C Rd 

partial derivative of the function y 

gradient operator 



506 Notation 

div divergence operator 

Laplace operator 

GBteaux, F'rCchet derivative of a mapping T, Jacobian of a 

transformation T : Rd + R~ 

BY dy - normal, conormal derivatives of y to dR 
a n '  dnA 

partial differential operator corresponding to the multi-index 

a E N: 
subdifferential of the mapping cp 

1 . /z  norm in the normed space Z 

Z* the dual space of Z 

. ) H  inner product in the Hilbert space H 

(., . )V*XV the pairing between the space V and its dual 

L(v1 W) space of linear and bounded operators between two 

normed spaces V and W 

B,(x), B(x, r )  balls of radius r > 0 centered at  x, in metric spaces 

VZ neighborhood of the point x 

int (A) interior of a set A 
- 
A closure of a set A 

conv( A) convex hull of a set A 

A l orthogonal complement of a set A in a Hilbert space 

A x B  Cartesian product of two sets A ,  B 

A @ B  the direct sum of two linear spaces A ,  B 

[., .I ordered pair in the Cartesian product of two sets 

IK indicator function of the set K 

I; support function of the set K 

~ Z O  Dirac distribution concentrated in xo E R 

Cm(R), ~ ~ ( 2 )  spaces of continuously differentiable functions up to order m 

in 0, respectively in 2 
c=“(O) space of infinitely differentiable functions in R 

C r ( R )  = D(R) space of test functions: infinitely differentiable and with 

compact support in 

D'(0) space of generalized functions (distributions), the dual of 

D(R) 

LP(R), Lm(R) space of pintegrable functions in R, p 2 1 
HS(R)l H-8(Q), 
w"P(R), Whm(R) various Sobolev spaces in R, s E R, 1 E 2, p 2 1 



Notation 

Hs(dR)  Lebesgue and Sobolev spaces on d o  

Yosida-Moreau regularization of a convex function cp 

support of the function cp 

restriction of the function or operator cp to the set M 
domain of the function or operator cp 

range of the function or operator cp 

epigraph of the function cp 

closure of the function cp 

Yosida approximation of a maximal monotone operator 

A : X + X *  f o rX>O 

family of local charts or functions 

triangulation of R 

family of triangulations 

determinant of the matrixA 

Kronecker's symbol: bii = 1, 6ij = 0 for i # j 
Ekeland distance of two functions u, v 


