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Series Preface
Gene and cell therapies have evolved in the past several decades from a conceptual 
promise to a new paradigm of therapeutics, able to provide effective treatments for 
a broad range of diseases and disorders that previously had no possibility of cure.

The fast pace of advances in the cutting-edge science of gene and cell therapy, and 
supporting disciplines ranging from basic research discoveries to clinical applica-
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in the specialized fields of gene and cell therapy, delivered directly from experts who 
are pushing forward the boundaries of science.

In this volume of the Gene and Cell Therapy book series, Regenerative Medicine 
Technology: On-a-chip Applications for Disease Modeling, Drug Discovery and 
Personalized Medicine, a remarkable group of authors comprehensively cover the 
latest developments in microfabrication, 3D bioprinting, 3D cell culture techniques, 
microfluidics, biosensor design and microelectronics, data collection, and predictive 
analysis. In the second part of this book, the authors present the most advanced con-
cepts in body-on-a chip systems to study disease modeling and drug discovery, using 
single or combined arrays of tissues such as lung, liver, heart, skin, and kidney. The 
last section of this book series will report on current and future application of body-
on-a-chip technologies, including successes in modeling tissue-specific cancers, 
metastasis, and tumor microenvironments, as well as applications for evaluating 
drug efficacy and toxicity, and for predicting outcomes of various disease treatment 
strategies.

We would like to thank the volume editors, Sean Murphy and Anthony Atala, and 
all the authors, all of whom are remarkable experts, for their valuable contributions. 
We would also like to thank our senior acquisitions editor, Dr. C.R. Crumly, and the 
CRC Press staff for all their efforts and dedication to the Gene and Cell Therapy 
book series.
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Preface
Prior to the emergence of laboratory medicine, medical science was guided pri-
marily by clinical observations and various observational theories. The invention 
of the microscope brought about a renaissance in the field of medical diagnostics 
and ushered in the era of laboratory medicine almost a century later. It led to novel 
discoveries, theories, and practices, including evidence-based approaches to medical 
decision-making. Like the microscope, many innovative ideas, devices, and tech-
nologies have had major impacts on modern medicine. One such example is the 
concept of a model system that provides a platform for studying and testing scientific 
hypotheses in a controlled and replicable environment. 

Animals and animal models have been an integral part of scientific discovery, as 
models of normal and disease physiology as well as for the evaluation of therapies 
destined for human application. Animal models still find widespread use in medi-
cal research and scientific study and have become ever more sophisticated, such as 
genetically modified animal models that may better represent human disease and 
physiological responses to intervention. However, despite the impact animal models 
have had on medicine, they have failed to replicate many important human diseases. 
Therapies evaluated in these models often fail to predict therapeutic effectiveness, 
potential toxicity, or side effects upon translation into human trials.

Considerable advances have been made in the development of human cell culture 
models of tissue and organ function and physiological responses to external stimuli 
from various compounds, drugs, and toxins. Over the past 60 years, the culture and 
expansion of human cells for transplantation and tissue engineering applications has 
become routine in the laboratory. However, the common strategy for cell culture, 
namely expansion of a monolayer of cells on flat and hard plastic or glass 2D sub-
strates, represents a reductionist approach where important components of tissues or 
organs are lacking. Specifically, cell–cell interactions, 3D architecture, and mechan-
ical and biochemical cues may be lacking under these simplified conditions. This 
approach produces results that may not be predictive of the in vivo physiology and 
contributes to the unacceptably high failure rates for therapy development. 

Recent advances and convergence of multiple areas of biology and engineering 
have facilitated the development of improved in vitro models of tissue and organ 
function. Specifically, progress in stem cell and cell biology has resulted in improved 
3D culture conditions that have enabled greater levels of cell differentiation and 
physiological function. Additionally, various microfabrication technologies such 
as lithography and 3D bioprinting have provided opportunities to fabricate increas-
ingly complex biological components into 3D functional tissues. The improvement 
in the functional output of these fabricated 3D tissues can now be evaluated using 
sophisticated biosensors and can be maintained in vitro for long periods within a sys-
tem of microfluidic devices that house these sensors, provide nutrients, and remove 
waste from the functioning tissues. Biochemical diagnostics and assays have been 
miniaturized and automated, allowing the real-time evaluation of tissue function, 
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while the large amount of data generated from these systems can be analyzed. These 
 systems can be highly predictive and consistent with validated mechanisms.

Currently, multiple types of tissue organoids have been developed, compris-
ing various cell types, fabrication strategies, microfluidic systems, biosensors, 
and functional output evaluation. Some examples include, but are not limited to, 
in vitro tissue models of the lung, liver, heart, skin, and kidney. These systems all 
closely recapitulate the tissue cellular components, structure, and organization of 
native tissues, thus reproducing tissue function at a more physiologically relevant 
level. Additionally, some progress had been made toward the development of a 
“body-on-a-chip” system, which consists of an interconnected network of multiple 
tissue-type organoids, connected through a biomimetic circulatory system, analo-
gous to the vascular system of the human body. While still early in development, 
multiple applications of these systems have already been demonstrated,  including 
the modeling of various diseases and disorders, such as inflammation, fibrosis, 
and cancer, as well as modeling potential therapeutic drug effects, toxicity, or side 
effects. Finally, these systems are being developed as platforms for personalized 
medicine where various medical interventions or treatments can be evaluated 
in  vitro prior to delivery to the patient. By recapitulating not only the form but 
also the rudiments of function of their in vivo counterparts, these constructs have 
the potential to provide a key missing link between 2D culture systems or animal 
 models and clinical translation. 

This book is divided into three major sections, with a total of 18 chapters, each 
contributed by international experts to provide comprehensive coverage of the field 
of organ-on-a-chip technologies and their current and future applications. Section I 
provides detailed descriptions of the various technologies that have been devel-
oped, adapted, and applied in organ-on-a-chip systems, including microfabrication, 
3D bioprinting, 3D cell culture techniques, biosensor design and microelectronics, 
microfluidics, and data collection and predictive analysis. Section II details specific 
tissue types that have been developed for disease modeling and drug discovery appli-
cations, including lung, liver, heart, skin, and kidney “on-a-chip” as well as recent 
progress in designing an entire “body-on-a-chip” system. Section III covers current 
and potential future applications of these systems, including achievements in mod-
eling tissue-specific cancers, metastasis, and tumor microenvironments as well as 
applications for the evaluation of drug efficacy and toxicity and for the prediction of 
the outcomes of various disease treatment strategies.

SECTION I: TECHNOLOGIES

In Chapter 1, Prafulla Chandra, Carlos Kengla, and Sang Jin Lee present the cur-
rent status of microfabrication strategies and techniques used in the emerging organ-
on-a-chip field. Microfabrication techniques discussed include photolithography, soft 
lithography, etching (dry etching and wet etching), thin-film coating, two-photon 
excitation, 3D laser microfabrication, microdispensing, and 3D bioprinting. Strategies 
to fabricate increasingly complex biological components into 3D functional tissue are 
discussed as well as the challenges that need to be overcome to facilitate the wide-
spread application of these technologies.
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In Chapter 2, Ivy L. Mead and Colin E. Bishop provide an overview of the 3D 
cell culture field, discussing the utility and limitations of 2D cultures before going 
in  depth about 3D cell culture strategies and the challenges associated with the 
future of cell culture. The authors highlight the importance of the microenviron-
ment for  the 3D cell cultures and provide a detailed description about the several 
critical components of 3D culture such as scaffolds, hydrogels, and spheroids. The 
authors also touch on the use of bioreactors and microfluidic chips for 3D culture, 
highlighting the specific methods and challenges associated with such supporting 
technologies.

Suichi Takayama and co-workers have contributed Chapter 3, dedicated to the 
development and application of electrochemical sensors that provide a sensitive and 
long-term measurement capability within organ-on-a-chip systems. Microfluidic 
incorporation of sensors that can accurately detect physiological states, such as tem-
perature, pH, oxygen, carbon dioxide, nitric oxide, and glucose concentrations, are 
covered in this review of the field. Development of these sensor technologies are 
facilitating the precise control of fluidic flow and improved fabrication of micro- 
and nanostructures as well as more accurate representations of in vivo physiological 
states for the purpose of medical diagnostics.

Chapter 4, contributed by Panupong Jaipan and Roger Narayan, is a detailed and 
comprehensive description of the field of microfluidics and their impact on current 
development of biomedical research. Beginning with a general overview of micro-
fluidic technology, the chapter covers important aspects of microfluidic design and 
control, specifically discussing transport, fluid flow, dispersion, mixing, separation, 
and electrokinetic and electro-osmosis phenomena. The chapter also highlights the 
essential components of microfluidic devices, including various types of microvalves 
and micropumps. Finally, the chapter provides commentary on multiple applications 
of microfluidics for organ-on-a-chip technology as well as in the fields of tissue engi-
neering, biosensing, and drug delivery.

Chapter 5 by Andre Kleensang, Alexandra Maertens, and Thomas Hartung provides 
an interesting overview of the use of “Big Data” that can now be generated from biologi-
cal systems. The chapter describes the applications and challenges involved in the vari-
ous “-omics” technologies, as well as strategies to ensure the conclusions based on these 
platforms are predictive and consistent with validated mechanisms.

Chapter 6, contributed by Peter Ertl, covers the use of “lab-on-a-chip” systems 
for biomedical applications. Topics covered include the various materials, compo-
nents, and sensing strategies used in biomedical microfluidic applications, and the 
use of 2D and 3D live cell microarray technologies. Some examples of lab-on-a-chip 
technologies discussed include single cell manipulation, immunoassays, stem cell 
cultivation, and applications.

SECTION II: ORGANS-ON-CHIPS

In Chapter 7, Joan E. Nichols and co-workers have compiled an extensive overview 
of the background, progress, and future directions of using microchip models of the 
respiratory tract and lung for disease modeling, drug discovery, and personalized 
medicine. This chapter covers the construction and scaling of respiratory models and 



xxii Preface

includes discussion of the various cell sources and scaffolds used in these models. 
The authors provide a comprehensive discussion of current 2D and 3D models, the 
use of microfluidics to support these models, and some specific applications of this 
technology, including for modeling infectious disease, lung cancer, and for develop-
ing personalized therapies.

Chapter 8, contributed by Aleksander Skardal, describes the current state of liver- 
and liver cancer-on-a-chip systems and their potential for disease modeling and drug 
screening and evaluation. The chapter discusses the various concepts, approaches, 
and challenges involved in the development of 3D liver organoid models and pro-
vides multiple examples of 3D in vitro liver models and their applications. The incor-
poration of these models into microfluidic systems containing various fluidic support 
mechanisms and biochemical sensors is also covered in depth. Finally, Skardal 
reviews the current strategies to model liver cancer in vitro, including investigation 
of metastasis, epithelial-to-mesenchymal transition, tumor microenvironment, and 
pharmaceutical screening approaches.

Chapter 9 by Megan L. McCain describes the development of human-relevant, 
biomimetic, heart-on-a-chip platforms to improve our ability to study and pre-
dict the function of human heart tissue. The chapter describes the architecture, 
biological components, and function of heart tissue and highlights the need to 
mimic the essential structural and functional features of human heart tissue to 
provide new tools for disease modeling and cardiotoxicity screening. The various 
design parameters required for heart-on-a-chip platforms, including cell sources, 
biomaterials, and scaffolds and accessible readouts of electrical and contractile 
function, are covered along with some of the remaining challenges and future 
directions of this field.

Chapter 10, contributed by Claire G. Jeong, provides an interesting overview of 
the current efforts to develop complex 3D tissue–engineered skin equivalents achiev-
ing both functional and cosmetic satisfaction. The chapter highlights the importance 
of the structure and function of our skin as the most complex and largest organ 
serving as the primary protective physical barrier against the external environment. 
The current state of the art for engineering skin equivalents is described along with 
the use of novel biofabrication technologies, such as 3D bioprinting, spheroids, and 
microfluidic systems for producing improved in vitro skin models that recapitulate 
critical features and responses of normal or diseased human skin.

Chapter 11, contributed by Erica P. Kimmerling and David L. Kaplan, provides 
an overview of the functional components and anatomy of the kidney as well as 
descriptions of various cell sources available for generating in vitro kidney tissue 
models. Models discussed include glomerular tissue models and microfluidic renal 
cell culture systems with functional metrics for disease models and nephrotoxicity 
modeling. Applications of these systems such as 3D organoid models of polycystic 
kidney disease and evaluation of treatments suspected of halting cyst progression are 
also covered, as well as 3D tissue culture systems specifically designed for testing 
drug-induced nephrotoxicity.

Mahesh Devarasetty and co-workers introduce readers to the concept of the 
“body-on-a-chip” in Chapter 12, where multiple tissue-type organoids are connected 
through a biomimetic circulatory system, analogous to the vascular system of the 
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human body. These systems bring together the technologies of 3D biofabrication, 
stem cells, tissue organoids, and biosensors and functional evaluation to recapitulate 
the physiological inter-organ metabolic relationships of the human body in both nor-
mal and disease tissue states. Multiple applications of this approach are discussed, 
including evaluation of how drug metabolites produced by one organoid can affect 
the function of another, as well as modeling of inter-organ tumor metastasis.

SECTION III: APPLICATIONS

In Chapter 13, Aleksander Skardal and co-workers describe their cutting-edge research 
to combine multiple organs within the same microfluidic device to model a simple 
organism-on-a-chip for drug and therapeutic studies. This chapter describes several 
examples of how integrated multi-organoid systems can model complex multi-organ 
interactions, including for applications such as cancer metastasis, drug testing and 
toxicology, and disease modeling. The authors discuss the importance of considering 
deployment of multi-organoid platforms over single organoid systems and describe 
strategies for organoid biofabrication, microfluidic hardware integration, common 
media development, and miniaturization and high-throughput platform development.

Chapter 14 by Ran Li, Michelle B. Chen, and Roger D. Kamm describes the 
current applications of microfluidic technologies to study processes and mecha-
nisms relating to cancer diagnosis, progression, and treatment. Detailed discussion 
is provided on the ability to use microfluidics control factors such as growth factor, 
cytokine and extracellular matrix environmental cues, oxygen tension, cellular and 
mechanical cues, stiffness, and flow. Detailed examples of how various microfluidic 
systems can be applied to study the metastatic cascade, tumor angiogenesis, tumor-
endothelial interactions and intravasation and extravasation are presented. The chap-
ter concludes with an interesting discussion of the potential and future challenges 
of these systems to deepen our fundamental understanding of cancer biology and 
enable the discovery of new drug targets to combat metastatic progression.

In Chapter 15, Pierre-Alexandre Vidi and Sophie A. Lelièvre present a thorough 
description of cancer-on-a-chip applications. They describe how on-a-chip models 
that recapitulate normal and neoplastic breast tissues are ideal to study diseases such 
as breast cancer. The chapter also explores a central application of these on-a-chip 
models for drug screening, discussing the advantages of these models compared to 
other 3D culture systems as well as their limitations. Various cancer-on-a-chip mod-
els are described and important parameters involved in studying clinically relevant 
mechanisms such as cancer metastasis are highlighted. Finally, the possibility of 
breast-on-a-chip systems to serve the purpose of precision medicine and the role of 
biosensors integration in screening improvement are assessed.

In Chapter 16, Uta Grieshammer and Kelly A. Shepard discuss the current 
approaches used for in vitro disease modeling and for drug discovery and devel-
opment. The chapter focuses on the application of pluripotent stem cell popula-
tions to explore disease mechanisms of pathogenesis, with specific examples from 
monogenic, complex, and infectious diseases. The authors detail several examples 
of the use of in vitro models for drug discovery and development and highlight 
some of the limitations and challenges in the current approaches. The chapter also 
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provides some insight into how novel techniques and strategies can overcome these 
approaches, including the use of multiple functional cell types, use of 3D organ-
oid culture, and incorporation of microfluidic devices to produce organ-on-a-chip 
systems for disease modeling. Several examples of currently used organ-on-a-chip 
systems for disease modeling and drug discovery are detailed.

In Chapter 17, Harry Salem and co-workers provide an interesting chapter discuss-
ing the various technologies that are currently being applied for predicting human 
pharmacology and toxicology. This chapter provides a timeline of how pharmacol-
ogy and toxicology techniques have evolved over the course of decades, describing 
in vivo and recent in vitro and stem cell technology applications in the field. These 
programs are applied to study metabolic components, drug effects, and drug metab-
olism, to cite a few of the many examples provided in this chapter.

This book concludes with Chapter 18, written by Elisa Cimetta and co-workers, 
which provides an in-depth analysis of the developing field of “personalized medi-
cine” and how organ-on-a-chip systems are contributing to this new approach to 
medicine. This chapter covers recent progress in the development of personalized 
medicine approaches, as well as  technical, business, regulatory, ethical, and legal 
considerations. Various examples of personalized therapies are discussed, includ-
ing those currently used clinically as well as those in development. Some exam-
ples include personalized cell and tissue therapies and personalized drug testing 
platforms.
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1 Microfabrication and 
3D Bioprinting of 
Organ-on-a-Chip

Prafulla Chandra, Carlos Kengla and Sang Jin Lee

1.1 INTRODUCTION

Organ-on-a-chip devices are microfabricated, biomimetic systems that are designed 
to model physiological functions of living tissues and organs in vitro [1–3]. These 
biomimetic systems, which would contain cells and extracellular matrix (ECM) 
components from human tissues, will recapitulate the microarchitecture and func-
tions of the living tissues or organs. They will also be a valuable tool for multiple 
applications such as testing the effects of drugs on human organs, toxicity testing, 
disease modeling and could also revolutionize new drug discovery if adopted by the 
pharmaceutical industry. The paradigm used by pharmaceutical companies for new 
drug discovery and development is becoming obsolete due to the high cost, huge 
investment of money, and time (typically 15–20 years for a single drug discovery, 
development, and testing). Additionally, the preclinical animal testing process often 
fails to closely predict drug/toxicity responses in humans. One of the purposes of 
developing organ-on-a-chip devices is to overcome the current limitations.
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Development of organ-on-a-chip devices relies on two core techniques: micro-
fabrication, which can create microstructures for controlled cell and tissue orga-
nization and function, and microfluidics, which allows for delivery of nutrients, 
chemicals, biological factors, and so on in small amounts of fluids to cells and 
tissues, in a controlled microenvironment. A typical design for an organ-on-a-
chip device can include a clear flexible polymer-based framework, or “chip,” in 
which microfluidic channels are embedded and lined by cells derived from various 
human tissues. Other designs would have multiple microtissue structures (organ-
oids) housed in the chip and linked by microfluidic channels. To mimic human-like 
physiology, this organ-on-a-chip can be integrated with an automated instrument, 
which can control fluid flow to the cells/tissues, including nutrients and test com-
pounds, and permit real-time monitoring of biochemical functions of each tissue 
component. 

Microfabrication, which includes several techniques such as photolithography, 
soft lithography, 3D printing, and so on, can be used to create micrometer-scale 
features in a variety of materials [4]. The ability to control surface topography and 
miniaturization of features are the novelties of microfabrication, which enables 
fabrication of miniaturized structures and devices with biologically-relevant 
scaled features. Implants and devices produced using these methods are able to 
fit into small, tissue-relevant dimensions and microenvironments that cells expe-
rience in vitro and in vivo. Recent advancements in microfabrication for in vitro 
applications include formation of static structures, such as wells and flow chan-
nels; moving parts, such as diaphragms and cantilevers; electrical devices, such as 
transistors and resistors, and biologically active surfaces, such as coated proteins 
and cells. Biosensing  microdevices have been fabricated that can be implanted 
in  vivo to detect a variety of biomolecules and conditions through mechanisms 
such as enzymatic-based electrochemical reactions [5] and sensor displacement 
from mechanical  loading [6]. 

It is well known that micro- and nanoscale structures can lead to increased 
cellular adhesion, proliferation, differentiation, organization, and overall integra-
tion with the host [7,8]. Moreover, mechanical cues on the micro- and nanoscale 
are known to influence cellular phenotypes [9,10]. A more recent microfabrica-
tion technique called electron beam (E-beam) photolithography can be used to 
achieve nanometer-scale resolution of features [11,12]. 3D bioprinting is an emerg-
ing microfabrication technology being used for creating biological scaffolds, 
3D cellular microenvironments, tissues, and even organs using biomaterials, ECM 
components, living cells, and bioactive factors [13–15]. Potential applications of 
3D bioprinting include development of in vitro tissues, organoids, or biomimetic 
systems for toxicity testing, drug evaluation, drug discovery, and disease mod-
eling. However, the most important clinical use of 3D bioprinting would be for 
regenerative medicine, including development of tissue constructs that can repair 
or replace injured or diseased body parts [16]. In this chapter, an overview of com-
mon microfabrication methods is provided, along with ways in which microfab-
rication is being applied to develop organ-on-a-chip platforms. 3D bioprinting is 
discussed in detail, with particular reference to its application for organ-on-a-chip 
applications. 
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1.2 MICROFABRICATION: FABRICATION METHODS

The most common microfabrication methods include photolithography, soft lithogra-
phy, etching, microcontact printing, and thin film coating. More recent methods that 
are still evolving are two-photon excitation, 3D laser microfabrication, and 3D printing. 
In the field of tissue engineering and regenerative medicine, 3D bioprinting is becom-
ing a valuable tool for fabricating clinically applicable tissue constructs, in shape and 
size, for reconstruction of damaged or diseased body parts [13]. Figure 1.1 provides an 
overview of some microfabrication methods relevant to on-chip platform development. 

1.2.1 PhotolithograPhy

Photolithography is a popular microfabrication technique because of the high reso-
lution and variety of patterns that can be created [17]. In this technique, a substrate 
material such as glass or silicone is coated with a layer of a photosensitive organic 
polymer, called a photoresist, followed by creation of a photomask, using glass or 
other transparent material. The desired pattern (to be transferred to the substrate) is 
created using an opaque material. The photomask is then placed on top of the pho-
toresist and irradiated with UV light, thus exposing the transparent regions of the 
photoresist. In the case of a positive photoresist, the exposed regions break down on 
exposure to UV light and can be solubilized (and removed) in a developing solution; 
while with a negative photoresist, the photoresist polymer will become cross-linked 
upon exposure to UV light, thereby rendering it insoluble in the developing solution, 
while the rest of the photoresist polymer can be washed away. Depending on the 
application, the resulting photoresist patterns protects the covered substrate from 
subsequent etching or deposition of compounds or biomolecules on its surface. Using 
this method, both high resolution and a variety in patterns can be created.

1.2.2 Soft lithograPhy

Soft lithography is a microelectromechanical system (MEMS) derivative technol-
ogy that requires fabrication of a master pattern, which is then used to form sub-
sequent molds. The initial patterns can be fabricated using several methods, such 
as glass etching, photo masks, photoresist film processing, or micromachined 
parts [18]. Poly(dimethyl siloxane) (PDMS) is a popular material for making the 
molds, particularly for creating fine feature resolution that is biologically relevant, 
such as for patterning of proteins or cells [19]. Microstamping, microfluidic pat-
terning, and stencil patterning are the different types of soft lithography tech-
niques. In stencil patterning, a master photoresist pattern (master template) is 
created and PDMS is added to it. However, the PDMS is prevented from covering 
the entire master template by adding the PDMS to a thickness that is lower than 
that of the features in the master template or by placing a barrier on the master 
template to prevent full coverage by PDMS. The end result is a PDMS mold that 
has holes in the pattern of the master template [64].

In microstamping [20], a soft stamp is made from a polymer (such as PDMS). 
The stamp is then inked with alkanethiols, silanes, alkylsilanes, or ECM pro-
teins (similar to a traditional stamp and ink) and placed in contact with a surface. 
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Microcontact printing is a powerful method for patterning cells on scaffolds, creat-
ing medical devices or diagnostic platforms, and also for studying cell–ECM inter-
actions [22]. 

Microfluidic-type soft lithography patterning utilizes a PDMS mold to create 
microchannels against a substrate. These microchannels are then used to pattern 
fluid materials onto a substrate. One unique feature of these microchannels is that 
they can maintain separate fluid streams through a single channel because of lami-
nar flow. Patterning of cells for tissue engineering applications has also been carried 
out using this technique [23]. 

1.2.3 Etching (Dry Etching anD WEt Etching)

Etching is a process by which topographical features are created on a sur-
face by selective removal of material through physical or chemical means. 
Microfabrication through etching can be divided into two types: dry etching, 
which is carried out via gas-phase chemistry, and wet etching, which is done 
using liquid chemicals. In  general, wet etching is more selective than dry etching. 
Materials such as silicon can be etched up to depths ranging from sub-micrometer 
to about 10 µm using dry etching. An advanced type of dry etching technology 
called deep-reactive–ion etching (DRIE) is revolutionizing microfabrication as it 
has the capability to make very deep and narrow structures in silicon, which will 
be valuable for many biological applications [24]. Common materials used for 
wet etching include silicone, glass, and thin films, while solutions of hydrofluoric 
acid, sulfuric acid, and nitric acid are commonly used for etching silicone. Wet 
etching of glass or other silicates is performed using a hydrofluoric acid-based 
chemistry. 

1.2.4 thin film coating

Thin film coating is a microfabrication method that can be divided into two sepa-
rate  categories: physical vapor deposition (PVD) and chemical vapor deposition 
(CVD) [25]. E-beam evaporation and sputter coating are the two primary technologies 
used for PVD. In E-beam evaporation, the target is placed in the system which uses 
magnetic fields to guide the E-beam to hit the target. The substrate is placed in a 
holder that typically rotates or orbits in order to increase film thickness uniformity, 
while sensors located near the substrate measure coating rates and pressure condi-
tions as the process is conducted under vacuum. The E-beam energy and low pres-
sure conditions atomize the target material, which flies off in all directions but is 
directed toward the substrate using a controllable shutter. The coating is achieved by 
controlling the rate of deposition and total time exposure to the material spray. 

Sputter coating is similar to E-beam coating in that there is a target and a sub-
strate, along with shutter control; however, the difference is the atmosphere and the 
method of atomizing. Sputtering takes place in a low-pressure system flooded with 
a noble gas, typically argon, where strong electromagnetic fields are used to form 
plasma in front of the target, blasting the surface with the noble gas nuclei. This 
bombardment dislodges atoms of the target material, which fly across the chamber 
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to deposit on the substrate. Other gases can also be used, allowing atoms like oxygen 
or nitrogen to be incorporated into the film. 

CVD is achieved by controlled exposure to vapors of liquid chemicals, typically 
hydrocarbons and silanes. The liquids are vaporized in the deposition chamber and 
energized to generate conditions for film growth. Silicon, diamond, and other mate-
rials can be deposited via CVD processes.

1.2.5 tWo-Photon Excitation anD 3D laSEr microfabrication

Two-photon excitation (TPE) microfabrication is a type of 3D microfabrication tech-
nique that is becoming popular for making prototypes [26,27]. In this method, a 
light curable resin is polymerized by simultaneously absorbing two photons at longer 
wavelength, usually in the red-infrared (IR) spectral region. The TPE process has 
many advantages, including better fabrication accuracy (around 100-nm lateral spa-
tial resolution) compared to the single photon process, deeper penetration of the laser 
into the materials to induce polymerization at the desired depth without affecting 
other parts of the material, and fine control of 3D spatial resolution. Recently, TPE 
has also found application in fabrication of microfluidic devices [28], cell adhesive 
surfaces [29], and tissue scaffolds [30]. 

Another related technique, 3D lithographic microfabrication, is being used for bio-
medical applications. This method is based on a technique called depth-resolved wide-
field illumination (DRWFI) [31]. Multibeam 3D laser microfabrication is a method in 
which a laser is used for polymerization of a material (similar to stereolithography), 
but here the laser-assisted polymerization can start anywhere in the material (not nec-
essarily from the surface layer) and is completed using multiphoton pinpoint address-
ing [32]. The lasers used as an irradiation source in the polymerization process range 
from extreme UV to near-infrared (NIR) wavelengths and are either pulsed (at nano-
second, picosecond, or femtosecond widths) or continuous wave. 

1.2.6 microDiSPEnSing

Microdispensing refers to the generation of small drops of solutions, typically in the 
nanoliter range [33]. These droplets are dispensed using a printing system that has 
nozzles capable of generating these droplets and then depositing them on a target 
surface without the nozzle ever contacting the surface (noncontact). 

One of the methods to create these micron-sized droplets is by using piezoelectri-
cally actuated inkjet dispensers. This process is called inkjet dispensing or inkjet 
printing. Inkjet printing technology can be used to dispense fluid droplets with diam-
eters of about 20 to 200 µm (approximately 5 pl–5 nl, depending on the material) at 
very high rates. The high uniformity and small size of the droplet created makes this 
technology desirable for creating micron or submicron-sized features for fabricating 
precision microstructures, depositing materials in MEMS and BioMEMS devices, 
creating biomolecular arrays for high throughput analysis, and so forth. Inkjet-based 
printing is also flexible, requires no tooling, and is data-driven, as the structures 
can be directly printed using computer-aided design (CAD) models. For biological 
applications, piezoelectric-based inkjet printing technology can offer accurate and 
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high-throughput deposition of biomaterials, biopolymers, bioactive fluids, and cells 
for applications such as combinatorial chemistry, toxicology, microarrays (genom-
ics, gene expression, and proteomics), pharmaceutical (drug discovery/development), 
clinical (diagnostics and biosensors), coatings on medical devices, and regenerative 
medicine (cell patterning and tissue engineering). 

1.2.7 3D bioPrinting

Three-dimensional printing, also referred to as additive manufacturing (AM) or 
solid free-form fabrication (SFF), is a manufacturing technique in which objects 
are created by depositing and fusing materials, such as plastics, powders, ceram-
ics, or metals, in a layer-by-layer process to produce a 3D object [34]. In 1986, 
Charles W. Hull described a technology for 3D fabrication of objects that he named 
stereolithography, which is now one of the several fabrication modalities called 3D 
printing. Hull sequentially printed thin layers of a material that can be cured with 
UV light to form a multilayered solid 3D structure. This process was later adapted 
to create biologically-relevant scaffolds, incorporate cells in hydrogels, and create 
in vivo-like tissue constructs using methods popularly referred to as 3D bioprint-
ing [13,35].

The ultimate goal in tissue engineering and regenerative medicine is to repair 
or replace dysfunctional tissues and organs with bioengineered tissues and organs 
for restoring structure and function in the body. In 3D bioprinting, biological com-
ponents such as cells, ECM proteins, and bioactive molecules are printed layer-
by-layer, with great spatial control to form the required 3D biological structures. 
Researchers are now aiming to develop living 3D functional human tissues and 
organs by replicating the tissue or organ structure in the body, a process called bio-
mimicry. Examples of biomimicry include replicating the vasculature and branch-
ing patterns of the vascular tree in a tissue construct, and recreating physiologically 
accurate biomolecular gradients as seen in differentiating tissues. A detailed under-
standing of the target tissue microenvironment, including ECM organization, cell 
types and arrangement, gradients of soluble or insoluble factors, and so forth, will 
be valuable in designing the 3D bioprinting strategy. Such constructs will have 
greater clinical relevance for restoration of structure and function in diseases or 
damaged tissues and organs. 

There are several types of 3D bioprinting technologies; the more commonly 
used ones are inkjet bioprinting, direct-write bioprinting, and laser-assisted print-
ing [13]. Inkjet bioprinting is carried out using inkjet printers, also known as 
drop-on-demand printers [36]. Here, controlled volumes of liquid are delivered to 
predefined locations based on digital designs (2D or 3D) created on a computer. 
The first inkjet-based bioprinters were actually modified, commercially available, 
2D ink-based printers in which the ink in the cartridge was replaced with a biologi-
cal material and printing along a z axis (along with x and y axes) was added to the 
printer function. 

Today’s inkjet-based 3D bioprinters are custom-designed machines that can print 
synthetic polymers and biological components, including cells, at high precision, 
speed, and resolution. In this printing mechanism, the ink dispensing technologies 
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are based on acoustic and thermal systems that force microsized drops of liquid out 
of the nozzle and onto a substrate [37,38]. 3D objects are constructed by addition of 
multiple layers. Using thermal inkjet printers, a variety of biological components, 
such as DNA and cells, have been printed. Some of the disadvantages of inkjet print-
ing technology include thermal and mechanical stress to the printing components, 
nonuniform droplet size, and frequent nozzle clogging. Piezoelectric-based inkjet 
printers are free from many of these problems and are preferred for 3D printing of 
biological components [39]. 

The biological components, such as ECM proteins, cells, hydrogels, or polymers 
used in the printers for fabrication are often referred to as bioinks. The bioink car-
tridges in piezoelectric-based inkjet printers are fitted with a piezoelectric crystal, 
which expands and relaxes on application of an electrical signal (waveform), forcing 
droplets of fluid out of the nozzle tip. A variety of biological materials in solutions 
(including cells) and low-viscosity materials (such as some polymer solutions and 
hydrogels) can be printed using this technology. 

Direct-write (extrusion-based) bioprinting technology seems to be the most 
versatile 3D printing technology, where finely controlled extruded materials 
are deposited onto a substrate by physical contact, using a microextrusion head 
[13,16,40]. Direct-write bioprinters have a temperature-controlled material- 
handling and dispensing system, as well as a stage capable of movement along the 
x, y, and z axes. Some systems also have multiple bioink cartridges that facilitate 
serial or parallel dispensing of multiple materials without the need for changing 
the print head. As the name suggests, extrusion-based direct-write bioprinters dis-
pense materials continuously, and the newly dispensed material has to physically 
contact the previous layer in order to build the 3D structure. The print pattern is 
directed by the CAD file, which is converted into instructions for printing using 
a computer-aided manufacturing (CAM) and printer-specific software. The main 
advantage of extrusion-based bioprinting is the ability to dispense high viscosity 
materials (such as polymer melts and thick hydrogels) and also deposit cells at 
very high densities. In addition to cells, spheroids containing multiple cell types 
can also be used in extrusion-based 3D bioprinting where these spheroids would 
be allowed to self-assemble into higher-order 3D tissue structure in the printed 
construct [41].

A major requirement for 3D bioprinting is to find suitable materials that are 
not only compatible with the printing process and the biological components, par-
ticularly cells, but that can provide the desired mechanical and functional proper-
ties to the structure being printed. However, the effects of the bioprinted material 
and material processing on cell viability must be investigated. Studies ought to be 
conducted to ensure biocompatibility of material components and processing con-
ditions. Material components may include cross-linking or gelling agents, while 
process conditions may include humidity, operating temperature, or ultraviolet light 
exposure for crosslinking. 

Currently, the structural materials that are most commonly used for 3D bio-
printing are synthetic polymers, such as poly(lactic acid) (PLA), poly(lactic-co- 
glycolic acid) (PLGA), poly(ε-caprolactone) (PCL), poly(ethylene glycol) (PEG), and 
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naturally-derived polymers, such as collagen, fibrin, alginate, and hyaluronic acid. 
The naturally-derived polymers are mostly ECM components that are present in 
body tissues, which have inherent biological properties. Synthetic polymers can be 
tailored with specific physical and mechanical properties to suit particular require-
ments for 3D bioprinting. For bioprinting of cells, hydrogels made of collagen type I, 
alginate, agarose, gelatin, and fibrin have been successfully used to build 3D tissue 
structures with microscale patterns [14,42]. 

During 3D bioprinting, precise deposition with a high level of spatial and 
temporal control is considered an important property of a material. Thus, the 
viscoelastic and thermal properties of printing materials are some of the most 
important parameters for printing live cells. The choice of printing materials 
could be significantly influenced by the material’s properties to protect cell viabil-
ity during the printing process, as most of printing methods involve high-shear 
stress to the material while passing through a fine nozzle for printing [43,44]. 
Additional considerations for 3D bioprinting include printing parameters, such as 
material flow rate, nozzle diameter, light intensity, distance of print head from the 
substrate, and linear write speed. The total time required for each printing pro-
cess is another variable to consider while designing and printing larger structures 
containing live cells. Extended periods of exposure to nonoptimal temperatures 
or humidity conditions can negatively affect both material properties and cell 
viability [45,46].

Laser-assisted bioprinting (LAB) is based on the principles of laser-assisted for-
ward transfer (LAFT), which was originally developed for transfer of metals [47,48]. 
This technology has now been successfully applied to printing biological materials, 
such as DNA, peptides, and cells [47,49,50]. A typical LAB device consists of a 
source of pulsed laser beam, a focusing system, a “ribbon,” usually made from glass 
that is covered with a laser-absorbing layer (either titanium or gold), a layer of bio-
logical material to be printed, and a substrate. Focused laser pulses on the absorbing 
layer of the ribbon generate a high-pressure bubble that propels the biological mate-
rial toward the collector substrate. 

Another approach for creating clinically relevant 3D tissues is creation of micro- 
or mini-tissues/organs (organoids). The concept of organoids is relevant because 
many tissues and organs are comprised of smaller structural and functional build-
ing blocks [51]. Using design and 3D bioprinting technologies, organoids can be 
fabricated and assembled into larger constructs which would resemble the target 
tissue or organ. The organoids can also be created by promoting self-assembling of 
cell units, which are then assembled into a macrotissue [41,52,53]. These organoids 
are particularly useful for in vitro applications or for developing diagnostic devices, 
such as an “organ-on-a-chip,” where the organoids representing different organs are 
placed on a single platform and are connected using microfluidic channels [54,55]. 
A higher-order of fabricating a tissue for in vitro testing, such as toxicity testing, 
would be to create organs using 3D bioprinting [56]. Organ-on-a-chip technology 
would be a valuable tool not only as a screening platform for drugs, toxic com-
pounds, or vaccines; it can also serve as in vitro models for understanding the patho-
physiology of diseases [57,58]. 
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1.3  MICROFABRICATION FOR in VitRo 
BIOLOGICAL MICROENVIRONMENTS

Over the past half century, the semiconductor industry has developed power-
ful  manufacturing tools that have enabled development and parallel fabrication of 
highly efficient electronic devices with large numbers of integrated components. 
Biomedical researchers have been inspired by the power of this manufacturing 
approach and have been attempting to bring the same level of scaling to biology 
and medicine. Photolithography, soft lithography, etching, and film deposition are 
the most important microfabrication techniques that have been adapted for biomedi-
cal applications [17,18,24,25]. Also, higher resolution photolithographic techniques, 
such as x-ray and e-beam lithography, are being used to create smaller feature size 
and more intricate topography that are biologically relevant. 

The major advantages of microfabrication are miniaturization, high surface-to-
volume ratio, small sample volumes, high throughput, geometric control, and inte-
gration with electronics for real-time analysis. In addition, miniaturized devices are 
portable and can be placed in constrained spaces. Examples include active implantable 
medical devices (AIMDs) such as cardiac pacemakers, defibrillators, stimulators (for 
bladder, diaphragm, and sphincter), drug administration devices, sensors, cochlear 
implants, and implantable active monitoring devices. Decreasing sample volumes 
can also be beneficial for many applications. In drug discovery applications, use of 
smaller volumes can reduce reagent volume, assay waste, and consequently result in 
huge cost savings. Miniaturization can lead to fabrication of high- throughput devices, 
particularly in the fields of drug discovery and genomic research. Microfabricated 
channels for capillary electrophoresis and nucleic acid arrays are some examples 
where miniaturization has increased throughput several fold [59,60]. 

Microfabrication can offer geometrical control of microstructures where patterns 
of varying geometries can be built in the same space with micrometer dimensional 
accuracy using techniques such as photolithography. Bhatia et al. used microfabrica-
tion to precisely control the spatial organization of fibroblasts and hepatocytes cells 
in co-cultures and investigated cell–cell interactions [61]. This system allowed them 
to discover that albumin production was localized to hepatocytes at the heterotypic 
interface and liver-specific function was dependent on the amount of heterotypic 
interface in the co-culture. It is also possible to integrate electronic components into 
microfabricated systems because the processes for conventional semiconductor fab-
rication and microfabrication of biomedical devices are very similar [62]. The inte-
grated circuits on the device would then amplify the recorded signals, process the 
data, and give an output of signals coming from cortical neurons. Microfabrication 
techniques allow for the integration of optics and fluidics as well [63]. 

Microfabrication has a great deal of relevance for organ-on-a-chip platforms. The 
microscale channels can direct fluid flow through the chip to areas of interest for 
biosensing or for chemical reaction, while passive layers can protect active layers 
or create openings for interaction within the whole structure wherever necessary. 
Integrating electronic and optical probes with a microfluidic sample delivery system 
can be carried out using advanced microfabrication techniques and will be useful in 
the design and manufacturing of organ-on-a-chip devices.
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1.4  APPLICATIONS OF MICROFABRICATION 
IN ORGAN-ON-A-CHIP

Microfabrication techniques have not only allowed for miniaturization of already 
existing medical devices, but have also aided in the creation of completely new 
devices for biomedical applications, including organ-on-a-chip platforms. While 
photolithographic etching methods (which are used to manufacture computer 
microchips) are now being used to create biological “chip” platforms, a combina-
tion of microfabrication techniques are being used to control sizes, shapes, and pat-
terns of surface feature in these devices on a scale that cells sense in their natural 
microenvironments. The ultimate goal of using this approach is to build a miniatur-
ized tissue or organ system that recapitulates the structure and functions of the full 
size native tissues or organs (Table 1.1). For example, a microfluidic chamber that is 
lined with a single type of cultured cell such as hepatocytes or lung epithelial cells 
and performs specific functions of that tissue type would represent a single organ-
on-a-chip [54].

A higher level of design would involve two or more microfluidic channels 
which are separated by porous membranes and where each channel is lined by 
different cell types as present at the interfaces between different tissues. For a 
multiple organ-on-a-chip design, specific chambers are lined with cells from dif-
ferent organs and each chamber is linked using channels. A specially created, 
miniaturized organ housed in a separate chamber and connected by microflu-
idic channels to mimic in vivo physiological structure and interactions between 
different organs is known as a body-on-a-chip [2,3,64,65]. To replicate tissue 
and organ more closely, recent organ-on-a-chip designs have incorporated cells 
embedded in ECM gels to create a 3D microenvironment [68], and multicellular 
constructs have been created using different types of tissue engineering tech-
niques, including 3D bioprinting [54,65,66]. For example, it has been possible to 
create epithelial or endothelial tissues that stably express differentiated functions 
in models of kidney [67], liver [68], brain [69], heart [70], skeletal muscle [71], 
and intestine [71]. On a higher order of function, microfabrication has allowed 
for integrating polarized epithelium with living vascular endothelium or stromal 
cell–containing connective tissue in 3D microfluidic devices that represent the 
eye [73] and brain [74]. 

Organs in the human body are complex systems, with different types of cells 
and tissues that form complex tissue–tissue interfaces. They also have multimodular 
structures consisting of smaller, repeating functional units that individually perform 
major characteristic functions of the whole organ (e.g., gas exchange in the alveoli of 
the lung, absorption in the villi of the gut, etc.). Therefore, to develop a useful tissue- 
or organ-level device for in vitro analysis of complex human physiology, it is neces-
sary to mimic the complex physical microenvironment in which cells are normally 
situated and also reproduce the physiological process. 

Replica molding techniques have been used to build a PDMS microdevice 
that mimics the complex structure of the endothelial–epithelial interface in liver 
 sinusoid [69]. Similarly, two stacked microfabricated PDMS chambers that were sep-
arated using a thin porous membrane were used to culture rat renal tubular epithelial 
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TABLE 1.1
Applications of Microfabrication Methods for Development of in Vitro 
Biological Systems and Organs-on-a-Chip

Tissue/Organ Fabrication Methods Platform Design Applications

Bone marrow Lithography, spin-coating, 
and laser cutting [75]

Bone marrow-on-a-chip Radiation-induced toxicity 
effects [75]

Brain Multilayer 
lithography [76]; 
lithography and 
microfluidics [77]; 
photolithography, 
spin-coating, and PDMS 
molding [69,78]

Chip-based 
microfluidic device 
mimicking cerebral 
vasculatures; 
blood-brain 
barrier-on-a-chip

Drug permeability testing 
through the blood brain 
barrier [76]; analysis of 
microfluidic blood-brain 
barrier device to replicate 
permeability and cell 
characteristics [77]; use of 
TEER measurements to test 
functionality of blood-brain 
barrier-on-a-chip [69]; 
axon diodes [78]

Cancer/tumor PDMA molding [79]; soft 
lithography, PDMS 
molding, and oxygen 
plasma treatment [80]; 
replica molding and 
optical lithography [81]; 
soft lithography, PDMA 
molding, and 
coating [82]

Cells-on-a-chip; 
microfluidic device

Studying chemotherapy 
resistance using a lung 
cancer microfluidic 
model [79]; observing the 
effects of various drugs on 
breast cancer cells through a 
droplet microfluidic 
device [80]; EIS biosensor 
for prostate cancer 
screening [81]; extravasation 
of cancer cell sthrough an 
endothelial barrier [82]

Heart Microcontact printing and 
soft lithography/
PDMS [83]; spin-
coating [70]; PDMS 
molding and oxygen 
plasma treatment [84]

Heart-on-a-chip; 
cardiac muscle-on-a-
chip

Reconstituting Barth’s 
syndrome through a 
functional heart-on-a-
chip [83]; structure–function 
relationships in laminar 
cardiac muscle [70]; 
ischemia/reperfusion injury 
analysis [84]

Intestine Multilayer 
lithography [85]; 
lithography, spin-
coating, and etching [72]

Cells in a microfluidic 
device; 
microfabricated 
membranes

Testing drug permeability in 
the intestinal epithelial cell 
membrane through use of 
microhole trapping [85]; 
polymer membranes for 
body-on-a-chip devices and 
functional model for 
potential integration in a 
body-on-a-chip design [72]

(Continued)
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TABLE 1.1 (continued)
Applications of Microfabrication Methods for Development of in Vitro 
Biological Systems and Organs-on-a-Chip

Tissue/Organ Fabrication Methods Platform Design Applications

Kidney Photolithography, replica 
molding, and PDMS 
bonding [86]; 
photolithography, 
PDMA molding, and 
oxygen plasma treatment 
[67]; PDMS 
molding [87]

Kidney-on-a-chip; 
cells in a microfluidic 
device

Testing the effects of drugs 
on the proliferation of a 
dynamic kidney 
microfluidic chip [86]; 
collecting duct-on-a-chip to 
investigate the effects of 
changes within a renal 
environment [67]; 
modeling epithelial-to-
mesenchymal transition in 
proximal tubules [87]

Liver Photolithography and 
spin-coating [88]; PDMS 
molding [89]; 
photolithography, 
spin-coating, PDMS 
molding, and oxygen 
plasma treatment [90]; 
hhotolithography and 
PDMS molding [91]

Cells in a microfluidic 
device; microtissue

3D HepaTox chip for 
hepatotoxicity testing [88]; 
integrated insert in a 
dynamic microfluidic 
platform to evaluate 
dynamic organ-organ 
interactions of the liver and 
intestine [89]; artificial 
liver sinusoid for primary 
hepatocyte culture [90]; 
making 3D hepatic 
microtissues [91]

Lung Photolithography, PDMS 
casting, spin-coating, 
and chemical 
etching [92]; PDMS 
molding, and chemical 
etching [93]

Lung-on-a-chip Modeling disease 
functions through a chip 
undergoing cyclic 
mechanical strain [92]; 
testing the transport 
properties with 
physiological “breathing” 
chip design [93]

Spleen Photolithography [94] Spleen-on-on-a-chip Fast-flow/slow-flow device 
for testing deformability of 
RBC in the spleen 
model [94]

Vasculature Micromilling, PDMS 
molding, and oxygen 
plasms treatment [95]

Microfluidic chip with 
tubular cell structures

Functional analysis: using 
tissue-engineered 
microenvironment systems 
to replicate vasculature 
environment [95]

(Continued)
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cells on the upper surface of the membrane, and represented a simplified kidney 
model for analysis of kidney transport barrier functions [68]. 

As another example, Huh et al. recently created a human lung-on-a-chip platform 
with alveolar-capillary–like interface of the lung air sac which could recapitulate the 
mechanism of breathing in the human lung [57]. This lung-on-a-chip consisted of a 
3D microfluidic device with two parallel microchannels, separated by a thin porous 
ECM coated PDMS membrane [97]. The flexible PDMS membrane in the central 
channel could be mechanically stretched and relaxed by application of cyclic suction 
to the two hollow chambers that enclosed the microchannels. Cyclic vacuum was 
applied to the side hollow chambers to induce outward bending or inward recoil of 
the elastic walls of the central PDMS microchannels and repeating this actuation 
cycle to produce ∼10% cyclic strain. This way, it was possible to generate dynamic 
mechanical distortions similar to those observed in the air sac of the living human 
lung. This is an interesting example of using microfabrication to produce a func-
tional lung-on-a-chip. 

Recently, it has been demonstrated that the rational use of microfabrication 
methods is a brain-on-a-chip system that has asymmetric microchannels to mimic 
the complex, oriented neuronal networks and tissue–tissue interfaces seen in the 
brain [78]. Here, two cell culture chambers were separated by an array of gradually 
narrowing funnel-shaped microchannels that formed selective filters to enable uni-
directional axonal growth. 

Another chip device, microfabricated elastomeric valves, were used to allow 
precise positioning and co-culture of hippocampal neurons and glial cells for 
several weeks [98]. By culturing primary rabbit corneal epithelial cells on a thin 
collagen gel membrane suspended across a PDMS microchannel, a microfluidic 
 cornea model was developed to create a fully biological tissue–tissue interface [73]. 

TABLE 1.1 (continued)
Applications of Microfabrication Methods for Development of in Vitro 
Biological Systems and Organs-on-a-Chip

Tissue/Organ Fabrication Methods Platform Design Applications

Skeletal 
muscle

Photolithography, 
spin-coating, deep 
reactive ion etching, and 
plasma enhanced 
chemical vapor 
deposition [71]

Muscle on silicon 
cantilever

Drug/toxicity testing: toxin 
detection [71]; muscle 
performance 
enhancement [71]

Multiple 
organ

Replica molding, plasma 
oxidation [96]

Multiple 
cells-on-a-chip

Drug/toxicity testing: 
human-on-a-chip 
fabrication for drug 
testing [96]

Multiple 
organ

3D bioprinting [53,56] Body-on-a-chip Drug/toxicity testing: 
organoid-based body-on-a-
chip [53,56]
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This  microengineered, microfluidics-based cornea-on-a-chip device can be used 
for screening ocular irritants, as was demonstrated by permeability assays to detect 
 corneal epithelial damage induced by sodium hydroxide. 

Cells and tissues are exposed to different kinds of biochemical gradients in their 
native microenvironment and attempts to model this system in an in vitro envi-
ronment can only be possible because of novel uses of microfluidics. Kim et al. 
have created such a system, a human gut-on-a-chip [99]. The microfluidics system 
was used to exert cyclic mechanical strain and fluid flow onto cultured human 
Caco-2 intestinal epithelial cells, and this stimulus results in spontaneous forma-
tion of villi-like undulated structures that exhibited normal intestinal barrier func-
tions. This gut-on-a-chip was also used for long-term co-culture of the bacteria 
Lactobacillus sp. (a normal gut microflora) along with host epithelial cells, and 
it was found that intestinal barrier function was enhanced and was similar to that 
seen in vivo. 

An example of generating mechanical cues through microfluidics is mechanical 
distortion of cells in a lung-on-a-chip to reproduce ventilator-induced lung injury 
seen in many patients [100]. Jang and Suh used a kidney-on-a-chip device to dem-
onstrate that in addition to inducing morphological polarization, application of the 
shear stress also resulted in the formation of normal transport functions in the epi-
thelium, as seen in healthy human kidneys [67]. 

In additional to mechanical cues, microfabrication has been used to apply elec-
trical stimulation to cultured cells and analyze cellular responses. In devising a 
heart-on-a-chip, Grosberg et al. cultured neonatal rat ventricular cardiomyocytes on 
micropatterned (with ECM proteins) thin, flexible PDMS films that induced myo-
genesis [70]. Electrical stimulation was then applied to this tissue, which generated 
contractile stresses. This heart-on-a-chip system can provide a robust platform to 
measure the effects of drugs and their cardiotoxicity in response to pharmacological 
stimulation. 

Engineering of biochemical microenvironments is possible using microfabrica-
tion methods, which can create biomimetic microsystems in vitro. In a study by 
Allen et al., oxygen gradients generated in a perfused bioreactor caused regional 
variations in hepatocyte function along the liver sinusoids—a characteristic of nor-
mal liver zonation in vivo [101]. Microengineered perfusion systems could enhance 
hepatic transport [102] and maintain viability of 3D liver tissues [103]. Unlike 3D 
static cultures, the microfluidic-based chip platform enables design and control over 
many system parameters by integrating microsized sensors into the system. This 
would allow real-time analysis of a broad array of physiological processes in the 
cultured cells or tissues in the chip platform. Some examples where microsensor-
based chips are being used to analyze physiological processes include measurement 
of tissue barrier integrity [104], cell migration [105], oxygen, glucose, pH [106], and 
fluid  pressure [107] measurements. Microchannel geometry can also be optimized 
to enhance oxygen and nutrient delivery to cells in organoids within the organ-on-a-
chip, thereby increasing survival and functionality. 

Another use of microfabrication for controlling cellular interactions and response 
in a device is by creating nanoporous membranes [108] and posts [109], which 
would separate the cells from the fluid flow path, thereby independently controlling 
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exposure of chemical gradients to individual cell types and also minimizing fluid 
shear stress on cells [90]. In a microfabricated liver-on-a-chip, the natural endothe-
lial barrier of the liver sinusoid was recreated by culturing primary human hepato-
cytes in an area that was separated from the active flow channel by microchannels 
with around 30-µm inner diameters. This device was then used for analyzing the 
hepatoxicity of the drug diclofenac [90]. 

More importantly, microfabricated organ-on-a-chip platforms can be used to 
model disease pathologies for understanding mechanisms and testing therapies. 
Torisawa et al. developed a multilayered microfluidic device in which cancer cells 
were patterned in a microchannel at spatially defined positions relative to cells that 
secreted chemoattractants (source cell) and cells that scavenged the chemokines 
(sink cells) [109]. This system allowed modeling of chemotaxis of cancer cells dur-
ing metastasis. Renal interstitial fibrosis, which occurs during development of pro-
teinuria nephropathy, was recently recreated using a kidney-on-a-chip platform, 
where exposure of renal epithelial cells to complement C3a containing culture 
media induced apoptosis in these cells [87]. Heart ischemia has been recreated using 
an organ-on-chip device, using a dynamic variation of oxygen tension [84]. Such 
devices and pathological models can be useful for screening drug candidates capable 
of treating this life-threatening condition. 

1.5 3D BIOPRINTING OF ORGAN-ON-A-CHIP 

To build any physiologically relevant organ-on-a-chip platform, it is important to 
first create small tissue- or organ-like structures (organoids) that have structural and 
functional characteristics similar to the native tissue or organ being represented. 
Different types of systems have been developed as organs-on-a-chip. These include 
some simple ones containing a perfused microfluidic chamber with a single type of 
cultured cell (e.g., cardiomyocytes or hepatocytes), and some complex ones that have 
two or more cell types lined along porous membranes and connected with micro-
channels. All these systems have been useful in studying some aspects of human 
tissues in vitro, but they still do not truly represent the complex structure and func-
tion of native tissues and organs. To develop these platform systems, advanced tissue 
engineering techniques are needed, and 3D bioprinting represents one such highly 
capable platform. 

The advantages of the 3D bioprinting technologies (mostly direct-write bioprint-
ing) are that multiple biological components (biomaterials, cells, or bioactive factors) 
can be printed simultaneously in a precise manner to mimic the native tissue or 
organ structures, and subsequently its specific functions [13–15]. These technolo-
gies would better control the geometric and compositional structure of the tissue- or 
organ-specific organoids to provide more anatomical and functional similarity to 
human tissues or organs (Figure 1.2). 

In addition, 3D bioprinting technologies would be used to deliver multiple 
organoids-in-a-chip to mimic the human body’s response to harmful chemical and 
biological agents and to develop potential treatments for such exposure [110]. One 
can envision that in future multi-organ physiological systems using 3D bioprinting 
capacity, it might be possible to use the heart-on-a-chip to actively and naturally 
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pump fluid though the whole system, while using the lung-on-a-chip to oxygenate, 
liver-on-a-chip to metabolize, kidney chip to cleanse the circulating blood substi-
tute, and so on. In the near-term, it is likely that external pumps would be used to 
drive fluid flow and control variations in fluid flow and dynamics that are required 
to maintain viability of many different cells linked within a single, integrated, chip-
based, multi-organ physiological test system.

1.6 CURRENT CHALLENGES 

Several challenges need to be overcome before organ-on-a-chip platforms can find 
widespread use in clinical laboratories, medical facilities, and pharmaceutical and 
biopharmaceutical companies. Fabrication of organs-on-a-chip requires precise 
microengineering capabilities, such as uniformly seeding cells in the microfluidic 
channels and controlling cell–ECM and cell–cell interactions to achieve optimal 
relationships between tissue structure and function. Also, continuous perfusion of 
the system may erode (or degrade) thin ECM coatings over time, thereby affecting 
cell survival, and formation of bubbles in the microfluidic channels can damage cell 
layers and hamper the function of the chip. 

Another technical challenge is the availability of human-derived cells in enough 
numbers, their incorporation into the chip, and maintaining their viability for the 
duration of the chip’s use. In the case of macroscale 3D culture systems, it would be 
a challenge to carry out high-resolution imaging or analyze processes of inner parts 
of the tissue in the chip. Possible solutions to this include integrating these chips 
with on-line analytical tools such as microfluorimetry, electrode arrays, or even a 
fluorescence microscope. 

Organ–organ interactions add another layer of complexity to multiple organ-on-
a-chip platforms, mainly in scaling of the results from in vitro testing using cells or 
miniaturized tissues to the original size of the human tissue or organ in vivo [111,112]. 
Hence, the practical usefulness of organ-on-a-chip systems would depend on address-
ing this scaling effect and devising a way to accurately correlate the  analysis data. 

Another challenge for creating a clinically useful organ-on-a-chip is technical 
robustness of the system. Various factors, such as cells, transport of nutrients and 
biological factors, gradient maintenance, and fluidic control must work together 
to achieve optimal function. Improvements in chip design should address factors 
that are relevant to the function of the organs, such as recreating the microscale 
ecosystem for cells, inducing appropriate mechanical forces, efficient permeation 
rates, and so forth. For a body-on-a-chip device, where tissues representing differ-
ent organs of the human body are linked together to function as a single system, 
a “universal blood substitute” is also required that can support all tissues, similar 
to what blood does in the human body. A significant hurdle here is that culture 
media is usually optimized for specific tissues, and some media are also selec-
tive in the use of externally added serum, growth factors, and other additives. For 
example, in a study examining the use of growth factors in an organ-on-a-chip 
device that included cells from the kidney, lung, and liver, it was found that addi-
tion of TGF-β enhanced the function of one cell type but inhibited the function 
of another [113]. 
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Creating a system for time-release of growth factors (or drugs) or devising a uni-
versal culture medium to support multiple cell types can be a promising approach 
to integrating multiple tissue types on a single chip platform. However, recreating 
some in vivo tissue-specific functions, such as capturing the sustained production of 
metabolic enzymes or directional biliary ductal clearance might still be difficult in 
a liver-on-a-chip that is made today. Finally, the different types of organ-on-a-chip 
being currently developed (or those that will be developed in the future) will require 
reproducibility and reliability as an analytical platform. Simplification of micro-
fabrication methods for mass production and automation of device operation are 
requirements so that they can be used reliably as commercial analytical platforms 
and point-of-care diagnostic devices.

1.7 FUTURE OUTLOOK

Microfabricated organs-on-a-chip are emerging as a powerful platform not only for 
in vitro testing of chemicals, toxic compounds, and biological agents, but also for the 
study of human pathophysiology and tissue development. Many pioneering efforts 
have developed devices which mimic in vivo–like microenvironments to model 
human tissue structures and physiology outside the body. 

Future improvements in organ-on-a-chip designs would include incorporation 
of nanoscale sensors and molecular reporters that would enable extension of in-
line and time-lapse monitoring of multiple tissues or organs for parameters such 
as temperature, pressure, fluid flow, glucose, pH, oxygen, and so on [111,113]. 
Simultaneous analysis and scaling-up of sample numbers would increase the sta-
tistical significance of results obtained from these chips. Controlling long-term 
survival and enhancing differentiation and function of cells in the chip can be 
achieved by controlling fluid flow, and this would enable testing or analysis to be 
carried out on clinically relevant time scales for chronic pathophysiological con-
ditions which are usually for a duration of several weeks. Controlling fluid flow 
in organs-on-a-chip can enable modeling of absorption, distribution, metabolism, 
and excretion (ADMET) properties of drugs, which can predict their pharmaco-
kinetic/pharmacodynamic properties more reliably. A combination of mathemati-
cal scaling and clearance dynamics data is already making this possible [114]. 
Pharmaceutical and biotechnology companies can derive the greatest value from 
organ-on-a-chip platforms if clinically relevant pharmacokinetic/pharmacody-
namic modeling protocols can be developed for these systems [114]. In addition 
to validation and prioritization of lead drug candidates, these companies can use 
the organ-on-a-chip platforms to determine dosing and safety margins of drugs 
for clinical trials and also for analyzing drug toxicities and alternate effects. 
Identification of new biomarkers of disease response, drug efficacy, and toxicity 
are other advantages of using organs-on-a-chip during clinical testing of pharma-
ceutical compounds. 

The development of organs-on-a-chip is still in its infancy. New avenues for drug 
discovery and personalized medicine can open up if this technology can effectively 
recapitulate a broad range of responses to drugs and toxins that organs in the body 
generate. Other advancements that could popularize the use of organ-on-a-chip 
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devices include automation of sample collection and processing, feedback controls, 
programmable monitoring, and so on. 

Fundamental processes that can be addressed and analyzed using this platform 
system include tissue development and regeneration, differentiation, disease process, 
immune response, infection, and so on. However, complex physiological systems such 
as the nervous system, adaptive immune response, and pathophysiology of chronic 
diseases might still be difficult to evaluate using the currently available organ-on-
a-chip devices. For example, in the case of liver-on-a-chip, it has still not been pos-
sible to integrate a biliary outflow tract into these devices or to sustain physiological 
function of the liver in these chips for a long-term period. Only simple physiological 
processes, such as production of albumin, clotting factors (liver- specific proteins), 
effects of ischemia, regional hypoxia and nutritional deprivation, and energy metab-
olism, can currently be determined. However, with the rapid advancement taking 
place in this field, analysis of complex physiological and pathophysiological phe-
nomena may soon be a possibility. If multiple parameters such as precise position 
of cells, molecular and oxygen gradients, and mechanical forcing can be applied 
independently and simultaneously with real-time analysis of molecular-scale events 
in a chip platform, this will represent the true power of microfabrication and micro-
system engineering. 

Synthetic in vitro models of the whole body are being created by generating func-
tional units of organs with functional interfaces and placing them in a single, inte-
grated chip platform. A useful advancement in such a system would be to replace 
inert channels with an endothelium-lined, microfluidic vasculature to create a true 
human “body-on-a-chip” which can be integrated with automated, time-lapse micro-
scopic imaging and different types of sensors for analyzing multiple parameters 
simultaneously. It is highly likely that future organ-on-a-chip systems will have the 
capabilities to produce testing outcomes that are equivalent to or better than those 
obtained from animal testing. Organ-on-a-chip devices incorporating human cell-
derived functional structure would offer real-time, quantitative analysis of the physi-
ological response to drugs, toxins, and biological agents. 
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2 Three-Dimensional 
Cell Culture

Ivy L. Mead and Colin E. Bishop

2.1  SUMMARY OF THREE-DIMENSIONAL CELL 
CULTURE: A BRIEF OVERVIEW OF THE FIELD

2.1.1 lEgacy anD Utility of tWo-DimEnSional cEll cUltUrE

Two-dimensional cell culture refers to the practice of growing homogenous cell popula-
tions, in monolayer, on a plastic culture surface (Figure 2.1). This method of maintain-
ing and expanding cells has been instrumental to expanding our understanding of how 
cells interact under a wide variety of conditions. This technique has been so successful, 
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in fact, that it is now the bedrock that underlies decades of life sciences research (Tibbitt 
and Anseth 2009). Two-dimensional cell culture has shaped the way cellular assays have 
been developed and optimized, and allows for repeatable research. In some cases, the 
cellular assays can even be automated, making high-throughput testing possible. Cells 
in this format are also simple to manipulate, allowing for ease of training. In combina-
tion with other supportive technologies, such as improved culture medium compositions 
and methods involving thin surface coatings of extracellular matrix materials over the 
plastic surface of the culture vessel, monolayer culture has become more sophisticated 
(Zhang et al. 2009). Some cell types behave similarly to in vivo when cultured on tra-
ditional, flat surfaces; for example, keratinocytes and corneal epithelial cells are able to 
self-organize to form complex structures (Suuronen et al. 2005). 

2.1.2 limitationS of tWo-DimEnSional cEll cUltUrE

However, a majority of cell types do not adapt naturally to two-dimensional cul-
ture conditions, presenting challenges when attempting to use them as accurate and 
meaningful models. It is not an ideal configuration for most cell and tissue types, 
because it is not representative of how those cells would thrive in vivo. In monolayer 
culture, cells are forced to adapt a rigid, flattened morphology as they adhere to the 
planar surface rather than other cells or extracellular matrix as they would in a native, 

FIGURE 2.1 Illustration of traditional monolayer cell culture. Cells are often seeded in 
a specific density according to their growth dynamics, particularly rate of proliferation. 
Monolayer culture can be further supported by the addition of an ECM coating on the surface 
of the culture plastic. Differentiated HepaRG cell line grown in monolayer is shown in light 
microscopy image above. Note that visible cell morphology is often visibly different in cells 
cultured in two dimensions, particularly over time in culture. 
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three-dimensional microenvironment. This tends to cause cells to  dedifferentiate 
and display altered proliferation similar to a cancerous phenotype (von der Mark 
et al. 1977; Petersen et al. 1992). This alteration is associated with reorganization of 
the cell cytoskeleton forming stress fibers, as well as changes in how cells interact 
physically with each other, such as by intracellular junctions (Wong and Gotlieb 
1986; Harris et al. 2012). The phenotypic alterations go beyond morphological char-
acteristics, with gene expression changes occurring when the cells are not receiv-
ing the signals they would in their native tissue, further altering cell behavior and 
response (Ghosh et al. 2005).

These significant differences between cells cultured in two dimensions com-
pared to in vivo have been a major limiting factor in preclinical drug testing. In this 
context, monolayer cultures are commonly used to predict drug toxicity to provide 
a representation of human tissue response that is lacking in animal models (Paul 
et  al. 2010). Primary human hepatocytes serve as an example of a cell type that, 
when standardly cultured in monolayer on a thin coating of Matrigel or collagen I, 
does not maintain viability or function sufficient for most applications past a few 
days (Knobeloch et al. 2012). However, when cultured in three dimensions either by 
embedding the cells in hydrogel or by the formation of spherical aggregates, hepa-
tocytes are able to retain valuable drug detoxification functionality and viability for 
longer time points (Berthiaume et al. 1996; Messner et al. 2013). The major distinc-
tion is that by providing hepatocytes with a three-dimensional culture environment, 
they are able to form important cell-cell and cell-extracellular matrix connections 
as they would in the native liver, leading to polarization and long-term differentia-
tion, preventing cell death (Lee et al. 2013). Two-dimensional cell culture has been a 
reliable method for studying a variety of aspects of cell biology; however, it may not 
be ideal for replicating most in vivo cell states.

2.1.3 charactEriSticS of thrEE-DimEnSional cEll cUltUrE

Three-dimensional cell culture provides a vastly improved microenvironment when 
compared to traditional monolayer methods. In this setting, cells are better able to 
interact closely with other cells and the surrounding extracellular matrix. This causes 
considerable changes to cell phenotype and behavior, opening up a whole new con-
text for research. In three dimensions, cells are able to more easily polarize and self-
organize to form functional structures similar to in vivo (Chen 1997; Abu-Absi et al. 
2002). When cell interaction is facilitated in three dimensions it leads to the forma-
tion of solute gradients and also allows for intracellular signaling, both of which are 
more challenging to achieve in monolayer. In addition, cells are able to move more 
freely, allowing for self-organization, and are able to interact directly with the sur-
rounding extracellular matrix, allowing for mechanisms relying on adhesion, cell 
contraction, and extracellular matrix remodeling (Huh, Hamilton, and Ingber 2011).

2.1.4 thrEE DimEnSionS, thE fUtUrE of cEll cUltUrE

The possible applications for three-dimensional cell culture are wide-reaching, 
and these models have already been adopted in many different fields of study. 
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Three-dimensional cell culture can also be used to model of tissues, specific aspects 
with potential for use in exploring mechanistic hypotheses. Historically, cancer biol-
ogy has pioneered and developed many three-dimensional cell culture methods for 
the study of cancer development; for example, the use of aggregates to simulate 
aspects of tumor development (Mueller-Klieser 1987). There is a need for in vitro 
models allowing for the stable culture of human cells. Animal models are able to 
provide invaluable insight into many clinical challenges, however they are not com-
parable to human responses in all respects, particularly when studying pathogen-
specific or drug-specific effects (McGonigle and Ruggeri 2014). In addition, there is 
a commercial need for less expensive and more high-throughput models for human 
tissues. Development of models that provide human tissue specificity, tissue com-
plexity and functionality, and high-throughput screening capabilities could aid in 
decreasing the high cost of new drug development by making the preclinical process 
more efficient and predictive. Three-dimensional cell culture models also have great 
potential for clinical contexts by allowing for the production of more complex and 
functional tissues, which may successfully be used in the replacement or repair of 
damaged regions. Three-dimensional cell culture models are an invaluable tool for 
researchers in multiple fields and help bridge the gap between traditional monolayer 
cell culture and the complexity of animal models.

2.1.5 challEngES aSSociatED With 3D cEll cUltUrE

Several ongoing issues remain in three-dimensional cell culture, some more challeng-
ing than others, depending on the culture format. These challenges range from main-
taining cell functionality and viability with the addition of more complexity to a lack 
of techniques capable of analyzing these cultures. Frequently, oxygen availability is 
a limiting factor in three-dimensional cell culture. Increase in size and complexity of 
the model, an important feature of this method, must be carefully controlled if necro-
sis is to be avoided (Asthana and Kisaalita 2012). Another significant set of challenges 
for three-dimensional cell culture is a lack of optimized methods for analyzing more 
complicated structures. In particular, it is difficult to analyze using methods requir-
ing fluorescent or chemiluminescent signals due to limitation of sample thickness or 
layering (Graf and Boppart 2010). Difficulty in validation, which allows for a more 
confident comparison between these complex models and in  vivo tissues, prevents 
more widespread adoption of three-dimensional cell culture techniques. 

2.2 THREE-DIMENSIONAL CELL CULTURE MICROENVIRONMENT

In cell culture, the microenvironment provides important cues that are crucial for 
influencing many aspects of cell behavior, including cell adhesion, proliferation, dif-
ferentiation, morphology, and gene expression (Tibbitt and Anseth 2009; Asthana 
and Kisaalita 2013). One example is the process of differentiating stem cells into 
specific niches with the assistance of growth factor gradients (Petersen et al. 1992). 
The degree of complexity provided by extracellular matrix and molecular gradients 
allows three-dimensional cell culture models to effectively mimic native tissues to a 
much greater degree than in traditional monolayer culture. 
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2.2.1 ExtracEllUlar matrix iS imPortant for cEll bEhavior

Important aspects of microenvironment include composition and derivation of the 
extracellular matrix. Defined matrix content varies by tissue type, as well as by 
disease state. Extracellular matrix is composed of a network of collagen and other 
support fibers punctuated by hydrated glycosaminoglycans, proteoglycans, and gly-
coproteins (Lee, Cuddihy, and Kotov 2008). Fibrous proteins, such as collagens, 
fibronectin, and laminin, provide the basis of mechanical action for cells. Other pro-
teins provide sites for integrin binding and other factors allowing for communication 
between cells and extracellular matrix (Cukierman et al. 2001). Stiffness of extra-
cellular matrix provides specific messaging to cells, leading to distinct phenotypic 
changes (Engler et al. 2006; Gieni and Hendzel 2008). For example, some cells may 
manipulate the extracellular matrix by contraction, providing cues to other cells, 
i.e., the degree to which they contract is controlled by the degree of stiffness (Grinnell 
et al. 1999). In addition, stiffness affects how easily cells can migrate through their 
microenvironment, with a soft matrix facilitating migration more than a stiff matrix 
(Zaman et al. 2005). By binding growth factors and other proteins, such as TGFβ, 
VEGF, and HGF, the extracellular matrix also plays a part in controlling local gradi-
ents of solutes (Davis 1988; Ruhrberg et al. 2002). Extracellular matrix components 
bind these factors, slowing their diffusion or storing them until cells trigger their 
release during extracellular matrix modulation (Griffith and Swartz 2006). In many 
disease states, extracellular matrix remodeling is a key part of the pathology. In liver 
fibrosis, for example, the extracellular matrix is dramatically altered with a replace-
ment of the normal basement membrane-like extracellular matrix with a continuous, 
stiff, collagen-rich scar, perpetuating the local inflammatory response and altering 
cell behavior (Bataller and Brenner 2005). Changes in the extracellular matrix com-
position, and thus its characteristics, affect how the local cells behave.

2.2.2 molEcUlar graDiEntS in thrEE-DimEnSional cEll cUltUrE 

In three-dimensional cell culture, molecular gradients of components such as oxy-
gen, nutrients, and effector molecules influence cell viability and differentiation. 
Gradients of molecules can be altered by a variety of factors, such as rate of diffu-
sion or perfusion of tissue, degree of cell consumption or production of materials, 
and whether or not there is a source of flow surrounding the culture (Derda et al. 
2009). These gradients can be important because they may directly affect local cell 
behavior, i.e., a stronger concentration of a solute in one area of the culture may lead 
to a different cell phenotype than it would in an area with a weaker concentration. 
One of the critical limiting factors of many forms of three-dimensional cell culture 
is the oxygen gradients. Oxygen is poorly soluble in culture medium, which can lead 
to decreased viability in some regions of the culture (Glicklis, Merchuk, and Cohen 
2004). The problem of oxygen deprivation is sometimes overcome either by provid-
ing movement of culture medium or by generating a vascular network within the 
tissue to ease oxygen perfusion into the center of the tissue (Asthana and Kisaalita 
2012). However, in some models, such as in tumor development, the lack of oxygen 
may be advantageous. 
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2.3 SCAFFOLDS

Scaffolds, critical to tissue engineering, are three-dimensional structures that sup-
port the growth of a culture, allowing cells to self-organize as they shape or remodel 
their environment (Lee, Cuddihy, and Kotov 2008). The properties of individual 
scaffolds are dictated by the characteristics of the biomaterial from which they 
are made, the selection of which varies according to the application. Scaffolds 
are used for both experimental cell culture and clinical applications. There are 
several important aspects that should be examined when designing scaffolds for 
three-dimensional cell culture. Scaffolds are designed to be inert, biocompat-
ible, or supportive, particularly when used for clinical applications. Porosity and 
pore size of the scaffold influence the way that the cells adhere, navigate, and 
interact with the material, and also how nutrients perfuse through the structure. 
Optimal porosity and pore size allow for better solute perfusion within a structure 
and in some cases can even be used to promote formation of vascular structures 
(Bramfeldt et al. 2010). As with native extracellular matrix, the stiffness and other 
mechanical properties of the biomaterial can alter cell phenotype, as well as pro-
vide simple architectural support. Specific properties can be incorporated into the 
scaffold depending on the cell culture requirements. Many scaffold materials can 
be coated with extracellular matrix components or pre-seeded with growth factors 
or other biochemical factors, which can affect cell populations in various ways 
(Mann and West 2002). Some scaffolds are designed to be biodegradable to allow 
for remodeling of the microenvironment by the cells. This is also desirable in clini-
cal applications where a permanent structure is not needed once the engineered 
tissue is stable. 

2.3.1 mEthoDS anD matErialS for ScaffolDS

A range of methods and materials have been developed to produce functional 
scaffolds to support cell culture for a variety of applications. Synthetic materials 
commonly used to produce more solid structures include polylactic acid, polygly-
colic acid, and polycaprolactone. Design of scaffolds provides the opportunity for 
creativity, with many configurations possible. One method uses paper augmented 
with hydrogel, stacked to form a supportive scaffold allowing for construction of 
oxygen and nutrient gradients (Derda et al. 2009). A description of the full range 
of methods for manufacturing scaffolds is outside the scope of this chapter but can 
be found in a number of specific reviews (Carletti, Motta, and Migliaresi 2011). 
It  is  important to note that scaffold production methods differ in their ability to 
 reliably reproduce a final product. Commonly used methods for scaffold manufac-
turing and manipulation include solvent casting and particulate leaching (Mikos 
et al. 1994), emulsion casting, fiber bonding, electrospinning (Pham, Sharma, and 
Mikos 2006), and solid free-form fabrication (Hollister 2005). Each of these meth-
ods has its own advantages and challenges. Cells can be implanted onto the scaf-
fold during or after the manufacturing process, as in three-dimensional bioprinting 
(Mironov et al. 2003). Hydrogels, a type of scaffold, are important enough to merit 
their own section, to follow.
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2.3.2 challEngES aSSociatED With ScaffolDS

There are challenges associated with the use of scaffolds for three-dimensional cell 
culture, although many are related to the specific method used. As previously men-
tioned, one issue that can affect three-dimensional scaffold cultures is inadequate 
oxygen perfusion throughout the entire structure. This can cause aberrant cell phe-
notypes and decreased viability. Fabrication techniques can also be labor-intensive 
and difficult to automate. Combined with the aforementioned analysis challenges, 
this limits high-throughput applications.

2.4 HYDROGELS

Hydrogels have long been used as a tool for three-dimensional cell culture. They 
are broadly defined as a network of interlacing, hydrated polymer chains forming 
a three-dimensional matrix encapsulating cells, and can be considered a type of 
scaffold (Cushing and Anseth 2007). Hydrogels can be made in a variety of formats 
depending on the type of material used and the method of fabrication. Depending 
on the cell type, the hydrogel microenvironment may be tailored to provide any 
mixture of traits, such as matrix stiffness, degradation, porosity, or availability of 
endogenous signals. For example, the way that a cell migrates through a hydrogel 
depends on the hydrogel’s material characteristics (Gobin and West 2002). A major 
area of focus for hydrogel development has involved increasing mechanical ver-
satility, allowing for greater manipulation required for applications such as bio-
printing, and reactivity to biological stimuli (Kopeček 2007). Hydrogels have been 
designed that are responsive to specific thresholds of pH, temperature, and light 
(Miyata, Asami, and Uragami 1999). Furthermore, hydrogels can be biodegrad-
able, which allows for support of the cells while allowing them to remodel their 
structure as needed (Ulbrich, Strohalm, and Kopeček 1982). Biodegradability of 
hydrogels can also be used in order to provide controlled release of solutes, such 
as small molecules and growth factors (Li, Rodrigues, and Tomás 2012). Thus, 
they can be helpful for differentiating cells or as part of clinical tissue repair 
technologies.

2.4.1 mEthoDS anD matErialS for hyDrogEl cUltUrE

Hydrogel characteristics can be changed by modulating a variety of different factors, 
including concentrations of the ingredients (e.g., amounts of specific extracellular 
matrix components), crosslinking to increase stiffness, and providing different num-
bers of adhesion ligands for cell-extracellular interaction. Hydrogels can be made 
from a variety of biomaterials, each with their own characteristics to consider. They 
fall into two main categories: naturally-derived and synthetic, but can also be mixed 
in hybrid configurations. 

Natural hydrogels include Matrigel, which is made out of native extracel-
lular matrix proteins collected from a cell line, as well as collagen and algi-
nate. Another form of natural hydrogel uses decellularized tissue extracts. 
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Extracellular matrix is collected from a specific tissue, then combined with a 
hydrogel material to be used to support cells of that tissue type (Skardal et al. 
2012). Chitosan hydrogel is an example of a naturally-derived substrate that is 
degradable and supportive for several different cell types (Moura et  al. 2011). 
Hyaluronic acid hydrogels are also commonly used because they are compatible 
with crosslinking materials. 

Synthetic gels can be produced from a variety of inert materials and using many 
fabrication techniques. Poly-(ethylene glycol) is an example of a material commonly 
used in three-dimensional culture. In contrast to natural gels, synthetic hydrogels 
can be produced uniformly and are easily reproducible and characterized. Simple 
synthetic materials lack some functional signals for cells, like the active sites found 
in natural extracellular matrix, limiting their potential to support cells (Mahoney 
and Anseth 2006). Hybrid natural-synthetic materials offer a compromise and 
allow for more control over the ability to reconstruct a specific microenvironment. 
By  combining natural components, such as extracellular matrix molecules, with 
defined synthetic gels, a more easily reproducible and functional scaffold can be 
produced (Salinas et al. 2007).

2.4.2 challEngES aSSociatED With hyDrogEl cEll cUltUrE

One challenge with natural hydrogels is that their components can be variable 
and not well characterized, which can make it difficult to isolate specific cellular 
mechanisms responsible for resulting aspects of the culture. Hydrogels also carry 
the previously mentioned challenges of oxygen availability and analysis limitations 
associated with most three-dimensional cell culture. They can also be difficult to 
manipulate, although specific mechanisms for selectively solidifying gels (such as 
changes to pH or temperature, and UV light treatment) have been designed to make 
them more user-friendly.

2.5 SPHEROIDS 

Spheroids, scaffold-free aggregates of cells, have been used for a variety of pur-
poses over the decades (Holtfreter 1943; Moscona and Moscona 1952). Spheroid 
culture is particularly useful for co-culture in which cells can easily organize 
themselves into distinct layers. This flexibility in microenvironment also allows 
for natural neovascularization (Figure 2.2) (Fennema et  al. 2013). Spheroids (in 
the form of embryoid bodies) have been used to aid in the process of differentiat-
ing stem cells, as well as to better understand the dynamics of tumor development 
(Kurosawa 2007). However, recently their uses have been expanded to include a 
broad array of research applications. They are especially useful in drug toxicity 
studies, as their spheroid form allows for the culture of human cells in a more 
stable environment, supporting differentiation and viability (Kelm et al. 2003). In 
addition, being composed of multiple layers of cells rather than a single one, they 
provide a greater physical barrier to perfusion of drug compounds than in a tradi-
tional monolayer culture. Most importantly, spheroids have the potential for high 
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throughput screening applications (Hsiao et  al. 2012). The process of producing 
spheroids and many of the aspects of testing required for drug toxicity studies can 
be easily automated (Kelm and Fussenegger 2004). Many methods for spheroid 
production produce tissues of controllable and uniform size, avoiding size-related 
oxygen limitations. Due to their relatively small size, they are also more easily ana-
lyzed using common techniques such as microscopy. 

2.5.1 mEthoDS anD matErialS for SPhEroiD cUltUrE

Spheroids can be produced by a large variety of methods, so only the most common 
will be discussed here. All of these methods of spheroid formation rely on a single 
principle of cell biology, inherent cadherin and integrin binding abilities of cells 
(Casey et al. 2001; Robinson, Foty, and Corbett 2004; Shimazui et al. 2004).

One widely used method is hanging drop aggregation, which allows the cells to 
form a compact aggregate in the bottom of a droplet hanging from the underside of a 
surface (Foty 2011). This method is technically simple and is able to produce uniform 
sizes of tissue based on the number of cells seeded in the drop (Mehta et al. 2012). 
Spinner flasks, or similarly designed bioreactors, can be used to rapidly form spher-
oids and provide the added benefit of medium movement (Engelberg, Ropella, and 
Hunt 2008). However, many cell types do not readily form aggregates in the spinner 
flask system and aggregate size cannot be controlled. Micropatterned or treated mate-
rials providing an ultra-low adherence surface can be used to form spheroids by mak-
ing it easier for the cells to adhere to each other rather than the surface, although this 
method may not provide compact spheroids using all cell types (Yuhas et al. 1977). 

250 µm

Liver organoid

FIGURE 2.2 Spheroid aggregation process. First, cells are seeded in the aggregating envi-
ronment (e.g., hanging drop plate) along with basal medium and ECM components to aid 
in formation. Cells begin to aggregate and self-organize rapidly, forming a tight aggregate. 
A whole-mount fluorescence image shows a cardiac spheroid expressing neovasculariza-
tion marker VEGF (left); a light microscopy image shows a liver spheroid cultured for long-
term characterization (center); and an H&E stained section of a liver spheroid shows its tight 
 structure (right). 
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Synthetic molds, frequently fabricated out of polydimethylsiloxane, can also be used 
to produce uniform aggregates, and can be made more efficient and supportive when 
combined with microfluidic systems (Ungrin et al. 2008; Torisawa et al. 2007).

2.5.2 challEngES aSSociatED With SPhEroiD cUltUrE

The primary challenge with the spheroid culture format (when these tissues are con-
sidered as single units), is that the degree of tissue-specific complexity possible is 
limited. This limitation is due to their small size and their lack of the architecture nec-
essary to support complexity. However, using spheroids as functional building blocks 
has been explored to overcome this problem (Mattix et al. 2014). In addition, some 
cell types do not form spheroids as readily as others. Particularly slow are differenti-
ated adult cells such as hepatocytes. These cells can benefit from being co- cultured 
with support cells such as human umbilical vein endothelial cells (HUVECs).

2.6  SUPPORTING TECHNOLOGIES—BIOREACTORS 
AND MICROFLUIDIC CHIPS

Complexity can be added to cultures created with three-dimensional cell culture 
methods by utilizing one of the several supporting technologies. This section will 
feature bioreactors and microfluidic chips, technologies that have been used to pro-
vide the property of shear flow, the movement of medium around a tissue. 

2.6.1 backgroUnD, mEthoDS, anD challEngES With biorEactorS

Bioreactors in the context of three-dimensional cell culture are machines used to 
support cell cultures in a specific physiological environment. Bioreactors can be used 
for cell expansion in large quantities as well as for tissue fabrication (Hansmann 
et al. 2013). They have been used to produce spherical aggregates, as described in 
the previous section, and are useful for producing larger tissues as well (Peshwa et al. 
1993). In many cases, medium movement is desired in cell culture, mimicking the 
fluid shear stress forces found in vivo. One important advantage of bioreactors is that 
they allow for dynamic movement of culture medium, which provides more con-
sistent perfusion of nutrients and waste materials. Bioreactors can also be adjusted 
to provide ideal temperature, humidity, oxygen, carbon dioxide, and other relevant 
concentrations for cell growth. 

There are several different types of bioreactors: spinner flasks, which are simple 
containers typically combined with stir bars to provide medium movement (Ismadi 
et al. 2014). Rotating wall vessels which are made up of two cylinders—the inner 
one rotates containing the tissues and medium (Hammond and Hammond 2001). 
Perfusion bioreactors push medium through scaffolds using a pump, allowing for 
medium flow over samples in a chamber (Yan, Bergstrom, and Chen 2012). The 
primary challenge with using bioreactors in tissue manufacturing is that the results 
are largely uncontrolled, leading to nonuniform sizes and shapes. Even with medium 
flow around them, larger structures will be prone to necrosis due to oxygen starva-
tion in the center of the tissue.
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2.6.2 backgroUnD, mEthoDS, anD challEngES With microflUiDic chiPS

Microfluidic chips, also referred to as “organs-on-a-chip,” frequently combine three-
dimensional culture methods, such as scaffolds or spheroids, with microfluidic tech-
niques to form an integrated system designed to provide a more complex culture 
environment (Figure 2.3) (Bhatia and Ingber 2014). As with bioreactors, microfluidic 
chips can provide controlled movement of medium around the tissue or culture (Lee 
et al. 2011). They are also frequently tailored to provide specific mechanical, archi-
tectural, or biochemical characteristics to aid in better recapitulating the environ-
ment of native tissue (Mark et al. 2010). There are a number of fabrication methods 
yielding structures that provide many different possibilities for mechanical design 
or cell interaction. These systems can be designed for ease of testing, allowing for 
integration of sensors, or live imaging by interfacing with microscopes. The main 
challenge associated with microfluidic chips is with their use in high-throughput 
applications. Manufacturing is challenging and often expensive, especially for 
 models with high complexity.

2.7 CONCLUSION

Three-dimensional cell culture methods are flexible enough to be used for any desired 
cell or tissue type and for a variety of applications. Unlike most two- dimensional cell 
culture methods, three-dimensional culture provides an environment in which cells 
can interact with each other and the surrounding extracellular matrix, resulting in 
improved cell viability and functionality. In addition, it supports the formation of more 
complex microenvironmental effects, more closely replicating in vivo contexts. These 
methods are already revolutionizing what is possible both academically and clinically. 
However, more broad applicability of three-dimensional cell culture depends on fur-
ther development and optimization of assays capable of adequately characterizing and 
testing these complicated structures, a task that is being pursued both by academia and 
industry. 

Heart Lung Blood vessel

Liver

Microfluidic
electrochemical
ELISA

Screw valve

Contact pads for
electrical stimulation 

Integration and drug screening
Socket for individual chip

Inlets for media supply
and drug stimulation

Outlet

FIGURE 2.3 A figure showing a body-on-a-chip microfluidic system, which provides on-
board, real-time monitoring of liver, heart, lung, and blood vessel organoids in tandem. (Courtesy 
of the Wake Forest Institute for Regenerative Medicine, Winston-Salem, North Carolina.)
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3 Electrochemical Sensors 
for Organs-on-a-Chip

Joyce Han-Ching Chiu, Ge-Ah Kim, 
Rodney Daniels and Shuichi Takayama

3.1 INTRODUCTION

An in vitro analytical system capable of accurate representation of in vivo physiological 
states for the purpose of medical diagnostics is the goal of human-on-a- chip–based tech-
nology. Microfluidics provides the platform on which this goal can be achieved. The pre-
cise control of fluidic flow and improved fabrication of micro- and nanostructures allow 
for optimal control over cell culture environment. The innate fluidic flow system not only 
provides recirculating fluids to save reagent use and enhance autocrine signaling, but 
also links the culture area with downstream sampling for in situ real-time analysis. Such 
platforms are useful for drug testing and cell culture where detection of target analytes 
provide information on cell response or cell quality. Flexible choices in biocompatible 
substrate facilitate a custom environment for individual needs. Furthermore, microfluidic 
devices allow for better oxygenation and perfusion capability due to its small dimensions 
compared to the rigid and static system of conventional cell culture.

With the advance in human-on-a-chip, where physiological systems are inter-
connected by metabolic reactions, it is necessary to closely monitor operations by 
measuring pH, oxygen, nitric oxide concentration, temperature changes, and glucose 
consumption, all of which can shed light on the contributions of these factors on 
several diseases. These parameters also provide indications on the dynamic state of 
a human-on-a-chip system.

Electrochemical-based measurements have long been utilized in cell  culture 
 systems. The sensitivity and long-term measurement capability are ideal for 
in situ setup. Amperometric electrodes are readily integrated onto device structures 
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with breakthroughs in fabrication techniques. Besides metabolic studies, impedance 
measurements for cell viability is another noninvasive technique which utilizes the 
change in impedance due to cell adhesion and proliferation to monitor cell growth.1,2

Electrochemical sensing is not without competition, however. The main compet-
ing method is optical chemical sensing. Optical transparency is readily available in 
most lab-on-a-chip substrates. The use of fluorescent-based detection boasts a faster 
response time than electrochemical systems in most cases, and optical sensing is usu-
ally preferred over electrochemical methods3,4 in the measurement of pH or CO2 levels. 
The introduction of pH-sensitive dye combined with an LED excitation light source 
was the basis for the pH sensor proposed by Kostov et al.5 The fluorescent detection of 
dissolved oxygen is facilitated by use of ruthenium fluorophore via a frequency depen-
dent experiment where the lifetime of ruthenium is measured by phase shift between 
excitation and emission. Applications of optical sensors can be found in microbiore-
actor array designed with pH and O2 sensing capabilities.6,7 However, optical sensing 
suffers from potential optical cross-talk due to the dye used for different analytes, and 
generally has a narrower detection range. Optical sensors in general provide better 
resolution in the low oxygen concentration range, while the electrochemical methods 
show superior performance at higher oxygen levels.8 In a human-on-a-chip system, 
electrochemical sensing could be used for interstitial small molecules, such as glucose, 
O2, etc., therefore freeing up bandwidth for optical measurement of biomarkers using 
fluorescent tags, thus combining the two techniques to allow for a more robust system.

3.2 ELECTRODES

Electrochemical sensors utilize redox reactions of electroactive species for measure-
ments of target molecules. In general, electrodes may be categorized into two types. 
The more conventional electrochemical electrode will have both the working and 
counter electrodes directly immersed in target solution, while the Clark type elec-
trode, often found in oxygen sensors, is characterized by an electrode surrounded 
by buffer solution with an outer sleeve coated with a gas permeable membrane so 
that the electrodes, which are not in direct contact with the aqueous system, will be 
dependent on the diffusion process of the target molecule, but less influenced by 
other components of the system. The Clark type electrode is usually more bulky and 
difficult for miniaturization. Despite its use in culture system, the traditional Clark 
type electrodes are not suitable for organs-on-a-chip system.

Ion-sensitive filed-effect transistor (ISFET) is an alternative electrode for poten-
tiometric devices. Similar to the metal oxide semiconductor field-effect transistor, 
ISFET requires source, drain, and gate terminals. Current is generated when applying 
a voltage between the source and drain with an n-type channel, which is formed when 
the holes in the channels are repelled by applying a positive voltage higher than the 
gate voltage. In a biosensor, the application of voltage at the gate terminal is replaced 
by modification at the gate terminal using an ion-selective membrane. Ion accumula-
tion at the gate terminals will result in the change of electrical charges similar to the 
current generation. ISFET’s native integration with electronics gives it an edge over 
optical systems, and advancements in the silicon industry have made fabrication for 
miniaturization of on-chip sensors a standard process. Other modifications of gate 
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channels such as immune-ISFET can be accomplished by utilizing antibodies, and 
such sensors are investigated for use in biomolecule identification. However, we will 
focus on traditional ISFET sensors that are used in pH sensors due to their high resis-
tance to corrosion, tolerance, and measurement capability in extreme pH ranges.

Nanomaterials introduce non-conventional materials into the world of biosensors. 
Carbon nanotubes are investigated extensively for the possibility for use in electro-
chemistry.9,10 Banks et al. examined the redox reaction of NADH using multiwalled 
carbon nanotube modified electrodes and compared it to traditional carbon elec-
trodes.11–13 The low signal-to-noise ratio and reduction in over-potential, termed the 
electro-catalytic effect, accomplished through the implementation of carbon nano-
tubes, is particularly attractive to researchers throughout the field. 

Modern innovations in manipulation of graphene sheets have generated a storm of 
interest in its application. As a zero-band gap material, it provides a unique opportunity 
to act as a transistor and a conductor. It is also chemically inert, therefore ideally suited 
as an electrode for electrochemical measurement. Compared to traditional electrodes, 
which use either transition metals such as Fe and Cu, heavy inert metals such as Au 
and Ag, or metals found in oxides such as Sn and In, graphene possesses higher ther-
mal conductivity and better biocompatibility, making it ideal for biosensing applica-
tions. Similar to carbon nanotubes, it also exhibits high electrocatalytic activity.14,15

Biofouling of electrodes is one of the key considerations when dealing with bio-
logical samples. Adsorption of proteins onto the electrodes will progressively degrade 
sensor readouts. The primary approach in preventing adsorption involves surface 
modification of electrodes. Patel et al. proposed an alternative in tackling the biofoul-
ing issue.16 Instead of preventing adsorption, the focus lies on circumventing the effect 
of adsorption by use of nanopores. Small active analytes can pass through the nano-
pores of the electrodes so that redox reactions can freely proceed. Although large 
proteins will still adsorb on the electrodes as usual, electron transfer and the exchange 
of redox species proceeds with minimal interference and with little impact on redox 
performance. At the same time, the porous electrode possesses a larger surface area, 
which provides higher active sites for redox reactions to proceed compared to pla-
nar electrodes (Figure 3.1a). Electron transfer of ferricyanide using nanoporous gold 
electrodes in the presence of biofouling agents, namely bovine serum albumin and 
bovine fibrinogen, were evaluated with cyclic voltammetry (Figure 3.1b) and showed 
little deviation from the peak shape at initial condition after 22 hours, whereas planar 
gold electrodes demonstrate peak flattening and significant reduction in signal within 
approximately 5 to 10 minutes.

Another approach for laying electrodes in human-on-a-chip devices may come 
from syringe-injectable electrodes.17 Traditionally, fabrication of microfluidic 
based electrochemical analysis was built from a bottom-up approach. Electrodes 
are plated on substrates using deposition methods such as electrochemical deposi-
tion, sputtering, or metal evaporation, followed by modification of electrodes before 
bonding a polymer-based microfluidic channel substrate on top of the electrodes. 
However, Liu et al. (2015) successfully fabricated a mesh-like scaffold capable of 
 fitting into syringe needles that can unfold and relax into the cavities of target loca-
tions (Figure 3.1c, d). The scaffold was designed for in vivo measurement but can 
fit the microfluidic based human-on-a-chip device structure as well. Field electric 
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transistor type sensors can be built on top of the mesh and used to investigate the pH 
changes of vascular smooth muscles cells.18

3.3 OXYGEN

Oxygen is a critical ingredient for the aerobic metabolism of cells, and its concen-
tration must be maintained at the optimal range to prevent the inhibition of cell 
growth and metabolism. Oxygen uptake rate, which can be obtained from dissolved 
oxygen (DO) sensing, not only offers cell population estimates but also provides 
information on the metabolism pathway. When combined with additional biochemi-
cal sensing, such as pH, glucose, or carbon dioxide, it is possible to determine the 
metabolism pathway. For example, the extracellular chemical environment regulates 
glucose metabolism pathways, and simultaneous measurements of O2 and pH can 
detect this influence.19

Oxygen sensors in biological environments can be largely categorized into two 
types: optical and electrochemical. However, these two types exhibit quite contrast-
ing characteristics. Optical sensors enable remote and noninvasive sensing20 and are 
based on the photoluminescence quenching effect of O2, in which the introduction 
of O2 decreases the lifetime of luminophores according to the Stern-Volmer equation. 
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FIGURE 3.1  (a) Cartoon representation of planar versus nanoporous gold surface. Redox 
 species were able to pass through with porous Au while hindered at planar Au, thereby 
inhibiting electron transfer. (Reprinted with permission from Patel, J., et al., Anal Chem, 
85(23), 11610–18, 2013. Copyright [2013] American Chemical Society.) (b) Cylic voltam-
metry showed that nanoporous gold was able to maintain hysteresis peak shape while planar 
Au could not after 22 hours (planar flattening occurred within approximately 10  minutes). 
(c, d) Mesh scaffold relaxation within cavities. (Reprinted with permission from Liu, J., et al., 
Nat Nanotechnology, 10, 629–639. Copyright 2015, Macmillan Publishers Ltd.)
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On the other hand, electrochemical sensors require online sensing and detect electric 
potential or current flow between cathode and anode where the electric signal is 
generated from the redox reaction:

 O2 + 4e− + 2H2O → 4OH−  (3.1)

Clark et al. first presented the idea of membrane probes, which became the most 
commonly used concept for the electrochemical DO sensors. The sensor had an Ag 
reference anode immersed in saturated potassium chloride, and a Pt cathode which 
was separated from the electrolyte by an insulted reservoir and a polyethylene mem-
brane.21 The concentration of O2 diffused through the membrane was proportional 
to the DO partial pressure surrounding the outside of the membrane. The elec-
tric  potential difference formed between the electrodes exhibited linear change in 
response to the O2 concentration change. Other studies on Clark-type sensors have 
been done with different membrane materials: polyvinyl chloride, Teflon, Nafionz.19,22

However, these sensors involve O2 consumption and influence the gas  concentration 
surrounding the cathode. In addition, the Clark-type apparatus is difficult to be miniatur-
ized for in situ O2 sensing of lab-on-a-chip application. Due to development in micro-
fabrication techniques, researchers have found ways to address these issues. The effect 
of cathode size reduction on blood O2 partial pressure sensing behavior was studied. 
The Suzuki group constructed a strip consisting of a µsquare Ag cathode and Ag/AgCl 
anode which is immersed in the electrolyte solution (Figure 3.2a).23 Here, silicon rubber 
works as an O2-permeating membrane (Figure 3.2b and c). For the blood pO2 measure-
ment, the cathode portion of the strip is first immersed in the calibration buffer solution 
 followed by the vinyl-covered blood sample–filled container (Figure 3.2d). Cathode size 
 reduction results in two competing effects on sensing accuracy: lower flow dependency 
and lower sensitivity. If the cathode is sufficiently small—in this case 50 μm × 50 μm and 
25 μm × 25 μm—decreased  diffusion effect and flow dependency have stronger influence.

An even smaller sensor was achieved by Krommenhoek et al., who fabricated 
ultra-microelectrode arrays (UMEA) on the surface of oxidized silicon substrates to 
fit in the 96-well microreactor for yeast cultivation.24 Using photolithography, a set 
of Pt macrostrips and patterned polyimide layers create recessed arrays of UMEAs 
with a radius of 2 μm (Figure 3.2e). Compared to the conventional Clark-type sensor, 
UMEA self-consumes relatively negligible portion of the  electrode-surrounding DO 
concentration owing to its reduced effective surface area. however, this is a tradeoff 
with regard to signal-to-noise ratio. Optimization of electrode surface area is crucial 
to integrate the UMEA-type sensor to the lab-on-a-chip devices.

The concept of a disposable wristwatch-type blood analyzer with multiple elec-
trochemical biosensor arrays was suggested as an application for miniaturized 
DO-sensing biochips.25 Including the oxygen sensor, the electrodes for the sensor 
arrays are covered with a gel-type electrolyte, which will prevent the  electrolyte from 
being displaced but allow faster ion transfer at operating temperature. The blood load-
ing to the sensor reservoir is initiated by injecting the blood  sample to the middle 
layer of a five-layer structured device. Afterwards it is pushed upward to the multi-
plexer layer by an air-bursting on-chip power source, followed by distribution to the 
reservoir and the portable detection  module attached.
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FIGURE 3.2 Schematics of miniaturized oxygen sensor: (a) the electrodes (cathode and 
anode) patterned on the glass substrate, (b) the layer for gas permeable membrane and the 
electrolyte solution inlet, (c) the vertical cross-section of the working electrode, and (d) the 
experimental setup for sensing O2 partial pressure in the blood sample covered with vinyl 
to prevent dissolution of O2 from contact with air. (Reprinted from Determination of blood 
pO2 using a micromachined Clark-type oxygen electrode, 431, Suzuki, H.,et al., Anal. 
Chim. Acta, 249–259, Copyright (2001), with permission from Elsevier.) (e) UMEA for dis-
solved oxygen sensing sensor arrays put under 96-well plate to demonstrate their dimen-
sion. (Krommenhoek, E.E., et al.: Lab-scale fermentation tests of microchip with integrated 
electro chemical sensors for pH, temperature, dissolved oxygen and viable biomass concen-
tration. Biotechnol Bioeng. 2008. 99. 884–92. Copyright Wiley Periodicals, Inc. Reproduced 
with permission.)
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3.4 CARBON DIOXIDE/pH

It is not just cell growth that depends heavily on the pH environment. pH also influ-
ences metabolic activity and plays a role in synthesis of matrix macromolecules.26 The 
production of CO2 occurs during glucose consumption, and acidic chemicals are often 
generated as byproducts of metabolic reactions. Carbon dioxide levels also act as an 
indicator for respiratory system health and epithelial function of the alveoli. Therefore, 
detection of CO2 level is important for lung-on-a-chip studies.27,28 The dissolved CO2 
concentration can be related to the atmospheric partial pressure via Henry’s Law29: 
[CO2]aq = KHpCO2. For culture that maintains a constant pH, it is usually assumed that 
the exchange between atmospheric CO2 and dissolved CO2 within the culture media is 
in equilibrium. In addition, changes in pH levels may reflect toxic effects from drugs 
or toxins, thus making the ability to measure pH in organs-on-a-chip more imperative. 

One of the earliest pH and CO2 electrode meters of biological materials was pro-
duced by Severinghaus.30 The electrode estimates the blood CO2 level via the reac-
tion of CO2 and sodium bicarbonate and uses the Henderson-Hasselbalch equation to 
estimate the dissociation of hydrogen. A linear relationship exists between measured 
CO2 and pH within the range tested for this electrode. The electrode is designed with 
immobilized H2CO3 and bicarbonate buffer solution encased in a permeable membrane 
and is capable of comparable measurement in air and aqueous solutions. However, the 
pH-dependent behavior is not ideal for direct CO2 measurements31 because the pH level 
depends on other acidic species, such as lactic acid, and not simply the changes in CO2.32

The need for direct in situ measurement of CO2 concentration is of particular 
interest for cultivation of certain bacterial types for fermentation due to its dual capa-
bility for both promotion and inhibition of growth. Cell growth also differs at various 
levels of CO2 generation among a variety of O2 flows, and the ability to vary pulse 
duration to observe the effect on cell culture can be beneficial in microorganism 
studies.33 The electrode proposed by Puhar et al. may be calibrated in situ by both 
gaseous CO2 and aqueous buffer solution with known pH values so that the voltage 
measurement may be converted to partial pressure of CO2 via the Nerst equation.34 
The change in CO2 concentration in the liquid phase could be correlated with the 
measured partial pressure of CO2 in the gas phase. 

An in situ electrode for CO2/pH sensing was proposed by Shoda et al. which relies 
on the diffusion of CO2 across the membrane of the electrode and its subsequent disso-
lution in the electrolyte solution.35 The equilibrium reaction, CO2 + H2O ⇔ H2CO3 ⇔ 
HCO3

− + H+, provides the pH of the system and is proportional to the concentration of 
dissolved CO2 within the culture media. The electrode was used to monitor growth of 
Escherichia coli over a period of 8 hours and was able to measure the dissolved CO2 
generated by metabolism after glucose consumption. The dissolved CO2 was shown to 
be five times more concentrated than the partial CO2 pressure. Simultaneous monitoring 
of CO2 in liquid and gas phase was recommended for cultivation of microbial organisms.

The glass Severingaus type electrodes are still considered to be state of the art 
in terms of pH measurement, but due to their bulkiness, they are difficult to be inte-
grated onto chip-based devices. ISFET provides the solution for miniaturization. 
These  silicon-based electrochemical sensors are equipped with a gate oxide that is 
exposed to the hydrogen ions available within the solution. The pH value is defined 
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by the surface potential, which is measured as voltage and can be calculated using 
a modified Nernst equation. Maharbiz et al. designed a microreactor (Figure 3.3), 
to control growth of E. coli while continuously monitoring pH level.36 Similarly, 
Krommenhoek et al. fabricated a microchip equipped with capabilities for measur-
ing temperature, O2 concentration, and an ISFET type Ta2O5-gated electrode for pH 
measurement with accuracy below 0.1 pH unit.24,37 Automated titration to control pH 
level is included in the bioreactor to control growth condition, and Candida utilis was 
cultured up to 10 hours. Drift is often associated with the ISFET-type pH electrode 
but will stabilize after 1 to 2 hours of run time, so the measurement can be corrected 
effectively.

3.5 NITRIC OXIDE

The measurement of nitric oxide (NO) gained a great deal of momentum in research 
after it was identified as a key player in many physiological processes. It acts as a 
messenger to control vascular tone38 and neurotransmission,39,40 and may also cause 
detrimental effects on DNA integrity41 and protein structure, including the potential 
to cause tissue and organ damage.42 NO exists at nM levels in physiological systems. 
Therefore detection methods must possess high sensitivity and ideally be able to 
perform continuous measurement. As NO is sensitive to light and temperature varia-
tions, stability of measurement is also imperative in NO electrode design. 

Electrochemistry provides an elegant solution to the aforementioned problems 
and is suitable for direct detection in biological samples, whereas competing methods 
in NO analysis such as chemiluminescence, spectrophotometry, bioassay, and other 
spectroscopic methods are often incapable of continuous monitoring. Commercial 
NO electrodes are readily available, and one such electrode is based on the Clark’s 
type sensor, which relies on the redox reaction between NO and oxygen contents.43 
However, the size and low sensitivity of the electrode renders the incorporation 
onto chip-based systems impossible. Another type uses surface modified platinum 
electrodes, which prevents the generation of harmful or interfering species by NO 
oxidation (Figure 3.4a). Pariente et al. used a Nafion-coated electrode to eliminate 
interference from nitrite, ascorbic acids, and negatively charged species, but posi-
tively charged molecules resulting from the redox reaction will eventually inhibit 
accurate detection of NO over time.44 

Gas transfer orifice

Electrode pads
Heater

Thermistor

Reference electrode ISFET chip

Bottom

Top

FIGURE 3.3 Assembled ISFET chip. (Maharbiz, M.M., et al.: Microbioreactor arrays 
with parametric control for highthroughput experimentation. Biotechnol. Bioeng. 2004. 85. 
376–81. Copyright Wiley Periodicals, Inc. Reproduced with permission.)
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In an attempt to clarify the exact mechanism of NO delivery to vascular systems, 
Kotsis et al. utilized a carbon electrode coated with Nafion in a microbore tubing flow 
cell to monitor NO content. Endothelial cells are introduced into the flow cell with a 
fibronectin coating on the tubing and the cells are incubated and cultured to confluence. 
This microsystem mimicked the environment, including shear forces experienced by 
endothelial cells in a vascular system, and enabled elucidation of the role of NO in the 
process of vasodilation. The function of NO was concluded to be the same when the sys-
tem was modified to a Polydimethylsiloxane (PDMS) microchannel device. The micro-
channels were fabricated using photolithography and the electrode was deposited with 
a carbon ink electrode method with Nafion post-modification. The same system was 
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FIGURE 3.4 (a) Schematics of integrated electrodes for NO sensing. (Reprinted 
from Pariente, F., et al., Chemically modified electrode for the selective and sensitive 
determination of nitric oxide (NO) in vitro and in biological systems, J. Electroananl. 
Chem., 379: 191–197, Copyright [1994], with permission from Elsevier.) (b) Schematics 
of multilayered microfluidic system for real-time detection of NO during cell culture. 
(Reprinted  with permission from Cha, W., et al., Anal. Chem. 82, 3300–3305, 2010. 
Copyright [2010] American Chemical Society.) (c)  Schematic representation of func-
tionalized graphene-based NO analysis system. (From Liu, Y.-L., et al., Chem. Sci., 6, 
1853–1858, 2015.) (d) Assay of nitrogen derived species and charged species showed inter-
ference from positively charged species. (Liu, J., et al., Syringe-injectable  electronics. 
Nat Nanotechnol, 2015; 10(7): 629–36. Reproduced by permission of The Royal Society 
of Chemistry.)
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later found to produce NO readings without statistical differences, whether the Nafion 
coating was present or not. This microchannel design is more robust than its initial 
microbore tubing and has the potential to be part of a human-on-a-chip device.45–47 

Nafion-modified carbon electrodes were used to monitor NO production in a 
human glioblastoma cell culture system in conjunction with a gold electrode for 
simultaneous detection of superoxide free radicals by Chang et al. Despite the high 
reactivity between both molecules, the electrodes were shown not to have signal 
cross-talk by introducing inhibitory reagents of either species into the culture  system, 
which may prove useful in drug discovery.48

The interference of cationic molecules during NO oxidation processes or 
native positively charged molecules within solutions may be prevented by use of 
NO-selective membrane, WPIss-10, as coating for electrodes. This carbon micro-
electrode introduced by Zhang et al. is designed for measurement in biological 
samples. The electrode reported detection of NO as low as 0.3 nM and boasted a sen-
sitivity of 17 pA/nM NO for the amperometric response. The temperature effect on 
the electrode is characterized to be 10 nM NO/degree C, and the researchers claimed 
that such deviation may be easily corrected.49,50 

Despite the versatility of PDMS in microfluidic and human-on-a-chip devices, it 
is notoriously gas permeable and hydrophobic.51 Different curing agent ratios for the 
PDMS matrix were used to circumvent this behavior, but a different substrate may be 
more suitable for electrochemical measurements on a chip. Teflon was chosen as the 
substrate for the design of a microchannel culture system by Cha et al.52 Sputtered gold/
indium tin oxide electrode on top of a polymer membrane, Nuclepore, coated with 
Au-HCF served as the working electrode with a Celgard membrane as the gas-perme-
able membrane (Figure 3.4b). This combination was chosen for its low over-potential 
for NO oxidation. Nuclepore provides a porous structure where the electrode may con-
tact the solution and also provide flexibility to the working electrode. The setup was 
shown to have a sensitivity of ~10 pA/nM NO with a detection limit of approximately 
1nM, and has a lifetime of 4 weeks. Biological studies were performed with macro-
phage-type cells. Endotoxin was introduced into the device to simulate the response 
of bacterial intrusion or immune response, and NO upregulation was observed as 
expected. The performance of the electrode in Dulbecco’s Modified Eagle’s Medium 
decreased more rapidly than the control Phosphate buffered saline (PBS) studies, but 
demonstrated another success and method for  electrode integration on chip.

Electrodes made from layered nanosheets with a grapheme-based device 
were demonstrated for NO analysis in a cell culture system.53 Fe(III) meso-tetra 
(4- carboxyphenyl) porphyrin combined with graphene oxide was deposited onto an 
indium tin oxide microelectrode array to create the nanosheets (Figure 3.4c). The 
surface was further functionalized by 3-aminophenylboronic acid, which serves as 
the adhesion layer so that endothelial cells may attach onto the surface and multiply. 
The sensor was able to achieve 55 pM and 90 pM limits of detection in PBS and 
culture media, respectively. The electrode also performed well for most species in 
selectivity tests where interfering superoxide and nitrogen-derived molecules were 
added to the system; however, positively charged molecules demonstrated slight 
interferences with detection (Figure 3.4d). The device was also found to be reusable 
and was postulated to have potential in vivo capability.
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3.6 GLUCOSE

Glucose consumption in metabolic processes during cell culture and within human-
on-a-chip devices presents its own niche of importance and interest, but the primary 
drive for the need of biosensor technologies for glucose measurement stemmed from 
the management and control of diabetes mellitus in which glucose must be closely 
monitored and tightly controlled. In this condition, high glucose concentrations are 
problematic and can cause diabetic ketoacidosis, a potentially life-threatening con-
dition requiring continuous insulin therapy and monitoring in the hospital setting. 
In addition, due to insulin injections utilized for diabetic treatment, among other fac-
tors, deviation from the normal range to a lower than normal range can also occur, 
and if severe may cause seizures, shock, or progress to a life-threatening condition in 
some circumstances. Therefore, accurate identification and tight control of glucose 
levels remain important objectives for future research with considerable market value. 

Glucose oxidase is the basis for amperometric electrochemical sensors, and the first 
glucose electrode was developed in 1962 utilizing this enzyme-catalyzed reaction:

 Glucose O gluconicacid H O2 glucoseoxidase 2 2+  → +   (3.2)

with the platinum cathode monitoring the oxygen consumption reaction.54 Later, dif-
ferent glucose oxidase-based sensors using other reduction reactions were proposed 
as well.55 As interest in biosensors continues to grow, great strides are being made 
in design, device size, sensitivity, and detection limit. Synthetic electron acceptors, 
called mediators, eventually replaced oxygen to transport electrons from the active 
sites of glucose oxidase to electrodes.56 Ohara et al. introduces polymer films as 
bridges between glucose oxidase redox sites and electrode surfaces to reduce the 
response time and provide high current output.57

Despite the widespread use of electrochemical glucose sensors for in vivo or 
ex vivo measurements in biomedical applications, the incorporation of glucose sen-
sors into cell culture chips took place much later. Miniaturization and fabrication 
of thin-film electrochemical glucose sensors enables simultaneous analysis on a 
microfluidic cell culture chip. Pereira Rodrigues et al. fabricated a PDMS biochip for 
human hepatoblastoma cells with oxygen and glucose sensors on the inlet and outlet 
of the fluid flow (Figure 3.5a). Nafion modified gold electrode was chosen as the 
working electrode with a glucose oxidase coating. Chronoamperometric measure-
ment of intermittent injections of glucose and blank PBS solution showed repeatable 
and linear response corresponding to different concentrations. Cell culture experi-
ments were only recorded over a period of 12 hours, but the electrodes were stable 
under microfluidic conditions for over 12 days.58

The landscape of biosensors also changed with the emergence of nanotechnology. 
With nanofabrication, even smaller electrodes were made possible. Carbon nano-
tubes became the new platform for electrochemical biosensors by coupling glucose 
oxidase to dangling tips of carbon nanotubes59,60 (Figure 3.5b). Despite the advan-
tages provided by carbon nanotubes over traditional electrode materials, the cost of 
fabrication is too high for mass production. Relatively affordable graphene sheets 
present an alternative. Boero et al. demonstrated a carbon nanotube glucose/lactate 
sensor system for cell culture systems.61,62 
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Many studies have realized glucose sensors based on graphene sheets. Nafion was 
previously shown to provide higher electrocatalytic efficiency and antifouling proper-
ties with carbon nanotubes63 and was used by Lu et al. in their fabrication of graph-
eme-based glucose sensors.64 Eliminating mediators simplifies the number of reactions 
involved, therefore reducing the redox potential. This can be realized by graphene 
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sheets, as demonstrated by Kang et al., who used immobilized glucose oxidase on 
chitosan-modified graphene.65 Results from cyclic voltammograms showed anodic 
and cathodic peak potential close to standard electrode potential, which suggested 
near-direct electron transfer. Similar direct electron transfer has been reported using 
different graphene modifications, such as polyvinylpyrrolidone,66 gold nanoparticle-
chitosan,67 and 3-aminopropyltriethoxysilane.68 Despite the widespread interest in 
 graphene as glucose-sensing electrodes, there is yet no report on incorporation of such 
electrodes with cell based organs-on-a-chip or human-on-a-chip devices.

Electrochemical glucose sensors for organ-on-a-chip devices are still rare, while 
fluorescent-based glucose-sensing technology is relatively easier to find.69–71 Glucose 
metabolism is a proposed indicator for the quality of embryo development, and 
Heo et al. designed a microfluidic device capable of embryo culture and glucose 
measurement. The system consists of an on-chip braille display fluidic control with 
in situ indium tin oxide heating element, and the depletion of glucose concentration 
is  measured by fluorescent quantification via glucose oxidase reaction. 

3.7 TEMPERATURE

The kinetics and thermodynamics of chemical reactions is dependent on reaction 
temperature, including redox reactions that are used in the sensors for molecular 
detection, and the activity of enzymes and cells are also highly temperature depen-
dent. Therefore, control and sensing of temperature in an organ-on-a-chip system 
is a necessary feature. However, compared to oxygen, pH, glucose, or NO sensing, 
temperature measurements are complicated in microreactor systems due to small 
fluid volumes and complex thermal transfer processes associated with a variety of 
device material properties and structures. This means that large thermal couples or 
contact-type thermal devices may disturb the distribution of heat and change the 
dynamic of temperature transfer in a microreactor. As a result, on-chip miniaturiza-
tion of temperature sensors is desirable. 

Analysis of samples collected from organs-on-a-chip can be analyzed using 
conventional techniques off-chip, such as western blots, enzyme-linked immunoas-
says, or polyermerase chain reactions (PCRs).72 Microfluidic-based PCR for DNA 
amplification has been achieved and is one technique that would benefit from in situ 
 temperature control due to the repeated thermal cycles necessary for the procedure. 
Taking advantage of the small reaction chamber and consequently lower heat capac-
ity of a microreactor, thermal cycles may become more efficient and enable the 
capability to undergo more cycles before losing polymerase enzyme activity. High-
throughput microfluidic devices equipped with Pt thin-film thermal heating and sen-
sor controls were demonstrated to be capable of 30 cycles in 3 minutes, compared 
to the minimum 30 minutes for conventional PCR machines.73 However, due to the 
comparatively large surface area-to-volume ratio of the microchip, quantification of 
DNA amplification using on-chip PCR is shown to be less optimal than conventional 
PCR machines. This is postulated to be caused by biomolecules being adsorbed onto 
the surface of microchips.

The silicon microchip proposed by Yoon73 requires fabrication processes that 
are generally more expensive than the soft lithography processes of polymer-based 
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microchip systems commonly used in organs-on-a-chip. El-Ali et al.  presented 
an SU-8 PCR microchip equipped with Pt-resistive heaters and sensors. The 
surface of SU-8 was treated using dichlorodimethylsilane to decrease the afore-
mentioned biomolecule adsorption, and the microchip yielded two-thirds the 
quantity of amplified products compared to conventional PCR.74 On-chip analy-
sis for analyzing organ-on-a-chip products can thus be realized.

Protein synthesis in microreactors is another procedure that requires tem-
perature control. Although external heating and cooling systems are available, 
in situ elements that provide more precise control seem to be preferred. Zigzag-
shaped resistive heaters and temperature sensors (Figure 3.6a) made from indium 
tin oxide were patterned on a temperature control chip for a PDMS microreac-
tor.75 Photolithography allows precise placement of sensors for accurate readout 
of reactor temperature, and the temperature profile is shown to be quite uniform 
across the reaction chamber. Linear resistance-temperature calibration curves can 
be obtained to convert the resistance readout to temperature during experiments 
(Figure 3.6b, c).

Recently, Ren et al. demonstrated an integrated microelectrochemical system 
for biological analysis using a capacitive temperature sensor.76 Digital capacitance 
measurements were used to infer the dielectric constant of temperature-sensing 
PDMS fluids. Temperature can be determined from the linear relationship between 
the dielectric constant and temperature. Besides using bottom-up fabrication of 
temperature sensors, wired thermocouples can be attached to the external surface 
of lab-on-chip devices (Figure 3.6d). Futai et al. combined a Braille display mod-
ule with heaters and temperature sensors to create a portable cell culture microflu-
idic device. The Braille-driven chip with accompanying media reservoir provides 
dynamic control, while the temperature is controlled by a digital controller with 
a thermocouple affixed on the device to monitor in situ temperature in the cell 
culture area.77 

3.8 CONCLUSION

The organ-on-chip field has developed sufficiently such that the question at hand 
is less “can we create useful organs-on-a-chip,” but rather “how can we efficiently 
extract useful information from the organs-on-a-chip?” Initial efforts to evaluate cell 
function in organs-on-a-chip were based on microscope visualizations and end-point 
evaluations, and often after fixing and staining cells within devices, or after extract-
ing nucleic acids from the cells. As culture durations in organs-on-a-chip increase 
and the cell function evaluation goes beyond live/dead responses to more subtle non-
lethal cell function differences, the ability to perform minimally-invasive, real-time, 
continuous or semi-continuous monitoring of microfluidic cell culture becomes 
increasingly important. Along with this ability exists the need for miniaturization 
and multiplexing of sensing capabilities. Therefore electrochemical sensors inte-
grated with small electrodes and utilizing existing technologies and infrastructures 
from the microelectronics industry promise to provide an attractive direction for 
organ-on-a-chip sensor development.
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4 Microfluidics

Panupong Jaipan and Roger Narayan

4.1 OVERVIEW 

In this chapter, we provide promising aspects of microfluidics to answer questions 
that why in the near future researchers would prefer to invest in microfluidics for 
integration with their medical technology, and how microfluidic devices have signifi-
cant impact on current development of biomedical research fields.
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4.2 MICROFLUIDICS

Microfluidics [1–6] is a multidisciplinary research field, and there are many diverse 
disciplines of its applications. For the ongoing development in the design and uti-
lization of microfluidic devices for fluid transport and fluid manipulation, there is 
a wide range of practical applications from the healthcare industries for biomedi-
cine (e.g.,  drug delivery, detection, and diagnostic devices) and pharmaceuticals. 
In the medical field, novel microfluidic devices are capable of offering an  alternative 
method for noninvasive diagnostics and surgery [1]. Microfluidic devices consist of 
the smallest microscaled design features, including microchannels, micropumps, 
microvalves, micromixers, microfilters, and microsensors; these components can 
be used for dilution, metering, flow switching, incubation of reaction materials and 
reagents, mixing, pumping, particle separation, sample dispensing, and/or sample 
injection [1,2]. In addition, most practical applications of the microdevices are 
involved in liquid fluid transport. Microfluidic devices have many advantages in 
terms of flow manipulations and economics since the devices are able to regulate 
fluid flow with rapid response and relatively high accuracy, improve throughput of 
samples, handle small fluid volumes from microliter scales down to picoliter scales, 
and pragmatically reduce the cost of operating systems and analyses. Furthermore, 
microfluidic devices can provide the chance to minimize experiment operations onto 
single chips by using a smaller amount of reagents and shorter reaction times relative 
to the traditional milliliter-scaled devices [1–3,7,8].

Many concepts of microfluidics are therefore significant for the development 
of both lap-on-chip (LOC) (i.e., organ-on-chip [OOC]) devices and micro-total- 
analysis systems for medical fields in which the transport processes (e.g., mixing, 
flow manipulation of the fluids, reagents, and particles, separations, and reactions) 
have been applied on a relatively small scale compared to conventional engineering 
technologies [1,2]. 

The development of the health-care devices would significantly obtain many 
good points from more accurate, faster, and more highly precise diagnostic devices 
would greatly reduce the healthcare cost in hospitals in both developed and devel-
oping countries, as they can provide better epidemiological data from the infec-
tious disease OOC models [3,9]. For instance, the microfluidic chip was used to 
study  capillary-cell invasion for malignant breast tumor and brain tumor [4,10,11]. 
In   addition, microfluidic devices have the capability to mimic complex organ 
 physiology, which has the potential to be used for studying the development of the 
human-disease models in order to determine medical procedures to cure these dis-
eases, provide better understanding of the pharmacokinetics of the drug release 
mechanism, and identify  toxicity in patients. 

4.2.1 DimEnSionlESS groUPS involvED in microflUiDicS

There are two fundamental dimensionless groups relevant to the transport phe-
nomena of the fluid; the Reynolds number (Re) and the Peclet number (Pe). The 
Reynolds number is typically used to indicate the type of the fluid flow—whether 
the flow is laminar, turbulent, or in transition between laminar and turbulent [3,12]. 
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The Reynolds number is the ratio of inertia to viscous force densities, and we can 
determine the dimensionless group by the following equation [3]:

 Re
vDh= ρ
µ

 (4.1)

In this equation, Dh is the hydraulic diameter of the channel, ρ is the fluid density, 
ν is the fluid velocity, and µ is the fluid viscosity. In terms of classifications of the 
types of fluid flow pattern, if the range of the Re number is less than 2100, the flow 
pattern is classified as a laminar flow; if the range of the Re number is greater than 
4000, the fluid flow is turbulent, and if the Re number is in between 2100 and 4000, 
it indicates the transition region for both laminar and turbulent flows. For the micro-
flow regime, the Re range is typically between 10−6 and 10 [3,13].

The other dimensionless group relevant to microfluidics is the Peclet number, 
which is related to the strength of the diffusive mixing. The Pe number represents 
the relative strength of the convection versus the diffusion. It can be calculated from 
the following equation:

 Pe
vw

D
=  (4.2)

In this equation, D is the diffusion coefficient of the solute particles, v is the fluid 
velocity, and w is the microchannel width.

4.3 TRANSPORT PROCESSES IN MICROFLUIDICS

To design and optimize microfluidic-based devices for medical applications, it is 
necessary to understand transport processes [2,3] and interfacial phenomena at small 
scales (e.g., microscales, nanoscales, or smaller), and the design of microfluidics also 
depends upon the particular use. The transport processes of the microfluidics are 
fundamentally involved in laminar flow pattern and passive mixing by  diffusion, 
which typically takes place in the microchannels, and the laminar flow generates 
easy flow patterns with very little diffusion, eliminating potential difficulties in the 
mixing processes [3]. Electrokinetic phenomena [2], including electro-osmosis, elec-
trophoresis, and streaming potential, also have significant roles in many applica-
tions of microfluidics. The small dimensions of the microscaled channels lead to 
an increase in the surface area-to-volume (SAV), thereby enhancing the processes 
(e.g.,  capillary electrophoresis becomes more effective because of easier removal 
of heat), and also minimizing electrokinetic flow due to rapid diffusion of macro-
molecules and adsorption to the surfaces of the microchannels. More significantly, 
controlling electrokinetic phenomena in microfluidic devices for transporting fluids 
and particles is crucial for organ-on-chips applications [2].

The flow stability and the precise manipulation of the nanoliter down to picoliter 
volumes of fluids in the microfluidic devices are also important for many appli-
cations, including DNA detection in microfluidic devices, since microfluidics can 



68 Regenerative Medicine Technology

prevent bubble formation inside the channels and chambers due to sensitive detec-
tion in the microscaled systems; the undesired bubbles are capable of negatively 
affecting the fluid flow and causing detection failures, especially in highly sensitive 
optical detection systems [3]. However, bubbles can be advantageous of the actuation 
mechanism in some applications [14].

4.3.1 maniPUlation of flUiD floW in microflUiDicS

Many kinds of external driving forces [5] (e.g., pressure, electric, magnetic, capil-
lary) can manipulate fluid flows in microfluidic systems, and the fluid flows can 
be successfully controlled by forces applied macroscopically at either inlets or 
outlets of the devices. Following is a list of the forces contributing to fluid flows in 
microfluidic devices discussed in this section (e.g., pressure differences, electric 
fields, capillary driving, and free-surface flow driven by gradients in interfacial 
tension) [1,3]. 

• Pressure differences: The velocity distribution is parabolic across the 
 channel, and it is controlled by hydrodynamic systems, which measure the 
pressure differences in the microchannels via a low-pressure manometer. This 
pressure-driven approach usually depends upon the flow rates of two fluids.

• Electric fields: The velocity profile is commonly uniform, and the stresses 
are often present in charged (i.e., Debye double) layers near the boundaries 
drive the bulk fluid motion. 

• Capillary driving: Forces from wetting of surfaces by the fluid, leading 
to pressure gradients in liquids, which is similar to applied pressure differ-
ences, but it is relatively more concerned with the shape of the interface.

• Gradient in the interfacial tension (i.e., Marangoni flows): This driving 
force also depends upon the dependence of surface tension on temperature 
or chemical concentration [15,16].

Alternatively, the fluid flow can be achieved by integrating the microchannels with 
the components, such as micropumps and microvalves. In particular, when a gas-
liquid or liquid-liquid interface is present, controlling spatial variations of sur-
face tension (i.e., Marangoni stresses) can generate the fluid motion; the thermal, 
chemical, or electrical gradients can cause the variations. In addition, using capil-
lary  pressure gradients allows transport of liquid/gas or liquid/liquid fluids in the 
 channels. According to the Young-Laplace’s law, the capillary pressure gradient is 
generated by changing wetting properties (e.g., contact angle, or surface tension) or 
geometrical features (channel diameter) [5]. Moreover, the number of the forms of 
electrokinetics have been of considerable interest for controlling the fluid flows in 
microchannels. For electro-osmosis, the fluid moves relative to stationary charged 
boundaries. The other form, dielectrophoresis, moves particles in a gradient of elec-
tric field; in electrowetting, there is an electric field modifying wetting properties 
of the fluids. The magnetic fields are also able to directly control the flow or regulate 
the dispersed magnetic particles.
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4.3.2 DiSPErSion 

The Taylor-Aris dispersion [1] occurs because of thermal fluctuations (i.e.,  molecular 
diffusion), which cause non-uniform velocity profiles of the streamlines. The disper-
sion is often prevented by creating electroosmotic flows, since the flows of the elec-
troosmotic  pattern have the uniform, or mostly uniform, velocity profiles. However, 
some designs (e.g., three-dimensional networks) for generating electroosmotic flows 
can still cause dispersion. To minimize hydrodynamic dispersion, it is necessary to 
understand the detailed fluid flow in all of the microchannels. Dispersion is con-
trolled by the local features of velocity distribution in the channels in which it causes 
the speed of the fluid flow near the walls of the microchannels disparate from the 
flow speed in the center of the channels [17]. 

4.3.3 mixing 

Mixing [1,5] is one of the most important processes in microfluidic devices, but it 
is difficult for the small-scaled system to perform mixing well because of laminar 
flows (i.e., low Re number) in the systems and the absence of turbulent pattern. The 
flow speeds and channel lengths are not influential enough to provide the molecular 
diffusion, but the chaotic particle paths of the fluid itself can enhance the mixing of 
two fluids or a tracer in a fluid. Interestingly, the laminar flows have sufficient factors 
to contribute to chaotic mixing formation (i.e., laminar chaos). Currently, integra-
tion of microfluidic devices with active and passive pumping systems is capable of 
improving the mixing in the channels. 

4.3.4 SEParation 

Separation [1] is undeniably still critical for some biomedical applications (e.g., sepa-
rating biopolymers during electrophoresis [18]). Particularly, the techniques using 
cross fields (e.g., electric, thermal, etc.) can produce and enhance the spreading of 
an injected solute in the flow direction, and this axial spreading bolsters separation 
processes practically. Moreover, modifying surface properties of the microchannels 
is possibly able to enhance separations due to interactions between particles and 
surfaces. Integration of microfluidic devices with the AC operation can also improve 
the separation efficacy of the microsystems [5,19]. 

4.3.5 ElEctrokinEtic PhEnomEna in microflUiDicS

Electrokinetics [5] refers to the coupling between electric currents and fluid flow 
in liquid containing electrolytes. The Debye screening layer forming at charged 
interfaces typically generates these bulk effects. When the walls bounding the 
liquid are charged, there are two primary electro-hydrodynamic phenomena tak-
ing place, namely, electro-osmosis and streaming current and streaming poten-
tials. First, electro-osmosis occurs as the result of generating a flow from applying 
the electric field along a liquid-filled channel. Streaming current and streaming 
potential occurs when a pressure-driven flow draws ions tangential to the surface 



70 Regenerative Medicine Technology

and consequently creates the electric current. The current can be collected 
through an electric short-circuit, or recirculated within the electrolyte channel by 
conductivity; in the case of a steady-state electric potential, the difference can be 
measured between the ends of the microchannel. Additional phenomena occur-
ring at the interface between an immersed charged object and liquid include elec-
trophoresis, sedimentation potential, and electroviscous effects. When an electric 
field generates motion of the object relative to the fluid, it causes the electropho-
resis effect. While a vertical potential difference is present in a sedimentation 
system, it engenders the sedimentation potential effect. The electroviscous effect 
takes place when the flow-induced distortion of the Debye layer has impact with 
the static and dynamic properties of the suspension. 

The following section focuses on electro-osmosis rather than streaming potential, 
because the latter has not yet been clearly investigated for studies in the microfluidic 
systems, though it may be advantageous for some applications.

4.3.5.1 Electro-Osmosis Phenomenon 
The chemical state of the surface of the microchannels is changed by ionization 
of covalently bound surface groups or by ion adsorption once the electrolyte is 
adjacent to the surface [5]. A charge from the surface is the net effect whereby 
counter-ions are released into the liquid; typically the surface made from glass, 
SiOH, in the water ionizes and generates SiO–, charged surface and also releases 
one photon (H+). The balance between electrostatic interactions and thermal agi-
tation engenders the charge density profile at the equilibrium state. The liquid is 
electrically neutral except for a charged layer near the boundary, which exhibits 
a charge opposite in sign and equal in amplitude to the surface charge. The char-
acteristic thickness of this Debye layer, λD, decreases as the inverse square root 
of the ion concentration in the bulk of the liquid, and typically has a magnitude 
of 1–100 nm in water [5].

When we apply electric field Eext along the channel, the conductive current and 
the corresponding local electric field E are generated throughout the liquid. The bulk 
of the liquid still remains electrically neutral, and it is not affected by the net force. 
In contrast, there is a net electrical charge density in the Debye layer, and the local 
electric field E which is tangential to the surface of the microchannel causes the body 
force on the fluid, thereby inducing a shear. As a result, the fluid velocity increases 
from zero on the surface to a finite value – mEO E at the edge of the thin Debye layer, 
where mEO is a local mobility characteristic of the surface and is related to the sur-
face charge density σel. As the surface potential is small, it leads to 

 0= σ λ
µ

= ζ ∈∈
µ

mEO
el D  (4.3)

where ∈ is the dielectric constant, ∈0 is the permittivity of the vacuum, ζ is the 
potential of the surface, and μ is the shear viscosity. Note that there is one assump-
tion that there is a no-slip boundary condition on the equation (4.3); however, if there 

is a finite slip length a on the surface, the mobility increases by a factor 
a

D

1+
λ






. 
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For the electro-osmotic flow [20], the magnitude of the velocities is dependent 
on the effective slip phenomenon, but if the dimensions of the cross-section of the 
microchannel are greater than λD, the velocity is independent of the cross-sectional 
dimensions. Additionally, the system requires a high-voltage supply to generate the 
electrostatic potential drop between the two ends of the centimeter-long channel. 
Nevertheless, the very high voltage can cause unstable electro-osmosis; therefore, 
the electro-osmosis method integrated with the hydrodynamic system is used in 
microsystem in order to handle the problems of pressure-driven and electro-osmotic 
techniques [21,22]. 

4.3.5.2 Importance of Electrokinetics in Microsystems
When all electrokinetic effects [5] take place on the surface of the channels, their 
effects can provide many advantages to the microfluidic devices, as follows:

 1. Electro-osmotic flow can help the microfluidic-based system drive the liq-
uids. In the case of the narrow channel with thickness h and width w, for 
the given potential drop the volume flow rate of the electro-osmotic flow 
is proportional to hw. For the given pressure drop, the volume flow rate is 
proportional to h3w. 

 2. Electro-osmotic flow is capable of maintaining high electric fields (greater 
than 100 volt/cm) with low currents due to the high electrical resistance to 
ionic presence in the small cross-sectional area of the fluid-filled channels. 

 3. Spontaneous convection, such as thermally driven convection, is weak 
because of viscous damping for the small systems (less than 100 microns).

 4. Electrophoresis can effectively enhance separation processes in many ana-
lytical microsystems. 

 5. For the electro-osmotic flow in homogeneous channels, the plug flow allows 
the transport of samples due to hydrodynamic dispersion present in the 
pressure-driven flows.

4.3.6 aPPlicationS of mixing anD DiSPErSion in microflUiDicS

Mixing and dispersion [5] of the reagents, including small molecules, macromol-
ecules such as proteins, or particles, are both significant processes for medical 
research in the microfluidic system. Some examples of applications in microfluidic 
devices relevant to mixing and dispersion are as follows:

 1. If the chemical transformation, including deposition onto the surface of 
the microchannel, needs to be performed at particular locations within 
the channels, minimal mixing of the solute between adjacent laminar 
streams is required since the transverse mixing occurs by diffusion 
only, and laminar flow is desired for this application.

 2. In the case of initiation of the chemical reaction, the complete and rapid 
mixing of adjacent laminar streams is required to achieve this purpose, 
and the laminar flow is not suited for this application; hence, convective 
mixing has to be improved.
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 3. In the case of transporting the plugs of analytes for detection applications 
in microfluidic devices, uniform electro-osmotic flow is required to obtain 
satisfactory analytical results. A pressure-driven flow with a parabolic pro-
file causes the solute (i.e., analyte) to be stretched out along the direction of 
the flow; as the result, the detector reads the values inconsistently.

Note that convective transport is typically faster than diffusive transport even in the 
microscales or smaller channels. In addition, laminar flow with a high Pe number is 
ideal for applications in delivery and confinement of reagents. In particular, laminar 
flow has been applied to deliver multiple reagents to a single cell with subcellular 
spatial resolution [5,23].

4.3.7 imProvEmEnt of thE mixing ProcESS in microflUiDicS

Typically, mixing between the laminar streams in the microchannel takes place by 
diffusion only. In order to improve mixing in the microscaled channels, first, the 
mixing length and mixing time should be decreased, and transverse flows should 
be generated. If this is not done, the solutions, such as protein solution, cannot be 
transported within the microchannel. For generating transverse flows, there are three 
common methods [5] to achieve this goal:

 1. Passive method: the interaction of the externally-driven flow, including 
electro-osmotic flow and pressure-driven, with the fixed channel geometry 
can engender transverse flows.

 2. Active method: the oscillatory forcing (e.g., mechanical or electrical) within 
the microchannel is capable of generating transverse flows.

 3. Adding microstructural deformable elements to the liquids in the case of 
viscoelastic liquids: this technique generates elastic stresses, resulting in 
activating flow instabilities [24,25]; consequently, it significantly enhances 
mixing in a curved microchannel [26].

4.4 ESSENTIAL COMPONENTS OF THE MICROFLUIDICS

Microfluidic devices can be integrated with many kinds of functional components, 
such as micropumps, microvalves, micromixers, microfilters, and microsensors. 
This section focuses on a variety of microvalves and micropumps which have been 
used in medical applications. The following details illustrate how both microvalves 
and micropumps can contribute to the functionality of the microfluidic devices.

4.4.1 microvalvES 

A microvalve [27] is one of the main significant components for designing micro-
fluidic devices with complex functionality; it is used to control flowing, timing, and 
separating of fluids in the micro-scaled channel. This section interprets five major 
types of microvalves: electrokinetic, pneumatic, pinch, phase change, and burst 
microvalves.
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4.4.1.1 Electrokinetic Microvalves 
Electrokinetic valves [28–31] are typically integrated within microfluidic devices for 
operating in applications having a continuous flow system only, and performing as a 
fluid router which uses electro-osmotic flow to switch fluids from one channel to the 
other. However, there are limitations and drawbacks for this microvalve to be con-
sidered when designing the devices. First, for all electrokinetic transport processes, 
it strongly depends upon the surface properties of the microchannel, and the valve 
works reliably on glass surfaces only, which makes it difficult and expensive to do 
micromachining. Second, it is strongly dependent on the ionic composition of the 
buffer. Third, high-voltage sources and expensive switches are required to operate 
the system. In addition, the valve is limited to work on continuous-flow application 
only and is not suited for batch processes.

4.4.1.2 Pneumatic Microvalves
Pneumatic microvalves [27] typically utilize a flexible membrane (e.g., polydimethy-
lsiloxane [PDMS]) to control the flow pattern in the microchannel. It  works by 
applying pneumatic pressure on the membrane via the control channel [32–39]. 
Moreover, the pneumatic type can be easily integrated with standard soft lithog-
raphy processes, and it can also be filled with fluid without air interrupting into 
the microchannel while the control channel is working by activating from external 
pressure source. Nonetheless, there is a concern that changing the pneumatic pres-
sure can cause deflecting the valve membrane and sealing against the seat. The 
three typical types of the pneumatic valves are normally-open, normally-closed, 
and check microvalves.

Normally-open microvalves [33,36,37,39] (e.g., quake, plunger, and plunger 
microvalves) are used to stop the flow through the valve by deflecting the mem-
brane from applying positive pressure on the control channel, but the valves do not 
fully close off the flow. Quake microvalves have been used in applications for pro-
tein separation [40] and sell sorting [41,42]. Plunger microvalves have been used for 
microinjection of fluid through a microneedle [43], and have recently been used for 
delivering a bolus of fluid orthogonal to the direction of the inlet of the fluid [44]. The 
later-deflection membrane microvalves integrated with a bifurcating channel junc-
tion have been successfully employed for high-speed cell sorting [45]. 

The check microvalves [47,48] enable fluid to flow in one direction only. To open 
the valve, the upstream pressure is increased in order to overcome restoring forces (e.g., 
gravity) and downstream pressure. This type of check microvalve is also capable of 
performing delivery of biocompatible materials to mouse embryo fibroblast cells [47].

4.4.1.3 Pinch Microvalves
Pinch microvalves [49–51] are operated using mechanical pressure for causing physi-
cal deformation of the bulk of the PDMS which forms the device rather than mak-
ing deformation of the PDMS membrane next to the fluidic microchannel as the 
pneumatic microvalves do. In addition, pinch microvalve operation depends upon 
the localized pressure from mechanical generation instead of external generation of 
pressure supplying the wall as the pneumatic models do. 
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Pinch microvalves [52–54] have other aspects similar to pneumatic microvalves. 
For  example, Braille pinch microvalves (one type of pinch microvalve) generate 
localized pressure by employing mechanical pins of Braille displays, which is easy 
to operate with the programmable valve control method [52,53]. Braille pin pinch 
microvalves have been used to perform cell seeding and compartmentalization [52], 
and culture media recirculation [53]. 

4.4.1.4 Phase-Change Microvalves
Phase-change microvalves [27] regulate the fluid flow by the phase transition of the 
valve materials (e.g., paraffin [55–57], hydrogel [58,59], and polymer [60]); thus, 
the microfluidic devices do not need a pneumatic connection to the valve seat for 
operation. However, the response time for actuation is slow, which is not crucial for 
some applications, but the phase-change microvalve is not suited for applications 
that are concerned with rapid fluidic switching. Paraffin microvalves have been used 
for  disposable bioassay microchip designs because they are affordable and easy for 
actuation due to the low tunable melting point of the paraffin [55,59], but paraffin 
valves can typically be used only once for modulating fluid flow [57].

4.4.1.5 Burst Microvalves
Burst microvalves [61–63] are single-use passive microvalves which open irrevers-
ibly when the driving pressure overcomes the flow resistance of the valve. Because 
of their single-use and simple fabrication, burst microvalves are very attractive for 
applications of disposable microfluidics in which there is no off-chip controller 
 available. The capillary burst microvalve, one of the types of burst designs, regulates 
fluid flow by increasing capillary resistance inside the microchannel as the result of 
a sudden change in the geometry or surface chemistry of the microchannel.

4.4.2 microPUmPS

Micropumps [27] are also an important component for microfluidic devices, for reg-
ulating and modulating fluid flow. This section provides functional information of 
two practical types of the micropumps, active and passive pumps, which have been 
employed with the microfluidic systems.

4.4.2.1 Passive Micropumps
Fluid volume in contact with the microstructure surfaces moves immediately as a 
result of the interaction between the surface tension of liquid and the chemical com-
position of the surface. The fluid flow always goes in the direction that minimizes the 
free energy between the vapor, fluid, and solid interfaces. For instance, spontaneous 
wetting of microchannel or capillary can be used to pump fluids as the passive-
pumping mechanism does. Delamarche fabricated a capillary pump that was capable 
of generating the flow rate of 220 nL/s, with an average flow speed of 55 mm/s [64].

4.4.2.2 Active Micropumps 
Active micropumps depend on an external signal to initiate and stop pumping 
actions. The external signal also enhances the efficacy for regulating the flow rate 



75Microfluidics

and the transient action of the pump, thereby significantly increasing the complexity 
of organ-on-chip microfluidic operations.

4.4.2.2.1 Pneumatic Membrane Micropumps
This kind of micropump works when a fluid volume (i.e., bolus) is bound between 
the activated pumping membranes and moves through sequential activation of the 
pumping membranes. As the result, the bolus moves away from its initial position, 
thereby producing volume displacement in the microchannel. Pneumatic micro-
pumps integrated with hydrogel check valves [65] can generate flow rates of up to 
25 µL/minute [47], and displacement volumes of up to 120 nL/stroke [66]. 

4.4.2.2.2 Piezoelectric Micropumps
Piezoelectric pumps [27,67] consist of a piezoelectric disk attached on top of a dia-
phragm above the pumping chamber; the piezoelectric materials (e.g., lead zirconate 
titanate) change their shape significantly when applied with the electric current. The 
stress exerted by piezoelectric materials connected to the diaphragm is able to pump 
the fluids, and alternating the deflection of the piezo-coupled diaphragm from the 
pumping chamber can engender the pumping strokes.

4.4.2.2.3 Electrochemical Micropumps
Micropumps can operate from the electrolysis of the aqueous solution to pump fluid 
through the microchannel. Bohm [68,69] developed the electrochemical micropump 
by using gas generation from the electrolysis of the KNO3 to pump the sample fluid 
into the microchannel, and this generated flow rates ranging from 0.8 nL/minute to 
4 nL/minute. However, there was a concern about the cross-contamination between 
the sample fluid and the products from the electrolysis [27]. 

4.4.2.2.4 Electro-Osmotic Micropumps
The electro-osmotic pump consists of a microchannel with electrodes submerged 
in fluid reservoirs at one end [70–73]. As the DC electric field is applied across the 
electrodes, there is a high force taking place at the wall of the microchannel, thereby 
causing the bulk motion called “electro-osmotic flow,” and leading to moving the 
charge and fluid through the microchannel. The advantages of the micropump are 
that there are no moving parts, and it has the capability to be compatible with fluids 
over a wide range of conductivities. In addition to employing the DC electric field, 
the electro-osmotic micropump with applying the AC electric field on the electrodes 
is capable of engendering a flow rate of 450 µm/second at a power supply of less than 
5 VRMS of AC voltage [27,72]. 

4.5 APPLICATIONS OF MICROFLUIDICS

This section discusses currently promising aspects of microfluidics in practical 
applications—including organs-on-chips, tissue engineering, biosensors, and drug 
delivery—which could enhance our standard of living and improve quality of life to 
a large number of people in the near future.
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4.5.1 microflUiDic organS-on-chiPS

Organ-on-a-chip [74] devices are microfluidic devices that are used to examine 
 living cells (e.g., evaluating cell contributions to the physiological functions of tis-
sues and organs). The purpose of these devices is to study particular units of organ 
or tissue, not to create a whole living organ; microfluidic organs-on-chips are also 
capable of fabricating tissue and organ functionalities, which are limited for con-
ventional two-dimensional and three-dimensional culture systems known as organ-
oids. Microfluidic organs-on-chips can also be used to investigate in vitro analysis 
of biochemical, genetic, and metabolic mechanisms of the living cells in tissues 
and organs, and to study tissue development, organ physiology, and disease etiol-
ogy by observation with high-resolution microscope and real-time imaging. The 
two-dimensional culture system could previously not support differentiated func-
tions of many cell types, and could not predict in vivo tissue functions and drug 
activities [75]. For the three-dimensional cell culture systems or organoids [74], it is 
difficult to maintain cells in positions within the structures for extended analysis; 
it is also difficult to perform functional genetic analysis of living cells within the 
three-dimensional models.

The novel models of microfluidic organs-on-chips [74] are capable of overcoming 
the limitations of the previous two systems. Microfluidic chips can simply fabricate 
the system to investigate physiological function of one cell type (e.g., hepatocytes 
or kidney tubular epithelial cells), and the chips can also fabricate more complex 
systems consisting of different cell types by connecting two or more microchannels 
with porous membranes to form interfaces among the disparate cell types, such as 
the blood-brain barrier. Microfluidic chips can also be integrated with microsensors 
used for analysis of the cultured cells or microenvironmental conditions (e.g., cell 
migrations [76] and fluid pressure [77]), which is not compatible with the previ-
ous three-dimensional models. Another advantage of the chips is their capability to 
independently control fluid shear stress by switching the flow rates or microchannel 
dimensions [78,79] and by separating cells from the flow path using the nanoporous 
membranes [78]; hence, the cultured living cells and their functionalities have a high 
tendency to live longer. The chips can also allow different cell types to be cultured at 
the same microchannel with the other living cells by designing complex microchan-
nel paths for connecting with adhesive substrates [74], by microprinting extracellular 
matrix (ECM) in different positions within the microchannels [80–82]. 

Microfluidic organs-on-chips have also been used for the investigation of basic 
mechanisms of organ physiology and disease. Applying organs-on-chips integrated 
with dynamic variation of oxygen tension makes it possible to study the beginning of 
disease states, including heart ischemia [83] or vaso-occlusion in sickle-cell disease, 
because of polymerization of hemoglobin S in deoxygenated erythrocytes [84]; as a 
result, the chips allow researchers to determine the specific drug for the particular 
threatening disease.

An organ comprises two or more different tissues, which are themselves formed 
of the groups of disparate types of cells [74]; consequently, the organ is a hierarchical 
structure. A human blood-brain-barrier-on-a-chip was fabricated by lining porous, 
fibronectin-coated polycarbonate membrane with human brain microvascular 
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endothelium on one side and human astrocytes on the other side [85]. The chip was 
also integrated with microelectrodes to measure transepithelial electrical resistance 
across the barrier, which may lead to investigating how drugs can be transferred 
across the blood-brain barrier.

For another example of a microfluidic chip, a human lung-on-a-chip [74], was 
fabricated to study the mechanism of breathing motion in lung disease. In the the 
lung-on-a-chip, human alveolar epithelial cells were positioned above a porous and 
flexible ECM-coated membrane; human capillary endothelial cells were positioned 
on the bottom. The air flow was then fed through the upper channel to generate the 
air–liquid interface with the alveolar epithelium; culture medium entered the vascu-
lar channel either with or without human immune cells [86,87]. Stimulation of the 
breathing mechanism was assessed by applying cyclic suction to the full height of the 
chambers, distorting and relaxing the flexible PDMS side-walls and attached porous 
membrane. Silica nanoparticle simulants of environmental airborne particulates 
were then introduced into the air channels, which could cause a higher significant 
amount of reactive oxygen species, cellular uptake of nanoparticles, and transport of 
nanoparticles across cell layers and into the vascular channel if the cells were experi-
encing cyclic breathing motions. Lung-on-a-chip may be utilized to understand how 
the mechanical forces (e.g., breathing motions) play a role in interleukin-2-induced 
pulmonary edema [87].

4.5.2 microflUiDicS in tiSSUE EnginEEring 

Costantini et al. [88] applied microfluidics with a high internal phase emulsion 
(HIPE) technique for fabricating a new class of scaffolds from dextran-methacrylate. 
The method is capable of precise tuning of all structural parameters of the matrices 
(e.g., porosity, pore size, the lumen of interconnections between the pores). The three 
steps for fabricating the scaffolds are as follows: first, producing the monodisperse 
oil-in-water emulsion; second, cross-linking the external phase under UV light at 
the temperature of 50° for 24 hours; and third, extracting the inner phase and puri-
fications. Interestingly, during the cross-linking process, no coalescence occurred. 
As a consequence, highly ordered and uniformly spaced in all dimensions structures 
were obtained; in contrast, the scaffolds fabricated by the conventional technique 
[46] without microfluidics had highly polydisperse with standard deviations of the 
order of tens of percent of the mean sizes, and the conventional technique cannot 
control or tune the final morphology of the scaffolds.

The microfluidic-HIPE method [88] is able to generate narrow distribution of the 
pore diameters with standard deviations below 10% of the mean, since the micro-
fluidic flow-focusing junction can be used to tune the mean diameter of the pores. 
In addition, the microfluidic-HIPE can form greater sizes of interconnects exhibited 
by scaffolds than the conventional technique, leading to advantages for cell culture 
experiments in tissue engineering with capability for supply of nutrients and oxygen, 
and disposal of waste throughout the scaffolds for the studies. Another advantage of 
the novel technique is that it is capable of independently varying the dimension of 
interconnects while retaining constant pore size. Microfluidics are also able to form 
monodispersed droplets within the confined space of the outlet channel [88].
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4.5.3 microflUiDicS for bioSEnSing aPPlicationS

To enhance the sensitivity of the signals for a sensing system using optical phenom-
ena (e.g., surface plasmon resonance and surface-enhanced Raman scattering) for 
many biological applications, including analysis of DNA and cells. Microfluidics are 
a promising candidate to achieve highly efficient detection for sensing  systems [89]. 
Microfluidics are capable of controlling and measuring small amounts of fluids, 
such as reagents, from microliters down to picoliters, for high-throughput  systems 
 effectively to generate a higher degree of control for separations and  detections [89,90]; 
thus, the integration of sensing systems with microfluidic devices have a great potential 
to bolster analysis in the biomedical sensing field. Microfluidics can also decrease cost 
and time for analysis [91–93], making microfluidic methods more attractive over the 
conventional milliliter-scaled glassware [94–97].

Localized surface plasmon resonance (LSPR) is a resonance phenomenon of 
waves localized in a metal nanostructure (e.g., nanoparticles and nanowires); an 
LSPR sensor is also an attractive technique used as a detection system due to its 
high sensitivity and no pretreatment of sample required for fast, qualitative detection 
of enantiomers [89]. Guo et al. [98] fabricated a biosensor integrated with micro-
fluidics and LSPR to detect enantiomers of chiral compounds rather than chro-
matographic methods. They successfully invented the LSPR sensor integrated with 
microfluidics by forming dense gold nanorods on a self-assembled monolayer of 
3- aminopropyltriethoxysilane (APTES) inside the channel walls of the microfluidic 
device for drug–protein interactions. In addition, they fabricated microfluidic chan-
nel on a glass substrate in which light was induced through an optical fiber using a 
tungsten halogen light source into the channel-generated LSPR signal, and the signal 
was detected by UV spectrometer. Before injection of the solution of gold nanorods 
into the microchannel and incubation for 5 hours to form the gold nanorods surface, 
the self-assembled monolayers of APTES were immobilized. LSPR signals were 
detected by measuring peak shifts at resonance condition before and after binding 
interaction; consequently, this method can be used for detection of other enantiomers 
with high sensitivity. 

Another example of biosensing applications integrated with microfluidics is the 
detection of reactive oxygen species (ROS) caused by cigarette smoke [99]. The novel 
technique for ROS detection, an electrophoresis device integrated with a microflu-
idic chip and using the LSPR phenomenon [89,99], is capable of using less cigarette 
smoke consumption and shorter time for analysis less than conventional detection 
of ROS, which required a significant amount of cigarette smoke sample and took a 
longer time for the detecting process.

4.5.4 microflUiDicS for DrUg DElivEry SyStEmS

Researchers have been attempting to improve effective drug delivery systems by 
integrating with microfluidic platforms, and microfluidics can precisely control and 
transport small quantities of liquid from microliters to picoliters [100]. Hence, micro-
fluidics have recently been utilized in the fabrication of self-assembled drug carriers, 
droplet-based drug carriers, and non-spherical drug carriers, because microfluidic 
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systems are able to generate monodispersed and multifunctional drug carriers with 
effectively controllable physical and chemical properties to bolster transport, release, 
distribution, and elimination of drugs during the period of treatment [101,102].

For self-assembly drug carriers integrated with microfluidics [100], two or mul-
tiple streams of reagents are interfaced and the carriers are created at the interfa-
cial layer. Typically, this method has been also integrated with hydrodynamic flow 
focusing in order to successfully generate the self-assembly reactions of the carriers 
by controlling the mixing rates between different fluid streams depending upon the 
shape of the microchannel, the flow rates, and the diffusion coefficient of different 
miscible streams [100,103]. The size of self-assembled drug carriers from this fab-
rication technique is typically less than 1 µm, which can decrease the possibility of 
phagocytosis when the drug carriers transport across physiological barriers [101]. 

Another technique for fabricating drug carriers, droplet-based microfluidic 
method [104,105], is able to form homogeneous drug-loaded particles with relatively 
larger size than the carriers fabricated by self-assembly microfluidic carriers, thereby 
providing a high dose of the drug encapsulated in the particles and maintaining drug 
release for long periods of time. However, this method cannot fabricate very small 
drug-loaded carriers if nano-sized drug-loaded particles are required.

Recent studies have illustrated that the shape of the drug-loaded carriers has sig-
nificant effect on in vivo biodistribution, their uptake mechanisms, and their blood 
circulation time in the human body [100,106]. With the previous two drug fabrication 
techniques, most of drug-loaded particles are spherical, so targeting of the carriers to 
the disease cells in the human body is still challenging due to low surface-to-volume 
ratio compared to complex shapes. Hence, the non-spherical drug carriers integrated 
with the microfluidics method is a promising solution, since the non-spherical shapes 
of the carriers (e.g., rod-like, cylinder-like, and toroid-like particles) have a relatively 
higher surface-to-volume ratio than that of the spherical shape [100]. As the result, 
those shapes are capable of improving the attachment of drugs to the cell surface.
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5 From Big Data to 
Predictive Analysis 
from In Vitro Systems 

Andre Kleensang, Alexandra Maertens 
and Thomas Hartung

5.1 INTRODUCTION

A number of high-content technologies allow deriving what is nowadays often called 
“big data” from cellular models. The challenge is to make “big sense” from “big 
data.” Toxicology with its challenges (Hartung 2009) is used as a prime example 
here. The main opportunity is to deduce the underlying adverse outcome pathways, 
i.e., the pathways of toxicity and disease manifestations. However, in order to under-
stand aspects of these processes and possible perturbations in disease or due to toxic 
or traumatic insults, it is necessary to make such cell models available. It is not about 
“big data” but about “good big data” and this starts with good cell models. With the 
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advent of stem cells, this field has started to boost a development of organotypic 
models, which promise to represent developmental aspects of organogenesis and the 
possible targets of disruption. Using patient-derived stem cells, the relevant genetic 
background can be studied and even combined with stressors, which might aggravate 
the manifestation of developmental disorders. Bioengineering offers additional tools 
for further optimizing cell cultures to make them organotypic (“microphysiological 
systems” or “organ-on-a-chip”), i.e., reproduce organ functionalities. However, the 
necessary complement of this is quality assurance of the cell systems.

The next step is the generation of big data by high-content technologies, especially 
the various omics technologies. They have again very different levels of standardiza-
tion and quality assurance. The increasing level of commercialization and a number 
of quality assurance initiatives have helped a lot here. Taking especially the example 
of mass-spectroscopy-based metabolomics, some problems will be illustrated.

The challenge lies clearly, however, in making sense of the data, as these are 
technologies full of measurement noise, where a relatively small number of experi-
ments are used to assess a multitude of variables. This requires a reduction in dimen-
sionality: the most common approaches are based on significance of changes (when 
done well with false-discovery rate adjustment) and clustering of findings. The latter 
depends critically on prior knowledge on pathways, and here the enormous publica-
tion biases hit hard. But the emerging data-mining and bioinformatics tools give hope 
for a predictive interpretation of such data.

Bioinformatics plays a key role in mining the information-rich new technologies and 
making sense of the output by modeling. With interdisciplinary collaboration, toxicol-
ogy can take advantage of such expert knowledge. The challenge and the opportunity 
lie in the transition from mode of action (MoA) models to pathway modeling (Hartung 
and McBride 2011; Kleensang et al. 2014; Bouhifd et al. 2014; 2015a), increasing the 
resolution of analysis, and then back to building Integrated Testing Strategies (ITS) on 
this understanding of adverse outcome pathways and, ultimately, a systems integration 
of this mechanistic knowledge (Hartung et al. 2012). Environmental contaminations 
do not present themselves in isolation but as mixtures with unknown “cocktail” effects. 
Traditional animal test approaches are not suitable for testing many combinations of 
doses and timing. New pathway-based tests, in contrast, could allow the identification 
of critical combinations and provide better environmental protection.

In the meantime, several newly emerging technologies have demonstrated capabili-
ties for the development of more modern approaches for toxicology to replace the tradi-
tional “black-box” animal-based paradigms by providing mechanistic details of events 
at the cellular and molecular levels (Leist et al. 2014). Such high-content methods are 
the logical complement to sophisticated organotypic cultures where a maximum of 
information is obtained from the lower number of replicates because of duration of 
model preparation and technical effort for each and every parallel cell system.

5.2 ORGANOTYPIC CELL CULTURE

Cell culture is prone to artifacts. Cells live—and as any living being, they react to 
survive. Survival of the most adaptable one: a principle well known in the evolu-
tion of organisms holds true also for cell populations under the selection pressure 
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of culture conditions. The closer the cellular environment mimics the physiological 
situation, the less cells need to move away from tissue-type differentiation.

We have first examples that show organotypic cultures (Andersen et al. 2014; Hartung 
2014) to provide more relevant results (Marx et al. 2012, 2016; Alépée et al. 2014). They 
might help us to make better predictions of the organism’s response to treatment, disease 
agents, and chemical exposure. We need to admit that the current systems are of limited 
use, e.g., to decide on developing agents with higher probability of success in clinical 
trials (Hartung 2013). In this context, 3D is a key aspect to get to organotypic cultures, 
as pursued by our group for brain models (Hogberg et al. 2013; Pamies et al. 2014) for 
developmental neurotoxicity (Smirnova et al. 2014). Traditional 2D cultures look like 
pan-fried eggs “sunny side up.” Their environment: half plastic, half culture medium, 
and a little bit of other cells. They typically have less than 1% of both cell density per 
volume and cell-to-cell contacts when compared to native tissue. Intracellular com-
munication is difficult, whether by contact or paracrine mediators, which are instantly 
diluted by cell culture medium. Most cultures do not result in polarization of cells, as 
especially epithelial cells show in the organism (Gordon et al. 2015).

A number of technical solutions to achieve 3D cultures yield benefits: cell dif-
ferentiation, reduced variability, long-term stability, etc.—not all in each and every 
setup, but in many cases (Alépée et al. 2014). But everything comes with a price: 
more work, more costs, slower growth, and heterogeneity; cells on the surface of our 
3D cultures are not the same as those in the inside. And there is a nutrition problem; 
if not combined with perfusion, medium supply for the inner cells is limited by dif-
fusion and cell barriers. Some hundred micrometer diameter is a typical limit, before 
lack of oxygen and nutrients leads to necrosis at the center.

But 3D alone is not yet organotypic (Hartung 2014). The challenge starts with the 
choice of cell types. If tumor lines are used, 3D cannot restore their genetic make-up 
(Hartung 2013; Kleensang et al. 2016); thousands of point mutations, chromosomal 
multiplications, rearrangements, and losses cannot be turned back. There is tremendous 
hope that we can increasingly use stem cells to obtain quasi-primary human cells, but 
the differentiation protocols still have major limitations. So we will often have to use 
primary cells, but their supply is challenging if sourcing from humans. Often 3D culture 
will slow down dedifferentiation, the loss of specific cell functions typical for primary 
cells brought into culture, but again reliable protocols are only emerging. We are left 
with time windows between establishing the 3D culture and critical loss of differentia-
tion. Adding the fourth dimension, time, to make long-term exposures and long-term 
reactions of our tissue equivalents possible is the next challenge.

There is more to do in order to make a 3D culture organotypic. Perfusion can 
make culture more homeostatic, if we are not recirculating the culture media. Each 
medium change is the most drastic change of environment for a cell that we can 
imagine. In an instant, all waste is gone and nutrients are replenished. To adapt, cells 
need to stay flexible, i.e., they have to avoid terminal differentiation. But an organ 
consists of many cell types, which we can model in co-cultures—and they are orga-
nized in structures, often form functional units. This is very challenging to recreate 
in vitro. Moreover, there is an extracellular matrix to add.

We are only starting to engineer all of this, including mimicking the impact of 
physical factors—stretch, pressure, peristaltic, and more. The current excitement for 
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3D in cell culture technology is fueled by the increasing awareness of how much 
we miss with traditional approaches. In a collaborative R&D funding initiative by 
the US agencies National Institutes of Health (NIH), Defense Advanced Research 
Projects Agency (DARPA) and the Food and Drug Administration (FDA) as well as 
a similar program by Defense Threat Reduction Agency (DTRA), $200 million over 
5 years have been made available, aimed at creating 3D chips with living cells and 
tissues that model the structure and function of human organs (Hartung and Zurlo 
2012). Such tools not only are expected to help develop medical countermeasures for 
chemical and biological warfare and terrorism but also are equally important in the 
general drug discovery and development area for predicting more accurately how 
effective a therapeutic candidate would be in clinical studies. European programs 
are more dispersed, less coordinated, but certainly not of much smaller dimension.

They bring bioengineers and the in vitro testing community together. We can learn 
from alternative methods and their validation, which have addressed quality assur-
ance for in vitro tests over the last decades, most explicitly with the development of 
the good cell culture practice (GCCP) guidance (Coecke et al. 2005). If we want to 
become more predictive, we have to follow this avenue, and going 3D is among the 
first of many steps of our journey to meaningful models of tissues and organs.

5.3 SOURCES OF CELLS FOR 3D CULTURES

To provide human cellular material, which is increasingly seen as the gold standard in 
toxicology of the twenty-first century (NRC 2007; Leist et al. 2008), new technologies 
are emerging that allow differentiation of human embryonic stem cells (hESCs), human 
induced pluripotent stem cells (hiPSCs) or fetal cells such as fetal neural progenitor 
cells (NPCs). Although human cell systems are in the end desired for making predic-
tions of human health, rodent systems can also be of high value for risk assessment. For 
instance, rodent models may be used in parallel to a human cell-based model. By using 
both cultures, toxicity observed in human cells in vitro can be extrapolated to the large 
database on toxicity in rodents in vivo. Such species extrapolations that use comparison 
of in vitro and in vivo data are called the “parallelogram approach of toxicology.” For 
instance, species-specific differences in sensitivity observed between human and rat 
organoid cultures are most likely to reflect, and to predict, disparities in cellular toxico-
dynamics. These experimentally-derived toxicodynamic factors can then be employed 
for hazard and risk assessment. However, degrees of maturation between human and 
rodent systems have to be carefully assessed, as speed of maturation differs between 
species, not only in vivo but also in vitro (Baumann et al. 2014).

5.4  BETTER CELL SYSTEMS ALSO NEED BETTER 
QUALITY ASSURANCE

Our attempts to establish GCCP (Coecke et al. 2005) and publication guidance for 
in vitro studies (Leist et al. 2010) desperately await broader implementation. Earlier, we 
discussed the shortcomings of typical cell culture (Hartung 2007a, 2013). These arti-
cles summed up experiences gained from the validation of in vitro s ystems and in the 
course of developing GCCP guidance (Coecke et al. 2005). Cell cultures are prone to 
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artifacts (Hartung, 2007a)—far too many artificially  chosen and difficult-to-control 
conditions influence our experiments. Quality assurance is the gift from alternative 
methods to the life sciences. While good laboratory practice (GLP) (at least origi-
nally) addressed only regulatory in vivo studies, and International Organization for 
Standardization (ISO) guidance is not really specific for life science tools, neither 
addresses the key issue, i.e., the relevance of a test. This is the truly unique contribution 
of validation (Leist et al. 2012a), which is far too infrequently applied in other settings.

We do not obtain in vivo-like differentiation because we often start with tumor cells 
(ten thousands of mutations, loss, and duplications of chromosomes), over- passaging 
with selection of subpopulations, nonphysiologic culture conditions (hardly any cell 
contact, low cell density, no polarization, limited oxygen supply, non-homeostatic 
media exchange, temperature, and electrolyte concentrations reflective of humans, 
not rodents), forcing growth (fetal calf serum, growth factors), no demand on cell 
functions due to over-pampering, and no in vitro kinetics giving consideration to 
the fate of test substances in the culture and lack of cell type interactions. For most 
aspects there are technical solutions, but few are applied, and if they are applied, it 
occurs in isolation, solving some—but not all—of the problems. On top of this, we 
have a lack of quality control. If we take the following estimates, it is likely that only 
60% of studies use the intended cells without mycoplasma infection. Misidentified 
cells are a threat to all in vitro work. The most impressive are HeLa cells. Since 1967, 
cell line contaminations have been evident, i.e., another cell type was accidentally 
introduced into a culture and slowly took over. They are the most promiscuous so 
far and HeLa cells actually were the first human tumor cell line. Recently, the HeLa 
genome has been sequenced (Landry et al. 2013) finding extra versions of most chro-
mosomes (up to five copies) and many genes were duplicated even more extensively. 
Many chromosomes showed drastically altered arrangement of the genes. Do we 
really expect such a cell monster to show normal physiology? The cell line was found 
to be remarkably durable and prolific, as illustrated by its contamination of many 
other cell lines. It is assumed that, even today, 10–20% of cell lines are actually 
HeLa cells and, in total, 18–36% of all cell lines are wrongly identified. Even over 
the last decade, studies analyzing the problem of inauthenticity in cell banks range 
from 15–18% (Hughes et al. 2007) and a very useful list of such mistaken cell lines 
is available. A 2004 study (Buehring et al. 2004) showed that HeLa contaminants 
were used unknowingly by 9% of survey respondents, a likely underestimation of 
the problem, and only about a third of respondents were testing their lines for cell 
identity. It is a scandal that a large percentage of in vitro research is done on cells 
other than the supposed ones, and thus misinterpreted this way.

Another type of contamination that is astonishingly frequent and has a seri-
ous impact on in vitro results is microbial infection, especially with mycoplasma 
(Langdon, 2003). Screening by the FDA for more than three decades shows that, 
of 20,000 cell cultures examined, more than 3000 (15%) were contaminated with 
mycoplasma (Rottem and Barile 1993). Studies in Japan and Argentina reported 
mycoplasma contamination rates of 80% and 65%, respectively (Rottem and Barile 
1993). An analysis by the German Collection of Microorganisms and Cell Cultures 
(DSMZ) of 440 leukemia-lymphoma cell lines showed that 28% were mycoplasma 
positive (Drexler and Uphoff 2002). Laboratory personnel are the main sources of 
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Mycoplasma orale, M. fermentans, and M. hominis. These species of mycoplasmas 
account for more than half of all mycoplasma infections in cell cultures and physi-
ologically are found in the human oropharyngeal tract (Nikfarjam and Farzaneh 
2012). M. arginini and A. laidlawii are two other mycoplasmas contaminating cell 
cultures that originate from fetal bovine serum or newborn bovine serum. Trypsin 
solutions derived from swine are a major source of M. hyorhinis. It is important to 
understand that the complete lack of a bacterial cell wall of mycoplasma implies 
resistance against penicillin (Bruchmüller et al. 2006), and they even pass 0.2 μm 
sterility filters, especially at higher-pressure rates (Hay et al. 1989). Mycoplasma 
can have diverse negative effects on cell cultures, and it is extremely difficult to 
eradicate this intracellular infection (Drexler and Uphoff 2002; Nikfarjam and 
Farzaneh 2012). While there is good understanding in the respective fields of 
 biotechnology, this is much less the case in basic research, and mycoplasma testing 
is neither internationally harmonized with validated methods nor common practice 
in all laboratories on a regular basis. For a comparison of the different mycoplasma 
detection platforms see Lawrence et al. (2010) and Young et al. (2010). 

The documentation practices in laboratories and publications are often subpar. 
There is some guidance available (GLP has been increasingly adapted, GCCP see 
below) but little is applied. The more recent mushrooming of cell culture protocol 
collections is an important step, but adherence is still uncommon and deviations are 
unclear in publications. We tend to toy around with the models until they work for 
us, and too often only for us. Such standardization forms the basis for formal valida-
tion, as developed by the European Union Reference Laboratory for alternatives to 
animal testing (EURL-ECVAM), adapted and expanded by Interagency Coordinating 
Committee on the Validation of Alternative Methods (ICCVAM) of the US National 
Toxicology Program and other validation bodies, and, finally, internationally harmo-
nized by Organisation for Economic Co-operation and Development (OECD) (OECD 
2005). Validation is the independent assessment of the scientific basis, the reproduc-
ibility, and the predictive capacity of a test. It was redefined in 2004 in the Modular 
Approach (Hartung et al. 2004) but needs to be seen as a continuous adaptation of the 
process to practical needs and a case-by-case assessment of what is feasible (Hartung 
2007b; Leist et al. 2012a). The most important changes to the Modular Approach were 
the introduction of an applicability domain (borrowing the concept from quantitative 
structure activity relationships [QSAR]), the use of existing data (retrospective valida-
tion), and the independence of reproducibility and relevance assessment, which allows 
for leaner study designs and performance standards for similar tests to be considered 
equivalent to a validated one. The framework of evidence-based medicine is increas-
ingly being translated to toxicology (Hoffmann and Hartung 2006), and it recently 
led to the creation of the Evidence-Based Toxicology Collaboration (Zurlo 2011) and 
increased use of its key tool, systematic reviews (Stephens et al. 2016). 

The advent of human embryonic and induced pluripotent stem cells appears to 
be something of a game-changer. First, it promises to overcome the problems of 
availability of human primary cells, though a variety of commercial providers 
make almost all relevant human cells available in reasonable quality (but at costs 
that are challenging for academia). It is important to note, however, that we do not 
yet have protocols to achieve full differentiation of any cell type from stem cells. 
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This is probably only a matter of time, but many of the nonphysiologic conditions 
taken from traditional cell cultures contribute here. Stem cells have been praised 
for their genetic stability, which appears to be better than for other cell lines, but 
we have increasingly discovered their limitations in that respect, too (Mitalipova 
et al. 2005; Lund et al. 2012; Steinemann et al. 2013). The limitations experienced 
first are costs of culture and slow growth—many protocols require months, and 
labor, media, and supplement costs add up. The risk of infection increases unavoid-
ably. We still do not obtain pure cultures and often require cell sorting, which, 
however, implies detachment of cells with the respective disruption of culture con-
ditions and physiology. 

5.5  THE USE OF OMICS TECHNOLOGIES FOR PATHWAY 
MAPPING AND TOXICOLOGICAL TESTING STRATEGIES

A living cell is an incredibly complex, dynamic system comprised of hundreds of 
thousands active genes, transcribed mRNA, proteins with all of their modifications, 
metabolites, and structural constituents from lipids and carbohydrates, to mention only 
a few. Even under homeostatic conditions all of this is undergoing continuous change 
and exchange regulated by complex interactions in networks resulting in rhythmic and 
chaotic patterns. This becomes even more complex if we see a population of cells, dif-
ferent cell types interacting or then the organ functions they form and their systemic 
interaction in the organism; virtually all toxic endpoints involve an emergent property 
of a population of cells. Even worse, life means reacting to the environment, which is 
constantly impacting on all levels of organization. It is illusive to fully describe such 
a system and model it. It is also naïve to take any component and expect it to reflect 
the whole system. The goal must be to know enough about a system to understand the 
major impacts, which is essentially what research into diseases or toxicology is about: 
understanding the impacts which make a lasting and severe change to the system.

To use an analogy (Smirnova et al. 2015), to understand the traffic in a larger city, 
we need to characterize a system of hundred thousands of pedestrians, cars, bicycles, 
etc. But we do not need and we cannot understand each and every element’s behavior 
to understand the way flow is impaired—in fact, focusing on the micro understanding 
would distract from understanding the macro level. If there is a traffic accident, we 
see patterns of changes (traffic jam, redirection of flow, emergency forces deployed, 
etc.). If we take a snapshot photograph from a satellite of the situation, we might 
already see certain clusters or the appearance of ambulances. Even better if we can 
visualize fluxes and show where flow is hindered and see the direction of movement.

Omics technologies are these type of satellite photographs, usually just as a snap-
shot of the system. By comparison with the “normal” situation, we can start to iden-
tify the major derangements, especially when we have time series, replicates and 
dose-response analysis available, best if we can determine fluxes. We do not need to 
monitor every car; some of them suffice to characterize what happens on the main 
roads and places, and some of them, such as the ambulances, the police cars, or the 
fire trucks, are more telling. Different types of interferences can result in similar 
patterns (accident, construction work, a sport event) if hitting the same place/region. 
The stronger the disruption, the more easy to detect perturbation at places further 
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away or whatever we measure (a traffic jam will impact little on pedestrians and 
bicyclists, but a roadblock does).

The analogy falls short when we see that our omics snapshot photographs are 
 selective—they see either mRNA, proteins or metabolites, etc. This would be a cam-
era seeing only cars but missing the anomalies of a marathon or a bicycle race taking 
place in the city. In order to understand these situations, we need to combine our 
monitoring. 

A few lessons from our analogy:

• A dynamic system can hardly be understood from a single snapshot.
• Repeated and varied measurements, especially of different components, 

will give a more robust view of the system.
• The better we understand normal traffic and earlier perturbations, the better 

we know where and what to monitor and how to interpret it.
• Knowing the ambulance and police cars (the early and stress responses) is a 

good way to sense trouble, even without knowing why they were deployed.
• Simulation of traffic helps planning and can be done understanding only the 

major principles of the system.
• The stronger the hit to the system and the longer lasting the effect, the more 

likely we will see it and interpret it correctly.

Back to toxicology—let’s spare the discussion, why we need to rethink the way we 
do our assessments by animal experiments (see OECD n.d.). We will only explore 
here what the availability of our new satellite photo cameras (the omics technologies) 
means for understanding perturbations of the organism by chemicals. It means first 
that we change the resolution—we see what happens in the city and do not need to 
wait until everything collapses (death of the animal). This will be likely much more 
relevant for low-dose and long-term exposures. We can compare different cities (spe-
cies) to see whether the same perturbations occur, so whether they follow the same 
mode of action and can learn from each other.

Having set the scene for our expectations as to the promise of omics technologies, 
a few lessons learned over the last decade follow.

5.5.1 Each omicS iS DiffErEnt

Obviously, they measure different things and do so using different technologies 
(van Vliet 2011). These come with very different levels of standardization, matura-
tion, detection limits and variability, experience in the toxicological user communi-
ties, quality assurance, analysis procedures and ways of expressing results, etc.

To contrast only two, i.e., gene array-based transcriptomics and mass- 
spectroscopy–based metabolomics: the most advanced omics technology is clearly 
the microarray, with a variety of commercial products available, detailed guidance 
for use and reporting, and a considerable use experience. 

Microarrays have, over the past 20 years, become a mainstay of any systems-level 
approach. However, arriving at this point required years of developing statistical 
techniques to take advantage of the insights offered by the high-dimensional data 
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while eliminating much of the noise intrinsic to the technology. On the other hand, 
other—omics technologies, such as metabolomics, are very promising (van Vliet 
et  al. 2008) yet present some technical difficulties. Metabolomics (Bouhifd et al. 
2013; Ramirez et al. 2013)—defined as measuring the concentration of “all” low 
molecular weight (<1500 Da) molecules in a system of interest—has yet to join tran-
scriptomics and proteomics as an essential part of systems biology. 

The fact that metabolomics is ultimately very close to the phenotype turns out to 
be a double-edged sword, as it means that metabolomics is extraordinarily sensitive 
to slight changes in experimental parameters, and it requires a scrupulous commit-
ment to protocol and a long-term commitment to troubleshooting, as virtually any 
small change—different brands of food for animals, different plastic plates in tissue 
culture—can introduce artifacts (Bouhifd et al. 2015b). Additionally, sample prepa-
ration must be kept to a minimum, as every step has the potential to add artifacts. 

In terms of analytical chemistry, metabolomics presents another challenge: the uni-
verse of metabolites consists of chemicals with a vast range of properties—there are 
approximately 2000 polar and natural lipids, 500 class-specific metabolites, 200 redox 
metabolites, and 800 primary metabolites—and the different biochemical properties 
precludes coverage with any one platform, e.g., HPLC will have different coverage 
than gas chromatography. Therefore, while untargeted metabolomics attempts to catch 
“all” the metabolites, the choice of platform will likely favor some over others. This 
is important to keep in mind for pathway analysis, as metabolites that are invisible to 
a specific platform but are heavily represented on a pathway of interest may skew the 
result, i.e., cells treated with estrogen may have steroid-specific pathways upregulated, 
but if a technology does not adequately capture large, nonpolar compounds, any impact 
on that pathway may be difficult to see. Furthermore, metabolomics, unlike transcrip-
tomics, does not produce a list of unambiguously identified “features.” Instead, it 
depends on several intricate steps of data analysis to go from a chromatogram to a list 
of metabolites with concentrations. Final metabolite identification is highly dependent 
on the accuracy of the prior analysis steps as well as the database used for compound 
identification; this is perhaps the most significant bottleneck for metabolomics to 
become a modality commonly employed by systems biologists. Metabolite identifica-
tion is hampered by the fact that our knowledge of metabolic networks is still relatively 
incomplete, the databases still comparatively new, and the data infrastructure lacking, 
which present challenges for both metabolite identification and pathway analysis. 

5.5.2  a moDEl DoES not bEcomE bEttEr by 
aDDing fancy omicS EnDPoint

All models are wrong, some are useful

George Box
British Statistician 

We cannot repeat this mantra often enough. We need to understand for each and every 
model how wrong/how useful it is. The limitations of in vivo, in vitro, and in silico 
models have been discussed elsewhere (Hartung 2007a, 2008, 2013; Hartung and 
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Hoffman, 2009). The important point to be made here is that a higher-level, com-
posite endpoint does not overcome but amplifies the problems, as it adds noise and 
difficult-to-control variables to the model. On the upside, a broader phenotyping of 
the system, which comes hand in hand with the use of omics, shows exactly these 
shortcomings. If we can avoid the cherry-picking of results and the false discover-
ies due to multiple testing, but keep the broad outlook on what they tell us about the 
system, they are most valuable to understand what is really happening. However, 
this is no easy feat, and involves ensuring that conclusions based on one—omics 
platform are reproducible on other platforms (to limit technological artifacts) and 
are consistent with known and validated mechanisms. Additionally, this requires a 
commitment to quality assurance and reproducibility that has been generally lacking 
in—omics technologies as well as in vitro science as a whole. 

5.5.3  thE ProblEm iS not in gEnErating bUt intErPrEting Data—
thE Signal vS. noiSE ProblEm anD SignatUrES of toxicity 

The amount of data available to biologists has shown an almost exponential explo-
sion in the last few decades—National Center for Biotechnology Information’s Gene 
Expression Omnibus (NCBI’s GEO) platform boasts more than 3000 data sets and 
 continues to grow. The embarrassment of riches, however, is not helpful unless the data 
can be turned into knowledge. This will require dimensionality reduction of the data 
so that the noise from both the biological variability and technical aspects does not 
overwhelm the signal, and that the derived Pathways of Toxicity are not the result of 
over-fitting to one limited set of data and are robust when compared with existing data.

Additionally, this will necessitate machine learning techniques that prune the 
information used in a model—something that will become even more important as 
ToxCast and other high-throughput data become available. It is a well-established 
fact in data mining that often additional data merely add noise or cause model over-
fitting. It is always a temptation to assume that using all available data will improve 
accuracy; however, the reality is that more descriptors may simply be adding more 
noise and not offering additional information. Finally, as bioinformatics methods 
generate more and more testable hypotheses, a smarter approach to exploring such 
proposed regulatory mechanisms is required. One possibility is to transform the 
genetic regulatory networks produced by—omics approaches into a systems biology 
markup language (SBML) model (Hucka et al. 2003). 

5.5.4  biomarkErS of mEchaniSm PromiSE to “clEan” SignatUrES of 
toxicity anD makE thEm tranSlatablE bEtWEEn moDEl SyStEmS 

The closer a signature is to the MoA, the closer to the source—to draw upon our 
previous traffic metaphor, knowing the intersection of an accident is preferable to 
the 10,000 ft. view of traffic congestion—and the less likely it will be that the effects 
of biological variability and technical noise will muddy the signatures of toxicity. 
Biomarkers are experimental endpoints which reflect mechanisms (Blaauboer et al. 
2013), which thus especially qualify to develop predictive test systems.
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5.5.5  thE challEngE of PathWay of toxicity 
iDEntification anD annotation

Fortunately, Pathway of Toxicity (PoT) annotation can build upon the information 
architecture that has been extensively developed to describe biological pathways 
(Kleensang et al. 2014). SBML is a system designed to formally describe any biologi-
cal entities that are linked by interactions or processes in a machine-readable format 
and (through graphical interpretation) human-readable diagrams. It is sufficiently 
flexible to specify genetic regulatory circuits, metabolic pathways, or cell-signaling 
pathways and can describe a system in as much or as little detail as necessary to 
capture the essential features. An additional benefit is that there are several SBML-
compatible curated pathways (e.g., PANTHER Pathways) to help structure the data; 
therefore, SBML models often do not require starting from scratch, but usually 
only the far simpler task of adding the relevant information suggested by the high-
throughput approach along with existing pathways. 

Because SBML requires explicit, formally specified interactions, it often shows 
areas in proposed pathways that are poorly understood or characterized and, in some 
cases, conflicting. The standard diagrams employed by cell biologists to describe 
mechanisms in molecular biology generally involve a bunch of arrows and symbols. 
The arrows could mean anything—transcription, activation, phosphorylation, or 
merely a vague and unspecified interaction—and the symbols could be genes, proteins, 
small molecules, or, worse still, vague concepts such as “oxidative stress.” Therefore, 
structuring proposed pathways using SBML or other standardized, controlled formats 
would not only help both prune and extend the network generated by “-omics” technol-
ogies, it would also help make the leap from basic pathway identification and hypoth-
esis generation to models than can be used for more complex simulations, which can 
both weed out false positives and point to areas where proposed transcriptional regula-
tory mechanisms are clearly inadequate to describe the data. Because SBML requires 
explicit, formally specified interactions, it often shows areas in proposed pathways that 
are poorly understood or characterized and, in some cases, conflicting.

5.5.6 thE challEngE of Pot QUalification

The temptation (and, owing to the complexity of interpretation, the comparative 
ease) of spinning high-throughput/high-dimensional data into a “good story” means 
that quality assurance is of critical importance to any alternative method based on 
such techniques. This will be of particular importance to metabolomics, owing to the 
sensitivity of the technique, the ambiguity of metabolite identification, and the high 
probability of artifacts—the temptation will always be there for researchers to treat 
a fluke as a profound finding, and the only guard against this is a culture of quality 
assurance and reproducibility.

5.5.7 thE challEngE of StratEgically intEgrating mUltiPlE tEStS

Despite the fact that toxicology uses many stand-alone tests, a systematic combina-
tion of several information sources very often is required. Examples include when 
not all possible outcomes of interest (e.g., modes of action), classes of test substances 
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(applicability domains), or severity classes of effect are covered in a single test; when 
the positive test result is rare (low prevalence leading to excessive false-positive 
results); and when the gold standard test is too costly or uses too many animals, 
creating a need for prioritization by screening. Similarly, tests are combined when 
the human predictivity of a single test is not satisfactory or when existing data and 
evidence from various tests will be integrated. Increasingly, kinetic information also 
will be integrated to make an in vivo extrapolation from in vitro data.

Integrated testing strategies (ITS) (Hartung et al. 2013) offer the solution to these 
problems. ITS have been discussed for more than a decade, and some attempts 
have been made in test guidance for regulations. Despite their obvious potential for 
revamping regulatory toxicology, however, we still have little guidance on the com-
position, validation, and adaptation of ITS for different purposes. Similarly, weight 
of evidence and evidence-based toxicology approaches require different pieces of 
evidence and test data to be weighed and combined.

ITS also represent the logical way of combining pathway-based tests, as sug-
gested in the article “Toxicology for the Twenty-First Century.” The state of the art of 
ITS and suggestions as to the definition, systematic combination, and quality assur-
ance of ITS have been published (Hartung et al. 2013; Rovida et al. 2015).

5.5.8 thE goal of SyStEmS toxicology

Omics technologies provide a valuable opportunity to refine existing methods and 
provide information for so-called integrated testing strategies via the creation of sig-
natures of toxicity. By mapping these signatures to underlying pathways of toxicity, 
some of which have been identified by toxicologists over the last few decades, and 
bringing them together with pathway information determined from biochemistry 
and molecular biology, a “systems toxicology” (Hartung et al. 2012) approach will 
enable virtual experiments to be conducted that can improve the prediction of hazard 
and the assessment of compound toxicity. It is important to define what is meant by 
“systems toxicology,” which borrows heavily from “systems biology,” i.e., attempts 
to model the (patho)physiology of the body with computational tools. It is proposed 
here that we will need such modeling, both to identify putative PoT (to enable their 
experimental validation) and ultimately to make sense of the data, as well as to make 
predictions about the effect of a substance in humans.

The underlying structure of systems biology and toxicology is a network. The 
move toward systems toxicology and massively parallel techniques opens new 
opportunities, but at the same time raises problems in deriving meaningful informa-
tion out of the wealth of generated data. Such data are increasingly represented as 
networks in which the vertices (e.g., transcripts, proteins, or metabolites) are linked 
by edges (correlations, interactions, or reactions, respectively). Networks can vary 
in their functionalities. Some are undirected graphs that enable only the study of 
structure; others, like the biochemical network, are characterized by interactions of 
varying strengths, strongly nonlinear dynamics, and saturating response to inputs 
(Wagner, 1996).

Network analysis has evolved into a very active and interdisciplinary area of 
research encompassing biology, computer science, and social and information sciences. 
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Many studies are highly theoretical, but they may eventually help in identifying PoTs. 
The network research has three primary goals. First, it aims to understand statistical 
properties that characterize the network structure in order to suggest appropriate ways 
to measure these properties. This is very relevant to signature of toxicity identifica-
tion. Second, it aims to create models of networks that can help us understand the 
meaning of these properties and how they interact with one another. Third, it aims to 
predict what the behavior of networked systems will be on the basis of measured struc-
tural properties. This direction can be very useful in elucidating pathways. Structural 
analysis of networks has already led to new insights into biological systems, and it is a 
helpful method for proposing new hypotheses. Several techniques for such structural 
analysis exist, such as the analysis of the global network structure, e.g., scale-free net-
works, network motifs (i.e., small subnetworks that occur significantly more often in 
the biological network than in random networks), network clustering (modularization 
of the network into parts) and network centralities. Network centralities are used to 
rank elements of a network according to a given importance concept (Koschutzki and 
Schreiber, 2008). 

Biological systems are networked at many levels: hormone regulations, signal-
ing cascades, gene regulation by transcription factors, or microRNA, for example. 
Increasingly, these systems can be modeled dynamically, though often in isolation—and 
they are difficult to combine. Fortunately, this challenge has been taken up by a broad 
scientific community in the life sciences, and toxicology can profit from many paral-
lel or pioneering developments. This offers hope that solutions to understanding the 
interplay of network structure, function, and dynamics will emerge rapidly. Ultimately, 
virtual cells and organs need to be set up to integrate these networks, their interac-
tions, and, for toxicology, their perturbation by exogenous substances (e.g., the German 
Virtual Liver Network [http://www.virtual-liver.de/] or similar activities for liver [http://
epa.gov/ncct/virtual_liver/] and the virtual embryo at US EPA [http://epa.gov/ncct/v-
Embryo/]). Such systems increasingly allow simulations and virtual experiments to be 
carried out. We have learned that such biological networks typically have critical nodes, 
which largely reflect the derangement of the network. Often these are the crossings of 
different pathways, which may enable the simplification of some of the models.

Systems toxicology, with its new datasets and large scale data integration, will 
enable the exploration of properties of biological systems beyond what is currently 
possible. It will provide the prospects of investigating natural variation and stochas-
tic effects and their role in defining phenotypes and the transitions between them. 
To deliver on this potential, systems toxicology will need tools. There is an urgent 
need for novel tools for navigating, filtering, aggregating, visualizing, and assessing 
research content. In taking inspiration from systems biology, we grow more and 
more appreciative of collaborative, open-source tools to accelerate interoperability 
and to leverage resources available to scientists. 

A number of challenges in modeling biological networks remain (Hartung 
et al. 2012):

• Few measurements are continuous, but we need dynamic/kinetic modeling; 
we have only snapshots of the dynamic system, which we need to combine 
with knowledge on (reaction) kinetics.
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• Each of these networks has its own set of technologies to monitor them, and 
they are not necessarily compatible to measure in the same sample at the 
same time.

• Many systems are not completely known or measurable (only some network 
members can be followed).

• Many biological systems have a spatial (e.g., compartmentalization) or tem-
poral (e.g., sequence and timing of events) aspect.

• Developmental aspects (establishment, maturation, [de-]differentiation, 
aging, etc.) take place in the models or represent measures of interest.

• Many relevant physiological processes involve interactions of different cell 
types or tissues, adding layers of complexity to the modeling.

• Inter-individual differences affect data acquisition.
• The multitude of parameters and conditions creates problems of multiple 

testing, over-fitting, noise/signal ratios.

And this is only to model the physiological process. It does not yet include the inter-
ference of substances. The opportunity lies in using the measurement endpoints as 
input parameters for the systems biology model and simulating the effect on the 
dynamics of the system. Ideally, this includes points of interaction with the foreign 
substance and effect data on nodes in the networks.

Systems toxicology is an exciting new prospect on which to base our studies on 
information-rich methods and bioinformatics, which reflect the dynamics and com-
plexity of physiology. The fact that we have our “disease agent,” i.e., the toxicant, at 
hand and can induce derangement by varying timing, conditions, concentrations, etc. 
as often as we want, distinguishes systems toxicology from similar approaches for 
clinical problems. The question arises how can such a systems toxicology approach 
be quality controlled and validated? Again, toxicology is more advanced than other 
medical fields here, with experience in such quality assurance schemes as GLP and 
formal validation. Toxicology, therefore, should not wait as a bystander to embrace 
the systems biology developed in other scientific disciplines but should instead bring 
its specific opportunities and experiences to the table. This promises, in return, to 
advance toxicology to a true reflection of human toxicity.
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6 Lab-on-a-Chip Systems for 
Biomedical Applications

David Wartmann, Mario Rothbauer and Peter Ertl

6.1 INTRODUCTION

The application of micromachining technologies for biomedical research has fostered 
the development of microscale technologies for advanced in vitro cell analysis such as 
microfluidic cellular microarrays, micro–cell culture systems, and specialized micro-
analytical platforms. The greatest benefit of these miniaturized cell chip systems is 
the ability to provide quantitative data in real time to shed light on rapidly changing, 
dynamic biological systems. Additionally, lab-on-a-chip systems for biomedical appli-
cations have shown to exhibit high reliability, reproducibility, and robustness, while 
affording the opportunity to conduct measurements under physiologically-relevant 
conditions, which is considered one the key criteria for next-generation cell-based 
assays. This chapter presents a short overview on fabrication methods of microfluidic 
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devices, fluid actuators, and biosensors for cell-based applications, describes microflu-
idic single-cell, multicell and three-dimensional (3D) cell culture arrays, and reflects 
on recent lab-on-a-chip advances and their applications for quality-control and stem 
cell biology. 

6.2 MATERIALS, COMPONENTS, AND SENSING STRATEGIES

Common to all lab-on-a-chip systems for cell analysis is that they consist of 
micro–cell culture chambers that are connected to a microfluidic channel network 
in combination with various on-chip and off-chip optical imaging and/or electrical 
sensing strategies. Consequently advanced in vitro cell analysis systems need to 
autonomously perform an increasing number of operations such as reproducible 
cell seeding, reliable cell culture maintenance, and automated cell manipulation 
as well as on-chip analysis. This means that a number of issues concerning the 
integration of an appropriate fluid handling system, optimum cell culture biointer-
face, necessary cell actuation or stimulation, and biosensing strategies need to be 
carefully considered to enable in vivo-like cell culture conditions. 

6.2.1 matErialS anD fabrication mEthoDS of cEll chiPS

Fabrication methods used to build lab-on-a-chip systems for cell analysis are pre-
dominantly based on micromachining tools and microelectromechanical systems 
(MEMS) technology including soft lithography, hot embossing, injection mold-
ing, laser micromachining, and photolithography as well as 3D printing techniques 
(Fiorini et al. 2005; Dragone et al. 2013). The identification of the appropriate fab-
rication method is guided by a variety of parameters including available infrastruc-
ture (e.g., technical equipment), required fabrication speed and cost (e.g., multi-use 
and disposable devices), and necessary feature resolution (e.g., microstructures), as 
well as material properties (e.g., transparency, biocompatibility). Initially materi-
als such as glass and silicon (Harrison et al. 1992; Manz et al. 1992) were used 
to cultivate cell cultures, because of existing manufacturing procedures and estab-
lished biofunctionalization protocols that allowed the cultivation of adherent cell 
cultures. In recent years, however, plastics have become a dominant choice due to 
their improved material properties and compatibility with rapid prototyping tech-
nologies such as replica molding of PDMS (McDonald et al. 2002; Zhang et al. 
2009; Zhang et al. 2010; Berthier et al. 2012), thermoset composites (Carlborg et al. 
2011; Sollier et al. 2011) and thermoplastics (Duffy et al. 1998; Rudd et al. 1998; 
Fiorini et al. 2003; Fiorini et al. 2004;  Golden et  al. 2007; Novak et al. 2013). 
The main advantage of using replica molding (Xia et  al. 1998) techniques is the 
elimination of cost-intensive clean room infrastructures, which made rapid proto-
typing accessible to a broader scientific community including bioengineers, medi-
cal researchers, and biological research groups. The increasing need for disposable 
high- throughput screening platforms has further fostered the introduction of hot 
embossing and injection molding technologies for biomedical applications. While 
hot embossing involves molding of thermoplastic sheets (e.g. polymethylmethacry-
late [PMMA], polycarbonate [PC], cyclic olefin copolymer [COC], polystyrene [PS], 
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polyvinylchloride [PVC], and polyethyleneterephthalate [PETG], etc.) (Becker et al. 
2002; Novak et al. 2013; Ren et al. 2013) using metallic masters under heat and 
pressure (Locascio et al. 2006), injection molding allows for industrial scale-up pro-
duction of biochips (Mair et  al. 2006; Attia et al. 2009). Table 6.1 lists different 
fabrication methods, materials, and applications for cell analysis (Fiorini and Chiu 
2005; Kim et al. 2008; Coltro et al. 2010; Sollier et al. 2011; Wu et al. 2011). Due 
to the complexity with respect to fabrication technology, most microdevices com-
prising a single material are predominantly produced by photolithography and soft 
lithography techniques. The majority of microdevices, however, are hybrids consist-
ing of multiple materials including  silicone, glass, photoresist (e.g., SU-8, TMMF, 
etc.), PDMS, and other polymers (e.g., PMMA, PC, PS, etc.) to gain synergistic 
material properties fit for the application. 

6.2.2 liQUiD hanDling anD actUation StratEgiES for cEll chiPS

The integration of fluid handling and actuation technology in lab-on-a-chip systems 
for cell analysis enables active nutrient supply and waste removal as well as the con-
trolled addition of soluble factors at defined concentration gradients, thus providing 
a stress-free cellular microenvironment for optimum culture conditions. Although 
liquid handling of nano- and picoliter volumes of fluids dates back to the mid 1980s 
(Whitesides et al. 2006; Sackmann et al. 2014), the majority of lab-on-a-chip systems 
for cell analysis still rely on pressure-driven or passively driven flows using external 
syringe pumps (Stevens et al. 2008; Sun et al. 2010; Chin et al. 2011; X. Li et al. 2012), 
electrochemical-based (Neagu et al. 1996; Neagu et al. 1997), capillary (Gervais and 
Delamarche 2009; C. Li et al. 2012) and gravimetrically-driven flow systems (Morier 
et al. 2004). Among  these, syringe pumps are still the most commonly used fluid 
delivery method to date, because of the low power consumption and stability result-
ing in constant nutrient supply over long periods of time, which is of great importance 

TABLE 6.1
Selected Fabrication Methods and Materials Used for Cell-Based Microfluidics 

Fabrication Method Material Application References

Photolithography SU-8 Photoresist
TMMF Dryfilmresist
Glass

Chemotaxis
Biocompatibility of 
material tested only

Osteogenesis study

Ayuso et al. 2015
Wangler et al. 2011
Jang et al. 2008

Soft lithography PDMS Toxicokinetic studies
Gut model
Lung model
Lung disease model
3D liver cell culture

Nakayama et al. 2008
Kim and Ingber 2013
Dongeun Huh et al. 2010
Dongeun Huh et al. 2012
Leclerc et al. 2003 

Hot embossing Polystyrene COC Microvascular 
networks

3D cell culture 

Borenstein et al. 2010
Jeon et al. 2011
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for culturing mammalian cells in microfluidic devices. In turn, the trend toward fully 
integrated, automated, and miniaturized cell analysis systems has opened new oppor-
tunities for the incorporation of microvalves and micropumps (Unger et al. 2000; 
Grover et al. 2003; Kim et al. 2012) to perform a variety of crucial liquid handling 
steps such as bidirectional flow control for washing and cell loading procedures, stop-
flow regimes for optimum cell culture conditions, defined shear-force application for 
cell stimulation, and administration of bioactive substances at controlled concentra-
tions and time-points (Table 6.2).

6.2.3 intEgratED SEnSor SyStEmS

Recent lab-on-a-chip developments show a clear trend toward more complex system 
architectures that include micropumps and valves, mixers, actuators, degassers, and 
biosensors, as well as multiple cell cultivation chambers for multiplexed cell analysis 
(Reichen et al. 2013). Only the heterogeneous integration of liquid handling systems, 
biointerface solution and biosensing strategies including optical, electrical, magnetic 
and acoustical sensors (Wu et al. 2011) will allow for standardization and automa-
tion of cell-based assays, which is a key requirement for industrial applications and 
regulatory approvals. Due to the availability of a broad range of fluorescent probes 
(e.g., fluorescent dyes, reporter genes, etc.) (Reyes et al. 2002; Hata et al. 2003) for 
selectively staining cellular structures as well as their familiarity to cell biologists, 
immuno-fluorescence end-point detection remains an important cell analysis method 
for microfluidic cell cultures. The increasing demand for continuous monitoring cel-
lular responses resulted, however, in the adoption of a variety of optical monitoring 
techniques, (Charwat et al. 2013; Charwat et al. 2014) including light scattering, 
(Charwat et al. 2013; Schaefer et al. 1979; Wilson and Foster 2005; Wilson et al. 
2005) absorption/transmission (Zhu et al. 2006; Malic et al. 2007) and fluores-
cence spectroscopy (Reyes et al. 2002; Hata et al. 2003). Additionally, a number of 

TABLE 6.2
Integrated Micropumping Strategies for Cell Chips

Pump Type Actuation Principle
Flow Rate Qmax 

[μl min−1] References

Osmotic micropump passive 30 Xu et al. 2010; Chen et al. 
2013

Pneumatic micropump active 3500 Schomburg et al. 1994; 
Meng et al. 2000; Unger 
et al. 2000; Grover et al. 
2003b

Rotary micropump active 5000 Ahn et al. 1995; Du et al. 
2009; Du et al. 2013

Piezoelectric 
micropump

active 16,000 Smits 1990; Forster et al. 
1995; Carrozza et al. 1995; 
Koch et al. 1997
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integrated optical sensors have been reported to monitor oxygen consumptions and 
light scattering of microfluidic cell cultures. (Sud et al. 2006; Nock et al. 2008a, 
2008b; Lam et al. 2009; Schapper et al. 2009; Raghavan, et al. 2011; Ungerboeck 
et  al. 2013). While spatially-resolved cellular oxygen consumption was detected 
using a two-wavelength ratiometric oxygen sensing strategy by laser-induced fluores-
cence (LIF) (Auroux et al. 2002; Gao et al. 2004) imaging (Ungerboeck et al. 2013) 
fully spray-coated organic photodiodes (OPDs) were used to detect cell numbers and 
morphology changes (Hofmann et al. 2005a, 2005b; Tedde et al. 2009; Wang et al. 
2009; Ryu et al. 2011). In an attempt to replace standard laser systems that are bulky 
and costly organic light-emitting diodes (OLEDs) have been successfully integrated 
and combined with microfluidic systems. (Cai et al. 2010; Liu et al. 2011).

As an alternative to optical labels and complex fluorescence imaging set-up, the 
application of magnetic sensors in combination with biofunctionalized magnetic-
particles have been proposed to manipulate, capture, separate, and analyze micro-
fluidic cell cultures in real time (Miltenyi et al. 1990; Pankhurst et al. 2003; Laurent 
et al. 2008; Gijs et al. 2010; Kokkinis et al. 2013). As an example, one study inte-
grated magneto-resistive sensors (GMR) to monitor nanoparticle phagocytosis in 
living cells (Shoshi et al. 2012). Since latest developments of nanodrug delivery sys-
tems and in vivo imaging systems relay on the efficiency of magnetic particles, this 
methodology can be used to analyze the interaction of nanodrug carries with e.g., 
cancerous tissue (Shoshi et al. 2013).

In addition to optical and magnetic detection methods, a variety of electro- 
analytical techniques such as voltammetry (Kafi et al. 2013; Yea et al. 2013), poten-
tiometry, and impedance spectroscopy have been applied to provide information on 
cell viability, proliferation, and morphology as well as motility changes. Among 
these electroanalytical methods, impedance spectroscopy is most often used due to 
its noninvasive and label-free measurement conditions (Ertl et al. 2009; Sun et al. 
2010). Consequently, a large number of applications have been reported over the 
years including drug and nanomaterial cytotoxicity (Xiao et al. 2003; Yeon et al. 
2005; Richter et al. 2011), cell spreading and migration (Wegener et al. 2000), cell-
cell junction formation (Wegener et al. 1999), and stem cell differentiation (Cho 
et al. 2009; Hildebrandt et al. 2010). Furthermore, impedance spectroscopy and light 
scattering measurements have been combined and integrated into a lab-on-a-chip 
to monitor cell-to-cell as well as cell-to-surface interactions of adherent and non- 
adherent mono- as well as co-culture systems. Other promising electrical biosen-
sors for cell analysis include organic field-effect transistors to detect ionic changes 
caused be cellular metabolic activities and trans-epithelial resistance measurements 
to assess cell barrier stability and function (Torsi et al. 2002; Sekitani et al. 2009; 
Someya et al. 2010; Booth et al. 2012; Lin et al. 2012; Koppenhofer et al. 2013; Odijk 
et al. 2014). A comprehensive list of the various biosensors available can be found 
in Table 6.3.

6.3 MICROFLUIDIC 2D AND 3D LIFE-CELL MICROARRAYS 

The demand for miniaturized high-throughput platforms for pharmaceutical screen-
ing applications has led to the development of next generation live-cell microarrays 
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by integrating cell micropatterning and capture approaches in lab-on-a-chip devices 
(Chiu et al. 2000; Whitesides et al. 2001; Khademhosseini et al. 2004a, 2004b; Situma 
et al. 2006). In the following three sections, the various advancements of microfluidic 
live-cell microarrays for single-cell, multicell as well as 3D assays are described in 
more detail. An overview of the discussed microarray technologies can be seen in 
Figure 6.1.

6.3.1 microflUiDic SinglE-cEll microarrayS

Microfluidic single-cell microarrays are ideally suited to assess the heterogeneity 
within a cell population by analyzing the responses of a large number of individual 
cells with the aim of providing information on subpopulation distribution, cellular 
activities, and the ratio of responding and nonresponding cells. Practical applications 
of microfluidic single cell arrays include tumor biology, stem cell biology, antibiotic 
resistance screening, and single cell immune-typing. As an example, determining 
the intrinsic cellular heterogeneity of single circulating tumor cells (CTCs) is key in 
understanding the metastatic potential of CTCs, thus shedding light on the formation 
and growth of primary tumors, local tumor cell invasion, migration, and extravasa-
tion and metastasis. It has been shown that CTC expression profiles diverged dis-
tinctly from well-established cancer cell lines, thus questioning the suitability of 
conventional in vitro models for drug discovery and cancer therapy research (Powell 
et al. 2012). Microfluidic single-cell microarrays can facilitate the study of CTCs 
by providing diagnostic tools capable of isolating and analyzing CTCs using sur-
face marker-based and marker-free methods. While surface-marker based methods 

Microfluidic microarrays

Single cell devices

Multicell devices

Three-dimensional devices

Homotypic

Hydrogel-based Hydrogel-free

Heterotypic

Micropatterns
Micropockets Microwells

FIGURE 6.1 A schematic overview of microarray technologies in lab-on-chip systems.
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predominantly employ magnetic beads for cell capture (Nagrath et al. 2007; Kang 
et al. 2012), marker-free microfluidic isolation methods use pillars and flow focus-
ing approaches (Hur et al. 2011; Mach et al. 2011; Karabacak et al. 2014). A promi-
nent example of single cell analysis using microfluidic single cell  microarrays is 
the application of geno- and mechanotyping, also called “deformability cytometry,” 
which has been established for identification of malignant and benign cells (Dalerba 
et al. 2011; Gossett et al. 2012; Tse et al. 2013). Another example of a microfluidic 
single-cell microarray integrates an array of PDMS-based cell-capture pockets that 
can be used to detect tumor proliferation and apoptosis following the administra-
tion of anticancer agents (Wlodkowic et al. 2009). Similarly, microfluidic single-cell 
microfluidic microarrays with integrated cell- capture pockets have been applied for 
analysis of signaling dynamics of hematopoietic stem cells including cell division, 
time-resolved viability, as well as cell migration and motility analysis (Faley et al. 
2009). Another approach uses microarrayed 4.1nl nano-pockets for investigation of 
rare hematopoietic stem cells, where proliferation studies of single cells have been 
conducted (Lecault et al. 2011).

Alternative approaches for single-cell analysis are based on single-cell nanowell 
arrays where, for example, T cells are captured by gravity sedimentation within the 
nanowells and subsequently stimulated (Han et al. 2012). Cell analysis was accom-
plished using ELISA and immunofluorescence staining to provide biological infor-
mation with single-cell resolution (Han et al. 2012; Yamanaka et al. 2012). Similarly, 
micro-arrayed nanowells can be applied for on-chip secretome analysis using CD4+ 
positive T cells (Jin et al. 2009).

6.3.2 microflUiDic mUlticEll microarrayS

While single-cell assays provide information on heterogeneity within a cell popula-
tion, microfluidic multicell microarrays are used to investigate responses of small-
cell populations. An advantage of cultivating small-cell populations is that they 
allow for cell-to-cell interaction and communication, which is important to main-
tain appropriate cellular phenotypes. Microfluidic multicell microarrays have pre-
dominantly been used for screening applications (Hung et al. 2005a, 2005b; Lee 
et al. 2006; King et al. 2007; Wada et al. 2008; Kim et al. 2012;) and evaluation of 
cytotoxic agents (Wada et al. 2008; Song et al. 2010). As an example, Hung et al. 
presented a 10 × 10  microchamber array containing circular microbioreactors that 
are addressable by surrounding perfusion channels and connected to a concentration 
gradient generator to facilitate  creation of dose-response curves (Hung et al. 2005b).

An alternative microfluidic cellular microarray enabled drug screening using 
156 spots/cm2 density in a 3-layered device consisting of a bottom layer with drug-
filled microfluidic channels which are separated by a micropatterned nanoporous 
membrane from a top gel layer supporting the adherent cells (Upadhyaya et al. 
2010). More recent work presented a PDMS-based microfluidic multicell microarray 
that allows large-scale screening of chemotherapeutic efficacy against tumor cells 
(Song et al. 2010). Results from this study showed that microfluidic parallel testing 
is comparable to data obtained from conventional cell culture experiments. Another 
comparison between microfluidic multicell microarrays and traditional 96-well 
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plate cultivation investigated proliferation rates, glucose consumption, growth factor 
 signaling, protein expression, stress markers, and DNA damage revealed that micro-
fluidic multicell microarrays provide biologically meaningful results (Paguirigan 
et al. 2009).

The application of microfluidic multicell microarray containing pneumatic valves 
demonstrated reproducible loading of different cell types into individually address-
able cultivation chambers as well as delivery of different reagents to specific cham-
bers (Wang et al. 2008). This new-found versatility in cell stimulation and analysis 
allows for long-term cell cultivation under defined parameters including cell seeding 
density, feeding routine, medium components, surface compositions (Hattori et al. 
2011), micropatterns (Witters et al. 2011), and cell stimulation (Gómez-Sjöberg et al. 
2007). The ability to generate stable reagent gradients can also be combined with 
transfected cell lines such as GFP-reporter genes, which showed dose-dependent flu-
orescence increase in response to cytotoxic agents (Wada et al. 2008). Furthermore, 
the integration of microfluidic gas and concentration gradient generators provide the 
opportunity of gene expression profiling in presence of varying oxygen concentra-
tions (Peng et al. 2013) and drug concentrations (Thompson et al. 2004). In another 
approach, different reporter cell populations were seeded in microchannels while 
a variety of compounds believed to be involved in hepatocyte inflammatory pro-
cesses were injected into each microchannel (King et al. 2007). Live cell imaging of 
the fluorescent reporters allowed the acquisition of time-resolved responses in 256 
nanoliter-scale bioreactors. 

A large number of studies that implemented multicell microarray technology 
investigated the effects of fluid mechanical forces on cell culture physiology (Hung 
et al. 2005; Lee et al. 2006). Situations where elevated shear stress conditions and 
increased fluid mechanical forces need to be controlled include endothelial cell acti-
vation and stem cell research where mechanical stimulation can determine the differ-
entiation fate of stem cells (Adamo et al. 2011; Toh et al. 2011). In turn, reduced shear 
stress conditions can readily be established using multilayer designs where outer per-
fused microchannels that mimic “bloodstreams” are separated by “C”-shaped struc-
tures from the inner “interstitial space.” This and similar approaches can be used to 
limit overall shear force exposures by creating temporally stable gradients without the 
need for continuous or high flow (Sip et al. 2011; Kim et al. 2012) and generate stable 
gradients with minimal cellular shear exposure using stacked flows (Sip et al. 2011). 
Although most microfluidic multicell microarrays aim at screening small cell popula-
tions, they can also serve a platform for identifying, sorting, and capturing individual 
cells from a larger population (Chen et al. 2013). As an example, the combination of 
capturing spots specific to antigens on leukocyte cell-surfaces and detection spots 
coated with anti-cytokine antibodies allowed the analysis of blood samples. In a simi-
lar approach immobilized biofunctionalized magnetic beads were used to selectively 
capture and analyze cells from clinical samples (Saliba et al. 2010). 

6.3.3 microflUiDic 3D cEll microarrayS 

Despite recent achievements of microfluidic 2D cell culture systems, they still do 
not address the fact that in vivo cells coexist in 3D communities that are influenced 
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by spatial orientation of cells and cell-to-cell contact within the extracellular matrix 
(Pampaloni et al. 2007). While multicell microarrays facilitate monitoring of bulk 
cell responses, many studies have demonstrated the need for more physiological 
relevant in vitro cell culture models. Consequently, 3D microfluidic cell culture 
microarrays have been developed in recent years to help cells retain their native 
tissue-specific functions in microfluidic devices (Sorger and Jensen 2006). The com-
bination of 3D-cell cultures with microfluidics offers several advantages including 
(1)  appropriate microscale dimensions that are comparable to in vivo microstruc-
tures; (2) establishment of chemical gradients to create dynamic 3D microenviron-
ments; and (3) creation of reproducible medium-matrix biointerfaces. In other words, 
cells cultured in 3D are surrounded by ECM and in direct contact with each other 
(either homotypic or heterotypic way) and still subjected to controlled nutrient supply 
and waste removal using a microfluidic channel network. A variety of studies have 
further shown that 3D culture techniques based on aggregates, spheroids, and hydro-
gels are comparable with lab-on-a-chip technology. Additionally, the incorporation 
of microstructures in microfabricated devices  further allows control over spheroid 
geometries including stripes, triangles, and star-shapes (Khademhosseini et al. 2007; 
Rivron et al. 2012). It  is generally accepted that microfluidic 3D cell microarrays 
represent a valuable tool for improved for high-throughput screening applications of 
drug targets. In the  following two sections, advances on microfluidic systems either 
employing hydrogel-based and hydrogel-free strategies will be reviewed.

6.3.3.1 Hydrogel-Based Microfluidic Systems
Hydrogels are 3D networks composed of various natural and synthetic polymers 
that retain water by swelling up to a percentage of 90%, thus mimicking the natu-
rally surrounding of the extracellular matrix (Burdick et al. 2012). Hydrogels can 
be classified in two basic categories based on the origin of their composing poly-
mer such as natural and synthetic monomers (Cushing et al. 2007). Natural or bio-
logical hydrogels used for microfluidic cell culture applications include agarose 
(Zamora-Mora et al. 2014), chitosan (He et al. 2013), alginate (Meli et al. 2014), 
hyaluronic acid (HA) (Bian et al. 2013), collagen (Shimizu et  al. 2014), dextran 
(Oh et al. 2014), fibrin (Park et al. 2014), Matrigel (Jin et al. 2013), laminin (Jin 
et al. 2013), and silk fibroin (He et al. 2013). In turn, synthetic hydrogels have been 
used in combination with microfluidics and are based on polyethylene glycol (PEG) 
(Guarnieri et al. 2010), poly(ethylene glycol) diacrylate (PEG-DA) (Sivashankar 
et al. 2013), 2-hydroxyethyl methacrylate (2-HEMA) (Schwerdt et al. 2014), poly-
2- hydroxyethyl methacrylate (PHEMA) (Johnson et  al. 2013), poly-L-lactic acid 
(PLLA) (He et al. 2011), poly-lactic-co-glycolic acid (PLGA) (Heslinga et al. 2014), 
poly-glycerol sebacate (PGS) (Wu et al. 2014), and PuraMatrix™ (Dereli-Korkut 
et  al. 2014), which is a fully synthetic peptide-based polymer. Among these, the 
most extensively employed hydrogel for microfluidic cell culture applications is 
PEG and derivatives thereof. 

Important functions of hydrogels in microfluidic devices are the establishment 
of cellular barriers, the encapsulation of cells and/or drugs and their distribution, as 
well as the production of scaffolds and wound healing matrices. The main advantage 
of hydrogels for microfluidic cell cultures, however, is their mimicry of extracellular 



116 Regenerative Medicine Technology

matrix structures including adequate porosity for cellular organization, biocompat-
ibility, representative stiffness, and influence on cellular fate (Gobaa et al. 2011; Tse 
et al. 2011), all key parameters that promote native-like tissue function. Moreover, the 
development of so-called “smart hydrogels” has allowed for time-dependent release 
of bioactive compounds (Sundararaghavan et al. 2011; Lienemann et al. 2012) and 
establishment of chemical gradients to trigger cell responses (Kothapalli et al. 2011).

Overall microfluidic 3D cell culture systems have been used to study cell-matrix 
interactions as well as paracrine signaling in co-cultures of stem cells (Hamilton 
et al. 2013). A recent example using a microfluidic channel network containing sev-
eral interconnected chambers investigated the interaction between different cell 
types and diverse tissues and organ structures such as blood vessels (Sung et al. 
2013). Additionally, micropatterned cells have been used in cancer research to assess 
cell migration and invasive capacity of co-cultures in different hydrogels includ-
ing collagen type I, Matrigel, and fibrin (Huang et al. 2009). Results of a similar 
study showed that tissue function was significantly enhanced when hepatocytes were 
mixed with nonparenchymal cells in varying hydrogel layers with differing stiffness 
(Kobayashi et al. 2013). Additionally, micropatterning has been applied for neural 
cells within hydrogel for researching neuronal network formation (Kitagawa et al. 
2014). Overall, hydrogels used in 3D cell culture settings mimic the extracellular 
matrix including chemo- and mechanotransduction events, thus allowing the inves-
tigation of cell-cell interaction as well as cell-matrix interactions. Although natural 
hydrogels are inherently biocompatible and usually biodegradable, synthetic hydro-
gels offer ease of use and decreased background noise when employing proteomic 
analyses and other biologic assays (Geckil et al. 2010).

Despite their many advantages, a number of drawbacks for microfluidic cell 
culture applications still exist and are associated with biodegradability, limited 
reproducibility, and lack of standardization. For instance, in order to inhibit rapid 
degradation the addition of supplements, such as Aprotinin, throughout culture life 
may be required to maintain biodegradable hydrogel structures as ECM (Shikanov 
et al. 2011). Additional technical limitations include bubble formation and inherent 
difficulties with introducing cell-laden hydrogels in microfluidic channels prior to 
polymerization. Finally, the optimum length of time for 3D culture has to be experi-
mentally established for microfluidic devices (Harink et al. 2013).

6.3.3.2 Hydrogel-Free 3D Cell-Based Microfluidic Systems
Similar to single-cell microfluidic systems containing integrated pockets, devices 
with integrated U-shaped microstructure arrays have been demonstrated as an effec-
tive method for generation of multicellular spheroids (MCS) (Fu et al. 2014). The 
authors demonstrated that in situ fabrication of the PEG-based  microstructures 
(pockets) within microchannels can replace an expensive cleanroom setup. The 
response of epithelial HepG2 tumor cell spheroids to doxorubicin outlines the differ-
ences between a 3D liver tissue construct and conventional 2D cultures. Similarly, 
an increased chemotherapeutic resistance has been shown for terminal epithelial 
ovarian carcinoma, which was related to an enhanced expression of kallikrein-
related peptidases in the presence of the spheroid cell culture (Dong et al. 2010). 
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PDMS-silicon hybrid devices containing integrated of pyramid-like microcavity 
arrays were also used for short-term MCF-7 breast cancer and long-term HepG2 liver 
spheroid culture analysis (Torisawa et al. 2007). Using microfluidic 3D cell micro-
array technology cell viability, albumin secretion and respiratory activity can be 
recorded in a high-throughput manner. Another study reported a three-layer PDMS/
PC membrane microfluidic system capable of forming prostate cancer co-culture 
spheroids to recapitulate the growth behavior of PC-3 cancer cells within a bone met-
astatic prostate cancer microenvironment (Hsiao et al. 2009). Results of this study 
showed that spheroid culture of CD133+ positive PC-3 cells remained a quiescent and 
undifferentiated phenotype, thus preserving the relevant surface markers of cancer 
stem cells (CSCs). 

The latest trend in combining microarrays, microfluidics, and 3D cell  culture 
 technology includes the reliable establishment of multi-organs-on-a-chip and 
human-on-a-chip systems that mimic the complex interplay of multiple organs in a 
single device (Wagner et al. 2013). One prominent multi-organ-chip system for long-
term cultivation of liver and skin organoids used a multilayered microfluidic device 
capable of long-term monitoring of cellular metabolic activity such as glucose con-
sumption, LDH, and lactate production in the absence and presence of troglitazole 
over a 6-day exposure period (Wagner et al. 2013).

6.4  APPLICATION OF LAB-ON-A-CHIP 
TECHNOLOGY—SELECTED TOPICS

6.4.1 QUality control for cEll-baSED thEraPy aPPlicationS

Assuring the quality of biological products has become an important aspect for 
the cell-manufacturing industry and automation is the most straightforward strat-
egy for assuring a maximum of reproducibility, which is also a core request of 
regulators. It is also important to highlight that quality control (QC) of cell-based 
therapies such as cancer vaccines and stem cell-personalized medicine is by far the 
more labor- intensive procedure in comparison to cell manufacturing, which has 
essentially become an engineering task (Hinz et al. 2006) Although robotic cell 
culture systems have been available for about 20 years (Sharma et al. 2011), to date 
no technological solutions exist that allow for automation and miniaturization of 
QC measures to ensure product safety by simultaneously reducing manual labor 
steps and material costs as well as sample and media requirement. In this context, 
lab-on-a-chip technology has the potential to offer next-generation cell analysis 
tools capable of inexpensively testing large numbers of single cells or small num-
bers of cell populations under controlled and reproducible measurement conditions 
(Whitesides et al. 2006). The application of lab-on-a-chip technology for automated 
quality control measures has therefore the potential to close the existing product 
gap by providing fully automated and miniaturized analysis systems with improved 
reproducibility for (a) assuring compliance with specifications, (b) reduction of 
hands-on work and corresponding human error, and (c) reduced usage of expensive 
clinical grade biological reagents.



118 Regenerative Medicine Technology

6.4.1.1 On-Chip Flow Cytometry, Single Cell Manipulation, and Isolation
To date, fluorescence-activated cell sorting (FACS), is considered the gold standard 
for assessment of viability, purity, and potency of cell-based vaccines in cancer ther-
apy and point-of-care diagnostics. Despite the many advantages, FACS comes with 
a number of drawbacks including instrument size, cost of equipment, maintenance, 
and expensive operating liquids as well as its limited throughput capability. The need 
for increased miniaturization and parallelization has therefore led to the develop-
ment of a range of modern cytometry techniques (Cho et al. 2010), so-called μFACS 
devices, that exhibit improved portability and analysis time for various medical 
applications (Cvetković et al. 2013). Recent developments describe μFACS devices 
employing electroosmotic (Fu et al. 2004), dielectrophoretic (Lapizco-Encinas et al. 
2004), magnetic (Pamme et al. 2006) and hydrodynamic cell sorting and analysis 
methods (Bang et al. 2006). While electroosmotic cell sorting allows precise flow 
switching (Fu et al. 2002; Chen et al. 2009) in the presence of low flow rates to ana-
lyze tens of particles per second, dielectrophoretic cell sorting enables manipulation 
and sorting at the single cell level (Chen et al. 2009). In recent years magnetic sort-
ing has also become a popular strategy due to its high selectivity as well as piezo-
electric controlled actuators (Chen et al. 2009) and optical tweezers (Perroud et al. 
2008) for high precision workflow in the μFACS environment. Hydrodynamically-
focused cells are identified based on their fluorescence signal, and selected cells are 
moved by optical tweezers or laterally deflected using infrared laser into a collection 
channel (Perroud et al. 2008). On-chip integration of piezoelectric thin-film actua-
tors (Chen et al. 2009) in μFACS devices further enables hydrodynamic focusing 
of single cells in the sub-nanoliter regime (Cho et al. 2010). As soon as a targeted 
cell enters the sorting junction, the actuator is activated by a voltage pulse to deflect 
the cell-containing fluid from the center position toward a lateral collection channel 
(Chen et al. 2011), thus enabling an operating limit of >1000 cells/s. A commer-
cially available system containing piezoelectric actuators is the NanoCellect μFACS 
(San Diego, CA). Although current developments in μFACS devices show good reli-
ability and reasonable throughput, the main challenges remain miniaturization and 
integration of fluidic, optic, and electronic components into compact benchtop-sized 
instrumentation. 

6.4.1.2 Immunoassay-on-Chip for Quality Control Applications
In addition to phenotyping cell cultures, the analysis of secreted biomolecules pro-
vides information on the activity and biological function of the e.g., cancer vaccine. 
The state-of-the-art immunoassay in use today is the enzyme-linked immunosorbent 
assay, ELISA (Engvall et al. 1971; Van Weemen et al. 1971), which was developed 
in the 1960s and since then has become a fundamental tool in biological research 
and the pharmaceutical industry (Fossceco et al. 1996; Lequin et al. 2005). A major 
drawback of employing ELISA for routine quality control measurements for cell 
therapy products is its large sample and reagent volumes when using clinical grade 
materials, its susceptibility to contaminations, and lack of providing information on 
dynamic changing biological systems. Consequently, a number of immunoassay-on-
a-chip systems with satisfactory performance have been developed in the last decade 
(Honda et al. 2005; Sista et al. 2008; Lee et al. 2009; Sun et al. 2010; Kim et al. 2011; 
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Miller et al. 2011). As an example, total assay time of ∼30 min with very low sample 
volume can be achieved by capillary fluid delivery of multiple reagents in sequential 
and parallel manner (Kim et al. 2013). 

Alternatives to the widely used ELISA immunoassay format are potency assays 
where, for instance, the activation of single +CD4 T-cells is followed by fluorescent 
reporting of the regulatory T-cell transcription factor Foxp3 and surface staining of 
CD69 using microwell array technology (Zaretsky et al. 2012). Additionally, a micro-
fluidic single-cell barcode chip (SCBC) developed by Ma et al. (2011) enabled the 
detection of secreted proteins in 1-nl volume microchambers, each loaded with single 
cells and small defined numbers of cells. The microfluidic single-cell barcode chip 
permits on-chip, highly multiplexed detection of less than 1000 copies of proteins 
and requires only ∼1 × 104 cells for the assay (Ma et al. 2011). Protein concentra-
tions are measured with immunosandwich assays using a spatially encoded anti-
body barcode. Furthermore, a micromotor-based lab-on-chip uses an “on-the-fly” 
double-antibody sandwich assay (DASA) to selectively capture target protein in the 
presence of excess of nontarget proteins (García et al. 2013). This nanomotor-based 
microchip immunoassay offers many potential applications in clinical diagnostics, 
environmental and security monitoring fields, as well as further applications in the 
cell therapy and POC diagnostics sector.

6.4.2 lab-on-a-chiP for StEm cEll biology aPPlicationS

In 2010 the global stem cell market was estimated at $21.5 billion, and it is projected 
to double every 5 years (HTStec 2012), thus outlining the importance of stem cell 
technology for medical therapeutics, drug development, and a variety of health-care 
applications including toxicological studies, disease modeling, and cell replace-
ment therapies. An important aspect of stem cell research is the availability of well-
characterized and validated pluripotent stem cells comparable to those of renowned 
cell banks. As a consequence, the major challenges associated with culturing stem 
cells in vitro are (a) controlled expansion while maintaining a homogeneous culture 
of undifferentiated cells and (b) the ability to reliably control and direct stem cell 
differentiation. To assess the generation of fully functional and specific cell types 
derived from stem cells, a variety of cell-based assays are routinely used in stem cell 
cultivations. Lab-on-a-chip technology is expected to provide the next generation of 
cell analysis tools for the stem cell market (Whitesides et al. 2006), because it is the 
only technology capable of providing spatial and temporal control over cell growth 
and stimuli. 

6.4.2.1 On-Chip Cultivation of Stem Cells
The application of well-defined chemical and physical stimuli, including spatial and 
temporal gradients as well as repeated and long-term exposure to soluble factors, is 
crucial when investigating fundamental aspects of stem cell biology. In this regard 
microfluidics is ideally suited to monitor stem cell responses to varying reagents, sur-
face properties, and mechanical forces. Micro- and nanofabrication technologies pro-
vide the means to (a) create an in vitro microenvironment of well-defined structural 
features including geometry, surface bound chemical factors, and 3D scaffolds, and 
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(b) precisely define cell cultivation and cell-free areas. The reproducible application 
of gradients of biomolecules including chemicals and soluble factors within microflu-
idic devices benefit stem cell maintenance and cultivation. For instance, microfluidic 
gradient generators have been used in stem cell research to investigate growth  factor–
dependent differentiation and chemotaxis within a single device (Xu  et  al. 2013). 
More sophisticated realizations include the integration of additional mixing meanders 
or the separation of gradient generation from cell culture chambers (Cimetta et al. 
2010; Kim et al. 2012; Xu et al. 2013). Additionally, microchannels loaded with a 
polyethylene glycol hydrogel containing a concentration gradient cell adhesion motif 
Arg-Gly-Asp (RGD) within the hydrogel were used to provide in vivo-like elasticity 
during stem cell cultivations. Results of this study showed distinct adhesion behavior 
of the RGD concentration-dependent stem cell culture (Liu et al. 2012). Furthermore, 
various surface patterning and entrapment methods have been used to study stem cell 
growth on spatially defined areas. For instance, a microdevice containing three adja-
cent flow channels separated by a micropillar array can be used to study osteogenic 
differentiation employing a polyelectrolyte hydrogel containing bone marrow mes-
enchymal stem cell culture (Toh et al. 2007). A similar approach using a two-layer 
microfluidic device containing cell-repellent and cell-attractive areas were employed 
to cultivate and differentiate human mesenchymal stem-like cells into adipogenic and 
osteogenic lineages (Tenstad et al. 2010). An alternative stem cell patterning approach 
involves the creation of chemically tunable alginate hydrogel beads that employ laser 
direct-write technology to precisely locate single mouse embryonic stem cells within 
a lab-on-a-chip device (Phamduy et al. 2012).

Besides biochemical and structural cues, stem cell differentiation can also be 
guided by mechanical and electrical actuators to apply mechanical strain, electro-
magnetic forces, and ultrasound stimulation. The controlled physical stimulation 
of mesenchymal stem cells has been demonstrated to promote osteogenic lineage 
commitment (Chen et al. 2013), thus allowing the investigation of cell behavior in 
an environment that mimics mechanical forces of a living tissue. Alternative ways 
to mechanically activate cells include stretching and compression, which are impor-
tant physiological parameters for cells of the vascular and musculoskeletal system. 
Mechanical strain is an important factor (Park et al. 2009) that can foster stem cell dif-
ferentiation in vitro into osteogenic (Simmons et al. 2003), chondrogenic (McMahon 
et al. 2008), smooth muscle (Park et al. 2004) and endothelial (Shojaei et al. 2013) 
lineages. As examples, pneumatic actuation of PDMS-membranes within biochips 
allows defined cyclic stretching of a cell-covered membrane via two  vacuum lines 
(Huh et al. 2010), to mechanically stimulate bovine embryos (Bae et al. 2011), and 
to mimic the hemodynamic microenvironment by using a microfluidic flow-stretch 
chip (Zheng et al. 2012), while electrostatic actuation of a PDMS capillary valve was 
used to mechanically stretch cells (Hausherr et al. 2013). Although many studies 
have evaluated the effects of mechanical strain on stem cell fate, in-depth analysis 
of the complex interplay between mechanical stimulation and chemical and topo-
graphical cues remains largely unexplored. However, the few existing studies per-
formed using microfabricated devices (Hui et al. 2007; Park et al. 2009) and other 
perfusion systems (Datta et al. 2006; Jeon et al. 2013; Shojaei et al. 2013) indicate 
that a complex interplay between stimuli and cell responses takes place. 
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Recent technological advancements have further enabled the multiplexed cul-
tivation and analysis of stem cell cultures (Reichen et al. 2013), including selec-
tive pre-screening of human embryonic stem cell clusters (Kamei et al. 2009), and 
parallelized cell cultivation and analysis using an ECM array (Hattori et al. 2011). 
Microfluidic systems used for stem cell cultivation and analyses also allow for tar-
geted cell manipulation including trapping, selection, and sorting of stem cells. 
Among others, geometry-based trapping of mESCs (Khademhosseini et al. 2004b) 
using integrated microstructures and pairing of two cell types in close proximity for 
the fusion of embryonic stem cells has been successfully demonstrated (Skelley et al. 
2009). Other microfluidic stem cell trapping devices contain up to 2048  single-cell 
traps (Kobel et al. 2012) and are combined with various sorting approaches includ-
ing hydrodynamic sorting, deterministic lateral displacement, field-flow frac-
tionation, microstructures, sedimentation, aqueous two-phase systems, inertial 
separation, and filters (Gossett et al. 2010), and fluorescence and immunomagnetic 
affinity-based labels (Autebert et al. 2012). Examples of microfluidic cell sorting in 
stem cell applications include gravitational field-flow fractionation devices where 
stem cells are transported along a capillary leading to distribution according to size, 
density, and surface properties (Roda et al. 2009). Additionally, stem cell separation 
based on cellular stiffness allowed the sorting of deformable metastatic cancer stem 
cells which escaped the integrated microbarriers. Furthermore, microfluidic dielec-
trophoretic stem cell trapping (Flanagan et al. 2008) and the application of optical 
tweezers for microfluidic stem cell isolation was recently demonstrated (Wang et al. 
2011). A different approach in stem cell research involves encapsulation (Agarwal 
et al. 2013) and formation of emulsion droplets to entrap a defined number of stem 
cells for genetic analysis at the single-cell level (Zeng et al. 2010).

6.4.2.2 3D Stem Cell Cultivation and Application
To obtain a deeper understanding of stem cell-to-tissue cell interactions, a number 
of 3D co-culture systems have been developed in recent years. A novel method to 
generate co-cultures is based on droplet microfluidics (Tumarkin et al. 2011) where 
cell signaling in droplets containing different ratios of the two cell types can be 
compared. Another approach uses microfluidics for co-culture patterning where 
hydrodynamic cell focusing is performed in the presence of a perfused membrane 
(Torisawa et al. 2009). Results from studies employing microfluidic 3D co-culture 
systems showed (a) improved morphology and functionality of in  vitro cultivated 
renal epithelial cells (Huang et al. 2013), and (b) that embryonic stem cells culti-
vated in close proximity to a feeder layer of mouse embryonic fibroblasts maintain 
an undifferentiated phenotype (Reichen et al. 2013). A different strategy used the 
generation of core-shell microcapsules loaded with embryonic aggregate cultures 
to demonstrate improved cardiac differentiation over conventional hanging drop 
models (Agarwal et al. 2013). Overall, the majority of microfluidic 3D stem cell cul-
tures employ hydrogel-filled microchannels to study proliferation and differentiation 
capacities for tissue engineering applications using mesenchymal cells (hMSCs), as 
they can be easily obtained from patients. For instance, migration studies of hMSCs 
in fibrin gels of increasing stiffness showed that actin and microtubules are both 
responsible for migration (Vincent et al. 2013). Additional vascularization studies 
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using hMSCs harvested from three different anatomic locations showed that bone 
marrow-derived MSCs fostered tubule formation of HUVEC. Moreover, cell charac-
terization after 2 weeks of culture showed that cells were dedifferentiating into peri-
cytes (Trkov et al. 2010). In addition to MSC, human embryonic stem cells (hESC) 
and murine stem cells (MSC), known to be extremely pluripotent, have been used 
in combination with microfluidics (Khoury et al. 2010; Park et al. 2009; Moledina 
et al. 2011).

6.5 FUTURE PERSPECTIVES AND CURRENT CHALLENGES

While the benefits of microfluidic cell cultures have been recognized early on, 
limited advances in system integration and device operation including tubing, 
pumps, and actuators have delayed their widespread use to date. To overcome 
these  technological limitations, simple and easy-to-use devices need to be devel-
oped (Yu et al. 2007; Meyvantsson et al. 2008; Peng et al. 2013) to be compatible 
with existing labware and infrastructure such as standard 96-well plate readers, 
microscopes, and pipetting stations (Yu et al. 2007), thus eliminating the need for 
microfluidic interface and external tubing and valves (Meyvantsson et  al. 2008). 
Alternatively, fully integrated, miniaturized, and automated microfluidic systems 
are expected to significantly improve selectivity, efficiency, and sensitivity of lab-
on-a-chip devices, thus making them an attractive tool for medicine and biotechnol-
ogy as well as the pharmaceutical market. Consequently, lab-on-chip technologies 
for cell analysis are accepted to play a prominent role in addressing the increasing 
demand for drug screening, disease modeling, pharmaceutical compound optimiza-
tion, and cytotoxicity testing. 

Future improvements of lab-on-a-chip technologies need to address the trend 
for more automation, parallelization, and integration of sensing and fluid handling 
components, which are key requirements for industrial-scale applications. While 
parallelization is vital for developing high-throughput screening tools for phar-
maceutical compound testing, lead optimization, and quality control measures for 
personalized cell therapies, automation is vital for reducing hands-on work and cor-
responding operating errors. Once these obstacles are overcome and future genera-
tions of microfluidic cell analysis systems gain the approval of regulatory agencies, 
they have the potential to reduce or even replace animal models for pharmaceutical 
product development as well as revolutionize precision medicine. 
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7 From 2D Culture to 3D 
Microchip Models
Trachea, Bronchi/Bronchiole 
and Lung Biomimetic 
Models for Disease 
Modeling, Drug Discovery, 
and Personalized Medicine

Joan E. Nichols, Stephanie P. Vega, Lissenya 
B. Argueta, Jean A. Niles, Adrienne Eastaway, 
Michael Smith, David Brown and Joaquin Cortiella

7.1 INTRODUCTION

We have learned a great deal about respiratory tract and lung physiology or patho-
physiology of disease from the study of animal disease models, tissues from patients 
isolated at autopsy, or growth of monoclonal human cell populations in two- 
dimensional (2D) cultures. Animal models, mainly mice, have been widely used 
in research and although animal models can simulate human disease they never 
fully mirror all aspects of human immune response or pathophysiology of disease. 
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Because of this many drug treatments and vaccines developed solely using animal 
models have been ineffective when used in patient care. Use of lung tissue slices 
to identify events which influence lung physiology has provided some information 
regarding lung responses and disease development (Smith et al. 1985) but human 
organ slices can be difficult to obtain and survival in culture is generally limited 
(Sanderson 2011). Because of this most researchers have utilized in vitro cell cul-
ture models to answer basic questions related to human cellular responses in the 
lung. A great deal of what we understand regarding cell-to-cell interactions and cell-
extracellular matrix interactions for the trachea, bronchi, bronchioles or alveoli has 
been garnered from the study of 2D cultures of primary human cells isolated from 
the respiratory tract, immortalized cells or transformed cell lines.

Recent advances in microfabrication technology, microfluidics, and tissue engi-
neering have provided a new approach to the development of 3D tissue culture models 
that enable production of robust long-lived human respiratory tract and lung analogs. 
Use of these models along with more complex 3D human organ culture models, con-
taining multiple cell phenotypes, provides a more reasonable approximation of what 
occurs in the dynamic in vivo microenvironment of the lung. Microfluidic supported 
3D respiratory tract and lung models are currently being used as advanced human 
testing platforms for evaluating drug response or drug toxicity, hopefully reducing 
the cost of drug development. Human tissue models may also provide a mechanism 
for development of personalized medical care based on testing of drugs on a patient’s 
own cells or engineered tissues. We hope that this chapter will serve as a guide 
regarding what has already been accomplished in the development of respiratory 
tract and lung models as well as for future applications of human respiratory tract 
and lung organ culture and microchip systems.

7.2 CONSTRUCTION AND SCALING OF RESPIRATORY MODELS 

Before a respiratory tract or lung model can be constructed, the specific characteris-
tics of the region of the respiratory tract to be modeled must be carefully considered 
as well as the model scale. The upper respiratory tract and lung differ significantly in 
the types of cells found in each region and in the extracellular matrix (ECM) com-
ponents and structural support characteristics specific to each region. Considerations 
related to determining model scale include the cellular responses being modeled 
and the anticipated readout mechanism that will be used to identify or measure that 
a response has occurred. The first step in scaling is to determine the approximate 
cell sizes, cell phenotypes, and average number of cells found at the site or region 
to be modeled. An isometric scale model would contain the same cell types in the 
same proportions as found in natural human trachea, bronchi, bronchioles, or lung. 
Allometric scaling refers to any form of scaling that is not isometric. Allometric scal-
ing often provides a starting point for the development of model systems (Wikswo 
et al. 2013). Most tissue models are allometric in scaling since isometric scaling of 
tissues and organs is generally difficult to replicate in a model. In our experience, 
respiratory tract and lung models fall into three categories based on the number of 
cells used and the complexity in cell type composition: micro-lung (μlung),  milli-lung 
(mlung) or human organ culture (HOC). Microphysiologic systems generally require 
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few cells (1 million or less) and can be maintained in standard Terasaki plates, which 
hold 11.45 μl, 96-well tissue culture plates, which hold 75–200 μl, or in specially con-
figured microfabricated chambers that vary in chamber volume. Microfluidic tech-
nology permits the accommodation and control of micro- to pico-liter amounts on a 
chip culture device measuring a few square centimeters (or even smaller). Standard 
culture systems require careful management and manual manipulation to change sup-
port media. Microfluidic pumping systems provide oxygen, nutrients, and growth fac-
tors and remove metabolic waste products from cultures without the need for manual 
manipulation of samples. Figure 7.1 shows a microfabricated μlung culture chamber 
containing 1 × 106 immortalized human lung alveolar epithelial cells maintained in 
a 100 μl volume.

Peristaltic pumps, syringe pumps, and recirculation chip pumps may be used 
to provide microfluidic support to microtissue cultures although many pumps do 
not support movement of small fluid volumes at the speeds or pressures required. 
μlung or μtrachea/bronchiole models allow for determination of basic changes 
in cell viability, induction of apoptosis, or simple pathological changes in tis-
sues. Creation of μlung microfluidic system–supported lung-on-a-chip models 
has allowed examination of cellular events that occur at the alveolar-capillary 

200 µm 100 µm 

500 µm 100 µm 

FIGURE 7.1 Microfabricated chamber for support of μlung model containing human immor-
talized alveolar epithelial cells. This microfluidic chip consisted of a  polydimethylsiloxane 
(PDMS) module bonded to a standard glass microscope slide. This model was maintained 
using a specialized microprocessor controlled pumping system. (Courtesy of Peter Loskill, 
collaboration with Kevin Healy, UC Berkeley.)
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interface of the human lung or in the trachea, bronchi, or bronchioles of the respi-
ratory tract. Mechanically active “organ-on-a-chip” microdevices have already 
been used to replicate pathological conditions and responses to drugs or immune 
therapies (Huh et al. 2010; Huh et al. 2012). New classes of equipment includ-
ing μ-process automation processing systems, pumps, and microfluidic valves are 
slowly making their way into the realm of general research use. Many companies 
offer tutorials for the beginner or advanced researcher on topics ranging from 
syringe pump use and maintenance, to microchip fabrication using polydimeth-
ylsiloxane (PDMS).

Modeling most respiratory diseases often requires more than a million cells in order 
to consistently replicate specific disease pathologies or allow adequate sampling of 
cell products. Due to issues related to biologic product “potency,” μlung models may 
not contain enough cells to produce measureable amounts of cell products using cur-
rent detection methods. mlung systems contain more than a million cells and make 
up the majority of respiratory tract models. Figure 7.2 shows an example of an mlung 
model produced using transwell plates as a culture system (Corning Life Sciences, 
Corning, NY). The transwell system allows for polarization of cells and supports 
development of an air interface, which is  necessary for production of ciliated respi-
ratory cell models. Cell monolayers developed on the membrane (Figure  7.2a–d) 
can be fixed and stained using standard cytological  techniques  (Figure 7.2d). 

(a) (b)

(c) (d)

FIGURE 7.2 An example of a mlung transwell plate culture of human bronchial cells is 
shown in (a–d). (a) Transwell chamber insert in a well. (b) Transwell insert showing porous 
membrane coated with collagen-1. (c) Diagram showing design of model for bronchial cells in 
transwell culture. (d) Bronchial cells just after seeding of cells into insert (400×  magnification) 
DAPI nuclear stain, blue. 
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Portable medium exchange systems are commercially available, which can easily 
automate the process of media exchange at least for 6-well format or 96-well cultures 
(Takasago, Westbrough, MA) and, hopefully, other formats in the future.

HOC models or macrophysiologic models are large, complex tissue analogs pro-
duced from combinations of cell types in order to recreate tissue interactions. Lung 
HOC may contain type I and II alveolar epithelial cells (AEC) and endothelial 
cells as well as fibroblasts, smooth muscle cells and white blood cells (immune 
cells). Large models such as HOC can be developed and maintained using standard 
12- and 24-well plate culture (Figure 7.3a–c) or large microfluidic supported cham-
bers (Synthecon, Houston, TX, special design at request of author) (Figure 7.3d–e) 
that allow for formation of an air-liquid interface and subsequent maturation of 
ciliated cells (Figure 7.3f).

The numbers of cells included in an HOC model vary depending on the goal of 
the model. Pathologic HOC models must contain sufficient numbers of cells to repro-
duce a desired pathologic response. Many complex HOC models incorporate white 

(a)

(b)

(e)

(f)(c)

(d)

FIGURE 7.3  Example of an in vitro human lung HOC culture system. (a) HOC lung  cultures 
following seeding of human AEC onto natural acellular lung scaffolds following culture for 
24 hours in a 24-well plate; (b) Human lung HOC following 6 weeks of culture; and (c) rep-
licate 4-week-old HOC lung cultures in a 24-well plate. ([a–c] courtesy of Daniil Weaver in 
collaboration with Maria Grimaldo, Pennsylvania.) (d) HOC culture chamber (Synthecon, 
Houston, TX) showing ports for fluid flow and air interface support. (e) Isolated scaffold and 
(f) maturation of ciliated cells following air interface culture (H&E stain) (630×  magnification). 
(Images [a–c] were in collaboration with Maria Grimaldo and Daniil Weaver, Galveston, Texas.)
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blood cells in order to allow for evaluation of specific immune responses. Evaluation 
of immune responses generally involves the examination of immune cell products 
such as cytokines or chemokines. Cytokines are protein messengers, produced by 
immune cells, which mediate cell communication in response to injury or disease. 
Chemokines are cytokines that influence migration of immune cells and attract cells 
to the site of injury or microbial invasion. Interleukins are cytokines produced by 
white blood cells or leukocytes.

The size of in vitro HOC models is often limited by oxygen diffusion capacity in 
the system since models lack vascularization, and therefore systems necessary for 
support of the natural metabolic processes of cells and tissues. Microfluidic support 
systems can alleviate some problems encountered due to lack of appropriate vas-
cularization and can allow long-term culture and maturation of tissues. Most com-
mercially available fluidic pumping systems can be used to support HOC cultures. 

7.3 CELL SOURCES 

Once a model scale has been determined, the next step is to select an appropriate 
cell source. The design of some models requires that the cells used in the model be 
isolated directly from human tissues. Cells cultured directly following isolation from 
a subject are considered to be primary cells. With the exception of primary cells 
derived from tumors, primary cells are difficult to maintain in culture over time, 
unlike immortalized cells or transformed cell lines derived from tumors which have 
the ability to proliferate indefinitely. Although primary cells are useful in production 
of in vitro model systems and remain the “gold standard” for human cell culture, 
there are obstacles in obtaining primary cells in sufficient quantity to generate repli-
cate models. Human respiratory tract tissues are always difficult to procure, and the 
primary cell isolation process can be time consuming. Despite the difficulties of iso-
lating and maintaining primary cells, some respiratory tract and lung models require 
the use of primary cells. A good example of the importance of primary cells in 
model development utilized primary fibroblasts grown on scaffolds produced form 
either fibrotic or normal ECM. In this model an increase in transforming growth 
factor (TGF)-beta-independent differentiation of myofibroblasts was observed by 
cells grown on the fibrotic but not on normal scaffolds (Booth et al. 2012; Parker 
et al. 2014). TGF-beta is a cytokine that influences cell proliferation and differentia-
tion and plays a role in asthma, lung fibrosis, and lung disease. Other studies utiliz-
ing  primary cells include early studies in the development of human lung models 
focused on the ability of primary AECs to attach and survive on a variety of scaffold 
materials (Kim et al. 2006; Nichols et al. 2013). 

Immortalized and transformed cell lines have both been used in the genera-
tion of respiratory tract models. Immortalized 16HBE14o, a bronchial epithelial 
cell line, have been an excellent choice for modeling cystic fibrosis. 16HBE14o 
retain mechanisms for chloride secretion, express the cystic fibrosis transmem-
brane conductance regulator (CFTR) protein and possess conserved transport pro-
cesses, and trans-epithelial resistance (TEER) properties that are associated with 
the presence of functional tight junctions (Cozens et al. 1994). This line has also 
been used to study inflammatory processes. The interaction of 16HBE14o cells 
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in trachea-bronchial models containing neutrophils and granulocytes resulted in 
secretion of  granulocyte macrophage-colony stimulating factor GM-CSF when the 
16HBE14o cells were treated with human interleukin-17 (IL-17), a pro-inflammatory 
cytokine (Laan et al. 2003). 

Transformed cell lines, such as the human lung adenocarcinoma cell line, A549, 
have often been used in lung modeling due to their capability for unrestricted pro-
liferation. A549 are genetically homogenous, derived from a single parent cell 
(monoclonal), and were classified as type II AECs due to their general morphologi-
cal characteristics and their ability to secrete surfactant (Giard et al. 1973). Models 
developed using this cell line include metabolic and macromolecule systems used 
to examine drug delivery to the pulmonary epithelium (Foster et al. 1998), human 
lung cancer mimicry ex vivo (Mishra et al. 2015), and the observation of cluster of 
differentiation 4 (CD4)+ and CD8+ T lymphocyte responses proposing type II AEC 
as accessory antigen-presenting cells (Corbiere et al. 2011). Since transformed cell 
lines are derived from cancer cells, they may not accurately simulate what occurs 
naturally in primary cell populations. 

Stem cells such as embryonic stem cells (ESCs) and induced pluripotent stem 
cells (iPSCs) have been used to generate lung epithelium and are an attractive cell 
source for the development of lung models due to their capacity for unlimited self-
renewal and their differentiation plasticity. For the generation of lung models, pro-
duction of lung tissue from cells derived from a renewable source such as ESC or 
iPSC is particularly appealing, since it offers the possibility of production of many 
same-size portions of tissue for replicate culture and exposure under standardized 
conditions. The first reports of derivation of a lung-specific type II AEC from murine 
ESC (mESC) were through studies examining the effect of small airway growth 
medium (SAGM) (Ali et al. 2002) or additives such as retinoic acid in differentiat-
ing ESC (Rippon et al. 2006) (Van Vranken et al. 2007). 3D culture of mESC on a 
scaffold has also been used to induce lung-specific epithelial cell differentiation as 
has culture in a high-aspect-ratio vessel (HARV) bioreactor containing A549 cell 
conditioned medium (Siti-Ismail et al. 2012). In 2005, Coraux et al. demonstrated 
the generation of club cells as well as a fully differentiated airway epithelium from 
mESC. Human ESC (hESC) have also been successfully differentiated into type II 
AEC (Samadikuchaksaraei et al. 2006). One important use of ESC cell population 
is in production of models that allow in vitro observation of developmental pathways 
and cell lineage hierarchy in the lung (Corteilla et al. 2010) (Roszell et al. 2009). 
Later, use of 3D microgel platforms seeded with mESC have even been used to 
promote vasculogenesis and tissue formation and provided substantial information 
regarding extrinsic cues from soluble factors and extracellular matrix in early stages 
of germ layer formation and embryonic development (Qi et al. 2010). 

Human iPSC (hiPSC) have been differentiated into airway epithelium (Firth et al. 
2014) and into airway epithelial cells that express the cystic fibrosis transmembrane 
conductance regulator (CFTR) gene (Wong et al. 2012; Wong et al. 2015). Human 
iPSCs have also been used to generate type I and II AECs (Ghaedi et al. 2013). IPSC-
derived type II AEC were characterized by the  expression of pro-surfactant protein 
C (pro-SPC), pro-surfactant protein B (pro-SPB),  surfactant protein A (SPA) and 
the presence of lamellar bodies (Ghaedi et al. 2013). The production of type I from 
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type II AECs was demonstrated by positive staining for aquaporin 5, podoplanin, 
and  calveolin-1 (type I AEC markers). Derivation of lung progenitors from patient-
specific cystic fibrosis iPSCs (Mou et al. 2012) was an important step in the produc-
tion of differentiated lung epithelium for disease modeling with potential for use in 
the design of patient-specific therapies for cystic fibrosis or other lung diseases.

Although human ESCs and iPSCs have not been produced in large quantities, 
they may be the best cell source for use in μlung or lung-on-a-chip systems due to 
their differentiation potential and, for iPSC, the ability to engineer patient-matched 
iPSCs. Patient-derived iPSCs could be used for disease modeling, with a particular 
focus on diseases that burden healthcare and require urgent responses for develop-
ment of effective therapies, and for use in personalized patient focused medicine.

7.4 SCAFFOLDS USED FOR DEVELOPMENT OF LUNG MODELS 

ECM and cell scaffolds play an integral role in influencing the function of cells 
and the biological properties of the system being modeled. An appropriate scaffold 
made from either synthetic or natural materials should facilitate cell growth, attach-
ment, and differentiation, which are normal physiologic functions. Other important 
considerations include scaffold biomechanics, adsorption kinetics, porosity, capacity 
for remodeling, and ability to establish proper vascularization (Nichols et al. 2008; 
El-Sherbiny et al. 2013). Recent advances have made possible the development of 
“smart” hydrogels that can be manipulated to release factors that promote cellular 
differentiation and migration. These “smart” hydrogels can respond to variations 
in environmental conditions such as pH, temperature, light, ionic strength, electric 
field, and protein concentration (Brahim et al. 2002). By manipulating these vari-
ables, one can influence the release kinetics of the hydrogel to control the rate of 
delivery of molecules to the model system (Zhang et al. 2010). 

Scaffolds can also be used to provide structural support for cells cultured on 
microfluidic lung models. Although microfluidic models aim to mimic the in vivo 
microenvironment of the lungs, cells within microchannels often grow as mono-
layers that lie flat on the micro-channels of the device. Many microfluidic devices 
contain porous membranes that are coated with ECM proteins such as fibronectin 
or collagen to improve cell attachment and provide a structure that simulates 3D 
ECM structure. The architecture of natural lung ECM is complex in its composi-
tion and micromechanical properties, which are lung-specific and are difficult to 
replicate in a microfluidic device (Luque et al. 2013; Nichols et al. 2013; Nichols 
et al. 2014).

While some success has been achieved with the use of hydrogels in the gen-
eration of 3D in vitro models, their use has been limited by an inability to recreate 
the exact complexity, biocompatibility, diffusive profile and mechanical strength of 
natural extracellular matrix (Geckil et al. 2010; Zhu et al. 2011). Because hydrogels 
do not adequately mimic natural trachea-bronchial or lung ECM, many groups have 
developed protocols to produce acellular scaffolds from normal respiratory tissues. 
Effective tissue decellularization removes cellular debris, DNA, and other immuno-
genic components from the scaffold while retaining critical scaffold elements that 
facilitate cell attachment and tissue formation (Balestrini et al. 2015; Hill et al. 2015). 
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Multiphoton microscopy (MPM) and second harmonic generation (SHG) imaging 
have been used to examine and quantify the ECM components such as collagen and 
elastin remaining after decellularization (Nichols et al. 2013), as has mass spec-
trometry (Wagner et al. 2014). AC lung scaffold has been shown to be superior to 
Matrigel, Gelfoam, type I collagen, and pluronic F-127 hydrogel matrix at facilitat-
ing mESC attachment and survival (Cortiella et al. 2010). AC scaffolds also play an 
important role in cellular differentiation. Alveolar progenitor (AP) cells seeded on 
liver-derived AC scaffolds did not display the same degree of type I AEC differentia-
tion as AP cells seeded on lung-derived AC scaffolds, and highly organized alveolar 
structures only formed when AP cells were seeded onto lung-derived AC scaffolds 
(Shamis et al. 2011). Advances in proteomics will provide greater characterization of 
the molecular constituents of AC scaffolds and thus facilitate improvements in tissue 
modeling by allowing greater correlation of biochemical composition of scaffolds 
with functional outcomes (Hill et al. 2015). These same advances will contribute 
to design and production of synthetic materials that more closely match the natural 
trachea-bronchial or lung ECM in the future for both microfluidic supported micro-
chip and HOC cell culture.

7.5 CURRENT 2D AND 3D LUNG MODELS

Although information provided by 2D models has been helpful in developing a basic 
understanding of trachea-bronchial or lung responses, 2D models do not recreate 
the structural and physiological components of the lungs, nor do they reflect many 
characteristics of normal tissues. In an in vivo setting, the 3D structural composition 
of ECM greatly influences cell behavior and response. 3D trachea-bronchial or lung 
models can range from simple systems focused on single-cell responses to more 
complex multicell HOC models containing mixtures of lung cells with or without the 
incorporation of immune cells. In vitro 3D lung models may be constructed of cell 
aggregates (Birkness et al. 2007), cells cultured on transwell systems (Hermanns 
et al. 2004; Matrosovich et al. 2004; Hoang et al. 2012; Davis et al. 2015) or cells 
grown on scaffolds that provide 3D structural support (Cortiella et al. 2010; Kloxin 
et al. 2012; Melo et al. 2015). Table 7.1 shows a broad overview of trachea-bronchi/
bronchiole or lung models that includes scaffold used, cell source, and goal for each 
model. 

Simple models are often capable of being used for a wide range of applications. 
One relatively simple model system was developed from human bronchial epithelial 
cells and human fetal lung fibroblasts cultured on transwell plates (Choe et al. 2006). 
A porous polymeric cylinder placed in each well was filled with a type I collagen 
gel containing fetal lung fibroblasts (Choe et al. 2006). Human bronchial epithelial 
cells were cultured on top of the collagen gel containing fibroblasts. The porous 
polymeric cylinders allowed for formation of an air-liquid interface. Functional fea-
tures of this model included development of ciliated cells with beating cilia as well 
as  mucus production. The simplicity and practicality in the design of this model 
allows it to be used for many different studies, including basic airway physiology, 
pathophysiology of airway inflammation within the mucosa, and transepithelial 
transport (Choe et al. 2006).



150 Regenerative Medicine Technology

TA
B

LE
 7

.1
Tr

ac
he

a,
 B

ro
nc

hi
al

, B
ro

nc
hi

ol
e,

 a
nd

 L
un

g 
M

od
el

s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

Tr
ac

he
a,

 B
ro

nc
hi

/B
ro

nc
hi

ol
e 

M
od

el
s

C
ha

ki
r 

et
 a

l. 
20

01
E

ng
in

ee
re

d 
hu

m
an

 
br

on
ch

ia
l m

uc
os

a 
in

 a
n 

ai
r-

liq
ui

d 
in

te
rf

ac
e 

us
ed

 
to

 s
tu

dy
 in

fla
m

m
at

io
n 

an
d 

ai
rw

ay
 r

ep
ai

r 
du

ri
ng

 a
st

hm
a

Ph
ys

io
lo

gi
c

Pa
th

ol
og

ic
Pr

im
ar

y 
br

on
ch

ia
l e

pi
th

el
ia

l 
ce

lls
 a

nd
 fi

br
ob

la
st

s 
is

ol
at

ed
 

fr
om

 lu
ng

s 
of

 n
or

m
al

 a
nd

 
as

th
m

at
ic

 p
at

ie
nt

s 
T

 ly
m

ph
oc

yt
es

 is
ol

at
ed

 f
ro

m
 

th
e 

pe
ri

ph
er

al
 b

lo
od

 o
f 

as
th

m
at

ic
 p

at
ie

nt
s 

C
ol

la
ge

n 
ge

l 
m

at
ri

x 
w

ith
 

em
be

dd
ed

 
hu

m
an

 
fib

ro
bl

as
ts

Pe
tr

i d
is

he
s 

(3
5-

m
m

 
di

am
et

er
) 

w
ith

 a
n 

an
ch

or
ag

e

Ps
eu

do
st

ra
tifi

ed
 c

ili
at

ed
 

ep
ith

el
iu

m
 w

ith
 th

e 
pr

es
en

ce
 o

f 
m

uc
us

 
se

cr
et

or
y 

ce
lls

Pr
od

uc
tio

n 
of

 I
L

-5
 b

y 
T

 
ly

m
ph

oc
yt

es

M
at

ro
so

vi
ch

 
et

 a
l. 

20
04

H
um

an
 a

ir
w

ay
 

ep
ith

el
iu

m
 u

se
d 

to
 

st
ud

y 
di

ff
er

en
ce

s 
in

 
ce

llu
la

r 
tr

op
is

m
 f

or
 

hu
m

an
 a

nd
 a

vi
an

 
in

flu
en

za
 v

ir
us

es

In
fe

ct
io

n
Pa

th
ol

og
ic

Pr
im

ar
y 

hu
m

an
 e

pi
th

el
ia

l 
ce

lls
 f

ro
m

 tr
ac

he
al

/b
ro

nc
hi

al
 

an
d 

na
sa

l t
is

su
es

N
o 

sc
af

fo
ld

 
us

ed
T

ra
ns

w
el

l (
12

-m
m

) 
cu

ltu
re

 p
la

te
Si

al
ic

 a
ci

d 
ex

pr
es

si
on

 
(α

2-
6–

 a
nd

 α
2-

3–
lin

ke
d)

 
in

 n
on

ci
lia

te
d 

ep
ith

el
ia

l 
ce

lls
 a

nd
 c

ili
at

ed
 c

el
ls

Se
cr

et
or

y 
ce

lls
 (

id
en

tifi
ed

 
by

 A
lc

ia
n 

bl
ue

-p
er

io
di

c 
ac

id
 S

ch
if

f 
st

ai
ni

ng
)

(C
on

ti
nu

ed
)



151From 2D Culture to 3D Microchip Models

TA
B

LE
 7

.1
 (

c
on

ti
nu

ed
)

Tr
ac

he
a,

 B
ro

nc
hi

al
, B

ro
nc

hi
ol

e,
 a

nd
 L

un
g 

M
od

el
s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

C
or

au
x 

et
 a

l. 
20

05
A

ir
w

ay
 e

pi
th

el
iu

m
 

de
ve

lo
pe

d 
fr

om
 

di
ff

er
en

tia
tio

n 
of

 
m

ur
in

e 
em

br
yo

ni
c 

st
em

 
ce

lls
 in

to
 s

pe
ci

fic
 

ai
rw

ay
 e

pi
th

el
ia

l 
lin

ea
ge

s.

D
ev

el
op

m
en

ta
l 

Ph
ys

io
lo

gi
c

M
ur

in
e 

em
br

yo
ni

c 
st

em
 c

el
l 

lin
e 

C
G

R
8

Ty
pe

 I
 

co
lla

ge
n-

co
at

in
g,

 
ge

la
tin

-
co

at
in

g,
 ty

pe
 

IV
 c

ol
la

ge
n-

co
at

in
g,

 o
r 

ty
pe

 V
I 

co
lla

ge
n-

co
at

in
g

Pe
tr

i d
is

he
s—

M
ili

ce
ll-

H
A

 
po

ro
us

 m
em

br
an

es
 

pl
ac

ed
 o

n 
di

sh
es

B
as

al
 c

el
ls

C
ili

at
ed

 c
el

ls
 e

xp
re

ss
in

g 
β-

tu
bu

lin
A

ct
iv

e 
ci

lio
ge

ne
si

s 
sh

ow
n 

by
 c

en
tr

io
le

 m
ig

ra
tio

n 
In

te
rm

ed
ia

te
 c

el
ls

C
lu

b 
ce

lls
 e

xp
re

ss
in

g 
C

C
10

 
an

d 
SP

D
C

yt
op

la
sm

ic
 c

ha
ra

ct
er

is
tic

s 
of

 c
lu

b 
ce

lls
 →

 a
bu

nd
an

t 
ro

ug
h 

en
do

pl
as

m
ic

 
re

tic
ul

um
, n

um
er

ou
s 

m
ito

ch
on

dr
ia

, a
nd

 
se

cr
et

or
y 

gr
an

ul
es

C
ho

e 
et

 a
l. 

20
06

H
um

an
 b

ro
nc

hi
al

 m
uc

os
a 

th
at

 m
im

ic
s 

st
ru

ct
ur

al
 

an
d 

fu
nc

tio
na

l f
ea

tu
re

s 
of

 th
e 

ai
rw

ay
 w

al
l

Ph
ys

io
lo

gi
c

N
or

m
al

 h
um

an
br

on
ch

ia
l e

pi
th

el
ia

l c
el

ls
 

H
um

an
 f

et
al

 lu
ng

 fi
br

ob
la

st
s

Ty
pe

 1
 

co
lla

ge
n 

ge
l

6-
w

el
l T

ra
ns

w
el

l p
la

te
s 

co
nt

ai
ni

ng
 p

or
ou

s 
po

ly
es

te
r 

m
em

br
an

es
 

w
ith

 0
.4

-μ
m

 p
or

es

C
ili

at
ed

 c
el

ls
C

ili
og

en
es

is
M

uc
us

-s
ec

re
tin

g 
ce

lls
 

(C
on

ti
nu

ed
)



152 Regenerative Medicine Technology

TA
B

LE
 7

.1
 (

c
on

ti
nu

ed
)

Tr
ac

he
a,

 B
ro

nc
hi

al
, B

ro
nc

hi
ol

e,
 a

nd
 L

un
g 

M
od

el
s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

H
oa

ng
 e

t a
l. 

20
12

H
um

an
 a

ir
w

ay
 m

uc
os

a 
co

m
po

se
d 

of
 a

n 
ep

ith
el

ia
l c

el
l l

ay
er

 a
nd

 
a 

fib
ro

bl
as

t/m
at

ri
x 

la
ye

r 
al

so
 c

on
ta

in
in

g 
de

nd
ri

tic
 c

el
ls

Ph
ys

io
lo

gi
c

H
um

an
 lu

ng
 fi

br
ob

la
st

 c
el

l 
lin

e,
 M

R
C

-5
Im

m
or

ta
liz

ed
 h

um
an

 
br

on
ch

ia
l e

pi
th

el
ia

l c
el

l 
lin

e 
16

H
B

E
H

um
an

 m
on

oc
yt

e-
de

ri
ve

d 
de

nd
ri

tic
 c

el
ls

 is
ol

at
ed

 f
ro

m
 

w
ho

le
 b

lo
od

C
ol

la
ge

n 
ge

l 
m

at
ri

x 
se

ed
ed

 
w

ith
 

fib
ro

bl
as

ts

6-
w

el
l t

ra
ns

w
el

l p
la

te
s 

w
ith

 3
.0

-μ
m

 p
or

e 
in

se
rt

s

D
en

dr
iti

c 
ce

lls
 p

os
iti

ve
 f

or
 

C
D

1a
 a

nd
 n

eg
at

iv
e 

fo
r 

C
D

14
 a

nd
 e

xp
re

ss
in

g 
D

C
-S

IG
N

M
uc

os
al

 ju
nc

tio
na

l p
ro

te
in

s 
cl

au
di

n 
I 

an
d 

oc
cl

ud
in

E
xp

re
ss

io
n 

of
 E

-c
ad

he
ri

n 
an

d 
la

m
in

in
-5

 b
y 

ep
ith

el
ia

l c
el

ls
Pr

od
uc

tio
n 

of
 ty

pe
 I

V
 

co
lla

ge
n 

an
d 

tr
op

oe
la

st
in

 
by

 e
pi

th
el

ia
l c

el
ls

 a
nd

 
fib

ro
bl

as
ts

V
ill

en
av

e 
et

 a
l. 

20
12

Pe
di

at
ri

c 
br

on
ch

ia
l 

ep
ith

el
iu

m
 u

se
d 

to
 

m
od

el
 th

e 
pa

th
og

en
es

is
 

of
 R

SV
 in

fe
ct

io
n 

in
 

ch
ild

re
n

In
fe

ct
io

n
Pa

th
ol

og
ic

W
el

l-
di

ff
er

en
tia

te
d 

pr
im

ar
y 

pe
di

at
ri

c 
br

on
ch

ia
l e

pi
th

el
ia

l 
ce

lls

C
ol

la
ge

n 
co

at
in

g
T

ra
ns

w
el

l p
la

te
s 

w
ith

 
0.

4 
μm

 p
or

e 
m

em
br

an
es

M
uc

oc
ili

ar
y 

ep
ith

el
iu

m
 

w
ith

 b
ea

tin
g 

ci
lia

 a
nd

 
m

uc
us

 p
ro

du
ct

io
n

Sy
nc

yt
ia

 f
or

m
at

io
n,

 a
pi

ca
l 

ce
ll 

sl
ou

gh
ni

ng
, a

nd
 

go
bl

et
 c

el
l h

yp
er

pl
as

ia
 

af
te

r 
in

fe
ct

io
n 

w
ith

 R
SV

Pr
od

uc
tio

n 
of

 c
yt

ok
in

es
 a

nd
 

ch
em

ok
in

es
 a

ft
er

 in
fe

ct
io

n 
w

ith
 R

SV

(C
on

ti
nu

ed
)



153From 2D Culture to 3D Microchip Models

TA
B

LE
 7

.1
 (

c
on

ti
nu

ed
)

Tr
ac

he
a,

 B
ro

nc
hi

al
, B

ro
nc

hi
ol

e,
 a

nd
 L

un
g 

M
od

el
s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

C
ak

eb
re

ad
 

et
 a

l. 
20

14
Pe

di
at

ri
c 

br
on

ch
ia

l 
ep

ith
el

iu
m

 m
on

ol
ay

er
 

us
ed

 to
 e

xa
m

in
e 

th
e 

ro
le

 
of

 T
h2

 c
yt

ok
in

es
 in

 
rh

in
ov

ir
us

 in
fe

ct
io

n

In
fe

ct
io

n
Pr

im
ar

y 
br

on
ch

ia
l e

pi
th

el
ia

l 
ce

lls
 f

ro
m

 b
ro

nc
hi

al
 

br
us

hi
ng

s 
of

 p
ed

ia
tr

ic
 

pa
tie

nt
s

C
ol

la
ge

n 
co

at
in

g
12

-w
el

l p
la

te
s

E
xp

re
ss

io
n 

of
 I

L
-8

, I
P-

10
, 

an
d 

G
M

-C
SF

 a
ft

er
 

in
fe

ct
io

n
E

xp
re

ss
io

n 
of

 I
C

A
M

-1
 b

y 
br

on
ch

ia
l e

pi
th

el
ia

l c
el

ls
 

af
te

r 
T

h2
 c

yt
ok

in
e 

tr
ea

tm
en

t

D
av

is
 e

t a
l. 

20
15

H
um

an
 p

se
ud

os
tr

at
ifi

ed
 

br
on

ch
ia

l e
pi

th
el

iu
m

 
us

ed
 to

 s
tu

dy
 in

flu
en

za
 

A
 in

fe
ct

io
ns

Ph
ys

io
lo

gi
c

In
fe

ct
io

n
Pr

im
ar

y 
no

rm
al

 h
um

an
 

br
on

ch
ia

l/t
ra

ch
ea

l e
pi

th
el

ia
l 

ce
lls

R
at

 ta
il 

co
lla

ge
n 

co
at

in
g

T
ra

ns
w

el
l p

la
te

s 
w

ith
 

6.
5 

m
m

 tr
an

sw
el

l-
cl

ea
r 

m
em

br
an

e 
su

pp
or

ts

Ja
ca

lin
 e

xp
re

ss
io

n 
in

 g
ob

le
t 

ce
lls

β-
tu

bu
lin

–p
os

iti
ve

 c
ili

at
ed

 
ce

lls
C

yt
ok

er
at

in
-5

 p
os

iti
ve

 b
as

al
 

ce
lls

M
el

o 
et

 a
l. 

20
15

T
ra

ch
ea

-b
ro

nc
hi

al
 w

al
l 

co
-c

ul
tu

re
 s

ys
te

m
Ph

ys
io

lo
gi

c
B

ro
nc

hi
al

 e
pi

th
el

ia
l c

el
l l

in
e 

(1
6H

B
E

14
o)

H
um

an
 e

m
br

yo
ni

c 
lu

ng
 

fib
ro

bl
as

t W
i-

38
A

ng
io

sa
rc

om
a 

en
do

th
el

ia
l 

ce
ll 

lin
e 

(I
SO

-H
A

S-
1)

D
ec

el
lu

la
ri

ze
d 

po
rc

in
e 

tr
ac

he
a

12
-w

el
l p

la
te

s 
w

ith
 

tr
an

sw
el

l p
ol

yc
ar

bo
na

te
 

fil
te

r 
m

em
br

an
es

 
(0

.4
-μ

m
 p

or
e 

si
ze

)

B
ro

nc
hi

al
 e

pi
th

el
ia

l c
el

l 
ex

pr
es

si
on

 o
f 

β-
ca

te
ni

n 
an

d 
zo

na
 o

cc
lu

de
n 

pr
ot

ei
n 

1
E

nd
ot

he
lia

l c
el

l e
xp

re
ss

io
n 

of
 C

D
 3

1
Fi

br
ob

la
st

s 
ex

pr
es

si
ng

 
vi

m
en

tin

(C
on

ti
nu

ed
)



154 Regenerative Medicine Technology

TA
B

LE
 7

.1
 (

c
on

ti
nu

ed
)

Tr
ac

he
a,

 B
ro

nc
hi

al
, B

ro
nc

hi
ol

e,
 a

nd
 L

un
g 

M
od

el
s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

Pu
nd

e 
et

 a
l. 

20
15

M
ic

ro
flu

id
ic

 s
ys

te
m

 o
f 

a 
br

on
ch

ia
l a

ir
w

ay
 a

nd
 a

 
bl

oo
d 

ve
ss

el
 u

se
d 

to
 

st
ud

y 
lu

ng
 in

fla
m

m
at

io
n 

an
d 

ai
rw

ay
 r

em
od

el
in

g

Pa
th

ol
og

ic
H

um
an

 b
ro

nc
hi

al
 e

pi
th

el
ia

l 
ce

ll 
lin

e,
 B

ea
s-

2B
H

um
an

 fi
br

oc
yt

es

Fi
br

on
ec

tin
M

ic
ro

flu
id

ic
 c

hi
p 

co
m

po
se

d 
of

 tw
o 

PD
M

S 
m

ic
ro

ch
an

ne
ls

 
an

d 
a 

si
lic

on
e 

m
em

br
an

e

Fi
br

oc
yt

e 
m

ig
ra

tio
n 

in
du

ce
d 

by
 E

C
P

Pr
od

uc
tio

n 
of

 p
ro

-
in

fla
m

m
at

or
y 

cy
to

ki
ne

s 
an

d 
ch

em
ok

in
es

 in
 

re
sp

on
se

 to
 E

C
P

Lu
ng

 M
od

el
s

H
er

m
an

ns
 

et
 a

l. 
20

04
H

um
an

 d
is

ta
l l

un
g 

ep
ith

el
iu

m
 a

nd
 

en
do

th
el

iu
m

 m
im

ic
ki

ng
 

th
e 

al
ve

ol
ar

-c
ap

ill
ar

y 
ba

rr
ie

r

Ph
ys

io
lo

gi
c

Pa
th

ol
og

ic
H

PM
E

C
 is

ol
at

ed
 f

ro
m

 n
or

m
al

 
lu

ng
 s

pe
ci

m
en

s 
fr

om
 a

du
lt 

pa
tie

nt
s 

un
de

rg
oi

ng
 

lo
be

ct
om

ie
s 

fo
r 

ea
rl

y 
st

ag
e 

lu
ng

 c
an

ce
r

H
um

an
 lu

ng
 a

de
no

ca
rc

in
om

a 
ce

ll 
lin

es
, A

54
9 

an
d 

N
C

I 
H

44
1

Ty
pe

 I
 

co
lla

ge
n 

ge
l 

fr
om

 c
al

f 
sk

in

24
-t

ra
ns

w
el

l p
la

te
s 

(0
.4

-μ
m

 m
em

br
an

e 
po

re
 s

iz
e)

Ty
pe

 I
I A

E
C

 e
xp

re
ss

io
n 

of
 

T
T

F-
1,

 S
P-

A
, S

P-
B

, S
P-

C
, 

SP
-D

 a
nd

 p
re

se
nc

e 
of

 
la

m
el

la
r 

bo
di

es
A

54
9 

ce
ll 

an
d 

N
C

I H
44

1 
ce

ll 
ex

pr
es

si
on

 o
f E

-c
ad

he
ri

n
H

PM
E

C
, A

54
9,

 a
nd

 N
C

I 
H

44
1 

ex
pr

es
si

on
 o

f 
zo

na
 

oc
cl

ud
en

 p
ro

te
in

 1
H

PM
E

C
 e

xp
re

ss
io

n 
of

 C
D

 
31

 a
nd

 V
E

-c
ad

he
ri

n

B
ir

kn
es

s 
et

 a
l. 

20
07

R
ou

nd
ed

 c
el

l a
gg

re
ga

te
s 

of
 ly

m
ph

oc
yt

es
 a

nd
 

m
ac

ro
ph

ag
es

 th
at

 
m

im
ic

 h
um

an
 

gr
an

ul
om

a 
fo

rm
at

io
n

Pa
th

ol
og

ic
In

fe
ct

io
n

H
um

an
 P

B
M

C
s

N
o 

sc
af

fo
ld

 
us

ed
24

-w
el

l c
ul

tu
re

 p
la

te
s

C
D

 6
8-

po
si

tiv
e 

m
ac

ro
ph

ag
es

C
D

 3
-p

os
iti

ve
 

T
 ly

m
ph

oc
yt

es

(C
on

ti
nu

ed
)



155From 2D Culture to 3D Microchip Models

TA
B

LE
 7

.1
 (

c
on

ti
nu

ed
)

Tr
ac

he
a,

 B
ro

nc
hi

al
, B

ro
nc

hi
ol

e,
 a

nd
 L

un
g 

M
od

el
s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

C
or

tie
lla

 
et

 a
l. 

20
10

T
is

su
e-

en
gi

ne
er

ed
 

w
ho

le
-l

un
g 

ra
t t

is
su

e 
de

ve
lo

pe
d 

fr
om

 
di

ff
er

en
tia

tio
n 

of
 

em
br

yo
ni

c 
st

em
 c

el
ls

 
in

to
 lu

ng
 s

pe
ci

fic
 c

el
l 

lin
ea

ge
s

D
ev

el
op

m
en

ta
l

Ph
ys

io
lo

gi
c

M
ur

in
e 

em
br

yo
ni

c 
st

em
 c

el
ls

W
ho

le
 

ac
el

lu
la

r 
ra

t 
lu

ng
 m

at
ri

x

50
 m

L
 r

ot
ar

y 
bi

or
ea

ct
or

E
xp

re
ss

io
n 

of
 c

yt
ok

er
at

in
-1

8 
in

 c
ili

at
ed

 e
pi

th
el

ia
l c

el
ls

E
xp

re
ss

io
n 

of
 C

C
10

 in
 c

lu
b 

ce
lls

Ty
pe

 I
I A

E
C

 e
xp

re
ss

io
n 

of
 

pr
o-

SP
C

D
ev

el
op

in
g 

ep
ith

el
iu

m
 

ex
pr

es
si

ng
 T

T
F-

1
E

xp
re

ss
io

n 
of

 C
D

31
 a

nd
 

PE
C

A
M

-1
 in

 
en

do
th

el
ia

l c
el

ls
E

xp
re

ss
io

n 
of

 α
-S

M
A

 in
 

sm
oo

th
 m

us
cl

e 
ce

lls
 

H
uh

 e
t a

l. 
20

10
M

ic
ro

flu
id

ic
 s

ys
te

m
 o

f 
al

ve
ol

ar
 e

pi
th

el
iu

m
 a

nd
 

en
do

th
el

iu
m

 d
es

ig
ne

d 
to

 m
im

ic
 th

e 
al

ve
ol

ar
-

ca
pi

lla
ry

 in
te

rf
ac

e 
du

ri
ng

 p
ul

m
on

ar
y 

in
fla

m
m

at
io

n

Ph
ys

io
lo

gi
c

Pa
th

ol
og

ic
In

fe
ct

io
n

Ph
ar

m
ac

ol
og

ic
al

H
um

an
 m

ic
ro

va
sc

ul
ar

 
en

do
th

el
ia

l c
el

ls
, H

U
V

E
C

H
um

an
 lu

ng
 a

de
no

ca
rc

in
om

a 
ce

ll 
lin

es
, A

54
9 

an
d 

N
C

I 
H

44
1

T
he

 im
m

or
ta

liz
ed

 
no

nc
an

ce
ro

us
 lu

ng
 c

el
l l

in
e 

E
10

, d
er

iv
ed

 ty
pe

 II
 A

E
C

s
H

um
an

 P
B

M
C

s

C
ol

la
ge

n 
ge

l 
or

 fi
br

on
ec

tin
 

co
at

in
g

M
ic

ro
flu

id
ic

 d
ev

ic
e 

co
m

po
se

d 
of

 tw
o 

m
ic

ro
ch

an
ne

ls
 s

ep
ar

at
ed

 
by

 a
 fl

ex
ib

le
 P

D
M

S 
po

ro
us

 (1
0 

μm
) 

m
em

br
an

e 
th

at
 is

 
in

te
gr

at
ed

 w
ith

 
co

m
pu

te
r-

co
nt

ro
lle

d 
va

cu
um

 to
 p

ro
du

ce
 

cy
cl

ic
 s

tr
et

ch
in

g

Ty
pe

 I
I A

E
C

 s
ur

fa
ct

an
t 

pr
od

uc
tio

n 
an

d 
pr

es
en

ce
 

of
 la

m
el

la
r 

bo
di

es
E

xp
re

ss
io

n 
of

 I
C

A
M

-1
 a

nd
 

V
E

-c
ad

he
ri

n 
in

 
en

do
th

el
ia

l c
el

ls
E

xt
ra

va
sa

tio
n 

of
 n

eu
tr

op
hi

ls
 

in
 r

es
po

ns
e 

to
 E

sc
he

ri
ch

ia
 

co
li

 a
nd

 n
an

op
ar

tic
le

s

(C
on

ti
nu

ed
)



156 Regenerative Medicine Technology

TA
B

LE
 7

.1
 (

c
on

ti
nu

ed
)

Tr
ac

he
a,

 B
ro

nc
hi

al
, B

ro
nc

hi
ol

e,
 a

nd
 L

un
g 

M
od

el
s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

H
uh

 e
t a

l. 
20

12
M

ic
ro

flu
id

ic
 s

ys
te

m
 o

f 
al

ve
ol

ar
 e

pi
th

el
iu

m
 a

nd
 

en
do

th
el

iu
m

 d
es

ig
ne

d 
to

 m
im

ic
 p

ul
m

on
ar

y 
ed

em
a

Ph
ys

io
lo

gi
c

Pa
th

ol
og

ic
Ph

ar
m

oc
ol

og
ic

al

H
um

an
 a

lv
eo

la
r 

ep
ith

el
ia

l c
el

l 
lin

e 
N

C
I-

H
44

1
H

um
an

 p
ul

m
on

ar
y 

m
ic

ro
va

sc
ul

ar
 e

nd
ot

he
lia

l 
ce

lls

Po
ro

us
 

m
em

br
an

es
 

co
at

ed
 w

ith
 

fib
ro

ne
ct

in

M
ic

ro
flu

id
ic

 d
ev

ic
e 

co
m

po
se

d 
of

 tw
o 

m
ic

ro
ch

an
ne

ls
 

se
pa

ra
te

d 
by

 a
 fl

ex
ib

le
 

PD
M

S 
po

ro
us

 (
10

 μ
m

) 
m

em
br

an
e 

th
at

 is
 

in
te

gr
at

ed
 w

ith
 

co
m

pu
te

r-
co

nt
ro

lle
d 

va
cu

um
 to

 p
ro

du
ce

 
cy

cl
ic

 s
tr

et
ch

in
g

E
xp

re
ss

io
n 

of
 m

ic
ro

va
sc

ul
ar

 
en

do
th

el
ia

l c
el

l j
un

ct
io

na
l 

pr
ot

ei
ns

 V
E

-c
ad

he
ri

n 
an

d 
oc

cl
ud

in
D

is
ru

pt
io

n 
of

 c
el

l-
ce

ll 
ju

nc
tio

ns
 a

nd
 in

cr
ea

se
d 

al
ve

ol
ar

-c
ap

ill
ar

y 
ba

rr
ie

r 
pe

rm
ea

bi
lit

y 
in

 
re

sp
on

se
 to

 I
L

-2
In

hi
bi

tio
n 

of
 e

nd
ot

he
lia

l 
pe

rm
ea

bi
lit

y 
w

ith
 

an
gi

op
oi

et
in

 1

B
oo

th
 e

t a
l. 

20
12

T
is

su
e-

en
gi

ne
er

ed
 

no
rm

al
 lu

ng
 ti

ss
ue

 a
nd

 
fib

ro
tic

 lu
ng

 ti
ss

ue
 u

se
d 

to
 s

tu
dy

 th
e 

ef
fe

ct
 o

f 
fib

ro
tic

 s
ca

ff
ol

ds
 o

n 
fib

ro
bl

as
t p

he
no

ty
pe

Ph
ys

io
lo

gi
c

Pa
th

ol
og

ic
Pr

im
ar

y 
hu

m
an

 fi
br

ot
ic

 lu
ng

 
fib

ro
bl

as
ts

 is
ol

at
ed

 f
ro

m
 

pa
tie

nt
s 

un
de

rg
oi

ng
 s

ur
gi

ca
l 

lu
ng

 b
io

ps
y 

fo
r 

di
ag

no
si

s 
of

 
id

io
pa

th
ic

 in
te

rs
tit

ia
l 

pn
eu

m
on

ia
C

on
tr

ol
 n

or
m

al
-l

un
g 

fib
ro

bl
as

ts
 

w
er

e 
ob

ta
in

ed
 fr

om
 p

at
ie

nt
s 

un
de

rg
oi

ng
 th

or
ac

ic
 s

ur
ge

ry
 

fo
r n

on
fib

ro
tic

 lu
ng

 d
is

ea
se

s,
 

su
ch

 a
s 

lu
ng

 c
an

ce
r

B
io

ps
y 

pu
nc

h 
cy

lin
de

rs
 o

f 
de

ce
llu

la
ri

ze
d 

lu
ng

 m
at

ri
ce

s 
fr

om
 n

or
m

al
 

he
al

th
y 

lu
ng

s 
an

d 
fr

om
 

lu
ng

 w
ith

 
in

te
rs

tit
ia

l 
pu

lm
on

ar
y 

fib
ro

si
s

24
-w

el
l c

ul
tu

re
 p

la
te

s
M

yo
fib

ro
bl

as
ts

 e
xp

re
ss

in
g 

α-
SM

A
 a

nd
 fi

br
on

ec
tin

E
xp

re
ss

io
n 

of
 T

G
F-

β 
in

 
no

rm
al

 m
at

ri
ce

s 
an

d 
fib

ro
tic

 m
at

ri
ce

s (C
on

ti
nu

ed
)



157From 2D Culture to 3D Microchip Models

TA
B

LE
 7

.1
 (

c
on

ti
nu

ed
)

Tr
ac

he
a,

 B
ro

nc
hi

al
, B

ro
nc

hi
ol

e,
 a

nd
 L

un
g 

M
od

el
s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

N
al

ay
an

da
 

et
 a

l. 
20

13
M

ic
ro

flu
id

ic
 s

ys
te

m
 o

f 
th

e 
al

ve
ol

ar
-c

ap
ill

ar
y 

in
te

rf
ac

e 
us

ed
 to

 s
tu

dy
 

th
e 

ef
fe

ct
s 

of
 p

re
ss

ur
es

 
of

 v
ar

yi
ng

 m
ag

ni
tu

de
s 

on
 a

lv
eo

la
r 

ce
lls

Ph
ys

io
lo

gi
c

Pa
th

ol
og

ic
H

um
an

 a
de

no
ca

rc
in

om
a 

ce
ll 

lin
es

, A
54

9 
an

d 
N

C
I 

H
44

1
N

o 
sc

af
fo

ld
 

us
ed

M
ic

ro
flu

id
ic

 p
re

ss
ur

e-
ch

ip
 d

ev
ic

e 
th

at
 

su
st

ai
ns

 th
e 

ap
pl

ic
at

io
n 

of
 s

ta
tic

 p
re

ss
ur

e 
fo

r 
ex

te
nd

ed
 p

er
io

ds

T
E

E
R

 m
ea

su
re

m
en

ts
 a

nd
 

ce
ll 

vi
ab

ili
ty

 a
ft

er
 

ex
po

su
re

 o
f 

ce
lls

 to
 

va
ri

ou
s 

pr
es

su
re

s 
as

 a
 

m
ea

su
re

 o
f 

al
ve

ol
ar

 
m

on
ol

ay
er

 in
te

gr
ity

 o
r 

di
sr

up
tio

n

Pa
ra

sa
 e

t a
l. 

20
14

G
en

er
at

io
n 

of
 h

um
an

 
lu

ng
 ti

ss
ue

 c
on

ta
in

in
g 

m
ac

ro
ph

ag
es

 u
se

d 
to

 
m

od
el

 g
ra

nu
lo

m
a 

fo
rm

at
io

n 
af

te
r 

M
yc

ob
ac

te
ri

um
 

tu
be

rc
ul

os
is

 in
fe

ct
io

n

Pa
th

ol
og

ic
In

fe
ct

io
n

H
um

an
 lu

ng
 fi

br
ob

la
st

s 
ce

ll 
lin

e 
M

R
C

-5
Im

m
or

ta
liz

ed
 h

um
an

 
br

on
ch

ia
l e

pi
th

el
ia

l c
el

l l
in

e 
16

H
B

E
14

o
M

on
oc

yt
es

 is
ol

at
ed

 f
ro

m
 

w
ho

le
 h

um
an

 b
lo

od

Ty
pe

 I
 

co
lla

ge
n 

ge
l 

w
ith

 
em

be
dd

ed
 

fib
ro

bl
as

ts

6-
w

el
l t

ra
ns

w
el

l p
la

te
s 

(3
 μ

m
 m

em
br

an
es

)
C

D
 6

8 
ex

pr
es

si
on

 in
 

m
ac

ro
ph

ag
es

M
ac

ro
ph

ag
e 

m
ig

ra
tio

n 
in

 
re

sp
on

se
 to

 M
C

P-
1

(C
on

ti
nu

ed
)



158 Regenerative Medicine Technology

TA
B

LE
 7

.1
 (

c
on

ti
nu

ed
)

Tr
ac

he
a,

 B
ro

nc
hi

al
, B

ro
nc

hi
ol

e,
 a

nd
 L

un
g 

M
od

el
s 

R
ef

er
en

ce
D

es
cr

ip
ti

on
 o

f 
En

gi
ne

er
ed

 M
od

el
Ty

pe
 o

f M
od

el
C

el
l S

ou
rc

e
Sc

af
fo

ld
Pl

at
fo

rm
 S

ys
te

m
 fo

r 
Ti

ss
ue

 C
ul

tu
re

G
oa

l o
f t

he
 M

od
el

G
ui

ra
do

 
et

 a
l. 

20
15

Im
m

un
e 

ce
ll 

ag
gr

eg
at

es
 

th
at

 m
im

ic
 h

um
an

 
gr

an
ul

om
a 

fo
rm

at
io

n,
 

us
ed

 to
 s

tu
dy

 th
e 

pa
th

og
en

es
is

 o
f 

M
. t

ub
er

cu
lo

si
s 

an
d 

di
ff

er
en

ce
s 

in
 th

e 
ho

st
 

re
sp

on
se

 b
et

w
ee

n 
in

di
vi

du
al

s 
w

ith
 a

nd
 

w
ith

ou
t l

at
en

t 
tu

be
rc

ul
os

is
 in

fe
ct

io
n

Pa
th

ol
og

ic
In

fe
ct

io
n

H
um

an
 P

B
M

C
s

A
ut

ol
og

ou
s 

se
ru

m
N

o 
sc

af
fo

ld
 

us
ed

 
24

-w
el

l p
la

te
s 

w
ith

 g
la

ss
 

co
ve

r 
sl

ip
s 

at
 th

e 
bo

tto
m

 o
f 

th
e 

w
el

ls

C
D

11
b-

po
si

tiv
e 

m
on

on
uc

le
ar

 p
ha

go
cy

te
s

C
D

3-
po

si
tiv

e 
ly

m
ph

oc
yt

es
C

D
4-

 a
nd

 C
D

8-
po

si
tiv

e 
T

 c
el

ls
Fo

rm
at

io
n 

of
 

m
ul

tin
uc

le
at

ed
 g

ia
nt

 c
el

ls
Pr

od
uc

tio
n 

of
 in

fla
m

m
at

or
y 

cy
to

ki
ne

s

N
ot

e:
 

M
od

el
s 

lis
te

d 
in

 th
is

 ta
bl

e 
w

er
e 

se
le

ct
ed

 b
as

ed
 o

n 
th

e 
de

si
gn

, n
ov

el
ty

, p
ur

po
se

, a
nd

 g
oa

l o
f 

th
e 

m
od

el
. F

or
 e

ac
h 

m
od

el
, t

he
 c

el
l t

yp
e,

 s
ca

ff
ol

d,
 p

la
tf

or
m

, a
nd

 o
ve

ra
ll 

go
al

 
ar

e 
pr

ov
id

ed
. A

lv
eo

la
r 

ep
ith

el
ia

l 
ce

ll 
(A

E
C

);
 c

lu
b 

ce
ll 

10
 (

C
C

10
) 

pr
ot

ei
n;

 c
lu

st
er

 o
f 

di
ff

er
en

tia
tio

n 
(C

D
);

 d
en

dr
iti

c 
ce

ll-
sp

ec
ifi

c 
in

te
rc

el
lu

la
r 

ad
he

si
on

 m
ol

ec
ul

e-
3-

 
gr

ab
bi

ng
 n

on
-i

nt
eg

ri
n 

(D
C

-S
IG

N
);

 e
pi

th
el

ia
l 

(E
) 

ca
dh

er
in

; 
eo

si
no

ph
il 

ca
tio

ni
c 

pr
ot

ei
n 

(E
C

P)
; 

gr
an

ul
oc

yt
e 

m
ac

ro
ph

ag
e-

co
lo

ny
 s

tim
ul

at
in

g 
fa

ct
or

 (
G

M
-C

SF
);

 h
um

an
 

pr
im

ar
y 

pu
lm

on
ar

y 
m

ic
ro

va
sc

ul
ar

 e
nd

ot
he

lia
l c

el
ls

 (H
PM

E
C

);
 h

um
an

 u
m

bi
lic

al
 v

ei
n 

en
do

th
el

ia
l c

el
l (

H
U

V
E

C
);

 in
te

rl
eu

ki
n-

2 
(I

L
-2

);
 in

te
rl

eu
ki

n-
5 

(I
L

-5
);

 in
te

rl
eu

ki
n-

8 
(I

L
-8

);
 in

te
rf

er
on

-g
am

m
a-

in
du

ci
bl

e 
pr

ot
ei

n 
10

 (
IP

-1
0)

; i
nt

ra
ce

llu
la

r 
ad

he
si

on
 m

ol
ec

ul
e-

1 
(I

C
A

M
-1

);
 p

er
ip

he
ra

l b
lo

od
 m

on
on

uc
le

ar
 c

el
l (

PB
M

C
);

 r
es

pi
ra

to
ry

 s
yn

cy
tia

l 
vi

ru
s 

(R
SV

);
 tr

an
se

pi
th

el
ia

l e
le

ct
ri

ca
l r

es
is

ta
nc

e 
(T

E
E

R
);

 tr
an

sf
or

m
in

g 
gr

ow
th

 fa
ct

or
-β

 (
T

G
F-

β)
; α

-s
m

oo
th

 m
us

cl
e 

ac
tin

 (
α-

SM
A

);
 p

ro
-s

ur
fa

ct
an

t p
ro

te
in

 C
 (

pr
o-

SP
C

);
 

 m
ac

ro
ph

ag
e 

ch
em

oa
ttr

ac
ta

nt
 p

ro
te

in
-1

 (
M

C
P-

1)
; 

po
ly

di
m

et
hy

ls
ilo

xa
ne

 (
PD

M
S)

; 
pl

at
el

et
 e

nd
ot

he
lia

l 
ce

ll 
ad

he
si

on
 m

ol
ec

ul
e 

(P
E

C
A

M
);

 t
hy

ro
id

 t
ra

ns
cr

ip
tio

n 
fa

ct
or

-1
 

(T
T

F-
1)

; s
ur

fa
ct

an
t p

ro
te

in
 A

 (
SP

A
);

 s
ur

fa
ct

an
t p

ro
te

in
 B

 (
SP

B
);

 s
ur

fa
ct

an
t p

ro
te

in
 C

 (
SP

C
);

 s
ur

fa
ct

an
t p

ro
te

in
 D

 (
SP

D
);

 v
as

cu
la

r 
en

do
th

el
ia

l (
V

E
) 

ca
dh

er
in

.



159From 2D Culture to 3D Microchip Models

Complex models such as HOC models have been developed to allow for 
 examination of numerous pathophysiologic conditions. Asthma is a complex patho-
logic condition and the link between T lymphocyte-derived IL-5 and eosinophil acti-
vation in asthmatic airways is of major importance. Many experimental drugs have 
been developed to target IL-5 production as a therapeutic approach for control of 
asthma (Garcia et al. 2013). One example of a well-designed asthma model was cre-
ated using primary human bronchial epithelial cells and human bronchial fibroblasts 
isolated from normal and asthmatic patient lung tissues. To examine the mechanistic 
role of immune cells in airway inflammation during asthma, T lymphocytes isolated 
from the peripheral blood of asthmatic patients were added (Chakir et al. 2001). 
Histological examination of the engineered human bronchial mucosa from normal 
cells exhibited features similar to those in normal bronchial tissues. When T lym-
phocytes were cultured with asthmatic bronchial epithelial cells, 87% of T lympho-
cytes in that culture produced IL-5. In contrast, only 2% of T lymphocytes cultured 
with normal bronchial epithelial cells produced IL-5 (Chakir et al. 2001). The incor-
poration of T lymphocytes and the ability to recreate an IL-5  mediated asthmatic 
response in this engineered human bronchial epithelium make this an  attractive 
model for studies focused on the T lymphocyte immune response during asthmatic 
inflammation. This model may also be used as a preclinical pharmacology model 
to examine the effect of experimental drugs on IL-5 production in asthmatic human 
cells and perhaps in development of patient specific therapies in the future.

7.6 MICROFLUIDIC LUNG MODELS 

Microfluidic devices are useful tools that can be employed for the development of 
micro-trachea-bronchi, bronchiole, or lung models focused on small-scale  evaluations 
of single cells or cell-cell interactions in a microenvironment where spatiotempo-
ral gradients can be controlled and maintained during culture (Punde et al. 2015; 
Ramadan et al. 2015). Microchannels and porous membranes within  microfluidic 
devices can be populated with human lung cells (primary cells or cell lines) or a 
 mixture of cell types. Many of the microfluidic human respiratory system mod-
els that are currently available have been designed as alveolar-capillary interface 
 models (Huh et al. 2010; Nalayanda et al. 2010) or models of bronchial epithelium 
(Punde et al. 2015).

Advancements in the fabrication of microfluidic devices have provided valuable 
resources for the development of platforms that allow regulated perfusion (delivery 
and removal of fluids), physiologically relevant fluid flow rates, controlled applica-
tion of sheer stress and mechanical strain, and air-liquid interface (Ramadan and 
Gijs 2015). Production of microfluidic-supported respiratory system models will 
allow evaluation of high-throughput studies of cell-cell interactions, early stages of 
drug development, and preclinical testing (Nichols et al. 2014). Using simple single-
cell phenotype microfluidic trachea-bronchi or lung models, the roles and responses 
of single cell types can be studied in a controlled microenvironment. By removing 
many of the variables found in vivo and focusing on critical cell-to-scaffold or cell-
to-cell interactions, microfluidic lung models can be used to identify cellular and 
molecular responses directly involved in pathophysiological mechanisms of disease. 
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Although microfluidic systems have the potential to overcome some of the 
 limitations encountered with in vitro cell culture and in vivo animal models, there are 
some disadvantages associated with their use as human lung model systems. Among 
the major disadvantages is that many do not accurately mimic the 3D architecture 
of the ECM in human lungs. An important feature in the design of microfluidic lung 
models is an air-liquid interface that mimics the in vivo physiological conditions in 
the lungs. One of the first microfluidic lung model systems described in the literature 
was designed to mimic the alveolar-capillary interface and model pulmonary inflam-
mation in response to microbial infection and nanoparticle cytotoxicity (Huh et al. 
2010). This microfluidic platform was fabricated using soft lithography and chemical 
etching of PDMS layers that contained recessed microchannels (Huh et al. 2010). 
Alignment and bonding of these layers formed two microchannels separated by a 
flexible porous membrane. Two larger, side vacuum chambers directly adjacent to 
the microchannels were also formed. The membrane separating the two microchan-
nels was coated with fibronectin or collagen gel to aid in cell attachment. Human 
alveolar epithelial cells (NCI H441 cell line) were used to seed the upper chamber, 
representing the epithelium, and human pulmonary microvascular  endothelial cells 
were seeded on the bottom channel to recreate a capillary junction (Huh et al. 2010). 
Cells formed epithelial and endothelial monolayers and were shown to express the 
junctional proteins, occludin and vascular endothelial cadherin. When an air-liquid 
interface was introduced to mimic physiological conditions, there was an increase 
in surfactant protein production by the epithelium in the upper chamber. To induce 
mechanical stretching and simulate breathing movements, a computer-controlled 
vacuum was applied to the side chambers. The effects of stretching were evaluated 
by measuring changes in the permeability of the epithelial–endothelial barrier (Huh 
et al. 2010). The ability of this microfluidic alveolar-capillary model to mimic pul-
monary inflammation was also examined by introducing human peripheral blood 
mononuclear cells (PBMCs) to the vascular channel and adding medium containing 
the pro-inflammatory cytokine tumor necrosis factor-alpha (TNF-α) to the alveolar 
channel (Huh et al. 2010). Within 5 hours of adding TNF-α, endothelial expression 
of intracellular adhesion molecule (ICAM)-1 significantly increased and endothelial 
cells promoted the adhesion of fluorescently labeled neutrophils (Huh et al. 2010). 
Neutrophils were shown to migrate across endothelial monolayers and the mem-
brane to the alveolar epithelium channel. Addition of Escherichia coli expressing 
green-fluorescent protein (GFP) to the alveolar microchannel resulted in endothe-
lial capture of neutrophils circulating in the vascular channel and transmigration 
of these neutrophils into the alveolar microchannel. Using time-lapse fluorescence 
microscopy, red fluorescently-labeled neutrophils could be seen phagocytosing GFP-
expressing E. coli (Huh et al. 2010). This microfluidic model was also used to exam-
ine the toxic effects of nanoparticle delivery on alveolar epithelium. After 5 hours of 
nanoparticle exposure, the endothelial cells in the vascular channel increased ICAM-1 
expression (Huh et al. 2010). This increase in ICAM-1 expression was sufficient to 
 promote neutrophil extravasation into the epithelial channel. This alveolar-capillary 
microfluidic model was able to mimic some characteristics of the innate immune 
response during pulmonary inflammation. The ability to recreate physiological func-
tions of the epithelial–endothelial barrier and pathological responses to microbial 
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infections, nanoparticle cytotoxicity, or cyclic mechanical strain enables this system 
to be used for a wide range of studies. The microfluidic device developed by Huh 
et al. in 2010 has also been used as an alveolar-capillary model of human drug-
induced pulmonary edema (Huh et al. 2012). The alveolar and vascular microchan-
nels for this pulmonary edema model were seeded with the alveolar epithelial cell 
line NCI-H44I1 and human pulmonary microvascular endothelial cells. To induce 
pulmonary edema, interleukin-2 (IL-2) was perfused into the microvascular channel 
at a clinically relevant dose of 1000 U/mL (Huh et al. 2012). By day 4, liquid flooded 
the air space of the alveolar microchannel (Huh et al. 2012). To mimic the forma-
tion of blood clots, the blood plasma proteins prothrombin and fluorescently labeled 
fibrinogen were perfused into the microvascular channel during IL-2 treatment (Huh 
et al. 2012). Within a period of 4 days, fluorescent fibrin clots were observed on the 
surface of alveolar epithelium (Huh et al. 2012). Pathological changes associated 
with pulmonary edema were characterized by examining alveolar-capillary barrier 
integrity during IL-2 treatment. Barrier permeability was examined by measuring 
the transport of fluorescein isothiocyanate (FITC)-labeled insulin from the vascular 
channel to the alveolar channel in the presence and absence of stretch (Huh et al. 
2012). Results showed that IL-2 treatment in the presence of cyclic strain disrupted 
cell-cell junctions, which resulted in intercellular gaps and significantly increased 
barrier permeability (Huh et al. 2012). Having shown that this lung-on-a-chip model 
could mimic specific pathological features of pulmonary edema, Huh and colleagues 
next examined the use of this model as a pharmacological platform. Angiopoietin 
1 (Ang-1), a protein known to inhibit endothelial permeability, was co-administered 
with IL-2 into the microvascular channel to examine its effects on vascular leakage 
(Huh et al. 2012). Results showed that Ang-1 was able to prevent IL-2–induced fluid 
leakage and formation of intercellular gaps in the presence of cyclic strain (Huh 
et al. 2012). 

A microfluidic model of the alveoli-capillary interface with the ability to intro-
duce dynamic forces such as applied pressure and stress can be used to examine 
ventilator-induced lung injury. One such model was developed using a multiphase 
microfluidic platform (referred to as a pressure chip) populated with human alveolar 
epithelial cell lines, A549 and H441, to mimic lung alveoli (Nalayanda et al. 2013). 
The inner panels of this microfluidic model allowed it to have a basolateral surface 
where there is a continuous flow of medium and an apical surface, where air was 
maintained at a steady rate (Nalayanda et al. 2013). In order to allow for examination 
of ventilator-induced injury, this model was exposed to mechanical disruptions and 
aerodynamic sheer stress. Results showed that cell responses were dependent on the 
magnitude and duration of the pressure applied. 

Other models have been developed to examine specific protein-cell responses. 
An effective microfluidic bronchial epithelium model was developed to study the 
role of eosinophil cationic protein (ECP), a protein released when eosinophils 
degranulate, on the migration of fibrocytes and the induction of lung inflammation 
(Punde et al. 2015). This model was constructed using a micropore array silicone 
chip coated with fibronectin sandwiched between two PDMS channels to create 
upper and lower layers mimicking a blood vessel (upper layer) and an airway (lower 
layer) (Punde et al. 2015). This microfluidic human bronchial epithelium model was 
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useful for the examination of pro-inflammatory cytokine and chemokine-induced 
fibrocyte migration contributing to development of fibrotic conditions (Punde et al. 
2015). Stimulation of injured bronchial epithelial cells with inflammatory cytokines 
induced them to produce chemokines, which recruited fibrocytes expressing the 
 chemokine receptor 4 (CXCR4), to the site of the injured epithelium (Punde et al. 
2015). Results from this study highlighted the role of ECP in airway remodeling and 
development of fibrotic conditions following inflammation. This microfluidic model 
of human bronchial epithelium could also be useful for studies of other chronic 
respiratory diseases characterized by airway inflammation and abnormal airway 
remodeling such as asthma. 

7.7 INFECTIOUS DISEASE LUNG MODELS 

Current human infectious disease lung models use a variety of human cell types rep-
resenting the different regions of the trachea/bronchi, bronchioles or lung. In order 
to develop models of microbial infection or exposure, it is necessary to understand 
what specific characteristics of human infection the model is meant to reproduce. 
Progress in antimicrobial vaccine and drug development has often been hampered 
by the lack of appropriate human in vitro models to asses disease pathology or vac-
cine and drug efficacy. Models developed to examine microbial pathogen infection, 
replication, and pathophysiology can alleviate this deficiency. One 3D bronchial 
epithelial model was used to examine responses of epithelial cells to respiratory 
syncytial virus (RSV) infection. The model was created using primary pediatric 
bronchial epithelial cells cultured on transwell plates. Transwell membranes were 
coated with collagen and an air-liquid interface was maintained in the cell culture 
(Villenave et al. 2012). Infection of the model with RSV produced histopathology 
and chemokine production similar to that seen in patients with severe and fatal cases 
of RSV infection (Villenave et al. 2012). The use of primary pediatric bronchial epi-
thelial cells in this system might actually be a good predictive model for the cellular 
responses seen in pediatric patients. 

Complex human bronchial epithelium infectious disease models can be used to 
examine immune responses to infection. Primary bronchial epithelial cells were iso-
lated from bronchial brushings obtained from non-asthmatic pediatric patients and 
grown on collagen-coated plates (Cakebread et al. 2014). Characterization of the 
inflammatory response during rhinovirus infection in this model of human bronchial 
epithelium allowed for examination of the cellular responses to rhinovirus infection 
in humans. Identification of signaling pathway inhibitors that blocked inflamma-
tory cytokines and suppressed inflammation in this primary bronchial epithelial cell 
model may lead to design of improved therapeutic interventions for the treatment of 
other respiratory infections.

Major research efforts have been directed toward the study of Mycobacterium 
tuberculosis. Granuloma development is a critical part of the immunopathogen-
esis of M. tuberculosis infection. Recent studies suggest that the immunologically 
dynamic environment within granulomas may contribute to bacterial dissemi-
nation and person-to-person transmission, challenging the traditional view of a 
protective environment where infected cells are secluded to limit dissemination 
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(Cardona et al 2009; Shaler et al. 2013). This unique immunological response in 
human granuloma  formation is difficult to recreate in animal models. Progress in 
identifying biomarkers or treatments to limit granuloma formation have been hin-
dered by the lack of a relevant, reproducible infection model that accounts for the 
complexity of the host immune response as well as pathogen responses that occur 
following infection (Guirado et al. 2015). Examples of tissue engineered human 
granuloma models include very basic simple human cell aggregates (Birkness et al. 
2007; Guirado et al. 2015) or more complex HOC models (Parasa et al. 2014). A sim-
ple model of granuloma formation was developed to examine differences between 
bacterial determinants and host response occurring in patients with and without 
latent tuberculosis infection (Guirado et al. 2015). Granuloma-like structures were 
produced by isolating human peripheral blood mononuclear cells (PBMC) from 
patients with latent M.  tuberculosis infection and from uninfected individuals. 
Multilayered cellular aggregations formed in cultures with M. tuberculosis. This 
model was able to reproduce some features that characterize human tuberculosis 
granulomas such as formation of multinucleated giant cells, lymphocyte prolifera-
tion, inhibited intracellular bacterial growth, and production of a diverse cytokine 
profile (Guirado et al. 2015). PBMCs isolated from different donors allowed each 
individual’s immune response to M. tuberculosis infection and granuloma forma-
tion to be studied. Genetic differences that influence immunological response could 
also be examined (Guirado et al. 2015). One of the limitations of this model was 
that it was composed only of cell aggregates and lacked the replication of lung 
structure (Guirado et al. 2015). A more complex HOC model of granuloma for-
mation was engineered in a transwell system, with a human lung fibroblast cell 
line, human alveolar and bronchial epithelial cells, and human macrophages iso-
lated from peripheral blood (Parasa et al. 2014). A type I collagen gel matrix with 
embedded human lung fibroblasts was used as a scaffold, on which type II alveolar 
epithelial cells and macrophages were seeded. The lung tissue engineered in this 
transwell model displayed a stratified epithelium, mucus secretion, and the ability 
of cells to actively produce ECM proteins (Parasa et al. 2014). To establish an infec-
tion, macrophages were infected with M. tuberculosis before being seeded onto the 
system, and uninfected macrophages were used as a control. Between days 7 and 10 
post infection, confocal microscopy revealed formation of macrophage clusters that 
resembled early granuloma formation at the site of infection (Parasa et al. 2014). 
These macrophage clusters are similar in appearance to the macrophage aggregates 
found in M. tuberculosis–infected human lymph nodes and human lung tissue from 
patient biopsies (Parasa et al. 2014). Infection of this model with a virulent strain 
of M. tuberculosis also resulted in necrosis of the epithelial cells, a characteristic 
of uncontrolled M. tuberculosis infection in human lung tissue (Parasa et al. 2014). 

7.8 LUNG CANCER MODELS 

Lung cancer is the leading cause of cancer death among both men and women, 
and is accompanied by poor survival rates. New chemotherapies being developed 
have a high rate of attrition, with only 1 in 10 drugs acquiring FDA approval from 
phase 1 and only 50% of drugs making it to market from phase 3 (Hay et al. 2014). 
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The high rate of drug attrition may in part be explained by the reliance on tradi-
tional 2D culture platforms that do not adequately account for the effects of human 
physiology and the in vivo tumor microenvironment on gene expression and cancer 
cell phenotype. Responsiveness of lung carcinoma cell lines HCC827 and A549 to 
gefitinib, a drug used to treat lung or other types of cancers, was significantly dif-
ferent in 2D and 3D cultures (Stratmann et al. 2014). Other groups have shown that 
A549 cells grown in 3D expressed 2,954 genes differently than cells grown in a 2D 
culture plate (Mishra et al. 2014). While 2D models have provided us with invaluable 
knowledge about cancer biology, they lack the complexity of in vivo tumor formation 
and progression.

3D Lung-on-a-chip models have been developed to study resistance of lung 
cancer cells to chemotherapy (Siyan et al. 2009). Successful treatment of cancer 
is impaired by the resistance of cancer cells to chemotherapy. Glucose-regulated 
proteins (GRPs) have been shown to promote tumor growth, drug resistance (Fu and 
Lee 2006), and invasive properties of cancer cells in many human cancers (Lee et al. 
2014). Although GRPs have been identified as promising targets for development of 
anticancer therapeutics, a better understanding of their mechanisms in cancer cell 
responses is needed. A microfluidic gradient chip system developed to study this 
problem was used to correlate expression of glucose-regulated protein-78 (GRP78) 
and resistance to the anti-cancer drug VP-16 (Siyan et al. 2009). In this study, the 
calcium ionophore A23187 was used to induce the expression of GRP78 in cancer 
cells. The human lung squamous carcinoma cell line, SK-MES-1 in the cell culture 
chambers was treated with varying concentrations of A23187 through the drug inlet. 
After 24 hours of treatment with A23187, the expression of GRP78 increased in a 
dose-dependent manner (Siyan et al. 2009). Results showed that the percentage of 
A23187-treated cells undergoing apoptosis significantly decreased as the concentra-
tion of A23187 increased. The results from this study suggest that VP-16 induced 
apoptosis of human lung squamous carcinoma cells is suppressed by overexpression 
of GRP78 indicating the importance of control of GFPs in cancer (Siyan et al. 2009).

A growing body of evidence indicates that the tumor stromal microenvironment 
greatly influences cancer cell responses through mechano-transduction mediated via 
cellular integrins (Levental et al. 2009; Goetz et al. 2011). Within the tumor micro-
environment, stromal cells such as cancer associated fibroblasts, mesenchymal stem 
cells, and myeloid-derived tumor suppressor cells produce oncogenic factors and 
modify ECM components to promote tumor growth and metastasis (El-Nikhely et al. 
2012). One commercially available human airway cancer model, OncoCilAirTM, 
was developed to mimic the tumor-stromal environment. This transwell-supported 
model was composed of human bronchial epithelial cells, lung fibroblasts, and the 
non-small cell lung cancer (NSCLC) A549 cell line. The porous membrane within 
the transwell inserts was seeded with lung fibroblasts (Mas et al. 2015). Human 
bronchial epithelial cells and A549 cells were then plated on top of the fibroblast-
undercoated membrane. After two days in culture, an air-liquid interface was devel-
oped, stimulating production of a ciliated pseudostratified epithelium (Mas et al. 
2015). A549 cells formed tumor nodules and histology revealed some tumor nodules 
containing mucin-filled vacuoles invading the normal airway epithelium (Mas et al. 
2015). The anti-cancer efficacy of selumetinib, trametinib, docetaxel, and erlotinib, 
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which are drugs that inhibit tumorgenesis, cell proliferation, and inhibition of apop-
tosis, was examined by monitoring tumor growth after treatment. Tumor growth 
inhibition rate was highest with trametinib after 20 days of treatment (Mas et al. 
2015). The applicability of this human airway cancer model for drug efficacy and 
toxicity evaluations makes it a valuable tool for preclinical studies and could easily 
be adapted to a microfluidic system supported format.

Lung cancer models developed with scaffolds composed of natural ECM allow 
evaluation of cell-matrix interactions involved in invasion and migration of tumor 
cells. Structural and mechanical cues provided by the ECM influence cancer cell 
invasiveness and oncogenic gene expression. The rigidity of the ECM has also been 
shown to have a direct effect on cell behavior. ECM stiffness caused by an increase 
in collagen cross-linking has been shown to increase the proliferation of cancer cells 
(Tilghman et al. 2010) and to promote tumor cell invasion and metastasis (Chen 
et al. 2015). A perfusable lung cancer model designed to mimic in vivo tumor forma-
tion was developed using decellularized rat lung matrices seeded with human lung 
cancer cell lines, A549, H460, and H1299 (Mishra et al. 2012). Formation of dense 
tumor nodules was observed in scaffolds with A549 cells after 11 days of culture 
and in scaffolds with H460 and H1299 cells after 7 days in culture (Mishra et al. 
2012). The tumor nodule formation recreated within this lung model is similar to the 
tumor growth pattern seen in human lung cancer. The disordered growth of cancer 
cells along the basement membrane resembled that of metastatic cancer (Mishra 
et al. 2012).

Metastatic spread of tumor cells results in the spread of cancer cells to second-
ary sites in the body. The body’s vascular system plays a major role in the process 
of metastasis. Endothelial cells play an active part during both tumor angiogenesis 
and later movement of tumor cells via the vascular system. Tumor cell-endothelial 
cell interactions therefore play a significant role in cancer progression and spread 
to distant tissues such as the lung. 3D microfluidic-based models have been devel-
oped to examine the metastatic process, including tumor angiogenesis and cancer 
cell entry into and out of the bloodstream to examine endothelial barrier function 
(Zervantonakis et al. 2012). These systems examine basic mechanisms of metastasis 
but most do not focus specifically on development or treatment of lung cancer.

7.9 PERSONALIZED MEDICINE

Personalized medicine is a form of medical care that proposes the customization 
of healthcare tailored to the individual patient. High variability in disease patterns 
between patients often leads to the unsuccessful treatment of disease (Ruppen et al. 
2015). Assessment of patient-specific cellular responses to drugs or other therapeu-
tics allows for a more accurate prediction of the individual’s response to a particular 
treatment strategy. Microfluidic devices serve as excellent platforms for the develop-
ment of personalized models composed of the patient’s own cells. Chip-based respi-
ratory models require few cells and could be produced from primary cells obtained 
from bronchial brush samples or biopsies of tumors from patients. These models 
could be used to screen drugs or combinations of drugs to design targeted drug-
specific therapies. 
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Microfluidic models of human bronchial epithelium can be used to recreate key 
pathological cellular responses of human asthma and are better predictive models of 
drug safety and efficacy. Many current therapies for reducing airway inflammation 
fail to target the abnormal airway remodeling component of the disease. Airway 
remodeling in asthma is characterized by goblet cell hyperplasia and hypersecre-
tion of mucus (Parker et al. 2015). Epidermal growth factor (EGF) and its receptor 
(EGFR) have been shown to be involved in goblet cell hyperplasia (Puddicombe 
et  al. 2000; Burgel et al. 2004) and in induction of mucin MUC4AC, a major 
 mucus-forming  protein (Perrais et al. 2002). In asthmatic patients, overexpression of 
EGF/EGFR has been correlated with disease severity (Amishima et al. 1998; Holgate 
et al. 1999; Parker et al. 2015). Characterizing each patient’s cell response to this 
EGFR inhibitor serves to identify a potential target strategy for goblet cell hyperpla-
sia and excessive mucus secretion for each patient. In one asthma model, primary 
cells for this model were obtained from bronchial brushings of five asthmatic and 
five nonasthmatic children and were cultured on collagen-coated transwell inserts 
promoting mucociliary differentiation (Parker et al. 2010). After 28 days of culture, 
cells had fully differentiated into ciliated cells, columnar goblet cells with secretory 
granules, and basal cells (Parker et al. 2010). The apical surface of this bronchial 
epithelium was also capable of mucus secretion. Asthmatic and non-asthmatic cell 
cultures were cultured in medium containing EGF, in medium without EGF, and 
in medium with EGF and tyrphostin AG1478 (a protein tyrosine kinase inhibitor 
that inhibits EGFR kinase) (Parker et al. 2015). In asthmatic EGF-positive cultures, 
the percentage of goblet cells was higher than in asthmatic EGF-negative cultures 
and non-asthmatic EGF-positive cultures (Parker et al. 2015). When asthmatic EGF-
positive cultures were treated with AG1478, there was a reduction in the number of 
goblet cells  present. Treatment with AG1478 also resulted in a significant reduction of 
mucus secretion from asthmatic EGF-positive cultures (Parker et al. 2015). Although 
variability between asthmatic cell cultures from different donors exists, the effects 
of AG1478 followed a consistent trend in reducing goblet cell  numbers and mucus 
secretion (Parker et al. 2015). Results from this study suggest that for these asthmatic 
pediatric patients, treatment with AG1478 or other EGF/EGFR inhibitors may be a 
potential therapeutic strategy to target abnormal airway remodeling and promotion 
of patient-specific disease control.

Microfluidic lung models have already been used to examine anticancer drug 
sensitivity for individualized treatment of lung cancer (Xu et al. 2013). A drug sen-
sitivity platform was developed using microfluidic chips with gradient concentration 
generators. This platform consisted of four microfluidic chips connected at the center 
by a common reservoir. Each microfluidic chip contained a concentration gradient 
generator with an upstream drug inlet and a downstream medium inlet and three 
parallel cell culture chambers (Xu et al. 2013). Cell culture chambers were popu-
lated with the human NSCLC cell line SPCA-1 and the human lung fibroblast cell 
line HFL1. Primary lung cells isolated from lung cancer tissue obtained from eight 
patients undergoing surgical resection were also used to populate separate chambers 
(Xu et al. 2013). Patient cell responses were compared to the responses of the cancer 
cell lines following drug treatment. To create a 3D cell culture, cells were resus-
pended in a soluble thermosensitive basement membrane extract (BME) that formed 
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a gel at 37°C. Cell–BME mixtures were added to individual culture  chambers. 
Morphological features and drug sensitivities were compared (Xu et al. 2013). Drug 
sensitivities to the anticancer drugs gefitinib, paclitaxel, and gemcitabime were 
examined. Results showed that all three drugs were able to inhibit primary lung 
cancer cell growth in a dose-dependent way (Xu et al. 2013). The apoptosis rate for 
primary lung cancer cells was highest when cultures were treated with a combina-
tion of all three drugs. These results indicate that for these patients, a combination 
of chemotherapeutic drugs might be the best approach for treatment. Microfluidic 
platforms may also be used to mimic tumor growth and test chemosensitivity by 
isolating primary lung cancer cells from patients and examining spheroid formation 
after treatment with a chemotherapeutic drug (Ruppen et al. 2015). 

7.10 CONCLUSION

Lung injury due to trauma, microbial pathogenesis, or adverse drug reactions in the 
lung generally involve the pulmonary parenchyma, the pleura, the airways, and the 
pulmonary endothelium but can also involve many other cell types. Direct action of 
toxins or drugs can cause cell death, induce apoptosis, and modulate biomolecule 
production by lung cells. Immune cells located in lung tissues or migrating into lung 
tissues can become activated, and immune cell products can influence viability, bio-
molecule production, and replication of fibroblasts. Good in vitro human models and 
formation of chip-based microfluidic systems of the lung will help to answer many 
of the questions we have regarding lung pathology and toxicology. At this time there 
have been only a few lung-on-a chip microfluidic supported trachea-bronchial or 
lung models produced. The development of specialized pumping systems and micro-
fluidic supported chambers have the potential to revolutionize the way these models 
can be managed and may provide for production of more robust and longer-lived 
cultures. Although most of the early models to evaluate trachea-bronchial or lung 
physiology, pathophysiology, or infection were not designed as microchip systems, 
these early model designs could be easily transferred to fluidic-supported micro-, 
milli- or human organ culture systems in the future.
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8 Liver and Liver 
Cancer-on-a-Chip

Aleksander Skardal

8.1 INTRODUCTION: LIVER MODELS

There is a critical need for better bioengineered tissue models to predict efficacy, 
pharmacokinetics, and potential toxicity for candidate drugs. In vivo animal mod-
els have long served as the gold standard for testing prior to clinical trials, but the 
drawbacks associated with animal models are major contributors to the exorbitant 
costs and uncertainties in bringing a candidate drug from bench to bedside. In vitro 
systems comprised of actual human-derived cells are preferable from a predictive 
point of view (Greenhough, Medine et al. 2010). However, for these systems to accu-
rately reflect human physiology, cells must retain their in vivo functions and remain 
viable for extended periods of time in in vitro settings. These requirements are key 
for future use in pharmacokinetic and toxicity testing. This is particularly true in the 
case of liver models, as the liver is commonly the first tissue to be critically assessed 
for toxic effects during drug and toxicology screening. In  vitro cultured primary 
hepatocytes are increasingly being used for screening in the pharmaceutical industry 
(Gomez-Lechon, Castell et al. 2010). However, there is still a need for an optimal 
culture system that improves the long-term maintenance of liver cells with retention 
of liver function for in vitro drug screening.

In addition to normal tissue models for screening applications, the same advances 
in tissue engineering that support fabrication of tissue constructs such as liver can 
be employed to fabricate models of cancer. Cancer in the liver is one of the leading 
causes of cancer-based deaths around the world. Liver cancer can take the form of 
hepatocarcinoma, where the primary tumor begins in the liver, or metastatic disease, 
in which the primary tumor begins elsewhere, such as the colon, and metastasizes to 
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the liver through the circulatory system. Unfortunately, tumor growth in the liver, an 
important functional organ in the body, often causes decreased function, eventually 
resulting in patient death, thus necessitating development of more effective treat-
ments. However, to develop such treatments, better test platforms for conducting 
research are needed. 

In recent years, advances in biotechnology areas such as tissue engineering, bio-
materials, and micro- and biofabrication have allowed derivation of new biological 
systems with massive potential as test platforms. Researchers have developed a wide 
variety of human-derived in vitro models that can be used as specific normal tissues 
for testing drugs, toxins, and drug candidates (Prestwich, Liu et al. 2007; Prestwich 
2008; Skardal, Sarker et al. 2010). Furthermore, through the use of genetics as well 
as external environmental manipulations, these systems can be employed as specific 
disease models (Nickerson et al. 2004; Nickerson, Richter et al. 2007; Barrila, Radtke 
et al. 2010; Benam, Dauth et al. 2015). Further integration with microfabrication and 
microfluidic technology has resulted in dynamic systems that support multi-tissue 
interactions, high-throughput testing, and environmental sampling and biosensing, 
thereby yielding powerful and versatile organ(s)-on-a-chip platforms for applications 
such as drug discovery (Polini, Prodanov et al. 2014). These organs-on-chips purport 
to significantly impact the future of medicine. In this chapter, we describe the poten-
tial of and current state of liver- and liver cancer-on-a-chip systems.

8.2  MOVING FROM TRADITIONAL CELL CULTURES 
TO ENGINEERED TISSUE CONSTRUCTS: 
CHALLENGES AND CRITERIA

Development of new and effective anticancer drugs, and cancer research as a whole, 
has been limited due to the inability to accurately model tumor progression and sig-
naling mechanisms in a controlled environment. Animal models allow only limited 
manipulation and study of these mechanisms, and are not necessarily predictive of 
results in humans. Traditional in vitro 2D cultures fail to recapitulate the 3D micro-
environment of in vivo tissues (Kunz-Schughart, Freyer et al. 2004). Drug diffusion 
kinetics vary dramatically, drug doses effective in 2D are often ineffective when 
scaled to patients, and cell-cell/cell-matrix interactions are inaccurate (Ho, Pham 
et al. 2010; Drewitz, Helbling et al. 2011). Tissue culture dishes have three major dif-
ferences from the tissue where the tumor was isolated: surface topography, surface 
stiffness, and most importantly, a 2D rather than 3D architecture. As a consequence, 
plastic 2D culture places a selective pressure on cells that could substantially alter 
their original molecular and phenotypic properties. The resulting functional differ-
ences between 2D cultures and 3D constructs have been shown repeatedly in liver 
and many other types of cancer. In fact, we recently demonstrated that on 2D tissue 
culture dishes, metastatic colon carcinoma cells appeared epithelial, but when transi-
tioned into a 3D liver organoid host environment they “switched” to a mesenchymal 
and metastatic phenotype (Skardal, Devarasetty et al. 2015b). Bioengineered tissue 
platforms have evolved that can better mimic the structure and cellular heterogeneity 
of in vivo tissue, and are suitable for mimicking human physiology. Subsequently, 
these relatively new technologies are vastly superior to their predecessors for drug 
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and toxicology testing, personalized medicine, and tumor bioengineering research. 
These model organs can be viable for longer periods of time and are cultured to 
develop functional properties similar to native tissues. This approach has the poten-
tial to recapitulate the dynamic role of cell-cell, cell-ECM (extracellular matrix), and 
mechanical interactions inside the tumor. Further incorporation of cells representa-
tive of the tumor stroma, such as endothelial cells and tumor fibroblasts, and physical 
matrix components, can mimic the in vivo tumor microenvironment. Thus, bioengi-
neered tumors are an important resource for in vitro study of cancer in 3D, including 
tumor biomechanics and the effects of anticancer drugs on 3D tumor tissue.

Fortunately, the general concept of performing experiments in 3D versus 2D has 
gained significant traction over the last 10 or so years. However, there remain hurdles 
and challenges to overcome. 2D cell culture will almost certainly remain a widely 
used tool for many years to come. It is far too easy and inexpensive for a complete 
shift from 2D to 3D. The same reasons that make 2D culture attractive are what have 
slowed adaptation to 3D systems. Using 3D systems is more complicated. It requires 
understanding how to harness and implement the innate characteristics of new bio-
materials or technologies. Following successful establishment of 3D cultures, cell 
harvesting and cell passaging, trivial steps in normal 2D cell culture, are signifi-
cantly more complex, and sometimes not possible without potentially harming the 
cells. For example, if cells are cultured in a 3D hydrogel matrix, one must  effectively 
dissolve the matrix away to remove the cells. Some hydrogel systems support this 
(Zhang, Skardal et al. 2008), but most do not. Furthermore, traditional imaging tech-
niques are geared toward 2D cell cultures in which all of the cells of interest are 
confined to a single focal plane. High quality 3D tissue construct imaging requires 
confocal or macroconfocal imaging, expensive tools that not all laboratories have 
access to. Cost of materials is another challenge. More advanced biomaterial systems 
that have been engineered to be user friendly are more expensive than tissue culture 
plastic. When it comes to on-a-chip technologies, unless the devices in question are 
available commercially, researchers must fabricate these systems. Fabrication tech-
niques, such as soft lithography, micromolding, and machining, require additional 
skillsets and equipment. 

However, in the end, when data are critically assessed and published in scientific 
journals, there is a common occurrence: outcomes derived in 3D systems or dynamic 
on-a-chip platforms often vastly surpass those in static 2D environments. Very rarely 
do 2D systems provide results that are better physiological mimics of the human 
body. As discussed in this chapter, this is particularly true in the context of liver and 
tumor engineering.

8.3 3D in VitRo LIVER MODELS

In vitro liver models have been employed extensively in the realm of drug testing by 
researchers in academia and within the pharmaceutical industry. Traditionally, since 
primary hepatocytes were difficult to maintain in culture until relatively recently, liver-
derived cell lines such as HepG2 cells were often employed. Unfortunately, HepG2 
cells are derived from hepatomas, and as such, while being robust and  easily cul-
tured, they do not retain all of the functionality of primary human  hepatocytes. 
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HepG2 cells only express a subset of cytochrome p450 isoforms, limiting their use in 
drug metabolism studies. Furthermore, as a robust cell type, they are far less sensitive 
to environmental stimuli, limiting their use in realistic toxicology studies. Despite 
these shortcomings, they remain a useful model cell type, and remain a common 
choice for proof-of-concept work, particularly in the development of new 3D liver 
systems. However, primary human hepatocytes have become the industry standard 
for most liver-based screening studies. Yet, only several years ago, researchers had a 
difficult time maintaining hepatocytes that were viable and functional within in vitro 
settings, thereby limiting their use in long-term studies.

Fortunately, a variety of 3D cell culture and organoid fabrication strategies have 
arisen—some of which were developed using cell lines—that have enabled forma-
tion of and maintenance of relatively high viability and high functioning hepatocyte-
based tissue constructs. For example, hanging drop and rotating wallvessel (RWV) 
bioreactor cultures (Figure 8.1a and b) have successfully supported formation of 
hepatocyte spheroids (Chang and Hughes-Fulford 2014). Hanging drop systems and 
the resulting spheroids are now used widely, and are commercially available. These 
spheroids have quite thoroughly been demonstrated to have superior lifetimes and 
metabolic functionality to traditional cultures (Messner, Agarkova et al. 2013; Kim, 
Fluri et al. 2015). Likewise, RWV-generated hepatocyte spheroids are superior to 2D 
systems in terms of gene expression, function, and cell-cell morphology (Chang and 
Hughes-Fulford 2014). 

A variety of other approaches have been implemented that employ biomaterials 
such as hydrogels to encapsulate and support hepatocytes in culture (Figure 8.1c). 
In particular, materials derived from or containing decellularized liver tissue have 
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FIGURE 8.1 Approaches for fabricating liver-derived organoids and constructs. (a) Cells 
aggregate into spheroids in hanging drop cultures. (b) Cells aggregate around cell-adherent 
microcarrier beads in rotating wall vessel (RWV) bioreactors. (c) Polymer-based hydrogels 
are crosslinked in the presence of cells, forming 3D cell-hydrogel constructs. (d) Hepatocyte 
and endothelial cells systems comprised of fluid flow channels and porous membranes form 
liver sinusoid-like structures.
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been employed in several methods to increase lifetime and function of hepato-
cyte cultures. In one such approach, porcine liver was decellularized through the 
vasculature using a detergent, after which discs were cut from the ECM. When 
cultured on the liver ECM discs, which retained key molecular components native 
to the liver, hepatocytes expressed increased albumin levels compared to cells 
on tissue culture plastic and in collagen gels. Notably, these cultures could be 
maintained for 3 weeks, a length of time dramatically longer than traditional 2D 
cultures could support (Lang, Stern et  al. 2011). Building of this use of native 
liver ECM in in vitro cultures, our group further processed decellularized liver 
by solubilizing it and incorporating it into a heparinized hyaluronic acid hydro-
gel system. The resulting tissue-specific hydrogel material could be prepared 
in a fashion more amenable to increased throughput studies. We demonstrated 
increased albumin and urea production, increased viability, superior morphol-
ogy, and importantly, increased drug metabolism, in human hepatocytes in these 
liver hydrogel cultures. Notably, we extended viability and function out to 28 days 
(Skardal, Smith et al. 2012).

8.4 LIVER-ON-A-CHIP DEVICES

Today, stating that an organoid is “on-a-chip” often conveys an assumption that this 
is a microfluidic (or mesofluidic) system with fluid channels and housing for the 
organoid. However, initially the chip component was sometimes a device or element 
with patterns or wells used to create the organoid (Figure 8.2a and b). An example 
of this approach is the use of a chip containing microwells of various shapes and 
sizes that contain regions of cell-adherent collagen versus non-adherent polyethylene 
glycol. Based on the well conditions, HepG2 cells or rat hepatocytes could be formed 
into either spheroids or cylindroids in a highly controlled manner that maintained 
better liver function than 2D controls (Fukuda, Sakai et al. 2006; Mori, Sakai et al. 
2008). In another example, HepG2 spheroids were created using an array device of 
channels and pyramid microfeatures to create functional HepG2 spheroids and mul-
tidrug screening (Torisawa, Takagi et al. 2007). Nevertheless, today’s liver-on-a-chip 
systems generally leverage fluid flow for increasing diffusion simulation, delivering 
drugs or toxins, sampling, or even connecting liver modules to other tissue types 
forming a multi-organoid system. 

One example a fluidic-based liver-on-a-chip used hydrogel matrices to embed 
HepG2 and NIH-3T3 cells within fluid arrays. These 3D organoids had better 
function than 2D controls and were demonstrated to respond to acetaminophen in 
a toxin screening experiment (Au, Chamberlain et  al. 2014). Similarly, our group 
recently took advantage of a versatile photopolymerizable hydrogel system to per-
form in situ device photopatterning to generate HepG2 liver organoids in parallel 
channel polydimethylsiloxane (PDMS) fluidic devices prepared by soft lithogra-
phy and molding techniques (Figure 8.2c). We demonstrated toxic agent screening 
in parallel using multiple alcohol concentrations which, as expected, resulted in a 
dose- dependent decrease in viability and function with increasing dose (Skardal, 
Devarasetty et  al. 2015c). We are currently modifying this approach— combining 
in  situ organoid biofabrication with screening systems—to be substantially 
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miniaturized and parallelized further to increase throughput and the statistical 
power that can be generated in experiments on single devices the size of traditional 
microscope slides. Additional devices can provide other non-cell–supporting capa-
bilities, such as facilitating drug or toxin gradient generation over arrays of cell, or 
organoid cultures by serving as mixing devices (Figure 8.2d).

Using microfabrication approaches, thereby generating more intricate struc-
tures, has been explored to create structures such as liver sinusoids (Figure 8.1d). 
For example, precise layering of rat hepatocytes and endothelial cell co-cultures 
with fluid flow can generate sinusoid-like models (Kang, Sodunke et  al. 2015). 
In another example, the device containing two distinct chambers separated by a 
porous membrane with human hepatocytes and endothelial cells was demonstrated 
to maintain increased albumin and urea secretion under flow conditions compared 
to static conditions (Prodanov, Jindal et al. 2015). Systems of increased biological 
complexity have begun to emerge that feature other organoids in addition to the 
liver (Atac, Wagner et al. 2013; Wagner, Materne et al. 2013; Maschmeyer, Lorenz 
et  al. 2015; Materne, Maschmeyer et  al. 2015). These multi-organoid devices, 
termed “body-on-a-chip” systems (Figure 8.2e), have vast potential in a variety 
of applications, but to date have been primarily comprised of cell lines, not fully 
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can be (a) patterned with cell-adherent proteins or (b) microwells to drive cell aggregation 
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functional hepatocytes, and as such require additional work to demonstrate their 
ability to accurately mimic human physiology and responses to environmental 
factors. 

8.5 3D in VitRo LIVER CANCER MODELS

Successful development of liver models such as those described to this point allows 
for a variety of useful implementations. Perhaps the most common use is for drug 
and toxicology screening. However, with relatively accurate organoid systems, one 
can expand into other areas of research, including disease modeling. In this setting, 
cancer is one of the most common pathologies studied. In particular, with respect 
to liver, several cancers are actively being assessed in microphysiological models, 
including hepatocellular carcinoma (HCC) and colon carcinoma that has metasta-
sized to the liver.

These models have ranged in complexity and application. In one study, the effect 
of peroxisome proliferator–activated receptor activation on HCC cell migration and 
invasion was tested first in a simple 2D wound assay, and subsequently in a 3D 
Matrigel invasion assay. These assays demonstrated that upregulation by agonists 
could reduce or prevent invasive behavior (Shen, Chu et al. 2012). A separate HCC 
Matrigel invasion model was employed to demonstrate cell invasion tracking using 
quantum dot nanoparticles and several imaging modalities. This platform was able 
to assess invasive phenotypes, reversal of cell senescence prior to invasion, and 
quantum dot-highlighted expression of MT1-MMP in filopodia, or invadopodia, of 
the cells (Fang, Peng et al. 2013). 

In addition to assessing migration in invasion models (Figure 8.3a), liver cancer 
 models are being employed to investigate phenomena such as epithelial-to- mesenchymal 
transition (EMT), which is an integral event in the progression toward metastatic can-
cers. Co-culture models have been developed that provide the cellular components of the 
tumor microenvironment that would normally interact with tumor cells. For example, 
when Bel-7402 HCC cells with normal liver cells or  normal  vascular endothelial cells, 
the cells actually underwent an mesenchymal-to-epithelial transition (MET), becom-
ing less  invasive. Conversely, when cultured with conditioned media from MRC-5 lung 
fibroblast cells, they underwent an EMT-like transition, becoming elongated and more 
invasive (Ding, Zhang et  al. 2013). These results demonstrate the importance of the 
tumor microenvironment in cancer model systems. In addition to stromal cells, the extra-
cellular matrix is an integral component of the tumor microenvironment that should be 
considered in developing cancer models. For example, when HepG2 cells were formed 
into 3D heterospheroids together with stromal fibroblasts and embedded in collagen, the 
cells became significantly more resistant to doxorubicin (Yip and Cho 2013). Our group 
recently created a platform of liver organoids with colon carcinoma tumor foci using 
an ECM hydrogel microcarrier and rotating wall vessel bioreactor system. We could 
demonstrate both the recapitulation of tumor growth over time- and dose-dependent 
responses to the drug 5-fluorouracil (Figure 8.3b) as well as manipulate the Wnt pathway 
using small molecule drugs to increase or decrease drug resistance to 5-FU (Skardal, 
Devarasetty et al. 2015b). Versatile systems such as this will likely provide useful diag-
nostic and drug screening platforms.



182 Regenerative Medicine Technology

8.6 LIVER CANCER-ON-A-CHIP MODELS

Many cancer model systems such as those described earlier have the potential to be 
even more powerful and user friendly if integrated appropriately with microfabrica-
tion, microfluidic, and sensor technologies, thereby providing on-a-chip platforms 
for more substantial in vitro applications to be performed with.

Early liver cancer-on-a-chip systems in many respects employed the chip compo-
nent to facilitate measurement taking. Several examples include the development of 
paper-based microreactors for integration of liver cancer cell cultures with immuno-
assays (Lei and Huang 2014), quantification of apoptosis of HepG2 tumor cells in 
microfluidic devices (Ye, Qin et al. 2007a), and electrical impedence measurements 
of HepG2 cells to determine cell death as an effect of cytotoxic agents (Yeon and 
Park 2005).

More recent liver cancer-on-a-chip advancements include devices designed for 
integration with additional high complexity, advanced technologies such as imaging 
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FIGURE 8.3  3D cancer models and the applications. (a) Tumor invasion models often 
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or microarray analyses, allowing more novel investigations to be performed. The 
small scale of on-a-chip systems was shown to play a significant role in HepG2/C3A 
metabolism, based on the bioavailability of oxygen. This metabolomics-on-a-chip 
demonstrated that the microfluidic environment provided more access to  oxygen 
compared to Petri dish cultures, resulting in increase Krebs cycle activity and 
decreased hypoxia-regulated factor-1 expression (Ouattara, Prot et al. 2012). A high 
complexity device comprised of multiple drug gradient mixers and parallel cell cul-
ture chambers was developed in order to support multiconcentration drug screens 
paired with cell-labeling and high content imaging data collection on-chip (Ye, Qin 
et al. 2007b). In another device, HCT-116 colon carcinoma cells and HepG2 cells 
(used as a liver model), were encapsulated in Matrigel cultures in separate cham-
bers, while myeloblasts (marrow model) were encapsulated in alginate an additional 
chamber, in order to test the cytotoxic effects of the 5-FU prodrug Tegafur on each 
cell type, in comparison to 2D control cultures. Interestingly, in 3D the liver was able 
to metabolize Tegafur to 5-FU, resulting in cell death in the other 3D constructs, 
while the 2D HepG2 cells could not metabolize the prodrug to its active form (Sung 
and Shuler 2009). In another example of increased complexity tumor models on a 
chip, microscale bioreactors were prepared that housed hepatocytes, nonparenchy-
mal cells (NPCs), and breast cancer cells to model the hepatic niche. The device was 
outfitted with oxygen sensors, micropumps for controlling nutrient distribution, and 
real-time sampling (Wheeler, Borenstein et al. 2013). This work capitulated in the 
observation of spontaneous dormancy of the breast cancer cells within the hepatic 
niche supported by the platform, determined to be due to the NPCs altering micro-
environment cytokine profiles. These more complex examples of liver cancer-on-a-
chip systems demonstrate the beginnings of the kinds of studies and findings that 
are projected to be possible in the near future as these systems gain popularity and 
become widespread within cancer research.

8.7 FUTURE DIRECTIONS AND CONCLUSIONS

The future impact that liver-on-a-chip and cancer-on-a-chip devices may have on 
drug development, disease modeling, and personalized medicine is highly promis-
ing. However, there currently remain limitations that if overcome will improve the 
overall effectiveness of these devices, including physiological accuracy, response to 
drugs, and more logistical aspects such as scalability. Implementation of primary 
cells instead of cell lines, combined with 3D architectures containing extracellu-
lar matrix components and supporting cells, appears to be a general framework for 
improving liver construct function as well as capturing the in vivo accuracy of tumor 
components in such models. Incorporating tumor cells derived from patients will 
drive development and testing on platforms that are geared toward specific patients, 
which will almost certainly result in more accurate and effective diagnoses, prog-
noses, and chemotherapy regimens in the clinic, as well as development of more 
nuanced and targeted drugs. Combining these high functioning models with platform 
technologies such as miniaturized devices, automated sensing, and data collection 
systems will serve to dramatically increase the throughput of the experiments that 
can be performed. The resulting wealth of data will be integral for more successful 
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and efficient drug candidate development, most likely saving researchers significant 
amounts of time and reducing the currently massive costs associated with bringing 
new drugs to patients and the market. 

On-a-chip technologies have been gaining momentum in recent years. Organ-on-
a-chip and cancer-on-a-chip systems, while relatively new technologies, are already 
showing promise in the hands of researchers. As these systems improve and become 
established and more commonplace, we expect that clinicians and industry will begin 
implementing them in day-to-day operations, resulting in dramatically improved 
diagnostics, prognostics, and pharmaceutical screening platforms. Ultimately, imple-
mentation of these systems will result in improved patient quality of life.
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9.1 INTRODUCTION

Cardiovascular diseases are the foremost cause of death in the United States 
(Murphy, Xu, and Kochanek 2013) and cardiotoxicity is a leading reason for market 
withdrawal of pharmaceuticals (Ferri et al. 2013). One reason for both of these sta-
tistics is that biomedical research and drug screening has historically been limited 
to model systems that lack relevance to the human heart, such as rodents or overly-
simplified cell culture platforms. In this chapter, we describe human-relevant, biomi-
metic “heart-on-a-chip” platforms that are under development to improve our ability 
to study and predict the function of human heart tissue.

9.2 STRUCTURE AND FUNCTION OF THE HUMAN HEART

The primary function of the heart is to pump blood, which is essential for delivering 
nutrients to and removing waste products from all the cells in our bodies. The heart 
achieves this function due to the synchronous, pulsatile contraction of aligned, excit-
able muscle tissue, which is described in detail below. 

9.2.1 rEgUlation of carDiac oUtPUt by myocarDial architEctUrE

The heart is a pulsatile, electromechanical pump that consists of four chambers: two 
atria and two ventricles (Figure 9.1). The walls of the ventricles consist of layers of 
muscular tissue that contract in synchrony to pump deoxygenated blood into the 
lungs (right ventricle) or oxygenated blood into the aorta (left ventricle). Each layer 
of ventricular muscle tissue, known as the myocardium, is powered by contractile, 
striated muscle cells known as cardiac myocytes. Each cardiac myocyte has an elon-
gated, cylindrical shape and is aligned with neighboring myocytes.

Human ventricular myocardium:

(b)

RA
LA

RV

LV

(a)

–     Aligned cardiac myocytes
–     Supporting cells
      (fibroblasts, endothelial
      cells, etc.)
–     Aligned collagen fibrils
–     Matrix glycoproteins
–     Electrically excitable
–     Contractile

FIGURE 9.1 Structure of the myocardium. The heart consists of four chambers (a): right 
atrium (RA), left atrium (LA), right ventricle (RV), and left ventricle (LV). Ventricular 
myocardium (b) consists of aligned cardiac myocytes and supporting cells embedded in an 
extracellular matrix that consists primarily of collagen fibrils and glycoproteins. Ventricular 
myocardium is excited to contract by electrical signals. (Modified from McCain, M.L., et al., 
Proc. Natl. Acad. Sci. U. S. A., 110, 9770–9775, 2013.)
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Cardiac myocytes are contractile because they are densely packed with 
 specialized cytoskeletal fibers known as myofibrils (Sarantitis et al. 2012). Each 
myofibril is a linear array of sarcomeres, and each sarcomere consists of inter-
locking actin and myosin filaments that slide past each other to shorten the sar-
comere in an ATP-dependent process. Because of the hierarchical architecture of 
the  ventricle, sarcomeres within and between cardiac myocytes are oriented in the 
same direction in each layer of myocardium. Thus, when the ventricle is activated 
to contract, sarcomeres in each layer of myocardium shorten in the same direction, 
maximizing the uniaxial force generated by the tissue and the pumping function 
of the heart.

9.2.2 ElEctrical commUnication in thE vEntriclE

Cardiac myocytes are activated to contract by action potentials that depolarize the 
plasma membrane, a phenomenon known as excitation-contraction coupling (Bers 
2002). After the plasma membrane depolarizes, calcium enters the cytoplasm from 
the extracellular space via voltage-sensitive calcium channels. This causes a larger 
release of calcium ions from the sarcoplasmic reticulum, which then bind to troponin 
on actin filaments, causing the tropomyosin complex to shift and expose binding 
sites for myosin heads on actin filaments. Myosin then binds to actin and pulls the 
filament in an ATP-dependent process, ultimately shortening the sarcomere. 

For the ventricle to function as a single, unified pump, electrical current orig-
inating from the conduction system must propagate rapidly in the ventricular 
myocardium. Myocyte-to-myocyte propagation of electrical signals is achieved 
by specialized cell-to-cell junctions known as intercalated discs (Noorman et al. 
2009), which are located primarily at the longitudinal ends of myocytes in mature 
myocardium. Intercalated discs consist of three protein complexes: adherens junc-
tions and desmosomes, which couple to actin and intermediate filaments, respec-
tively, and gap junctions, which form low-resistance channels that allow ions to 
easily move from one cardiac myocyte to the next. Thus, due to both the elongated 
shape of cardiac myocytes and the positioning of low-resistance gap junction chan-
nels, electrical signals propagate rapidly across ventricular myocardium in the lon-
gitudinal direction, ensuring that the entire ventricle is activated to contract in near 
synchrony.

9.2.3 ExtracEllUlar matrix 

The extracellular matrix (ECM) is a network of proteins that provides mechanical 
support, resistance, and scaffolding for cells in tissues. In the ventricle, the ECM 
consists primarily of Type I collagen fibrils aligned parallel to cardiac myocytes 
(Bowers, Banerjee, and Baudino 2010). The ECM also contains fibronectin and lam-
inin glycoproteins that couple other ECM components, such as collagen, to cardiac 
myocytes. Cells attach to ECM proteins by specific integrin receptors (Ross and 
Borg 2001) that link directly to the actin cytoskeleton and activate unique signaling 
pathways within the cell. Thus, the ECM is not merely a passive support structure, 
but an important source of structural, mechanical, and chemical cues.
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9.2.4 non-myocytE cEll PoPUlationS

The ventricle contains many cell populations in addition to cardiac myocytes. Cardiac 
fibroblasts are proliferative, supporting cells that deposit and remodel ECM proteins 
in the heart throughout development, health, and disease (Sullivan and Black 2013). 
The ventricle also contains a dense capillary network that consists of vessels lined 
with endothelial cells. Endothelial cells interface with blood and release signaling 
factors, such as nitric oxide, that have direct effects on cardiac myocytes (Lim et al. 
2015). The ventricle also contains smooth muscle cells, neurons, and immune cells, 
each of which can affect the function of cardiac myocytes. Thus, although cardiac 
myocytes are the essential cells for cardiac output, their function can be modulated 
by the other cell populations in the ventricle.

9.3 THE NEED FOR A “HEART-ON-A-CHIP”

Heart-on-a-chip platforms that mimic the essential structural and functional features 
of human heart tissue are needed as new tools for disease modeling and cardiotoxic-
ity screening. Current challenges in these fields are described below. 

9.3.1 hEart DiSEaSE

Cardiovascular diseases are the leading cause of death in the United States, account-
ing for one out of every four deaths (Murphy, Xu, and Kochanek 2013). Many factors 
contribute to this statistic, including the following.

 1. The heart has limited ability to repair itself after injury because cardiac 
myocytes are terminally differentiated and do not proliferate to an appre-
ciable extent (Koudstaal et al. 2013). Thus, after an injury such as a myocar-
dial infarction, necrotic muscle tissue is replaced with noncontractile scar 
tissue that compromises cardiac output.

 2. Cardiac myocytes do not regenerate, so acquiring and culturing human 
cardiac myocytes to study their biology is exceptionally challenging. As a 
result, researchers have been forced to rely primarily on animal models for 
cardiac research, which are not necessarily predictive of humans.

 3. Several genetic mutations can lead to cardiomyopathies (Cahill, Ashrafian, 
and Watkins 2013). However, links between genotype and phenotype in 
human cardiac myocytes are not clearly understood and human genetic car-
diomyopathies are often not accurately recapitulated in animal models.

 4. Many cardiac diseases are associated with remodeling of the ECM. 
For example, after an infarction, the scar tissue that forms is rigid and 
increases the mechanical load on surviving myocytes (Berry et al. 2006). 
However, understanding how the ECM contributes to cardiac disease 
progression is difficult because in vivo models are too heterogeneous. 
Furthermore, it has historically been challenging to reproduce the ECM 
of the heart in vitro. Thus, the role of the ECM in cardiac pathogenesis is 
not well understood. 



191Heart-on-a-Chip

9.3.2 PrEclinical carDiotoxicity ScrEEning

Cardiotoxicity is a leading cause for market withdrawal of pharmaceuticals (Ferri 
et  al. 2013). One reason for this is that pharmaceutical companies establish car-
diotoxicity preclinically using model systems that are not always predictive of 
the human heart. For example, to determine if compounds are pro-arrhythmic, a 
common technique is to test if compounds block a single potassium channel in an 
immortalized cell line that artificially overexpresses the channel (Netzer et al. 2001). 
However, these cells are missing essential characteristics of cardiac myocytes, such 
as myofibrils, other ion channels, gap junctions, etc., as well as the native extracel-
lular  microenvironment. These intracellular and extracellular factors can have a dra-
matic effect on overall cell physiology (McCain and Parker 2011). Pharmaceutical 
companies also test compounds on whole animal models, such as dogs, but 
these models are not necessarily predictive of humans due to species-dependent 
 differences. Thus,  there is a need for more human-relevant, biomimetic platforms 
for  cardiotoxicity screening.

9.4 DESIGN PARAMETERS FOR HEART-ON-A-CHIP

Due to the limitations of current model systems, there is a need for heart-on-a-
chip platforms that can better recapitulate human heart tissue in vitro for studying 
human diseases and screening drugs. A fundamental consideration for designing 
any organ-on-a-chip platform is: How can we capture the essential physiology of 
the organ with a platform that it is feasible to fabricate and monitor? For heart-on-
a-chip, initial efforts have focused on engineering ventricular myocardium because 
the ventricles are the primary pumping chambers of the heart and the location 
of most pathologies. To mimic ventricular myocardium in vitro, a single cardiac 
myocyte is too small because it is lacking cell-cell interactions that are essential 
to the structure and function of the ventricle. Conversely, a 3- dimensional (3D) 
ventricular pump is too complex to robustly and consistently engineer with cur-
rent technologies. Thus, most heart-on-a-chip platforms to date consist of micro-
scale pieces of ventricular myocardium, engineered to ultimately meet these ideal 
design parameters:

• Cell source: human-relevant cardiac myocytes
• Biomaterials and scaffolds: platforms that mimic the structural,  mechanical, 

and biochemical aspects of native cardiac ECM
• Metrics: accessible readouts of electrical and contractile function

Efforts toward achieving each of these design parameters are discussed in the 
 following sections.

9.5 CELL SOURCE FOR HEART-ON-A-CHIP

In this section, we describe advantages and disadvantages of currently available cell 
sources for heart-on-a-chip platforms, which are also summarized in Table 9.1. 
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9.5.1 hUman anD roDEnt Primary carDiac myocytES

The ideal cell source for heart-on-a-chip would be primary human adult car-
diac myocytes, as adult humans are the primary users of most pharmaceuticals. 
However, useable quantitates of primary human adult cardiac myocytes cannot 
be routinely obtained from patients in a practical and safe manner because this 
would require collecting biopsies of heart tissue from patients on a regular basis. 
Furthermore, because adult cardiac myocytes are terminally differentiated, they 
cannot be expanded in culture, further increasing the difficulty of utilizing this 
cell type. One source of primary human cardiac myocytes that is more readily 
available to researchers is human fetal cardiac tissue. However, acquiring human 
fetal tissue raises ethical concerns and still results in a relatively low cell yield. 
Furthermore, fetal cardiac myocytes are at a very early developmental stage 
(Goldman and Wurzel 1992) and thus not an ideal surrogate for mature human 
cardiac myocytes.

Due to the obstacles in acquiring and culturing primary human cardiac myo-
cytes, the gold standard for in vitro cardiac experiments for many decades has been 
primary cardiac myocytes isolated from neonatal rat hearts (Parameswaran et al. 
2013). This procedure involves sacrificing neonatal rats and digesting explanted 
ventricles with enzymes such as collagenase that degrade extracellular matrix pro-
teins. Cardiac myocytes are purified from supporting cell populations, such as 
fibroblasts, by plating cell suspensions in a culture flask for short periods of time. 
The supernatant is then collected, which is enriched in cardiac myocytes because 
supporting cell populations have a higher rate of adhesion to the culture flask. This 
cell isolation procedure results in a relatively high yield of primary cardiac myo-
cytes that can be used for in vitro experiments. Although these cells are not human 
and also not adult, they are useful for developing and troubleshooting heart-on-a-
chip platforms. 

TABLE 9.1
Current Cell Sources for Heart on a Chip

Cell Source Advantages Disadvantages

Primary human adult 
cardiac myocytes

• Human-relevant
• Mature

• Extremely difficult to acquire
• Cannot be expanded in culture

Primary human fetal 
cardiac myocytes

• Human-relevant
• Moderately difficult to acquire

• Not mature
• Ethical concerns

Primary neonatal rat 
cardiac myocytes

• Easy to acquire • Not human-relevant
• Not mature

hESC-derived cardiac 
myocytes

• Human-relevant
• hESCs can be expanded in culture

• Not mature
• Ethical concerns

hiPSC-derived cardiac 
myocytes

• Human-relevant
• hiPSCs can be expanded in culture
• Can be patient-specific

• Not mature
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9.5.2 hUman Embryonic StEm cEll–DErivED carDiac myocytES

In the late 1990s, Jamie Thomson and colleagues developed protocols to isolate 
the pluripotent cells from the inner cell mass of human blastocysts (Thomson et al. 
1998). These cells, termed human embryonic stem cells (hESCs), could self-renew 
and be cultured, passaged, and differentiated into cells of all three germ layers. This 
breakthrough in developmental biology provided researchers with the opportunity to 
differentiate hESCs into cardiac myocytes for in vitro studies. One common protocol 
for differentiating hESCs into cardiac myocytes entails culturing hESCs in suspen-
sion to form them into spherical embryoid bodies. Subpopulations of cells within 
embryoid bodies spontaneously differentiate into beating cardiac myocytes (Kehat 
et al. 2001). However, spontaneous differentiation from embryoid bodies is uncon-
trolled, heterogeneous, and typically requires flow cytometry to separate cardiac 
myocytes from other cell populations. Thus, to better direct hESC differentiation 
into cardiac myocytes, researchers began supplementing hESC cultures with growth 
factors and small molecules that mimic cardiac development, such as activin A and 
Wnt agonists and antagonists (Mummery et al. 2012). While these protocols have 
been relatively successful, improving and optimizing the differentiation of hESCs 
into cardiac myocytes is an ongoing process.

9.5.3 hUman inDUcED PlUriPotEnt StEm cEll–DErivED carDiac myocytES

Although hESCs hold exciting potential for human disease modeling and regenera-
tive medicine, one significant disadvantage of these cells is that researchers must 
destroy human embryos to acquire them. Thus, utilizing hESCs for research pur-
poses has raised many ethical concerns, leading to government restrictions on hESC 
research in the United States (Walters 2004). In response, researchers started inves-
tigating alternative approaches for generating human pluripotent stem cells.

In 2006, Shinya Yamanka and colleagues reported a technique for inducing 
 pluripotency in mouse adult fibroblasts (Takahashi and Yamanaka 2006). These 
reprogrammed cells were termed induced pluripotent stem cells (iPSCs), and reports 
for generating human iPSCs (hiPSCs) from human adult fibroblasts soon followed 
(Takahashi et al. 2007). hiPSCs are generated by isolating somatic cells (commonly 
skin fibroblasts) and introducing a set of four transcription factors into the cells that 
were initially selected because they are highly expressed in embryonic stem cells. 
Similar to hESCs, hiPSCs self-renew and can be differentiated into cells of all three 
germ layers. Although similarities and differences between hESCs and hiPSCs are 
yet to be fully understood, studies to date have generated cardiac myocytes from 
hiPSCs using the same or similar protocols that were originally established for 
differentiating hESCs into cardiac myocytes (Mummery et al. 2012). Thus, many 
researchers now use hiPSC-derived cardiac myocytes as an alternative to hESC-
derived cardiac myocytes.

Because hiPSCs are reprogrammed from skin fibroblasts, they can be generated 
from individual patients, including those with genetic diseases. Thus, researchers 
can acquire hiPSC-derived cardiac myocytes with genotypes and phenotypes that 
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match those of cardiac myocytes in patients with inherited diseases, such as long QT 
syndrome (Moretti et al. 2010). These cells can be used to identify disease mecha-
nisms and/or screen the efficacy of potential therapeutic drugs in human-relevant 
and disease-specific cardiac myocytes.

Another method for generating hiPSC-derived cardiac myocytes with disease-
related genetic mutations is to introduce mutations at the stem cell stage, using 
gene-editing approaches such as the CRISPR/Cas9 system. This technology entails 
introducing the Cas9 nuclease into cells together with a guide RNA sequence that 
targets Cas9 to a specific location within genomic DNA. Cas9 then cleaves the DNA, 
which is repaired by the cell’s machinery in a highly error-prone process. Thus, 
the gene located at the Cas9 cleavage site is usually mutated into a nonfunctional 
sequence (Mali, Esvelt, and Church 2013). hiPSCs with the newly introduced genetic 
mutation can then be differentiated into cardiac myocytes. Thus, hiPSC-derived car-
diac myocytes that harbor disease-related genetic mutations can be derived directly 
from patients with the disease, or be engineered using gene editing. Both methods 
successfully generate hiPSC-derived cardiac myocytes that can be used for human-
relevant disease modeling.

9.5.4 DirEct rEProgramming of carDiac myocytES

Another approach for generating human cardiac myocytes is direct reprogramming. 
This process “skips” the hiPSC stage and reprograms somatic cells directly into 
cardiac myocytes. Similar to the procedure for reprogramming adult somatic cells 
into hiPSCs, direct cardiac reprogramming is achieved by introducing a defined set 
of transcription factors associated with cardiac development into adult somatic cells 
(Ieda et al. 2010; Fu et al. 2013). The ideal factors and conditions for directly repro-
gramming human somatic cells into cardiac myocytes are still under investigation.

9.6 BIOMATERIALS FOR HEART-ON-A-CHIP

Ideally, biomaterials that are selected as scaffolding for heart-on-a-chip constructs 
should mimic the mechanical and biochemical properties of the native ECM. 
Natural and synthetic biomaterials that have potential utility for heart-on-a-chip are 
described below. 

9.6.1 natUral biomatErialS

9.6.1.1 Extracellular Matrix Proteins
Because the ECM in the ventricle is primarily Type I collagen, a well-established 
strategy for culturing cardiac myocytes is to seed them on Petri dishes or glass cov-
erslips that are coated with Type I collagen protein (Borg et al. 1984). Fibronectin is 
also present in the heart, especially during cardiac development, and thus has also 
been used to coat dishes and other surfaces to facilitate cardiac myocyte adhesion 
(Bursac et al. 2002; Geisse, Sheehy, and Parker 2009). Other ECM proteins, such as 
fibrin, collagen, and gelatin, have been formed and cross-linked into 3D hydrogels 
that can be used for culturing cardiac myocytes. One advantage of hydrogels made 
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from ECM proteins is that cells can be directly embedded in the gel (Yuan Ye, 
Sullivan, and Black 2011) or grown on top of the gel (McCain et al. 2014). Thus, 
ECM proteins are widely used as substrates and surface coatings for heart-on-a-chip 
platforms because they are naturally adhesive to cardiac myocytes. 

9.6.1.2 Decellularized Cardiac Tissue
In 2008, Doris Taylor and colleagues reported a technique for decellularizing whole rat 
hearts by perfusing the vasculature with a detergent, leaving behind the intact cardiac 
ECM (Ott et al. 2008). Decellularized constructs were then used as whole organ scaf-
folds that could be re-populated with neonatal rat ventricular myocytes. For heart-on-a-
chip applications, decellularized heart ECM has been digested, formed into a hydrogel, 
and used as a scaffold for culturing stem cell-derived cardiac myocytes (Duan et al. 
2011). These scaffolds match the composition of ECM proteins in the native heart and 
thus are highly biomimetic in terms of their biochemical properties. Another approach 
for utilizing decellularized ECM as a scaffold is to section the heart prior to decellu-
larization. Individual decellularized sections can then be directly used as scaffolds for 
culturing neonatal rat cardiac myocytes into engineered tissues (Blazeski, Kostecki, 
and Tung 2015). Thus, decellularized heart tissue has potential applications as a com-
pletely natural and biomimetic scaffold for heart-on-a-chip platforms.

9.6.2 SynthEtic biomatErialS

9.6.2.1 Polydimethylsiloxane
One of the most common synthetic polymers used for organ-on-chip platforms and 
microfluidic devices is polydimethylsiloxane (PDMS). PDMS is a synthetic, silicone-
based elastomer that is FDA-approved and has been used in biomedical products 
such as contact lenses and catheters (Abbasi, Mirzadeh, and Katbab 2001). The base 
of PDMS is a viscoelastic liquid that is mixed with a crosslinking agent and cured to 
form a flexible solid with a compressive elastic modulus of approximately 1 MPa. To 
reduce the elastic modulus of PDMS, the ratio of PDMS base to crosslinker can be 
increased (Brown, Ookawa, and Wong 2005) or PDMS can be mixed with other sili-
cone gels (Palchesko et al. 2012). Cured PDMS is hydrophobic, but can be oxidized 
using a plasma cleaner or UV ozone cleaner (Abbasi, Mirzadeh, and Katbab 2001). 
Oxidized PDMS will bind to ECM proteins, such as fibronectin, to make the surface 
adhesive to cells. Oxidized PDMS will also bond to other PDMS constructs, which 
is useful for fabricating multicomponent microfluidic devices.

As a cell culture substrate for heart on a chip, PDMS has many desirable quali-
ties. It is inert, nontoxic, and optically clear. Thus, it is easy to monitor cells growing 
on PDMS surfaces using standard microscopy. Because solid PDMS is fabricated 
by mixing together two liquid components, it can easily be coated onto surfaces 
or molded into microfluidic chambers and channels (Huh et al. 2010; Mathur et al. 
2015). However, one disadvantage of PDMS is that its surface is hydrophobic and 
thus resistant to cell adhesion. Even with fibronectin coating, cells often delaminate 
when cultured on PDMS long-term (Hald et al. 2014; McCain et al. 2014). Therefore, 
although PDMS has many practical advantages for heart-on-a-chip systems, it is not 
an ideal surface for cell culture.
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9.6.2.2 Polyacrylamide Hydrogels
Another synthetic biomaterial that has potential utility for heart-on-a-chip plat-
forms is polyacrylamide hydrogel. Polyacrylamide hydrogels are synthesized by 
combining acrylamide and bis-acrylamide in defined ratios, which dictates the 
 elastic modulus of the resulting gel (Pelham and Wang 1997; Aratyn-Schaus et al. 
2010; McCain et al. 2012). One of the advantages of polyacrylamide hydrogels is 
that their elastic moduli are tunable within the range of biological tissues, ranging 
from brain to muscle to bone (Engler et al. 2006). Thus, for the purposes of heart-
on-a-chip, polyacrylamide gels can be fabricated to mimic the elasticity of healthy 
myocardium, which is approximately 10-15 kPa (Berry et al. 2006), and fibrotic/
infarcted myocardium, which is approximately 50 kPa and above (Engler et al. 
2008; McCain et al. 2012).

Polyacrylamide hydrogels are nonadhesive to proteins. Thus, to culture cells on 
polyacrylamide hydrogels, their surface must be modified to facilitate adhesion of 
ECM proteins (Pelham and Wang 1997; Aratyn-Schaus et al. 2010). One method for 
attaching ECM proteins to polyacrylamide gels is to dope the hydrogel with strepta-
vidin acrylamide and conjugate biotin residues onto purified ECM proteins. When 
biotinylated ECM proteins contact the hydrogel surface, they become tethered to the 
hydrogel via streptavidin-biotin linkages (McCain et al. 2012). With this method, 
the user chooses which ECM proteins or combination of proteins to attach to the 
polyacrylamide gel. Thus, polyacrylamide gels are versatile biomaterials because the 
user has independent control over both the biochemical and mechanical properties 
of the substrate. 

9.7 TECHNIQUES FOR ENGINEERING HEART-ON-A-CHIP TISSUES

To fabricate scaffolds with defined structural features, tissue engineers have lever-
aged techniques such as photolithography. In this section, we describe methods for 
regulating cardiac tissue architecture in two dimensions (2D) and 3D for heart-on-
a-chip platforms.

9.7.1  EnginEEring carDiac tiSSUES in tWo DimEnSionS: microcontact 
Printing anD micromolDing

To match the structure and function of native myocardium, cardiac myocytes in 
heart-on-a-chip constructs should be aligned into confluent, anisotropic tissues. 
One technique for aligning cardiac myocytes in vitro is microcontact printing 
(Ruiz and Chen 2007; Qin, Xia, and Whitesides 2010). For this process, a user 
first designs a pattern for cell growth using computer-aided design software and 
transfers the pattern onto a photomask. In a cleanroom, the photomask is then 
aligned onto a silicon wafer (typically 4” in diameter) spin-coated with negative 
photoresist (typically 2–5 μm thick). The entire construct is then exposed to ultra-
violet light, which will only expose the unmasked regions of the wafer. The wafer 
is then immersed in developer solution to dissolve the unexposed regions. The 
resulting silicon wafer has the features from the photomask raised in photoresist 
on its surface.
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PDMS base mixed with its curing agent is then poured over the wafer in a Petri 
dish. After the PDMS cures, it is carefully peeled off the wafer and cut into usable 
“stamps” that are approximately 1 square inch in size. These stamps have the pattern 
from the wafer molded onto their surface (Qin, Xia, and Whitesides 2010). PDMS 
stamps are then coated with extracellular matrix protein, such as fibronectin, for 
approximately 1 hour. The stamp is then dried with compressed air and inverted onto 
a substrate, such as PDMS-coated coverslips that have been oxidized to facilitate 
transfer of the protein onto the coverslip. The stamp is then removed and the sub-
strate can be seeded with cells, which only adhere to regions that are patterned with 
the matrix protein (Geisse, Sheehy, and Parker 2009; Feinberg et al. 2012).

To align cardiac myocytes into confluent, anisotropic tissues, researchers have 
used microcontact printing to transfer 15 μm-wide lines of fibronectin separated by 
2 μm-wide gaps onto PDMS-coated coverslips. Neonatal rat ventricular myocytes 
(Agarwal, Goss, et al. 2013) as well as mouse (Sheehy et al. 2014) and human (Wang 
et al. 2014) stem cell–derived cardiac myocytes form confluent tissues with aligned 
sarcomeres on these or similar patterns. PDMS stamps can also be used as templates 
for micromolding the surfaces of hydrogels, such as gelatin (McCain et al. 2014) or 
alginate (Agarwal, Farouz, et al. 2013), prior to cell seeding. Cardiac myocytes cul-
tured on micromolded surfaces also form confluent, aligned tissues, and thus micro-
molding is another useful approach for engineering aligned cardiac tissues in 2D. 

9.7.2  EnginEEring carDiac tiSSUES in thrEE DimEnSionS: 
bUnDlES anD PatchES

Because the ventricle is a multilayered structure, 3D cardiac tissue constructs are 
also under development as potential heart-on-a-chip platforms. One approach for 
generating miniature, aligned, 3D cardiac tissues is to embed cardiac myocytes into 
an extracellular matrix hydrogel mixture before the gel has cured. This mixture 
is then injected into a PDMS microwell that consists of two pillars separated by 
approximately 500 μm. The mixture solidifies into a hydrogel and, over the course of 
several days, the cells compact the hydrogel around the pillars (Boudou et al. 2012; 
Ramade et al. 2014). The final construct is a 3D bundle of cardiac tissue embedded 
in the gel and suspended between the two PDMS pillars. Due to the geometry of 
the system, cardiac myocytes naturally self-align between the pillars, forming a 3D, 
aligned, cardiac tissue bundle.

A similar “self-assembly” approach has been used to engineer larger 3D cardiac 
patches (Figure 9.2a). Instead of fabricating microwells with two pillars, research-
ers fabricated a larger PDMS mold with multiple hexagon pillars (Figure 9.2b) and 
similarly seeded the mold with cardiac myocytes embedded in an extracellular 
matrix hydrogel solution (Bian, Jackman, and Bursac 2014; Liau et al. 2011; Zhang 
et al. 2013). The hydrogel solidified over time to form a 3D patch of tissue with 
pores located in the spaces originally occupied by the PDMS pillars. The pores in 
the hydrogel induced the cardiac myocytes to align (Figure 9.2c). The final result 
was a 3D cardiac patch with approximate dimensions of 5 mm × 5 mm × 60 μm 
(Bian  et  al. 2009). With this method, neonatal rat, mouse embryonic stem cell–
derived, and hESC-derived 3D cardiac tissue constructs have been engineered.
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9.8 FUNCTIONAL TESTING WITH A HEART-ON-A-CHIP

The essential function of the heart is to pump blood. Thus, heart-on-a-chip systems 
should ideally incorporate straightforward methods for measuring tissue  contractility. 
Because contractility is dependent on electrical signals, and because many drugs 
interfere with ion channel function, measuring electrophysiological parameters with 
heart-on-a-chip constructs is also important. In the following sections, we describe 
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FIGURE 9.2 Engineering 3D cardiac tissues. (a) To engineer a 3D cardiac tissue construct, 
cardiac myocytes were embedded in an extracellular matrix hydrogel mixture and injected 
into a mold consisting of an array of PDMS posts (b). (c) Cardiac myocytes compacted the 
gel around the posts, forming a dense, aligned, 3D tissue. (d) Constructs were loaded with 
voltage-sensitive dyes to capture action potential propagation. (Modified from Bian, W., et al., 
Nat. Prot., 4, 1522–1534, 2009; Liau, B., et al., Biomaterials, 32, 9180–9187, 2011. With 
permission.)
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current methods for quantifying both electrophysiology and contractility with cur-
rent heart-on-a-chip platforms.

9.8.1 ElEctroPhySiology

9.8.1.1 Microelectrode Arrays
To measure electrical activity, cardiac myocytes can be cultured on microelectrode 
arrays (MEAs). MEAs consist of a glass substrate embedded with stimulating and 
recording electrodes, each with a diameter in the range of 10 μm. Depending on 
the configuration, MEAs typically contain up to 60 electrodes separated by dis-
tances of tens to hundreds of micrometers and arranged in a square grid. Thus, 
when cardiac myocytes are cultured on the glass substrate, MEAs can stimulate 
and/or record extracellular potentials at several locations throughout the tissue 
(Stett et al. 2003). MEA signals can be used to calculate beat frequency, action 
potential duration, and propagation velocity from cardiac myocytes cultured on 
MEAs, as well as changes in these parameters in response to different drugs (Caspi 
et al. 2009; Navarrete et al. 2013). MEAs have also been integrated into fluidic 
channels and wells to improve throughput and minimize cell usage for heart-on-a-
chip studies (Ma et al. 2012).

One of the advantages of MEA systems is that they are noninvasive to cells. 
Unlike other techniques, such as patch clamping, MEA signals are recorded from 
cells without altering the cells. MEA systems can also be placed into incubators 
so that signals can be recorded from cells and tissues while they are in culture for 
extended periods of time. However, one disadvantage of MEAs is that they have 
relatively low spatial resolution and thus can primarily be used only for tissue-
level measurements. Furthermore, because cardiac myocytes must be in contact 
with the electrodes, the user is limited to culturing cells in a 2D monolayer on the 
glass MEA substrate. Thus, users cannot customize the substrate or make record-
ings in 3D constructs. Finally, because MEAs record extracellular field potentials, 
they cannot be used to determine intracellular properties, such as action potential 
morphology.

9.8.1.2 Voltage- and Calcium-Sensitive Dyes
Another method for measuring the electrophysiological properties of engineered 
cardiac tissues is to incubate the cells with a fluorescent dye that is sensitive to either 
membrane voltage or intracellular calcium concentration. With each excitation, the 
fluorescence signal of the dye increases, which can be detected and recorded with 
a fluorescent microscope and a sensitive, high-speed camera (McCain et al. 2013) 
or a fiberoptic bundle (Bursac et al. 2002; Feinberg et al. 2012). One advantage 
of detecting signals with a fluorescent microscope and high-speed camera is that 
signals can be recorded from 2D and 3D tissues (Figure 9.2d) cultured on any 
type of surface, as long as the microscope can focus and acquire signals from 
the tissue. Furthermore, by using higher power objectives, the user can record 
signals within individual cells to measure features such as intracellular calcium 
transients (McCain et al. 2013). However, one disadvantage of this technique 
is that most dyes are toxic to cells at certain concentrations and exposure times. 
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As a  result, experiments using voltage- and calcium-sensitive dyes are endpoint 
experiments, so it is not possible to monitor properties of tissues over long-term 
culture. To combat these disadvantages, myocytes can be transfected with a 
 genetically-encoded  fluorescent reporter for intracellular calcium concentration 
known as GCaMP (Mathur et al. 2015).

9.8.2 contractility 

9.8.2.1 Two-Dimensional Muscular Thin Films
One technique for measuring contractile stresses generated by 2D cardiac tissues is 
based on muscular thin film (MTF) technology. MTFs are bilayered structures that 
consist of a monolayer of engineered cardiac tissue adhered to a supportive yet flex-
ible polymer layer (Feinberg et al. 2007). MTFs were first fabricated by spin-coating 
glass coverslips with the temperature-sensitive polymer poly(N-isopropylacryl-
amide) (PNIPAm). Above 35°C, PNIPAm is hydrophobic and solidifies in aqueous 
media. Below 35°C, PNIPAm is hydrophilic and liquefies in aqueous media. PDMS 
was then spin-coated on top of the PNIPAm layer, microcontacted printed with lines 
of fibronectin, and seeded with neonatal rat ventricular myocytes, which attached 
to the fibronectin pattern and formed a confluent, aligned tissue. After several days 
in culture, constructs were moved to the stage of a stereomicroscope and cooled 
to room temperature in an aqueous buffer solution. Tissue-PDMS constructs with 
dimensions of several square millimeters were carefully cut with a scalpel. During 
cutting, the PNIPAm layer was exposed to the buffer solution and became soluble. 
The tissue-PDMS constructs, termed MTFs, were then carefully peeled from the 
underlying glass coverslip. A stimulation electrode placed in the dish activated the 
tissue to contract and bend the PDMS.

Since their initial development, MTFs have been modified into a higher- throughput 
heart-on-a-chip platform. First, the fabrication process was altered so that MTF cantile-
vers remain tethered to the coverslip at one of their longitudinal ends. This reduces the 
amount of handling done by the user and allows multiple MTFs on one substrate to be 
imaged from above and analyzed as a group (Grosberg et al. 2011). Stresses generated 
by tissues can be calculated using a mathematical model based on the curvature and 
material properties of the MTFs (Alford et al. 2010; Feinberg et al. 2012). To stream-
line the fabrication process, MTF cantilevers were pre-cut with a laser engraver prior 
to microcontact printing to eliminate manual cutting with a scalpel. Laser engraving 
helped to standardize cantilever size and reduce user intervention, further improving 
throughput and reducing experimental variability (Agarwal, Goss, et al. 2013). MTF 
constructs have also been miniaturized and integrated into a fluidic chamber to perform 
controlled drug dosing experiments with wash-in, wash-out capabilities. The PDMS in 
heart-on-a-chip MTFs has also been replaced with hydrogels, such as micropatterned 
alginate (Agarwal, Farouz, et al. 2013) and micromolded gelatin (McCain et al. 2014), 
to better mimic the mechanical properties of native ECM (Figure 9.3). Together, these 
innovations have improved the ease of use and throughput of MTFs such that they can 
be utilized as a heart-on-a-chip platform.

The MTF heart-on-a-chip has been used as a platform for disease  modeling. Many 
cardiac diseases are associated with excessive mechanical loading and stretching of 
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the ventricle. To mimic this in vitro, MTFs were fabricated onto stretchable  silicon 
membranes such that engineered neonatal rat cardiac tissues could be cyclically 
stretched (McCain et al. 2013). Cardiac tissues exposed to cyclic stretch for 4 days 
exhibited pathological remodeling in many different parameters. For example, the 
ratio of α- to β-myosin heavy chain decreased with stretch, similar to failing myo-
cardium. The magnitude of calcium transients and contractile stresses also decreased 
with stretch, matching results seen in vivo and ex vivo. This “failing myocardium-on-
a-chip” platform has potential utility as a disease model for assessing drug  efficacy 
with multiple structural and functional outputs. 

The MTF heart-on-a-chip platform has also been used for human disease mod-
eling by integrating hiPSC-derived cardiac myocytes. Barth syndrome is caused 
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FIGURE 9.3 Gelatin muscular thin film (MTF) heart-on-a-chip constructs. (a) Gelatin hydro-
gels micromolded with PDMS stamps induced cardiac myocytes to self-assemble into aligned 
2D tissues. (b) MTF cantilevers were laser-engraved into gelatin hydrogels prior to cell seeding. 
After cells formed a confluent tissue, tissue-gelatin cantilevers were peeled from the underlying 
glass coverslip. (c) As the tissue contracted from diastole [A] to peak systole [B], the MTFs bent 
away from the glass coverslip. Blue boxes indicate the initial lengths of the MTFs and red bars 
indicate the x-projection of the film. (d) The x-projection of the film was used to calculate stresses 
generated by the tissue. (Modified from McCain, M.L., et al., Biomaterials, 35, 5462–5471, 2014. 
With permission.)
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by a mutation in an enzyme that processes lipids for the mitochondrial membrane 
of striated muscle cells. As a consequence, cardiac myocytes generate lower lev-
els of ATP and have contractile deficiencies that cause cardiomyopathy. However, 
the underlying mechanisms that lead to contractile dysfunction are not well under-
stood. To study this disease, researchers seeded MTF heart-on-a-chip constructs 
with hiPSC-derived cardiac myocytes sourced from wild-type and Barth syndrome 
patients (Wang et  al. 2014). Constructs seeded with hiPSC-derived cardiac myo-
cytes from wild-type patients rhythmically contracted in response to electrical pac-
ing. However, constructs seeded with hiPSC-derived cardiac myocytes from Barth 
syndrome patients barely moved. These constructs were used to identify disease 
mechanisms and potential therapies by treating engineered tissues with compounds 
such as scavengers for reactive oxygen species prior to contractility experiments. 
This example illustrates how heart-on-a-chip combined with hiPSC-derived cardiac 
myocytes sourced from patients have exciting potential utility as human-relevant, 
disease-specific platforms that provide quantitative readouts of tissue function, both 
at baseline and in response to compounds that could be developed as therapies. 

9.8.2.2 Three-Dimensional Tissue Tension Gauges
As described earlier, one method for generating 3D cardiac tissues is to allow car-
diac myocytes embedded in an extracellular matrix hydrogel to self-assemble into a 
muscle bundle suspended between two PDMS pillars. Because PDMS is elastomeric, 
if the pillars are fabricated with the appropriate geometry, the tissue can bend the 
pillars toward each other as the cells contract. This movement can be recorded from 
above with a camera. Based on the dimensions and material properties of the pillars, 
the amount of force generated by the tissue can be calculated (Boudou et al. 2012). 
This technology has been used to measure forces from hESC- and hiPSC-derived 
cardiac myocyte 3D tissue constructs (Chen et al. 2015). Thus, microfabricated 3D 
cardiac tissue bundles suspended between two PDMS pillars also have applications 
as functional heart-on-a-chip platforms with readouts of contractile stress.

9.9 REMAINING CHALLENGES AND FUTURE DIRECTIONS

While exciting progress has been made toward developing a human-relevant, biomi-
metic, functional, heart-on-a-chip platform, several challenges remain:

 1. Acquiring mature, human cardiac myocytes. Although researchers can now 
differentiate cardiac myocytes from human stem cells, one major limitation 
is that these cells are at a relatively early developmental stage, both geneti-
cally and functionally (Sheehy et al. 2014). Thus, human stem cell–derived 
cardiac myocytes are not equivalent to mature human cardiac myocytes. 
One of the ongoing challenges for the field is to identify methods to not only 
differentiate human stem cells into cardiac myocytes but also promote the 
maturation of human stem cell–derived cardiac myocytes such that they are 
a more relevant cell type for heart-on-a-chip platforms.

 2. Integrating other cell populations. As described earlier, cardiac myocytes are 
not the only cell population in the ventricle, although they are typically the 
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only cell type included in most heart-on-a-chip platforms developed to date. 
Thus, integrating other cell populations, such as cardiac fibroblasts, and other 
tissue structures, such as blood vessels, are important future directions that 
can improve the physiological relevance of these model systems.

 3. Developing 3D constructs with controlled tissue architecture. Although 3D 
cardiac tissues are arguably more physiologically relevant than 2D cardiac 
tissues, it is significantly more challenging to engineer tissues with con-
trolled architecture in 3D compared to 2D. 3D printing of biological struc-
tures is an emerging technology that could enable more precise engineering 
of 3D tissues (Kolesky et al. 2014), but printing living cells remains a sig-
nificant challenge.

 4. Validating and scaling heart-on-a-chip responses. One challenge universal 
to all organ-on-a-chip platforms is validating that data generated with these 
microscale platforms match human responses. Another related challenge 
is understanding how parameters such as drug concentration scale from 
organ-on-a-chip platforms to the human body. 

 5. Coupling heart-on-a-chip to other organ-on-a-chip systems. In order to 
mimic an entire human body, multiple organ-on-a-chip systems will need 
to be linked together. This introduces new biological challenges, such as 
identifying media components that support multiple diverse cell types. 
Coupling organ-on-a-chip systems also requires engineering networks of 
fluidic channels, pumps, and/or valves that mimic the human vasculature. 

In summary, heart-on-a-chip and organs on chips as a whole still face many chal-
lenges. However, these platforms are rapidly progressing as researchers continue 
to integrate breakthroughs in biology with cutting-edge engineering techniques. 
Because these platforms will likely be more human-relevant than current model 
 systems, especially for the heart, they have potential to truly revolutionize biomedi-
cal research and drug screening and have a significant impact on human health.

REFERENCES

Abbasi, F., H. Mirzadeh, and A. A. Katbab. 2001. Modification of polysiloxane polymers for 
biomedical applications: A review. Polymer Int 50 (12):1279–87.

Agarwal, A., Y. Farouz, A. P. Nesmith, L. F. Deravi, M. L. McCain, and K. K. Parker. 2013. 
Micropatterning alginate substrates for in vitro cardiovascular muscle on a chip. Adv 
Funct Mater 23 (30):3738–46.

Agarwal, A., J. A. Goss, A. Cho, M. L. McCain, and K. K. Parker. 2013. Microfluidic heart 
on a chip for higher throughput pharmacological studies. Lab Chip 13 (18):3599–608.

Alford, P. W., A. W. Feinberg, S. P. Sheehy, and K. K. Parker. 2010. Biohybrid thin films 
for measuring contractility in engineered cardiovascular muscle. Biomaterials 31 
(13):3613–21.

Aratyn-Schaus, Y., P. W. Oakes, J. Stricker, S. P. Winter, and M. L. Gardel. 2010. Preparation 
of complaint matrices for quantifying cellular contraction. J Vis Exp (46):pii:2173.

Berry, M. F., A. J. Engler, Y. J. Woo, T. J. Pirolli, L. T. Bish, V. Jayasankar, K. J. Morine, 
T. J. Gardner, D. E. Discher, and H. L. Sweeney. 2006. Mesenchymal stem cell injection 
after myocardial infarction improves myocardial compliance. Am J Physiol Heart Circ 
Physiol 290 (6):H2196–203.



204 Regenerative Medicine Technology

Bers, D. M. 2002. Cardiac excitation-contraction coupling. Nature 415 (6868):198–205.
Bian, W., C. P. Jackman, and N. Bursac. 2014. Controlling the structural and functional 

 anisotropy of engineered cardiac tissues. Biofabrication 6 (2):024109.
Bian, W., B. Liau, N. Badie, and N. Bursac. 2009. Mesoscopic hydrogel molding to control the 

3D geometry of bioartificial muscle tissues. Nat Protoc 4 (10):1522–34.
Blazeski, A., G. M. Kostecki, and L. Tung. 2015. Engineered heart slices for electrophysi-

ological and contractile studies. Biomaterials 55:119–28.
Borg, T. K., K. Rubin, E. Lundgren, K. Borg, and B. Obrink. 1984. Recognition of  extracellular 

matrix components by neonatal and adult cardiac myocytes. Dev Biol 104 (1):86–96.
Boudou, T., W. R. Legant, A. Mu, M. A. Borochin, N. Thavandiran, M. Radisic, P. W. Zandstra, 

J. A. Epstein, K. B. Margulies, and C. S. Chen. 2012. A microfabricated platform to 
measure and manipulate the mechanics of engineered cardiac microtissues. Tissue Eng 
Part A 18 (9–10):910–19.

Bowers, S. L., I. Banerjee, and T. A. Baudino. 2010. The extracellular matrix: At the center of 
it all. J Mol Cell Cardiol 48 (3):474–82.

Brown, X. Q., K. Ookawa, and J. Y. Wong. 2005. Evaluation of polydimethylsiloxane scaffolds 
with physiologically-relevant elastic moduli: Interplay of substrate mechanics and surface 
chemistry effects on vascular smooth muscle cell response. Biomaterials 26 (16):3123–9.

Bursac, N., K. K. Parker, S. Iravanian, and L. Tung. 2002. Cardiomyocyte cultures with con-
trolled macroscopic anisotropy: A model for functional electrophysiological studies of 
cardiac muscle. Circ Res 91 (12):e45–54.

Cahill, T. J., H. Ashrafian, and H. Watkins. 2013. Genetic cardiomyopathies causing heart 
failure. Circ Res 113 (6):660–75.

Caspi, O., I. Itzhaki, I. Kehat, A. Gepstein, G. Arbel, I. Huber, J. Satin, and L. Gepstein. 2009. 
In vitro electrophysiological drug testing using human embryonic stem cell derived 
 cardiomyocytes. Stem Cells Dev 18 (1):161–72.

Chen, G., S. Li, I. Karakikes, L. Ren, M. Z. Chow, A. Chopra, W. Keung, et al. 2015. 
Phospholamban as a crucial determinant of the inotropic response of human pluripotent 
stem cell-derived ventricular cardiomyocytes and engineered 3-dimensional tissue con-
structs. Circ Arrhythm Electrophysiol 8 (1):193–202.

Duan, Y., Z. Liu, J. O’Neill, L. Q. Wan, D. O. Freytes, and G. Vunjak-Novakovic. 2011. Hybrid 
gel composed of native heart matrix and collagen induces cardiac differentiation of 
human embryonic stem cells without supplemental growth factors. J Cardiovasc Transl 
Res 4 (5):605–15.

Engler, A. J., C. Carag-Krieger, C. P. Johnson, M. Raab, H. Y. Tang, D. W. Speicher, 
J. W. Sanger, J. M. Sanger, and D. E. Discher. 2008. Embryonic cardiomyocytes beat 
best on a matrix with heart-like elasticity: Scar-like rigidity inhibits beating. J Cell Sci 
121 (Pt 22):3794–802.

Engler, A. J., S. Sen, H. L. Sweeney, and D. E. Discher. 2006. Matrix elasticity directs stem 
cell lineage specification. Cell 126 (4):677–89.

Feinberg, A. W., P. W. Alford, H. Jin, C. M. Ripplinger, A. A. Werdich, S. P. Sheehy, 
A. Grosberg, and K. K. Parker. 2012. Controlling the contractile strength of engineered 
cardiac muscle by hierarchal tissue architecture. Biomaterials 33 (23):5732–41.

Feinberg, A. W., A. Feigel, S. S. Shevkoplyas, S. Sheehy, G. M. Whitesides, and K. K. Parker. 
2007. Muscular thin films for building actuators and powering devices. Science 317 
(5843):1366–70.

Ferri, N., P. Siegl, A. Corsini, J. Herrmann, A. Lerman, and R. Benghozi. 2013. Drug attri-
tion during pre-clinical and clinical development: understanding and managing drug-
induced cardiotoxicity. Pharmacol Ther 138 (3):470–84.

Fu, J. D., N. R. Stone, L. Liu, C. I. Spencer, L. Qian, Y. Hayashi, P. Delgado-Olguin, S. Ding, 
B. G. Bruneau, and D. Srivastava. 2013. Direct reprogramming of human fibroblasts 
toward a cardiomyocyte-like state. Stem Cell Reports 1 (3):235–47.



205Heart-on-a-Chip

Geisse, N. A., S. P. Sheehy, and K. K. Parker. 2009. Control of myocyte remodeling in vitro 
with engineered substrates. In Vitro Cell Dev Biol Anim 45 (7):343–50.

Goldman, B. I., and J. Wurzel. 1992. Effects of subcultivation and culture medium on dif-
ferentiation of human fetal cardiac myocytes. In Vitro Cell Dev Biol 28A (2):109–19.

Grosberg, A., P. W. Alford, M. L. McCain, and K. K. Parker. 2011. Ensembles of engineered 
cardiac tissues for physiological and pharmacological study: Heart on a chip. Lab Chip 
11 (24):4165–73.

Hald, E. S., K. E. Steucke, J. A. Reeves, Z. Win, and P. W. Alford. 2014. Long-term vas-
cular contractility assay using genipin-modified muscular thin films. Biofabrication 6 
(4):045005.

Huh, D., B. D. Matthews, A. Mammoto, M. Montoya-Zavala, H. Y. Hsin, and D. E. Ingber. 
2010. Reconstituting organ-level lung functions on a chip. Science 328 (5986):1662–8.

Ieda, M., J. D. Fu, P. Delgado-Olguin, V. Vedantham, Y. Hayashi, B. G. Bruneau, and 
D.  Srivastava. 2010. Direct reprogramming of fibroblasts into functional cardiomyo-
cytes by defined factors. Cell 142 (3):375–86.

Kehat, I., D. Kenyagin-Karsenti, M. Snir, H. Segev, M. Amit, A. Gepstein, E. Livne, O. Binah, 
J. Itskovitz-Eldor, and L. Gepstein. 2001. Human embryonic stem cells can differentiate 
into myocytes with structural and functional properties of cardiomyocytes. J Clin Invest 
108 (3):407–14.

Kolesky, D. B., R. L. Truby, A. S. Gladman, T. A. Busbee, K. A. Homan, and J. A. Lewis. 2014. 
3D Bioprinting of vascularized, heterogeneous cell-laden tissue constructs. Advanced 
Materials 26 (19):3124–30.

Koudstaal, S., S. J. Jansen Of Lorkeers, R. Gaetani, J. M. Gho, F. J. van Slochteren, 
J. P.  Sluijter, P. A. Doevendans, G. M. Ellison, and S. A. Chamuleau. 2013. Concise 
review: heart regeneration and the role of cardiac stem cells. Stem Cells Transl Med 
2 (6):434–43.

Liau, B., N. Christoforou, K. W. Leong, and N. Bursac. 2011. Pluripotent stem cell-
derived cardiac tissue patch with advanced structure and function. Biomaterials 32 
(35):9180–7.

Lim, S. L., C. S. Lam, V. F. Segers, D. L. Brutsaert, and G. W. De Keulenaer. 2015. Cardiac 
endothelium-myocyte interaction: Clinical opportunities for new heart failure therapies 
regardless of ejection fraction. Eur Heart J 36 (31):2050–60.

Ma, Z., Q. Liu, H. Liu, H. Yang, J. X. Yun, C. Eisenberg, T. K. Borg, M. Xu, and B. Z. Gao. 
2012. Laser-patterned stem-cell bridges in a cardiac muscle model for on-chip electrical 
conductivity analyses. Lab Chip 12 (3):566–73.

Mali, P., K. M. Esvelt, and G. M. Church. 2013. Cas9 as a versatile tool for engineering biol-
ogy. Nat Methods 10 (10):957–63.

Mathur, A., P. Loskill, K. Shao, N. Huebsch, S. Hong, S. G. Marcus, N. Marks, M. Mandegar, 
B. R. Conklin, L. P. Lee, and K. E. Healy. 2015. Human iPSC-based cardiac microphysi-
ological system for drug screening applications. Sci Rep 5:8883.

McCain, M. L., A. Agarwal, H. W. Nesmith, A. P. Nesmith, and K. K. Parker. 2014. 
Micromolded gelatin hydrogels for extended culture of engineered cardiac tissues. 
Biomaterials 35 (21):5462–71.

McCain, M. L., H. Lee, Y. Aratyn-Schaus, A. G. Kleber, and K. K. Parker. 2012. Cooperative 
coupling of cell-matrix and cell-cell adhesions in cardiac muscle. Proc Natl Acad Sci 
U S A 109 (25):9881–6.

McCain, M. L., and K. K. Parker. 2011. Mechanotransduction: The role of mechanical stress, 
myocyte shape, and cytoskeletal architecture on cardiac function. Pflugers Arch 462 
(1):89–104.

McCain, M. L., S. P. Sheehy, A. Grosberg, J. A. Goss, and K. K. Parker. 2013. Recapitulating 
maladaptive, multiscale remodeling of failing myocardium on a chip. Proc Natl Acad 
Sci U S A 110 (24):9770–5.



206 Regenerative Medicine Technology

Moretti, A., M. Bellin, A. Welling, C. B. Jung, J. T. Lam, L. Bott-Flugel, T. Dorn, et al. 2010. 
Patient-specific induced pluripotent stem-cell models for long-QT syndrome. N Engl 
J Med 363 (15):1397–409.

Mummery, C. L., J. Zhang, E. S. Ng, D. A. Elliott, A. G. Elefanty, and T. J. Kamp. 2012. 
Differentiation of human embryonic stem cells and induced pluripotent stem cells to 
cardiomyocytes: A methods overview. Circ Res 111 (3):344–58.

Murphy, S. L., J. Xu, and K. D. Kochanek. 2013. Deaths: Final data for 2010. Natl Vital Stat 
Rep 61 (4):1–117.

Navarrete, E. G., P. Liang, F. Lan, V. Sanchez-Freire, C. Simmons, T. Gong, A. Sharma, et al. 
2013. Screening drug-induced arrhythmia [corrected] using human induced  pluripotent 
stem cell-derived cardiomyocytes and low-impedance microelectrode arrays. Circulation 
128 (11 Suppl 1):S3–13.

Netzer, R., A. Ebneth, U. Bischoff, and O. Pongs. 2001. Screening lead compounds for QT 
interval prolongation. Drug Discov Today 6 (2):78–84.

Noorman, M., M. A. van der Heyden, T. A. van Veen, M. G. Cox, R. N. Hauer, J. M. de Bakker, 
and H. V. van Rijen. 2009. Cardiac cell-cell junctions in health and disease: Electrical 
versus mechanical coupling. J Mol Cell Cardiol 47 (1):23–31.

Ott, H. C., T. S. Matthiesen, S. K. Goh, L. D. Black, S. M. Kren, T. I. Netoff, and D. A. Taylor. 
2008. Perfusion-decellularized matrix: Using nature’s platform to engineer a bioartifi-
cial heart. Nat Med 14 (2):213–21.

Palchesko, R. N., L. Zhang, Y. Sun, and A. W. Feinberg. 2012. Development of polydimethyl-
siloxane substrates with tunable elastic modulus to study cell mechanobiology in muscle 
and nerve. PLoS One 7 (12):e51499.

Parameswaran, S., S. Kumar, R. S. Verma, and R. K. Sharma. 2013. Cardiomyocyte culture—
An update on the in vitro cardiovascular model and future challenges. Can J Physiol 
Pharmacol 91 (12):985–98.

Pelham, R. J., Jr., and Yl Wang. 1997. Cell locomotion and focal adhesions are regulated by 
substrate flexibility. Proc Natl Acad Sci U S A 94 (25):13661–5.

Qin, D., Y. Xia, and G. M. Whitesides. 2010. Soft lithography for micro- and nanoscale pat-
terning. Nat Protoc 5 (3):491–502.

Ramade, A., W. R. Legant, C. Picart, C. S. Chen, and T. Boudou. 2014. Microfabrication of a 
platform to measure and manipulate the mechanics of engineered microtissues. Methods 
Cell Biol 121:191–211.

Ross, R. S., and T. K. Borg. 2001. Integrins and the myocardium. Circ Res 88 (11):1112–19.
Ruiz, S. A., and C. S. Chen. 2007. Microcontact printing: A tool to pattern. Soft Matter 3 

(2):168–77.
Sarantitis, I., P. Papanastasopoulos, M. Manousi, N. G. Baikoussis, and E. Apostolakis. 2012. 

The cytoskeleton of the cardiac muscle cell. Hellenic J Cardiol 53 (5):367–79.
Sheehy, S. P., F. Pasqualini, A. Grosberg, S. J. Park, Y. Aratyn-Schaus, and K. K. Parker. 2014. 

Quality metrics for stem cell-derived cardiac myocytes. Stem Cell Reports 2 (3):282–94.
Stett, A., U. Egert, E. Guenther, F. Hofmann, T. Meyer, W. Nisch, and H. Haemmerle. 2003. 

Biological application of microelectrode arrays in drug discovery and basic research. 
Anal Bioanal Chem 377 (3):486–95.

Sullivan, K. E., and L. D. Black. 2013. The role of cardiac fibroblasts in extracellular matrix-
mediated signaling during normal and pathological cardiac development. J Biomech 
Eng 135 (7):71001.

Takahashi, K., K. Tanabe, M. Ohnuki, M. Narita, T. Ichisaka, K. Tomoda, and S. Yamanaka. 
2007. Induction of pluripotent stem cells from adult human fibroblasts by defined fac-
tors. Cell 131 (5):861–72.

Takahashi, K., and S. Yamanaka. 2006. Induction of pluripotent stem cells from mouse embry-
onic and adult fibroblast cultures by defined factors. Cell 126 (4):663–76.



207Heart-on-a-Chip

Thomson, J. A., J. Itskovitz-Eldor, S. S. Shapiro, M. A. Waknitz, J. J. Swiergiel, V. S. Marshall, 
and J. M. Jones. 1998. Embryonic stem cell lines derived from human blastocysts. 
Science 282 (5391):1145–7.

Walters, L. 2004. Human embryonic stem cell research: An intercultural perspective. Kennedy 
Inst Ethics J 14 (1):3–38.

Wang, G., M. L. McCain, L. Yang, A. He, F. S. Pasqualini, A. Agarwal, H. Yuan, et al. 2014. 
Modeling the mitochondrial cardiomyopathy of Barth syndrome with induced pluripo-
tent stem cell and heart-on-chip technologies. Nat Med 20 (6):616–23.

Yuan Ye, K., K. E. Sullivan, and L. D. Black. 2011. Encapsulation of cardiomyocytes in a 
fibrin hydrogel for cardiac tissue engineering. J Vis Exp (55):e3251.

Zhang, D., I. Y. Shadrin, J. Lam, H. Q. Xian, H. R. Snodgrass, and N. Bursac. 2013. Tissue-
engineered cardiac patch for advanced functional maturation of human ESC-derived 
cardiomyocytes. Biomaterials 34 (23):5813–20.



http://taylorandfrancis.com


209

10 Skin-on-a-Chip

Claire G. Jeong

10.1 INTRODUCTION: BACKGROUND

The skin is the most complex and largest organ of the human body, accounting for 
about 15% of the total adult body weight and serving mainly as a primary protec-
tive physical barrier against external environmental signals. It helps to maintain body 
homeostasis by preventing dehydration, maintaining thermoregulation, and limiting 
the direct penetration of potentially harmful agents to internal organs (Kanitakis 
2002, Groeber, Holeiter et  al. 2012; Pereira, Barrias et  al. 2013; Mathes, Ruffner 
et  al. 2014). Furthermore, other immunologic, endocrine, metabolic, neurosensory, 
and psychosocial functions of skin are essential and these multiple roles are closely 
related to and harmoniously coordinated by three layer structures of skin (composed 
of epidermis, dermis, and hypodermis) and other skin components such as hair, sen-
sory nerves, the immune system, and various glands (Chuong, Nickoloff et al. 2002; 
Kanitakis 2002; Brohem, Cardeal et al. 2011; Eungdamrong, Higgins et al. 2014). The 
epidermis, the outermost stratified epithelium layer of the skin, is made of various cell 
types to perform such multiple functions as a whole; namely, keratinocytes (90–95%), 
specialized dendritic Langerhans cells (3–6%), pigment-producing melanocytes, 
neuroendocrine and epithelial Merkel cells, lymphocytes (<1.3%), and Toker cells. 
Keratinocytes in the epidermal layer undergo the continuous process of proliferation, 
differentiation, and cornification (ultimate cell death and shedding), which leads to 
compartmentalization into a number of complex layers with different stages of kera-
tinocyte maturation. This complex compartmentalization and continuous alignment 
of epidermal layers (the basal layer [single], the stratum spinous layer [5–15 layers], 
the granular layer [1–3   ayers], and the cornified layer [5–10 layers]) (Figure  10.1) 
(Kanitakis 2002; Stark, Szabowski et al. 2004; Brohem, Cardeal et al. 2011; Mathes, 
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Ruffner et al. 2014). The underlying dermis, separated from avascular epidermis by 
the basement membrane or basal extracellular matrix (ECM), is composed of two 
main structural parts: the papillary or superficial dermis and the reticular or deep der-
mis, altogether protecting the epidermis and epidermal appendages with the vascular 
and nervous system running through it. The dermis is formed of strong connective 
tissue and the dermal matrix is rich in collagen (>90%) and elastin conferring flexibil-
ity and elastic properties of the skin. The cellular components of the dermis include 
fibroblasts, endothelial cells, smooth muscle cells, and mast cells, and the important 
functional units of skin such as nerves, sweat, and sebaceous glands as well as hair 
follicles and hair shafts are embedded in the dermis (Supp and Boyce 2005; Metcalfe 
and Ferguson 2007; Brohem, Cardeal et al. 2011). The dermal fibroblasts are known 
to perform numerous functions in the synthesis and deposition of ECM components 
including collagen and several cross-talk between neighboring cells for proliferation 
and migration, and autocrine and paracrine interactions (Wong, McGrath et al. 2007). 
The deepest part of the skin, the hypodermis, mainly populated by adipocytes, also 
plays crucial roles in heat regulation and conservation, as a shock absorber, a nutri-
tional energy reservoir, and even as a cytokine depot regulating innate immunity and 
cell growth (Klein, Permana et al. 2007) (Figure 10.1). 

Undoubtedly, loss of small to large parts of this barrier due to illness, injury, and 
burns render us susceptible to disability or death, and currently available treatment 
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Stratum
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germinativum
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Adipose tissue
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Keratinocytes
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FIGURE 10.1 Schematic rendering of native skin that is subdivided into three main  layers: 
epidermis, dermis, and hypodermis. The epidermis is a stratified squamous epithelium 
 populated by keratinocytes, Langerhans cells, and melanocytes. The dermis is composed of 
fibroblasts, dermal dendritic cells, mast cells within collagen matrix, and epidermal append-
ages including hair, sebaceous glands, sweat glands, nerves, and blood vessels are embedded 
in the dermis layer of skin. The hypodermis is composed mainly of adipocytes. (Adapted 
from Brohem, C.A., et al., Pigment. Cell Melanoma Res., 24, 35–50, 2011.)
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options still do not achieve both functional and cosmetic satisfaction with social 
and financial burden (Yildirimer, Thanh et  al. 2012; Blais, Parenteau-Bareil et  al. 
2013). Also, there is a significant and increasing demand in modeling and biofabricat-
ing three-dimensional (3D) in vitro skin tissues for skin disorder therapeutic treat-
ments and drug development (Stark, Szabowski et al. 2004; Yamada and Cukierman 
2007; Jean, Lapointe et  al. 2009; Rimann and Graf-Hausner 2012; Eungdamrong, 
Higgins et al. 2014; Mathes, Ruffner et al. 2014). The increasing demand for skin 
grafts with advances in biofabrication technology of 3D skin architecture has 
enhanced the development of more complex tissue engineered skin equivalents 
such as 3D bioprinted skin constructs or “bio-sprayed” skin cells printed directly on 
wounds in a spatially defined manner (Koch, Kuhn et al. 2010; Koch, Deiwick et al. 
2012; Skardal, Mack et al. 2012). These studies not only offer novel and significant 
advances in wound healing methods and reconfirm the advantages of having cells or 
tissues cultured in 3D microenvironments compared to two-dimensional (2D) mono-
layer culture conditions (Griffith and Swartz 2006; Yamada and Cukierman 2007; 
Mazzoleni, Di Lorenzo et al. 2009) but also underline the need for continuous further 
developments in  vitro 3D skin cellular models (Pampaloni, Reynaud et  al. 2007). 
Undoubtedly, cell-based assays play a key role in drug discovery and provide essential 
information on efficacy and toxicity of potential drug candidates already at an early 
developmental stage. However, several in vitro studies have demonstrated that only 
in 3D in vitro systems keratinocytes proliferate and develop well-ordered epithelia as 
dermal fibroblasts influence and promote keratinocytes properly to induce the ade-
quate formation of basal membrane proteins and soluble factors to be secreted by epi-
dermis (el- Ghalbzouri, Gibbs et al. 2002; El Ghalbzouri, Lamme et al. 2002; Stark, 
Szabowski et  al. 2004; Wong, McGrath et  al. 2007). Moreover, numerous studies 
have reported that heterogeneous cell-cell interactions are crucial to make artificial 
in vitro skin constructs to recapitulate and mimic the functions of living skin tissues, 
whereby such skin models could be used to predict more accurate cellular responses 
in the context of drug screening and toxicity assays. For instance, not only do the 
mutual interactions between keratinocytes and melanocytes influence and lead to site-
specific pigmentation (Duval, Chagnoleau et al. 2012; Bottcher-Haberzeth, Klar et al. 
2013; Cichorek, Wachulska et  al. 2013), but also blood and lymph vascularization 
patterns (created by host endothelial cells and lymphocyte recruitments and arrange-
ments) are significantly different for at least early skin maturation and pigmentation 
processes (Klar, Bottcher-Haberzeth et al. 2014). Moreover, keratinocytes, melano-
cytes, and fibroblasts contribute to regulation of cell proliferation and innervation 
(Bottcher-Haberzeth, Klar et al. 2013; Biedermann, Bottcher-Haberzeth et al. 2015) 
and dermal adipocytes are revealed to affect epidermal morphogenesis and homeo-
stasis during hair follicle regeneration and wound healing while they mediate fibro-
blast recruitment during skin wound healing (Lu, Yu et al. 2012; Schmidt and Horsley 
2013; Driskell, Jahoda et al. 2014). Due to these heterogeneous cell populations and 
their multicellular cell-cell interactions in skin, the incorporation of various cell types 
other than single or two-cell types into reconstructed skin models is a new niche of 
active research. The development of an integrated skin-on-a-chip system is one of 
these and it is driven to make novel in  vitro assays or detection  methods of com-
pound responses and clinically relevant skin diseased models (i.e.,  acne, psoriasis, 
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wound/wound healing, and melanoma). Prior to in vivo and clinical  trials, the func-
tional in vitro skin models may reduce and potentially replace animal studies that 
are often costly, unreliable, and difficult to translate to humans. If the skin models 
could recapitulate the basic architecture of the human skin and provide more clini-
cally relevant studies for multicellular cell-cell interactions and effects of 3D micro-
environments for melanogenesis, proliferation and differentiation of keratinocytes, 
innervation/vascularization patterns, as well as re-epithelialization after wounds, the 
models could be used as an intermediate screening/testing tool between monolayer 
cellular studies and animal/clinical trials to reduce the cost of clinical trials with much 
more success. Of course, it is not simple to build such in vitro skin models many steps 
are required with positive and negative feedback loops for in vitro skin models to be 
universally accepted as a testing assay form of drug candidates. Astashkina, Mann 
et al. (2012) illustrated the complex steps and the strategy for use of in vitro systems 
for prediction or replacement of in vivo toxicity studies in preclinical trials in a flow 
chart (Figure 10.2). Regardless of this complexity, the existing skin-equivalent mod-
els have been shown to have excellent in vivo profile correlation in exposures to UV, 
corrosive and toxic substances, drugs, chemical agents, and nanoparticles (Netzlaff, 
Lehr et al. 2005; Astashkina and Grainger 2014; Chapman, Thomas et al. 2014) and 
can be readily used in the investigation of potential drug targets and related signaling 
pathways for diseases (i.e., melanoma [Van Kilsdonk, Bergers et al. 2010]). With fur-
ther advanced technology and manufacture standardization, the bioengineered skin 
models and the skin-on-a-chip system would not only be a useful platform for cos-
metic and pharmacological analyses overcoming dissimilar skin response and func-
tionality between human and animals but also a time- and cost-effective alternative to 
animal testing prior to clinical trials (Auxenfans, Fradette et al. 2009; Jean, Lapointe 
et al. 2009; Groeber, Holeiter et al. 2012; Eungdamrong, Higgins et al. 2014; de Vries, 
Leenaars et al. 2015).

10.2 STATE OF THE ART FOR 3D SKIN TISSUE MODELS

Currently, a broad spectrum of 3D skin models with fabricating conditions and 
 methods exist to mimic different levels of biological complexity and demands. Models 
are different in terms of cell type (i.e., single-cell to multicell types), architecture 
(i.e., split vs. full thickness, or flat vs. spheroidal), specific purpose (i.e., explants/
wound healing vs. diseases), and bio-fabricating technologies (i.e., bioprinting, bio-
reactors, or “hanging drop” technology). In general, the higher the complexity of the 
models, the more reliable and better reflection of the in vivo situation than simpler 
model systems. However, highly complex models still can present low usability for 
pharmaceutical drug development due to concerns in reproducibility, maintenance, 
absence of standards for readout and analysis, validation, and costs compared to 
their effectiveness. For the purposes of drug discovery and development, the most 
sophisticated in vitro skin assay model among existing models or concepts would 
be probably the skin-on-a-chip approach, as any forms of bioengineered skin con-
structs could be applied and integrated into such system. Here, with more emphasis 
on current advancements in tissue-engineered skin constructs and skin-on-a-chip 
or skin as one part of a multiorgans-on-a-chip (MOC) approach, a selection of 



213Skin-on-a-Chip

in vitro skin models are discussed here in detail with increasing complexity from 
the  simplest model, such as reconstructed human epidermis (RHE), to most complex 
bioengineered or tissue-engineered model, such as skin spheroids or bioprinted skin 
integrated into a chip microfluidic system (MacNeil 2007; Elliott and Yuan 2011; 
Groeber, Holeiter et al. 2012; Atac, Wagner et al. 2013; Kimlin, Kassis et al. 2013; 
Peck and Wang 2013; Wagner, Materne et al. 2013; Lee, Singh et al. 2014; Mathes, 
Ruffner et al. 2014; Vellonen, Malinen et al. 2014; Maschmeyer, Lorenz et al. 2015). 

10.2.1 rEconStrUctED hUman EPiDErmiS 

The first in vitro skin models were developed to distinguish between corrosive and 
noncorrosive substances next to the transcutaneous electrical resistance (TER) 
method (Perkins, Osborne et al. 1996), and after several validation studies and recog-
nition by the European Center for the Validation of Alternative Methods (ECVAM), 
the first generation of RHE—EpiDerm™, SkinEthic™, EST-1000 method, modified 
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FIGURE 10.2 A flow chart showing the complex steps of a drug candidate being validated 
to become one of “hits” and illustrating how various different in vitro systems can be used 
efficiently for prediction of in vivo and human toxicities before clinical trials. (Adapted from 
Astashkina, A., et al., Pharmacol. Ther., 134, 82–106, 2012; Ranga, A., et al., Adv. Drug. 
Deliv. Rev. 69–70, 19–28, 2014.)
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EpiDerm™ SIT, and even recent LabCyte EPI-MODEL 24—were all evaluated 
and validated for prediction of skin irritancy (Liebsch, Traue et  al. 2000; Katoh, 
Hamajima et al. 2009). Numerous groups have characterized and compared differ-
ent commercially available RHE models with their own models to investigate the 
prediction of human skin toxicity and irritation responses with these in vitro models, 
particularly compared to in vivo data (Boelsma, Gibbs et al. 2000; Coquette, Berna 
et al. 2003; Poumay and Coquette 2007; Tfayli, Piot et al. 2007; Frankart, Malaisse 
et al. 2012; Guiraud, Hernandez-Pigeon et al. 2014). Due to these combined efforts, 
the number of necessary animal experiments could be reduced significantly and 
replaced by these assays for various purposes. RHE with melanocytes (or pigmented 
RHE) have shown to be able to detect phototoxicity of substances and could be a 
suitable alternative test for phototoxicity (Augustin, Collombel et al. 1997; Lelievre, 
Justine et al. 2007). Indeed, the 3D pigmented skin model is one of the most estab-
lished and physiologically proved models (Duval, Chagnoleau et al. 2012), and these 
models may serve as valuable tools in the drug assessment and development for 
patients suffering from vitiligo. However, these simple RHE models are still limited 
to be a complete replacement of animal models (Schmook, Meingassner et al. 2001; 
Schreiber, Mahmoud et al. 2005) as they are all lacking in epidermal-dermal cross-
talk and cell-cell interactions and skin appendages such as hair follicles and glands, 
which affect and change skin permeability and penetration of substances to the 
greater extent (Brohem, Cardeal et al. 2011). Thus, the development of in vitro skin 
models which can recapitulate or simulate the penetration of substances and absorp-
tion of drugs is of great interest to both the cosmetic and pharmaceutical industries, 
and more complex tissue-engineered skin models with heterogeneous cells and fea-
tures such as hair and glands have been always on demand. 

10.2.2  fUll thicknESS tiSSUE-EnginEErED Skin moDElS 
With mUltiPlE cEll tyPES

After numerous inventions and uses of RHE in pharmacological research and 
 industry, full-thickness in vitro skin models with dermal and hypodermal layers con-
taining fibroblasts or/and other cells have recently started receiving more attention. 
As mentioned earlier, heterogeneous multicell populations and interactions seemed to 
be crucial to recapitulate the main barrier functions of skin, whereby more complex 
dermatological questions where molecular crosstalk and balanced epidermal and der-
mal responses involved can be investigated. Epidermal and dermal cells are known 
to regulate the growth of keratinocytes and fibroblasts via double- paracrine mecha-
nism (Maas-Szabowski, Shimotoyodome et al. 1999; El Ghalbzouri, Lamme et al. 
2002; Boehnke, Mirancea et al. 2007; Wong, McGrath et al. 2007) and their interac-
tions play an essential role in wound healing, skin contraction, and remodeling in 
the contact of toxic chemicals (Falanga, Isaacs et al. 2002; Sun, Jackson et al. 2006; 
Brohem, Cardeal et al. 2011; Schmidt and Horsley 2013). Based on these facts, there 
is no doubt that the development and use of full-thickness skin models with mul-
tiple cell types are essential to gain more clinically relevant data from toxicological 
in vitro studies and to hope for an alternative validated in vitro penetration test system. 
With TESTSKIN™ as the first commercially available in vitro full-thickness skin 
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test system, various different techniques and biomaterials were employed for  dermal 
layer reconstruction. Fibroblasts are seeded into hydrogels or temporary carriers 
such as collagen, fibrin, hyaluronic material, composite-natural scaffolds, or sponges 
(Stark, Willhauck et al. 2004; Stark, Boehnke et al. 2006; Boehnke, Mirancea et al. 
2007; Auxenfans, Fradette et al. 2009; Kuroyanagi, Yamamoto et al. 2014), and even 
collagen-hybrid synthetic polymers (Ng, Khor et al. 2004; Chen, Sato et al. 2005; 
Venugopal, Zhang et al. 2006) for better mechanical stability. With additional der-
mal layer, the barrier properties of full thickness models are much closer to those of 
in vivo skin models and significantly better than simple RHE models. As shown in 
Figure 10.3a, physical and morphological structures look a lot more similar to those 
of native human skin (Asbill, Kim et al. 2000; Tai, Goto et al. 2004; Schafer-Korting, 
Mahmoud et al. 2008; Shibayama, Hisama et al. 2008). This advancement due to 
addition of fibroblasts and dermal components led many researchers to speculate on 
the effects of additional cell types and features which have not yet been  integrated 
into existing skin models, as fibroblasts are not the only other cell type that is crucial 
to skin reconstruction and regeneration. Furthermore, dermal modulation of human 
epidermal pigmentation and the influence of fibroblasts on melanocyte prolifera-
tion and melanin distribution/degradation were reported (Hedley, Layton et al. 2002; 
Cario-Andre, Pain et  al. 2006). Since it was not too difficult to add melanocytes 
to the epidermal compartment (Figure  10.3b), the 3D pigmented skin model has 
been developed and fully used as one of the most established and physiologically 
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FIGURE 10.3 Histological analysis (HE) of human facial skin and human artificial skin 
(a) and a schematic diagram of preparation for artificial bilayer skin model (b). HE demon-
strates that the bilayered reconstructed skin equivalent well resembles human skin in terms 
of the thickness of the epidermis and dermis. (Based on Brohem, C.A., et al., Pigment. Cell 
Melanoma Res., 24, 35–50, 2011.)
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proved skin models (Duval, Chagnoleau et al. 2012). Another important cell type to 
be implemented in the in vitro skin reconstruct are Langerhans cells (LCs), which 
are epithelial dendritic cells responsible for epidermal immunological reactions 
(Figure 10.1) (Kanitakis 2002; Groeber, Holeiter et al. 2012). Various groups have 
tried to implement this cell type (Regnier, Staquet et al. 1997; Regnier, Patwardhan 
et al. 1998; Sivard, Dezutter-Dambuyant et al. 2003; Facy, Flouret et al. 2004; Facy, 
Flouret et al. 2005; Uchino, Takezawa et al. 2009), and some recent studies indicate 
the success of Langerhans cells integration and the maturation and migration of LCs 
in an in vitro skin model observed when stimulated by skin sensitizers (Ouwehand, 
Spiekstra et al. 2011; Ouwehand, Spiekstra et al. 2012), however the integration of 
LC into the in vitro skin models has remained a challenge due to LCs’ limited or lack 
of subculture and expansion methods in vitro. 

Another important feature of in vitro skin equivalents useful for drug develop-
ment would be a capillary network in the dermis formed by endothelial cells (ECs) 
and hair follicles formed by primary dermal papilla and outer root sheath cells. 
Several groups integrated ECs into the dermis of their full-thickness skin models 
in an attempt to mimic the in vivo models and synergistic interactions between ECs 
and other surrounding cells (Black, Berthod et al. 1998; Ponec, El Ghalbzouri et al. 
2004; Tonello, Vindigni et al. 2005; Bellas, Seiberg et al. 2012), however so far there 
has been no skin model developed or reported with a fully reconstructed capillary 
network in vitro. Also, integration of hair follicles into the in vitro skin models for 
drug development is at an even less mature stage, with only recent findings in de novo 
formation of hair follicles with sebaceous glands by co-injection of primary dermal 
papilla and outer root sheath cells into human skin explants (Krugluger, Rohrbacher 
et al. 2005; Higgins, Chen et al. 2013; Wu, Scott et al. 2014). Other stem cells derived 
from a variety of tissues such as mesenchymal stem cells (MSCs), adipose-derived 
stem cells, amniotic fluid–derived stem cells, and pluripotent stem cells have been 
introduced to reconstructed in vitro skin models and indicate their influence on other 
surrounding cells in vitro, therapeutic effects in wound healing, and potential cell 
sources as a replacement of other cell types (Lorenz, Rupf et al. 2007; Koch, Kuhn 
et al. 2010; Keck, Haluza et al. 2011; Lu, Yu et al. 2012; Skardal, Mack et al. 2012; 
van de Kamp, Kramann et al. 2012), yet much elucidation and clarification of how 
integration of stem cells develop and evolve to be in the in  vitro system are still 
required in order to be used in the drug development.

Interestingly and surprisingly, most previous in vitro studies related to skin have 
ignored the possible influence of the hypodermis, the layer located beneath the der-
mis and various cell types mentioned earlier were integrated either into epidermis 
or dermis, forming bilayered structures instead of trilayered structures. When adi-
pose-derived stem cells or adipocytes (or pre-adipocytes) were used, they were used 
as an alternative cell source for other cell types (Lorenz, Rupf et al. 2007; Keck, 
Haluza et al. 2011; Lu, Yu et al. 2012)—they were not included and induced to create 
hypodermis. Only recently, a few groups have attempted to create trilayer tissue- 
engineered in  vitro skin models (Sugihara, Toda et  al. 2001; Trottier, Marceau-
Fortier et  al. 2008; Bellas, Seiberg et  al. 2012; Monfort, Soriano-Navarro et  al. 
2013), and Bellas et al. exhibited physiological morphologies of each layer with key 
markers like keratin 10, collagens I and IV, and also glycerol and leptin production 
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due to adipose metabolism. This trend of creating trilayered full-thickness skin 
models is likely to continue with advancements in in vitro tissue biofabrication.

10.3  NOVEL BIOFABRICATION 
TECHNOLOGY-DRIVEN SKIN MODELS

There is no doubt that recent advancements in the field of tissue engineering and 
regenerative medicine have been driven and accelerated by advances and novel appli-
cations of biotechnology and biofabrication methods such as use of 3D printing or 
bioprinting, bioreactors for scale-up cell production, electrospinning, “hanging drop” 
technology for tissue spheroid formation, complex in vitro microfluidic systems, and 
“tissue/organ/lab/body-on-a-chip” systems manufactured with a combination of 
technologies. Even though there have been myriad novel 3D tissue culture studies 
and test systems reported, these 3D cell screening models have been presented in the 
literature with little validation (i.e., simple immunohistochemistry of a few features, 
cell adhesion, viability, and proliferation activities). These systems are often cre-
ated by manual, inconsistent, and unreproducible fabrication methods, without any 
options for scale-up production or experimental flexibility, such that no universal 
acceptance of any 3D cultured tissue models has yet been achieved (Astashkina, 
Mann et al. 2012). There is no exception for the tissue-engineered in vitro skin mod-
els for drug development, and only recently a few research groups have attempted 
to use these innovative fabrication technologies to develop high-throughput in vitro 
tissue-engineered skin assays, which have greater potential to be used for drug devel-
opment. In this section, recent reports and advancements in 3D in vitro skin mod-
els manufactured by a selection of biofabrication technologies, including a complex 
microfluidic skin-on-a-chip system, are reviewed and discussed.

10.3.1 3D bioPrinting

3D bioprinting, a flexible, automated on-demand platform for the free-form fabri-
cation of complex living architectures, offers significant advantages compared to 
conventional skin tissue engineering. This approach facilitates the precise control of 
multiple viable cell compositions and positioning in a layer-by-layer assembly mode, 
appropriate micro and macro architectures in a wide range of different sizes, and pro-
vides the capability to achieve this in a high-throughput, time/cost-effective,  and 
highly reproducible manner (Murphy and Atala 2014). The flat, yet multilayered 
and highly stratified structures of skin make it a perfect candidate for organ print-
ing or printed tissue assay models compared to other tissues and organs, and several 
groups have recently presented proof-of-concept studies with this bioprinting tech-
nology applied to reconstruct an in vitro skin equivalent using keratinocytes or/and 
fibroblasts as representative cell types (Lee, Debasitis et al. 2009; Koch, Kuhn et al. 
2010; Koch, Deiwick et al. 2012; Michael, Sorg et al. 2013; Lee, Singh et al. 2014; 
Algzlan and Varada 2015; Rimann, Bono et al. 2015) and to prove the feasibility 
and therapeutic effects of printed cells for skin wound healing (Skardal, Mack et al. 
2012). The current commercially available skin equivalent models (i.e., RHE) are 
still not available in the 96- or 384-well format; however, bioprinting technology will 
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make this high-throughput compatible and feasible for bioprinted skin models with 
 single or multicell types. Although the concept if 3D printing was first introduced by 
Charles W. Hull decades ago (Murphy and Atala 2014), the application of this tech-
nology in the field of tissue engineering and regenerative medicine for personalized 
medicine and drug assay development is at a very early stage. Originally, 3D print-
ing was developed for nonbiological applications, and proven printable materials 
vary from metals to polymers. Thus, many of the current challenges present in this 
field of tissue engineering and drug development are due to or related to technical, 
material, and cellular aspects of the bioprinting process such as need for optimized 
resolution, speed, pressure, and limited options for bioinks (materials to deliver/print 
cells with) that are suitable to print, mechanically stable after printing, and biologi-
cally friendly for specific cell types. Materials currently used in the field of soft 
tissue engineering and regenerative medicine like skin are predominantly limited 
to naturally derived polymers (i.e., gelatin, collagen, fibrin, and hyaluronic acid) 
or/and synthetic polymers (i.e., polyethylene glycol [PEG]) (Billiet, Vandenhaute 
et al. 2012). Due to these limitations, almost all studies related to bioprinted in vitro 
skin models are focusing more on optimizing printing parameters and only limited 
to simple biochemical analysis of their printed skin constructs and characterization; 
for instance, printability of skin cells with desired viability, printed cell localization, 
proliferation, layer-by-layer arrangements, and morphological assessments in 3D 
(histology and immunofluorescence, or immunohistochemistry). In the most recent 
published work, Rimann, Bono et al. (2015) performed a fair comparison between 
commercially available RHE (CellnTech) and their bioprinted skin constructs (bio-
printed dermal layer + hand-seeded keratinocytes) for various culture time points 
(7–42 days [dermal layer: immersion culture] + 5 and 14 days [bi-layers: air-liquid 
interphase {ALI} culture] and different culture modes [immersion and ALI]). This 
is the only report on bioprinted in vitro skin constructs cultured for such a long time 
(up to 8 weeks) and included a comparison to commercially available skin products. 
Koch et al. demonstrated one of the most thorough biological characterizations of 
the printed bi-layered skin constructs: the 3D arrangement of printed skin cells, post-
printing cell proliferation, and basement membrane development (confirmed by the 
presence of Ki67 and laminin, respectively), and how those printed skin cells evolve 
intercellular adhesion and communication via adherens and gap junction formation, 
which are essential for tissue formation and maturation (Figure 10.4) (Koch, Kuhn 
et al. 2010; Koch, Deiwick et al. 2012). All these studies corroborate and strongly 
support the positive enhancement of in vitro skin fabrication with a combination of 
advanced technology like 3D printing. Yet much more cellular and molecular char-
acterization over longer culture periods are still needed before bioprinted skin can 
become widely used for drug screening and development.

Additionally, there are still unresolved issues that we need to improve. First, 
most printed tissue models including skin are produced with in-house–built or 
customized bioprinters, resulting in limited reproducibility and transferability of 
these  achievements to other research groups and industries (Lee, Debasitis et  al. 
2009; Koch, Kuhn et al. 2010; Koch, Deiwick et al. 2012; Michael, Sorg et al. 2013; 
Lee, Singh et al. 2014; Algzlan and Varada 2015; Rimann, Bono et al. 2015). Second, 
there are no uniform or standardized bioinks (hydrogels) that have been optimized 
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for printing applications for specific cell types or tissues. So far, the outcomes are 
promising and there is a great potential for bioprinted in  vitro skin constructs to 
be used in drug development, but further optimization of this system in terms of 
technical and biological aspects is necessary for the complete standardization of 3D 
skin tissue model generation for drug development. Furthermore, both short term 
(<3 weeks) and long-term culture studies of in vitro skin tissue models and their care-
ful characterization compared to existing models are of great interest, and are crucial 
next steps to monitor the short- and long-term effects of multiple drug administra-
tion (Rimann, Bono et al. 2015). In addition, in order to fully utilize the advantages 
of bioprinting, bioprinted in vitro skin constructs based on multiheterogeneous cell 
populations more than single- or two-cell types, with carefully arranged stratified 
structures need to be created and thoroughly characterized and analyzed, whereby 
superiority of such bioprinted 3D skin constructs would be validated.

Laser aborbing layer

Gel with cells
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(a) (b)

(c) (d) (e)

FIGURE 10.4 The delicate layer-by-layer 3D bioprinting of skin constructs is feasible 
([a–b]: scale bars = 500 µm) and skin-mimicking bilayered constructs composed of kerati-
nocytes and fibroblasts embedded in collagen were bioprinted and imaged (up to 10 days of 
culture after printing) (c–e). (c) The keratinocytes stained in green (cytokeratin 14) formed 
a compact cell-cell organization with fibroblasts stained in red (panreticular fibroblast) 
and cell nuclei stained in blue (Hoechst 33342). (d–e) Qualitative analysis of adherens and 
gap junction formation of bioprinted skin constructs. (d) Pan-cadherin–staining (green) 
and cell nuclei staining with Hoechst 33342 (blue). (e) Gap junction coupling visualized 
in green  with  lucifer yellow; the keratinocytes are depicted in red (as transfected with 
mCherry) (scale bars = 50 µm). (Adapted and modified from Koch, L., et al., Biotechnol. 
Bioeng., 109, 1855–1863, 2012.)
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10.3.2 3D mUlticEllUlar SPhEroiDS

Spheroid 3D culture or microtissue models originally stem from studies of 
 spontaneous formation of cell aggregates after co-culturing heterogeneous cells with 
stationary and rotational techniques in as early as 1952 (Moscona and Moscona 1952; 
Moscona 1961), and they have been quickly adapted and evolved for generating 
in vitro  tissue culture multicellular spheroids using both normal and cancer cell lines. 
Several assays have been developed for the use of spheroids for efficacy and penetra-
tion of drugs and cellular interactions (Landry and Freyer 1984; Durand 1990; Kunz-
Schughart 1999; Smalley, Lioni et al. 2006; Ma, Jiang et al. 2012), and recently the 
tumor spheroids model, including skin spheroids, has become a platform to screen 
anticancer compounds (Ho, Pham et al. 2010; Patel, Aryasomayajula et al. 2015). 
Traditionally, spinner flasks (Franko, Freedman et al. 1984; Mueller-Klieser 1984), 
microgravity with rotating-wall vessels (Schrader, Kremling et  al. 2007; Tanaka, 
Tanaka et al. 2013), and spontaneous aggregation (Kelm, Timmins et al. 2003) meth-
ods were employed for formation of cell aggregates. Most updated methods of 3D 
spheroid fabrication expand these traditional approaches to include spontaneous 
aggregate formation from single cell to multicellular levels (co- cultures) with rock-
ing/rotary cell cultures and automated hanging drop technology (Timmins, Dietmair 
et al. 2004; Timmins and Nielsen 2007; Foty 2011). Hanging drop technologies are 
developed to cultivate spheroids in vitro by placing drops of suspended cells on a sur-
face incubated upside down, and this laborious process has been greatly simplified 
and improved in reproducibility up to the level of high-throughput screening (HTS) 
system by combined technologies of modified plate and fluidic handling (com-
mercially available as GravityPlus™ technology [InSphero] or PERFECTA3D™ 
hanging drop plates [3D Biomatrix]) (Pampaloni, Reynaud et al. 2007; Mazzoleni, 
Di Lorenzo et al. 2009; Astashkina, Mann et al. 2012; Astashkina and Grainger 2014). 
In particular, the skin spheroid model has been extensively employed for the study 
of melanoma (Rofstad, Wahl et al. 1986; Ahammer, DeVaney et al. 2001; Rieber and 
Rieber 2006; Marrero, Messina et al. 2009; Na, Seok et al. 2009; Schatton and Frank 
2010; Kuch, Schreiber et al. 2013; Mo, Sun et al. 2013; Vorsmann, Groeber et al. 
2013; Haass and Schumacher 2014; Larson, Lee et al. 2014), as it has proven to be 
a versatile, relatively simple, and easily augmentable model system for preclinical 
drug development and toxicity testing. The model does not require external scaffolds 
to aggregate or much time to generate, could be used with other tissue engineering 
and regenerative medicine inspired technologies (i.e., use of bioreactors, bioprinters, 
with automated manufacture capability), and most importantly, unlike bioprinting, 
this method is much more convenient and standardized as it is already commercially 
available through several companies (i.e., InSphero, 3D Biomatrix, Microtissues) for 
technical support. The 3D melanoma spheroids model implanted into a collagen gel 
more closely represents the in vivo tumor architecture and microenvironment than 
adherent cell culture, and it even mimics the tumor heterogeneity observed in vivo 
with new oxygen/ nutrient gradient created in a hypoxic zone allowing melanoma 
cells to be interacting with their stroma (Smalley, Haass et al. 2006; Smalley, Lioni 
et al. 2008; Smalley 2013). Moreover, the 3D spheroid model recapitulates the behav-
ior of melanomas in vivo such that cell lines from different origins show different 
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growth and invasion  characteristics reflecting the original state of  aggressiveness 
(Smalley, Haass et al. 2006). In addition to this close resemblance to the nature of 
in vivo, the 3D skin spheroids model seems to be significantly more resistant to cer-
tain antitumor drugs and hence provides a more realistic prediction of in vivo drug 
responses (Nicholson, Bibby et al. 1997; Smalley, Haass et al. 2006; Elliott and Yuan 
2011). However, while the heterogeneity of multicellular skin spheroids provides 
multiple advantages, it also involves challenges to control their size. As large cel-
lular aggregates usually require a careful control of the diffusion of nutrients and 
chemical agents as well as the gas exchange, reliability and reproducibility of this 
model for compound diffusion/penetration could not be guaranteed for each trial 
(Pampaloni, Reynaud et  al. 2007). Also, the spheroid model is limited in normal 
cell-cell  interactions and maintains its shape and functions for a shorter culture time 
period such that long-term toxicology analysis is not yet feasible or reliable. Perhaps 
due to these reasons, there have not been many studies of drug responses reported 
directly correlating or comparing to in vivo models even with such superior advan-
tages and similarity to in vivo models (Elliott and Yuan 2011). Nevertheless, the skin 
spheroid model is one of the more significant, successful, and well-established 3D 
in vitro skin models currently in use and is in the process of further development, 
especially for melanoma drug metabolism and toxicity in a more physiological set-
ting (Vorsmann, Groeber et al. 2013). This can be relatively easily integrated into a 
bioprinting system or microfluidic system as an organoid (a  representative of a tissue 
or organ). Thus there is no doubt of its great potential in future drug development.

10.3.3 Skin-on-a-chiP

The field of microfluidics or lab-on-a-chip technology aims to improve and extend 
the possibilities of bioassays with the idea of miniaturization and automation. 
Recent advances in stem cell research, regenerative medicine, biomaterials, tis-
sue engineering, and microfluidics accelerated the development of new 3D in vitro 
models closely mimicking human tissues and organs, and the lab-on-a-chip technol-
ogy has led to a paradigm shift in drug discovery and delivery (LaVan, Lynn et al. 
2002; Weigl, Bardell et  al. 2003; Ghaemmaghami, Hancock et  al. 2012; Neuzi, 
Giselbrecht et al. 2012; Vladisavljevic, Khalid et al. 2013; Polini, Prodanov et al. 
2014; Ramadan and Gijs 2015). The lab-on-a-chip system could be built to be a 
single organ on a chip to MOC (Figure 10.5, top), and the ultimate goal of the MOC 
is to provide analytical platforms mimicking human normal and pathological physi-
ology in vitro, with enabled continuous monitoring and quantification of the cel-
lular responses to various controlled external stimuli as one organ to multi-organs’ 
response. The combined biofabrication technology of engineered tissues (i.e., 3D 
bioprinting or hanging drop) and microfluidics technologies enable precise control 
of cell/tissue positions and interactions and of static or dynamic fluid flows, creat-
ing better in vitro cell culture microenvironments with spatiotemporal chemical 
gradients and mechanical cues. In turn, this resembles in vivo microenvironments 
for cells and tissues more closely, therefore makes the model more physiologi-
cally relevant (Ghaemmaghami, Hancock et al. 2012; Polini, Prodanov et al. 2014). 
Other advantages of the lab-on-a-chip technology include reliable reproducibility 
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FIGURE 10.5 A schematic diagram of multi-organs-on-a-chip (MOC) (a) and  histological 
and imunohistofluorscent image analysis of skin constructs integrated in on a chip device 
(b). Advancements in tissue engineering, regenerative medicine, and microfluidics allow screen-
ing of the whole body immunity for many different applications with a device like MOC, such as 
for disease modeling, drug screening, toxicology, food allergy analysis, immune therapy devel-
opment, etc. (Reproduced with permission from Ramadan, Q. and Gijs, M.A., Lab. Chip., 15, 
614–636, 2015.) Abaci et al. (2015) demonstrated that their skin equivalent cultured on a chip 
(bottom) is capable of recirculating the media at desired flow rates and the system maintains the 
barrier function of skin equivalents well for up to 3 weeks, with proliferating keratinocytes and 
localized and differentiated keratinocytes starting at 1 week in vitro. (Adapted from Ramadan, Q. 
and Gijs, M.A., Lab. Chip., 15, 614–636, 2015; Abaci, H.E., et al., Lab. Chip., 15, 882–888, 2015.) 
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and precise  implementation of new assay design principles in a cost-effective 
 manner (Esch, Smith et al. 2014). Due to these advantages, various tissue models 
on a chip have been developed in academia and industry, and excellent comprehen-
sive reviews exist for bone, breast, cardiac, corneal, intestine, liver, lung, muscle, 
and tumor tissue models (Elliott and Yuan 2011; Ghaemmaghami, Hancock et al. 
2012; Huh, Torisawa et  al. 2012; Tsui, Lee et  al. 2013; Young 2013; Lancaster 
and Knoblich 2014; Ranga, Gjorevski et  al. 2014; Ramadan and Gijs 2015). 
Unfortunately, to date there are only a few groups who have reported or explored 
 specifically for the skin cell or tissue-related model on a chip (An, Lee et al. 2012; 
Atac, Wagner et al. 2013; Brauchle, Johannsen et al. 2013; Hou, Hagen et al. 2013; 
Wagner, Materne et al. 2013; Abaci, Gledhill et al. 2015; Maschmeyer, Hasenberg 
et  al. 2015; Maschmeyer, Lorenz et  al. 2015), and a relatively small number of 
companies such as Hurel (New Brunswick, NJ), MatTek Corp. (Ashland, MA), and 
Phenion (Henkel AG & Co, Dusseldorf, Germany) are publicly known to develop 
skin platforms to drug screening. Also, skin-on-a-chip–related study is still in its 
infancy. None of the studies currently published have described experiments involv-
ing compound/drug screening and testing capabilities through skin-on-a-chip as a 
single organ on a chip. Our most advanced tissue- engineered 3D skin models with 
complexity have never been integrated and tested as the in vitro skin model used in 
microfluidics systems. Most studies are at the level of showing how the microfluid-
ics system helps cell culture conditions for integrated simple in vitro skin models 
(i.e., RHE or bilayer skin equivalents) by providing dynamic perfusion and nutrient 
gradients whereby morphological and physiological characteristics of in vitro skin 
equivalents are well developed and maintained (Figure 10.5, bottom) (Atac, Wagner 
et al. 2013; Abaci, Gledhill et al. 2015; Maschmeyer, Lorenz et al. 2015). The human 
full-thickness skin models were integrated into the MOC, and after 9  days of 
dynamic culture conditions Atac et al. observed that rearrangement and compres-
sion of dermal layer and MOC-aided culture systems significantly improved spa-
tiotemporal control of cellular microenvironments compared to traditional in vitro 
assays (Atac, Wagner et al. 2013). The small number of scientific reports directly 
related to  skin-on-a-chip is somewhat surprising, as the barrier tissue analogs like 
skin must be incorporated into multi-organs-on-a-chip systems to take into account 
the significantly reduced bioavailability of drugs absorbed through barrier tissue 
like skin and to better resemble the body response of drug candidates, as shown in 
Figure 10.5 and as suggested by researchers (Ghaemmaghami, Hancock et al. 2012; 
Huh, Torisawa et al. 2012; Guo, Higgins et al. 2013). Since this  lab-on-a-chip tech-
nology is relatively new and is rapidly developing, further integration of advanced 
tissue-engineered in vitro skin constructs (i.e., 3D bio-printed skin or 3D skin spher-
oids) is anticipated. As Frey, Misun et  al. (2014) and Ramadan and Gijs (2015) 
comprehensibly reviewed and discussed the potential and challenges of multiple 
3D spheroids into microfluidic network integration, there is no doubt that the con-
vergence of multiple advanced biotechnologies (i.e.,  bioprinting + hanging drop + 
microfluidics: 3D bioprinted tissue spheroids/organs on chips) will make greater 
advances in biomimetic in vitro human skin models for drug testing and develop-
ment, and many academia and industrial sectors could benefit from this technology 
and translational research outcomes. 
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One can also envision creation of diseased skin models on a chip (Figure 10.5). 
As  mentioned earlier, the interaction of heterogeneous multicell populations 
(i.e., keratinocytes, fibroblasts, melanocytes, and other immune cells) is crucial 
and tightly controlled in skin, and the disruption of such interactions is usually 
the cause or trigger of an uncontrolled proliferation of keratinocytes (i.e., pso-
riasis) or melanocytes (i.e., melanoma) and diseased skin (Jean, Lapointe et al. 
2009; Vorsmann, Groeber et al. 2013; Haass and Schumacher 2014). The in vitro 
investigation of these processes in skin equivalents aided with a dynamic perfu-
sion  system (i.e., diseased skin-on-a-chip) will offer better understanding of the 
complex processes that underlie these diseases and thus enhance novel therapies 
and drug development. Several researchers successfully developed and char-
acterized new psoriatic skin equivalents in  vitro (Barker, McHale et  al. 2004; 
Harrison, Layton et al. 2007; Tjabringa, Bergers et al. 2008; Jean, Lapointe et al. 
2009; Groeber, Holeiter et al. 2012) through use of transglutaminase inhibitors 
and cytokines (i.e., TNF-α, IL-1α, IL-2 and IL-6). Also, as reviewed earlier in 
Section 10.3.2, the various 3D forms of the melanoma skin equivalents have 
already been a great help in closing the gap between the 2D cell culture and 
in vivo studies and in elucidating its aggressive and invasive behavior. However, in 
order to fully investigate hyper proliferation and tumor angiogenesis/metastasis 
development in vitro, the microfluidic system allowing vascularization, dynamic 
fluid perfusion, and the circulation and contribution of the immune cells will be 
necessary. Another interesting skin model on a chip would be wound and wound-
healing skin models on a chip. Wound and tissue repair after wounding is the 
outcome of a series of overlapping events: hemostasis, inflammation, granulated 
tissue formation, and scar formation. In order to study the wound healing process 
in detail, it is paramount to simulate this cascade of events in the in vitro wound 
model systems, and the wound/wound healing skin model on a chip could offer 
extra information on protein synthesis, re-epithelialization, and proliferation. The 
existing in vitro models (i.e., a monolayer cell culture assay and ex vivo skin cul-
tures) can only give useful information on migratory and proliferative responses 
of cells and cytokine releases upon creation of wounds but not on remodeling and 
repair processes. Some groups already have attempted to simulate wound-related 
conditions using multiple types of cells on a chip and the influence of chemi-
cal/mechanical cues to wound healing and the performance of different wound 
dressings observed on a chip and its therapeutic potential were reported (Nie, 
Yamada et al. 2007; Doran, Mills et al. 2009; Xie, Zhang et al. 2011; Sun, Peng 
et al. 2012; Zhao, Wang et al. 2012; Li, Wang et al. 2015). One group found that 
the results acquired by microchip model corroborate well with animal experi-
ments for fibrous wound dressings (Zhao, Wang et al. 2012). Despite the lack of 
commercially available chip-based drug discovery tools, the maturation of lab-
on-a-chip technology-inspired devices and platforms has an increasing impact 
on many aspects of the drug discovery process and continues to give benefits for 
miniaturization, automatization, higher reliability, and better control of various 
in  vitro conditions compared to traditional in  vitro assays. In this regard, the 
diseased or damaged in vitro skin tissue models or even patient-specific in vitro 
skin models on a chip would offer more accurate investigation of the molecular 
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signals, cell-cell interactions, and biological responses toward compounds and 
potential drug candidates for various skin diseases (Ghaemmaghami, Hancock 
et al. 2012; Esch, Smith et al. 2014; Esch, Bahinski et al. 2015). 

10.4 CONCLUSIONS

Despite the tremendous advancements in in vitro skin models, there is still much 
more work to be done before these models approach the complexity and function 
of native in  vivo skin. The convergence of these various emerging 3D biofabri-
cation and microfluidics technologies in skin tissue engineering and regenerative 
medicine will not immediately revolutionize drug discovery and development. 
However, there is no doubt that it will significantly contribute to bridge the gaps 
between simple monolayer in vitro assays and in vivo models and eventually to the 
development of novel drug screening methods and tools at cellular or tissue levels. 
As highlighted in this chapter, skin-on-a-chip and skin models integrated into the 
MOCs are probably the most complex and advanced skin-based platform that could 
be developed and used for drug discovery and development. There are still sig-
nificant challenges and  concerns that must be tackled and overcome—for instance, 
standardization and validation for in vitro skin equivalents manufacture, storage, 
and packaging, optimization of skin-on-a-chip device design and development, and 
development of optimized common culture medium for multicellular skin equiv-
alents. Given that existing skin models already serve well as predictive tools to 
investigate new therapeutically active agents for specific purposes and much bio-
fabrication and microfluidics technologies are emerging and evolving rapidly, the 
3D in vitro skin models recapitulating critical features and responses of normal or 
diseased human skin will represent valuable drug screening and developing tools 
with great potential. 
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11 Tissue-Engineered 
Kidney Model

Erica P. Kimmerling and David L. Kaplan

11.1 INTRODUCTION

Through a process of filtration, secretion, and absorption, the kidney regulates the 
excretion of waste and retention of solutes such as electrolytes and amino acids. In 
processing the blood the kidney also functions to maintain acid-base homeostasis, 
plasma osmolality, and blood pressure. These functional roles of the kidney are the 
basis for the recent interest in developing in vitro kidney models that can be applied 
to drug development, disease studies, and nephrotoxicity testing.

Recapitulating the functions of the human kidney in vitro remains  challenging 
due to the anatomical complexity required to mimic renal  physiology. The kidney 
is composed of numerous region-specific epithelial cell types, interstitial  cells, 
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and a complex microvasculature (Kriz 1981). Although cell type and matrix 
 composition are the primary considerations for achieving a specific function, 
the incorporation of mechanical stimulation also needs to be considered due 
to the influence of fluid flow in maintaining epithelial cell phenotype. Based 
on the downstream application of the system, three-dimensional (3D) tissue cul-
ture and kidney-on-a-chip systems are typically designed to mimic only a narrow 
set of functions. Accordingly, these simplified approaches preclude important, 
multicomponent functions such as the renin-angiotension-aldosterone system, 
which regulates blood pressure and has been shown to drive progression of chronic 
kidney disease (Remuzzi et al. 2005). In this chapter, we explore the anatomy and 
physiology of the kidney, the design considerations, common methods for assess-
ing phenotype and function, and the benefits and limitations of state-of-the-art 
in vitro kidney model systems.

11.2 CLINICAL MOTIVATIONS

There is a significant clinical need for the development of in vitro kidney tissue 
models. 

Tissue-engineered approaches are required to better understand the causes of 
renal failure and for the development of new treatment options. Upon renal fail-
ure, due to acute or chronic causes, renal replacement therapies such as dialysis or 
transplantation are required to restore function. Currently, 185,000 Americans have 
a functioning kidney transplant and 450,000 are on dialysis (United States Renal 
Data System 2014). Dialysis is able to replace the essential filtration functions of the 
kidney but long-term dialysis can lead to quality of life issues due to malnutrition 
and depression. Additionally, patients in chronic renal failure undergoing dialysis 
are still at risk for anemia as a result of a decreased production of erythropoietin, 
which stimulates the production of red blood cells. While kidney transplants are able 
to completely restore function, this treatment option is limited by donor supply, with 
the majority of people on the organ transplant waiting list requiring a kidney. Tissue-
engineered models can be utilized to study the causes of renal disease and assess the 
efficacy of preventative and restorative treatments, which would ultimately reduce 
the need for renal replacement therapies.

In addition to drug development and disease modeling, these approaches have 
considerable utility in assessing drug-induced nephrotoxicity during pharmaceu-
tical development. The kidneys are inherently exposed to a high proportion of 
pharmaceuticals that enter the body, considering that a quarter of the total cardiac 
output passes through the kidneys. Renal toxicity is a significant contributor to 
late-stage failure of drugs undergoing clinical trials and this failure adds to the 
high cost of drug development. These occurrences can potentially be attributed to 
the limited capability of two-dimensional cell culture and animal models to accu-
rately predict human toxicity outcomes. Additionally, it is unknown whether drugs 
that cause toxicity in animals are representative of the human response (Dieterle 
et al. 2010). As such, tissue-engineered systems that better predict the human 
response to treatment would be capable of reducing drug development costs and 
improving patient outcomes. 
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11.3 OVERVIEW OF KIDNEY ANATOMY 

11.3.1 organization of thE kiDnEy 

The human kidney can be distilled down to three primary structural components: the 
nephron, the microvasculature, and the collecting system, as shown in Figure 11.1. 
These components are located beneath the renal capsule, a tough, fibrous protective 
layer, within the outer and inner layers known as the cortex and medulla, respectively. 
Each of the one million nephrons in the human kidney consists of a renal corpuscle 
and a tubular portion. The precise localization of components is vital to renal function 
with filtration occurring in the cortical layer and reabsorption within the medulla.

A basic understanding of renal anatomy is necessary in order to assess the 
strengths and limitations of in vitro systems designed to mimic renal functions. 
Simplified models typically attempt to mimic nephron function, so more emphasis 
is placed on this structural component. However, the role of the endothelium, inter-
stitium, and lymphatic system should be considered before designing a kidney tissue 
model for a specific application. 

11.3.2 rEnal corPUSclE

A renal corpuscle consisting of a glomerulus and a Bowman capsule is at the start 
of each nephron. The renal artery that supplies blood to each kidney branches to 
eventually form the interlobular arteries. These arteries are the source of the afferent 
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FIGURE 11.1 Structural components of the kidney. 
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arterioles at the leading end of the glomerulus (see Figure 11.1). Blood is filtered as 
it passes through the capillary tuft of the glomerulus and exits through the efferent 
arterioles. The Bowman capsule, consisting of a parietal epithelial layer, collects the 
filtrate before entering the lumen of the tubular portion of the nephron. Glomerular 
filtration is regulated by the glomerular basement membrane (GBM) in addition to 
glomerular endothelial cells, specialized epithelial cells known as podocytes, and 
specialized smooth muscle cells known as mesangial cells which interact with each 
other, as shown in Figure 11.2.

Mesangial cells and their anchoring mesangial matrix, known as the mesangium, 
are the support structure of the glomerular capillaries. In this role, these contractile 
cells are able to regulate the fluid flow and filtration through the capillaries. These 
cells are also known to generate their own matrix and regulate matrix turnover and 
as such are implicated in diseases, including diabetic nephropathy, where glomeru-
losclerosis occurs (Mason and Wahab 2003). Mesangial cells also play a significant 
role in glomerular paracrine signaling as exemplified by the secretion of transform-
ing growth factor beta-1 (TGF-β1) and vascular endothelial growth factor (VEGF), 
in response to changes in capillary tension (Schlondorff and Banas 2009). 

Glomerular endothelial cells, which form the capillary tuft, are surrounded by the 
mesangium on one side and the GBM on the other. These highly fenestrated endo-
thelial cells, with pore sizes ranging 60 to 80 nanometers and a negatively charged 
glycocalyx, are the initial component of the three-layer glomerular filtration barrier 
(Satchell and Braet 2009). The GBM is a thick (approximately 350 nanometers), 
specialized extracellular matrix consisting of specific isoforms of type IV collagen 
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FIGURE 11.2 Components of the nephron. 
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(α3, α4, and α5), laminin 11 (α5, β2 and γ1) nidogen, and heparan sulfate proteo-
glycan (primarily agrin) (Miner 2012). The negative charge of the heparan sulfate 
proteoglycans and the endothelial glycocalyx are the basis of the charge-based selec-
tivity of the filtration barrier. The final component of the filtration barrier is the 
highly differentiated cell-type known as podocytes, which also carry a negative sur-
face charge due to sialoglycoproteins. These cells are fixed to the GBM via interdigi-
tating extensions known as foot processes with transmembrane proteins specific to 
the GBM. Podocytes are particularly susceptible to paracrine signaling with surface 
receptors including, but not limited to, transient receptor potential cation channels 
and the angiotension II type 1 receptor known to influence cytoskeletal organization 
(Greka and Mundel 2012). Ultimately, the glomerular filtration barrier allows for 
uncharged macromolecules smaller than 1.8 nanometers to progress through unin-
hibited, and essentially prohibits molecules larger than 4 nanometers. In between 
these sizes, fractional clearances are dependent on size and charge. While there are 
currently few tissue-engineered glomerular models, the incorporation of this com-
ponent will be critical to mimicking basic renal functions in future in vitro systems. 

11.3.3 tUbUlE anD collEcting DUctS

The remaining portion of the nephron, the renal tubule system, consists of distinct 
segments: the proximal tubule, thick and thin segments of the descending loop of 
Henle, the thin and thick segments of the ascending loop of Henle, and the distal 
tubule, as shown in Figure 11.3. The connecting tubule links the nephron with the 
collecting duct system. Transport through the renal epithelium of the renal tubules 
is accomplished by both paracellular and transcellular transport. Particular epi-
thelial phenotypes and transport mechanisms are specific to the different tubular 
segments.

Reabsorption of water and solutes begins in the proximal tubule. The luminal 
surface of the proximal tubule consists of a brush border for increasing surface 
area and leaky tight junctions. The basolateral sodium potassium adenosine tri-
phosphatase (Na+K+ ATPase) pumps work in conjunction with the luminal sodium 
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hydrogen  (Na+H+) ion exchanger for the reabsorption of ions. In addition to ion 
 transport, aquaporin 1 (AQP1) channels and lysosomes are used for transporting 
water and proteins, respectively. 

Generally, the loop of Henle is water permeable in the descending loop and water 
impermeable in the ascending loop. In addition to being water impermeable, the 
epithelium of the thick ascending loop contains luminal sodium potassium chloride 
(Na+K+2Cl−) cotransporters and robust tight junctions. This differential permeability 
establishes an osmotic gradient within the renal medulla that drives the countercur-
rent system known for establishing urine concentration before excretion. 

The distal convoluted tubule segment is differentiated from the loop of Henle by 
its specific luminal sodium chloride (Na+Cl−) transporter, known for its sensitivity 
to thiazide diuretics, basolateral interdigitations, and apical microvilli. Both the col-
lecting tubules and the collecting duct system consist of principle and intercalated 
cells with the number of intercalated cells decreasing as the collecting duct system 
progresses. Principle cells possess luminal aquaporin 2 (AQP2) channels sensitive 
to vasopressin, also known as arginine vasopressin or antidiuretic hormone, which 
induces water permeability within these segments. Intercalated cells are responsible 
for active secretion and reabsorption of protons. 

The segment distinct sodium transporters discussed in this section exemplify the 
unique epithelial phenotypes within the renal tubule and collecting duct system but 
are not an inclusive list of the all the phenotypic differences. The specialization of 
renal epithelia is an important consideration when designing tissue engineered mod-
els, specifically with respect to cell choice and functional outcomes. Accordingly, 
most systems are limited to a specific set of applications based on the cell pheno-
types utilized in the kidney tissue model. 

11.4 CELL SOURCES 

11.4.1 animal cEll SoUrcES

Although the differences between animal and human cell biology are not completely 
understood, the availability and ease of culture of animal cell lines supports their 
use in tissue engineered models. More importantly, some animal cell lines, such 
as Madin-Darby canine kidney (MDCK) epithelial cells, have been in use for over 
50 years, and as such have been characterized in a plethora of biological contexts 
and for a range of phenotypes. Another common animal cell line originating from 
pig kidney, known as LLC-PK1, has a proximal tubule-like phenotype and divides 
 rapidly in culture (Hull, Cherry, and Weaver 1976).

The MDCK cell line was originally derived from the kidney of a healthy 
female adult cocker spaniel with the specific kidney segment of origin remaining 
unknown. MDCK cultures display characteristics such as tight junction formation 
and epithelial polarization and transport but are considered to be a heterogeneous 
cell population (Lang and Paulmichl 1995). MDCK subpopulations and clones 
have been shown to have distinct phenotypes with characteristics indicative of 
different segments such as the collecting duct (Kriz 1981). Accordingly, MDCK 
cells can be used to model specific renal functions but the heterogeneity of the 
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specific culture must be adequately understood. While the use of animal cell lines 
will not provide a direct understanding of human renal cell behavior, the ease 
of culture and the extent of prior characterization support their use in targeted 
model systems.

11.4.2 hUman cEll SoUrcES

When working with human cells there is often a trade-off between ease of cul-
ture and well-characterized cell behavior, as with cell lines, and improved phe-
notypic characteristics, as seen in primary cells. Immortalized cell lines have a 
well characterized phenotype, can be continuously passaged, and eliminate the 
patient-to-patient variability affiliated with primary cell culture. Conversely, con-
sidering primary cells can be isolated from normal biopsies, systems which seek 
to observe patient-specific responses to perturbations would need to work with 
primary cell sources. While primary human cells are known for improved pheno-
typic  characteristics, these cells are limited to only a few passages before dedif-
ferentiation occurs.

Human kidney-2 (HK-2) cells are one of the more common immortalized nor-
mal adult kidney cell lines. This cell line was established from proximal tubule cell 
culture using the human papilloma virus (HPV 15) E6/E7 genes (Ryan et al. 1994). 
These cells maintain some characteristics of the proximal tubule phenotype such 
as a parathyroid hormone–stimulated adenylate cyclase response and irresponsive-
ness to antidiuretic hormone. RPTEC/TERT1 (renal proximal tubule epithelial cells/
telomerase) is an alternative human cell line that possesses a similar phenotype and 
functional responses to HK-2 cells (Wieser et al. 2008). The immortalization of 
RPTEC/TERT1 cells is the result of ectopic expression of the catalytic subunit of 
telemorase as opposed to the use of oncogenes. Most available human renal cells are 
a mixed cortical epithelial cell population or cells that have been verified to possess 
proximal tubule-like phenotypes. As a result of the available cell sources, human-
based tissue models are significantly limited in the amount of phenotypes that can be 
studied. To address this problem most current approaches focus on a specific mecha-
nism or function required to model a particular aspect of a disease or toxic response. 
However, when establishing these tissue models it is important to recognize that 
cell phenotypes have been shown to change in response to microenvironmental cues 
such as a 3D matrix or fluid induced shear stresses. Therefore, targeted cell pheno-
types should be reassessed in the context of an optimized microenvironment over the 
course of system development.

11.4.3 StEm cEllS

Using insights from renal development there have been recent advancements in the 
ability to differentiate human stem cells along renal lineages. For instance, embry-
onic stem cells have previously been consistently differentiated through the posterior 
primitive streak to an intermediate mesodermal phenotype (Takasato et al. 2014). 
Similarly, uretic bud and metanephric mesenchyme committed renal progenitor 
cells have been formed from human-induced pluripotent stem cells (Xia et al. 2013; 
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Taguchi et al. 2014). The differentiation of renal progenitors from stem cells has the 
potential to significantly influence the development of future tissue-engineered mod-
els. Induced stem cell sources offer the opportunity for personalized tissue models 
for treatment response. While significant research is still required before these cells 
can be differentiated into specialized renal cell types, these cells may be used one 
day to accurately recapitulate kidney cell function.

11.5 GLOMERULAR TISSUE MODELS

A significant scientific and clinical need exists for the development of new meth-
ods for understanding of the development of glomerular diseases and the effect of 
drugs on the glomerular filtration barrier. The nature of patient studies limits the 
ability to study early mechanisms involved in drug response and disease develop-
ment. Currently, the primary method for assessing kidney function and the extent of 
chronic kidney disease is a metric known as glomerular filtration rate. Glomerular 
filtration rate is indirectly determined using algorithms which associate the level of 
serum creatinine in a patient’s urine to their sex, race, and age (Levey et al. 2009). 
In vitro tissue models would provide direct insight into human cell behavior that 
cannot be obtained from clinical metrics. Despite the need for these models, limited 
progress has been made in their development due to limited sources of the highly 
differentiated glomerular cell phenotypes.

While primary glomerular endothelial and mesangial cells can be obtained com-
mercially, these specialized cells do not readily propagate in culture and easily lose 
their phenotype. To circumvent this issue, intact glomeruli have been used to inves-
tigate drug-induced nephrotoxicity of known glomerular toxicants such as genta-
micin and cisplatin (Rodriguez-Barbero et al. 2000). Intact glomerular tufts can be 
isolated from human tissue through a process of mechanical and enzymatic tissue 
degradation and size dependent sieving. In this approach the cross-sectional area of 
the isolated glomeruli was used as a metric of toxicity and confirmed in vivo drug 
response. While this method circumvents issues associated with glomerular cell cul-
ture, working with whole glomeruli requires repeated isolation of primary tissue for 
each experiment. 

The use of conditional immortalization has been employed over the last ten years 
to establish glomerular cell lines. Transfection of cells with the SV40-T gene causes 
cells to proliferate at 33°C and differentiate at 37°C (Jat et al. 1991). Conditionally 
immortalized glomerular endothelial cells capable of expressing fenestrations and 
podocytes expressing in vivo podocyte markers have been established (Satchell et al. 
2006; Saleem et al. 2002). This cell source has the benefit of both continual propaga-
tion and a differentiated phenotype, but there is still a limited understanding of their 
ability to mimic glomerular function. 

A functional glomerular tissue model is dependent not only on the cell sources 
but also on the structural organization and the incorporation of a matrix mimick-
ing the glomerular basement membrane. While the basement membrane isolated 
from Engelbreth-HolmSwarm sarcoma is commonly used in 3D tissue–engineered 
models, this matrix does not contain the specific isoforms of collagen and laminin 
of the glomerular basement membrane. One model used electrospun collagen 1 and 
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polycaprolactone on a nickel mesh support to co-culture conditionally immortal-
ized glomerular endothelial and podocytes cells (Slater et al. 2011). Although this 
approach does not use a physiologically relevant mimic of the glomerular basement 
membrane, it does provide a method for studying glomerular cell paracrine signal-
ing. This glomerular tissue model exemplifies how downstream applications need to 
be considered when developing new systems.

11.6 MICROFLUIDIC MODELS

Microfluidic systems are intrinsically desirable for renal cell culture, consider-
ing the channel sizes are typically within one order of magnitude of renal tubule 
diameters which can range from 20 to 200 microns depending on the segment. The 
scale of these systems enables mechanical stimulation with physiologically relevant 
fluid induced shear stresses which are typically estimated to be between 0.2 and 
20 dyn/cm2. Renal microfluidic systems are typically of either a single or dual layer 
construction with the latter design supporting basolateral stimulation in addition to 
apical/luminal flow. Most renal microfluidic systems are designed as potential drug-
induced nephrotoxicity models. 

11.6.1 animal cEll SyStEmS

MDCK cells were a commonly used cell type in early renal microfluidic systems. 
A  number of studies have cultured MDCK cells for 96 hours on a fibronectin-
coated polydimethylsiloxane (PDMS) device (Baudoin et al. 2007; Snouber et al. 
2012a, 2012b). The upregulation of drug metabolism enzymes on the microfluidic 
device compared to static culture emphasizes the benefit of a dynamic  environment 
(Snouber et al. 2012b). This study also highlights the ability to still perform stan-
dard transcriptomic and proteomic analysis after perfusion culture and the need 
to perform additional cell characterization to understand the effect of mechanical 
stimulation on phenotype. The functionality of the approach was demonstrated 
using a two-chamber device for liver cell culture upstream of the MDCK cell 
chamber (Choucha-Snouber et al. 2013). MDCK cells in this device experienced 
an increased toxicity to ifosfamide treatment compared to MDCK cells alone. 
This response is suggested to be a result of the toxicity of the liver metabolized 
byproduct of ifosfamide, chloroacetylaldehyde, which caused the same toxicity 
response when cells were treated directly. These microfluidic systems demonstrate 
the benefits of dynamic stimulation and the ability to do physiologically relevant 
co-cultures. While Snouber et al. were able to recapitulate a specific example of 
drug-induced nephrotoxicity, further optimization is necessary to develop a model 
suitable for nephrotoxicity screening applications considering the phenotypical 
heterogeneity of MDCK cell populations. The use of a homogenous cell source 
enables specific research questions to be tackled in the context of mechanical 
stimulation.

A multilayer renal microfluidic device capable of mimicking the luminal and 
interstitial spaces has been established, as depicted in Figure 11.4 (Jang and Suh 
2010). This approach enables cell stimulation through osmotic gradients, localized 
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hormone treatment, and shear stress. Rat inner medullary collecting duct (IMCD) 
cells incorporated into the device demonstrated a more physiologically relevant 
phenotype, such as a columnar phenotype and AQP2 basolateral localization, after 
5 hours of fluid-induced shear stress (Jang and Suh 2010). The applicability of 
this two-layer system was further tested by using the interstitial compartment to 
stimulate with arginine vasopressin and establish an osmotic gradient; both condi-
tions are known to influence AQP2 localization in collecting duct cells (Jang et al. 
2011). The observed translocation of AQP2 in this system upon perturbation dem-
onstrates the benefit of choosing cell types and a culture environment specific to 
the desired outcome.

11.6.2 hUman cEll moDElS

In human cell microfluidic models there has been a recent push to develop more 
advanced designs to mimic the physiological microenvironment and to explore the 
applications of established designs.

A dual perfusion system meant to mimic both tubular flow and extracapillary 
flow was recently developed (Gao et al. 2011). In this approach, serpentine micro-
channels were etched into a glass substrate and the channels were sealed around a 
polycarbonate membrane. While cell phenotype within this device was not exten-
sively studied, the approach supported long-term cell viability of RPTEC cells under 
dynamic conditions for 10 days. Additionally, techniques such as hot embossing are 
now being used to topographically pattern the culture surface of renal microfluidic 
devices in order to mimic the complex structural organization of tubular basement 
membrane. HK-2 and RPTEC cells cultured on porous, 1-micron ridges of polycar-
bonate substrates demonstrated tight junction staining and alignment in the direction 
of the topography (Frohlich, Zhang, and Charest 2012). Microfluidic devices have 
also been designed specifically to measure functional outcomes. Human cortical 
epithelial cells and MDCK cells were cultured in a bilayer microfluidic system that 
was able to measure transepithelial electrical resistance (TEER) (Ferrell et al. 2010). 
This quantitative measurement of tight junction formation is both an indicator of 
cell phenotype and cell health and as such is a useful metric for disease models and 
nephrotoxicity.

Media reservoir

Perfusion ports
Luminal flow

Interstitial fluid

Multilayer microfluidic device

Kidney
cells

FIGURE 11.4 Schematic of a multilayer renal microfluidic device. This design is represen-
tative of the device developed by Jang et al. which enables stimulation by fluid induced shear 
stresses and hormonal or osmotic gradients.
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While additional fabrication techniques are being used to develop mimetic micro-
environments, established systems are being tested for their utility for conducting 
translatable research. For example, in 2013, a human kidney proximal tubule-on-a-
chip model was described for use in nephrotoxicity studies (Jang et al. 2013). This 
study used a similar multilayer device to the previous studies with IMCD but instead 
incorporated human RPTEC cells on a collagen IV–coated membrane. Under 
dynamic conditions these cells had upregulated expression of the Na+K+ ATPase 
transporter and AQP2. Additionally, these cells had higher albumin uptake, glu-
cose transporter, and alkaline phosphatase activity compared to static conditions. 
Dosing in cisplatin, a known proximal tubule toxin, caused cellular injury as would 
be expected. This toxicity was shown to be through physiologically mimetic mecha-
nisms when the cisplatin transporter, organic cation transporter OCT1, was inhibited 
and toxicity was prevented. 

11.6.3 microflUiDic moDElS SUmmary

Microfluidic systems optimized for renal cell culture have great potential as future 
tools for modeling drug-induced nephrotoxicity and drug screening applications. 
These approaches inherently mimic physiological forces, and complex microenvi-
ronments can be fabricated using common techniques. The current progress with 
these microfluidic systems reiterates the need for application-targeted designs such 
as the use of osmotic gradients and hormone stimulation to induce a phenotypic 
response in collecting duct cells, as Jang et al. demonstrated (2011). 

While proper consideration of cellular phenotype and environment stimulation 
can yield the best outcomes with microfluidic systems, there are also intrinsic limi-
tations to this approach. Most of the established microfluidic culture systems are 
unable to recapitulate a 3D tissue environment due to the use of solid membrane sup-
ports for cell culture. Without a bulk matrix environment these systems are unable 
to model changes in the interstitium associated with diseases states and diseases 
with structural phenotypic outcomes such as polycystic kidney disease. Moreover, 
most of the established systems have only been conducted as short-term culture, less 
than 4 days, with only one system maintaining culture for over a week, as seen in 
Table 11.1. Approaches capable of sustaining viability over long-term culture will 
be necessary for investigating chronic diseases and assessing nephrotoxicity. It is 
important to keep in mind that while significant progress has been made in optimiz-
ing kidney cell culture in microfluidic environments, these systems are not to the 
point of capturing kidney function as a whole, and new devices should be character-
ized with respect to the specific renal functions they are designed to recapitulate.

11.7 THREE-DIMENSIONAL MODELS 

Although 3D tissue–engineered kidney models lack the fluid-induced stimulation 
offered by microfluidic approaches, these methods allow for a more accurate reca-
pitulation of structural morphologies. To enable more physiologically relevant out-
comes, these systems are typically fabricated using biopolymer-based hydrogels such 
as type 1 collagen and basement membrane isolates consisting of proteins including 
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laminin and type IV collagen. These hydrogels have the benefit of being suscep-
tible to cellular remodeling, a response particularly relevant to disease phenotypes. 
In addition to dissociated cell culture, 3D environments have been used to maintain 
organoid culture ex vivo. The utility of these approaches has been demonstrated for 
study areas including, but not limited to, polycystic kidney disease and drug-induced 
nephrotoxicity (DesRochers, Palma, and Kaplan 2014). 

11.7.1 PolycyStic kiDnEy DiSEaSE moDElS

Polycystic kidney disease is a disorder characterized by the formation of fluid-
filled cysts within the kidney, the most common form of which is autosomal-
dominant polycystic kidney disease (ADPKD). While animal models and patient 
studies have been the primary means of studying disease pathogenesis and treat-
ment efficacy, the development of in vitro disease models has offered a comple-
mentary method of characterizing the structural phenotype associated with this 
disease. The models have thus far been used to investigate disease development 
in the context of fluid secretion, extracellular matrix interactions, and cell growth 
kinetics. 

One of the most common approaches for modeling PKD involves culturing MDCK 
cells in type 1 collagen hydrogels. This method is known to yield physiologically 

TABLE 11.1
Kidney Cell Microfluidic Culture Systems

Cell Type Matrix Coating Culture Duration Functional Outcomes Author, Year

MDCK Fibronectin 96 hrs (24 hrs 
static, 72 hrs 
dynamic

Glucose consumption, 
ammonia production

Baudoin et al. 2007

Fibronectin 96 hours (24 hrs 
static, 72 hrs 
dynamic)

Transcriptomic and 
proteomic analyses; 
ifosamide treatment; 
liver co-culture

Snouber et al. 2012a; 
Snouber et al. 2012b; 
Choucha-Snouber et al. 
2013; Jang et al. 2013

Collagen IV >7 days TEER Ferrell et al. 2010

IMCD None 4 days (5 hrs 
dynamic)

Arginine vasopressin 
stimulation, osmotic 
gradient

Jang and Suh 2010; 
Jang et al. 2011

RPTEC Collagen IV 6 days (3 days 
dynamic)

Albumin uptake, 
cisplatin toxicity

Jang et al. 2013

Matrigel 10 days dynamic Cell viability Gao et al. 2011

Collagen IV N/A Cell alignment Frohlich, Zhang, and 
Charest 2012

HK-2 Cultrex 72 hrs dynamic Epithelial-to-
mesenchymal transition

Zhou et al. 2014

Collagen IV N/A Cell alignment Frohlich, Zhang, and 
Charest 2012



247Tissue-Engineered Kidney Model

relevant cystic structures with a layer of polarized epithelial cells surrounding a fluid 
filled cavity. While these cells automatically form cystic structures in 3D, they can 
be stimulated—through hormonal stimulation with hepatocyte growth factor—to 
undergo tubulogenesis (Bukanov et al. 2002). The localization of polycystin-1, a key 
protein implicated in this disease, to the cell membrane of luminal structures in a 
manner similar to the in vivo phenotype highlights the benefits of structural organi-
zation for PKD studies. 3D cell culture techniques can also be used to address the 
inherent heterogeneity of MDCK cell populations discussed earlier. Studies have 
been conducted on MDCK cysts formed from cells subcloned from a single cyst 
(Grantham et al. 1989). The cystic phenotype and the highly investigated epithelial 
characteristics of MDCK support the use of this model to investigate mechanisms 
behind cyst growth. 

3D PKD models have also been adapted for mechanistic, high-throughput, and 
long-term applications. Characterizing potential disease mechanisms in a 3D envi-
ronment enables a direct understanding of how a cell process affects structure forma-
tion and organization. In recent work, the easily-transfected LLC-PK1 cell line was 
used to study how the genetic loss of intracellular calcium release channels altered 
cyst structure development in a 3D tissue model (Kuo et al. 2014). Observations 
of the cystic structures in this model enabled researchers to associate cyst growth 
with a loss of the primary cilia, a functional cellular component. A tubule-to-cyst 
conversion model was developed using immortalized mouse collecting duct cells in 
a 20 microliter type 1 collagen-Matrigel drop culture (Montesano et al. 2009). The 
nature of this approach is amenable to high-throughput screening applications for 
identifying therapeutics capable of stalling early cyst development. At the same time, 
a method was established for extended in vitro culture that would enable long-term 
studies of targeted therapeutics. To prevent the degradation of a collagen-Matrigel 
hydrogel over time, matrix and cellular components were infused into a porous silk 
protein scaffold (Subramanian et al. 2010). The inclusion of a silk scaffold support 
also allowed for the use of a perfusion bioreactor system that maintained culture for 
8 weeks. Over the course of long-term culture, polycystin 1–deficient immortalized 
mouse collecting duct cells developed cystic phenotypes in conjunction with abnor-
mal extracellular matrix deposition and cell cycle progression (Subramanian et al. 
2012). These tissue-engineered approaches highlight the ability to design 3D PKD 
models for specific disease progression and drug screening applications. However, 
a significant weakness of the approaches discussed thus far is the use of animal 
cell types. 

Tissue models using diseased human ADPKD cell sources are well established 
and allow for drug screening on 3D cystic structures formed with the same underly-
ing genetic mechanisms that cause cyst formation in patients (Carone et al. 1995; 
Wallace, Grantham, and Sullivan 1996). ADPKD epithelial cells isolated from 
extracted cysts are cultured in type 1 collagen and stimulated with forskolin to 
induce cyst formation. These physiologically relevant cysts have been tested with 
treatments suspected of halting cyst progression such as Sorafenib (Yamaguchi et al. 
2010). While these 3D models are useful for assessing compounds meant to slow 
cyst progression, they are not applicable to studies looking to elucidate early disease 
pathogenesis before cyst formation. 
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11.7.2 DrUg-inDUcED nEPhrotoxicity

3D tissue culture systems specifically designed for testing drug-induced nephrotox-
icity are limited. For this purpose, an organoid culture system where isolated mouse 
proximal tubules were cultured in a modified hyaluronic acid-based hydrogel has 
been developed (Astashkina et al. 2012). Culture of proximal tubules within this gel 
allowed for phenotypic stability for up to 6 weeks as demonstrated by maintained 
AQP1 and megalin expression along with glucose regulation similar to in vivo proxi-
mal tubules. Treatment of this culture with the nephrotoxic compounds such as cis-
platin resulted in the production of a clinical biomarker of kidney injury, Kim-1. This 
type approach, which uses primary structures from animal cell sources, could poten-
tially be used to better understand the causes of nephrotoxicity in animal models. 

Similar to the organoid approach to drug-induced nephrotoxicity, immortalized 
human proximal tubule–like cells have been stably cultured for 8 weeks (DesRochers 
et al. 2013). In this model, cells suspended in a type 1 collagen-Matrigel mix formed 
tubule-like structures without additional stimulation. These structures were posi-
tive for organic ion transporters and cytokeratin in addition to displaying sodium-
dependent glucose uptake. Cells within this system displayed a greater sensitivity to 
gentamicin and doxorubicin when compared to standard cell culture techniques. The 
ability to observe drug effects over the course of long-term culture is beneficial for 
studies of chronic tissue response to treatment. 

11.8 SUMMARY

3D tissue models have the benefit of recapitulating structural phenotypes over pro-
longed culture periods. The inclusion of an extracellular matrix environment has 
been shown to support long-term functional viability, a valuable parameter for cer-
tain kidney disease and drug response studies. Moreover, a 3D culture environment 
in vitro is necessary to study disease development for diseases such as ADPKD 
where a shift in structural phenotype in vivo is part of the pathogenesis. 

Despite their demonstrated utility, current 3D tissue models fall significantly short 
of mimicking the in vivo kidney environment, and as such disease models and tox-
icity studies will continue to provide an incomplete picture. 3D models are readily 
adaptable to co-culture experiments, and the inclusion of multiple cell types would 
enable the exploration of more complex biological mechanisms. A culture method 
which established a confluent monolayer of human proximal tubule cells atop a type 1 
collagen gel seeded with dermal fibroblasts was able to show  epithelial-based regula-
tion of fibroblast phenotype in response to injury (Moll et al. 2013). Additionally, in 
line with recent evidence suggesting macrophages play a role in PKD progression, 
macrophage inclusion with cystic ADPKD cells yielded a higher total number of 
microcysts (Swenson-Fields et al. 2013). 

11.9 FUTURE DIRECTIONS

Current in vitro kidney tissue systems provide a physiologically relevant envi-
ronment capable of supporting specific kidney cell phenotypes and functions. 
Microfluidic platforms for renal cell culture enable mechanical stimulation via 



249Tissue-Engineered Kidney Model

fluid induced shear stresses. Moreover, 3D tissue models have supported structure 
 formation within long-term cultures. In order to advance these systems for drug 
development and disease modeling applications, future systems will either need 
to be tailored for higher throughput or more complex culture environments. Renal 
microfluidic systems have the potential to be adapted for high-throughput applica-
tions for screening drug toxicity or efficacy due to the simplicity of the design. For 
mechanistic studies, systems which incorporate both fluidic stimulation and a 3D 
culture environment are desirable. Furthermore, co-culture of renal epithelial cells 
with endothelial and interstitial cells will be necessary to mimic in vivo paracrine 
signaling between cell types. A significant challenge to establishing complete renal 
function in vitro is the limited availability of segment specific cell types. Future 
advancements in stem cell differentiation through renal lineages will be important 
to developing systems capable of recapitulating a broader range of kidney cell phe-
notypes and functions.
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12 Body-on-a-Chip

Mahesh Devarasetty, Steven D. Forsythe, Thomas 
D. Shupe, Aleksander Skardal and Shay Soker

12.1 INTRODUCTION

Animals, and especially mice, have been used as “in vivo test tubes” in scientific 
experiments for many years for developmental biology, disease modeling, and many 
other research applications (Hughes et al. 2011). Mice and rats have been used spe-
cifically to test the toxicity of new drugs prior to initiation of human clinical drug 
trials. However, in recent years it has become clear that animal models have signifi-
cant limitations due to their genetic differences when compared to humans. This is 
especially critical for assessment of toxic side effects of drugs that might target the 
liver, heart, and other organs, due to the differences in enzymatic activity between 
humans and rodents, which results in different processing of drugs. 

Traditional tissue culture models make use of plastic dishes to grow cells, and 
this method has been used for a variety of applications throughout scientific history. 
However, these models are poorly representative of the normal environment in which 
cells are found, the human body. First, tissues are made of a three-dimensional (3D) 
structure, while tissue culture plates are two-dimensional (2D). Cells behave dif-
ferently in 2D versus 3D where they are surrounded by other cells, showered with 
signaling factors, and attached to the complex extracellular matrix (ECM). Second, 
the plastic used in tissue culture-ware is several magnitudes higher in stiffness com-
pared with normal tissue, which has a drastic effect on cellular function (Engler et al. 
2006). Cells found in a native tissue are “embedded” within the ECM, which provides 
tissue-specific stiffness and elasticity. Finally tissues are made of multiple cell types, 
while cell cultures are usually composed of a single cell type. Each of the various 
cell types within a tissue has a different contribution to the tissue’s overall function. 
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Recent advances in tissue engineering and biomaterial research have resulted in suc-
cessful fabrication of multicellular tissue constructs and micro-organs (organoids) 
that demonstrate authentic functional properties of the corresponding human tissue/
organ. For example, there are liver organoids with metabolic activity, contracting 
skeletal and cardiac muscle constructs, “breathing” lung organoids, gut, kidney, and 
brain constructs, and more (Huh,  Hamilton, and Ingber  2011; Bhatia and Ingber 
2014). 

Microfabrication techniques based on a variety of nanotechnologies resulted in 
the fabrication of miniature microfluidic systems that can control the flow of liquids 
through small channels and chambers (Smith et al. 2013). Tissues and organoids can be 
placed inside these chambers using sophisticated biomaterials to immobilize them and 
provide a proper microenvironment, and then be continuously perfused for long-term 
maintenance or drug deposition. These systems have been dubbed body-on-a-chip sys-
tems since they create a system representing not only multiple tissue and organ types 
but also the circulatory system that connects them, similar to the vascular system of 
the human body (Bhatia and Ingber 2014; Verhulsel et al. 2014). These properties allow 
the body-on-a-chip system to model normal physiology and disease states of whole 
organs. The microchannels can be used to perfuse the organoids with various phar-
macological agents, similar to the way these agents are introduced to the tissues in the 
body. Furthermore, the organoids may be constructed from abnormal cells, affected by 
specific mutations that impair their function, to yield a diseased organoid, and drugs 
aimed at treating the specific disease are perfused through the microfluidic system. 
One such example is tumor-on-a-chip in which healthy cells make up the normal part 
of the tissue and the cancerous cells create the tumors within the normal tissue. These 
tumor organoids may be used for screening and testing of anticancer drugs, measuring 
the direct effect on the tumor cells and the side effects on the healthy tissue. 

The ability of the body-on-a-chip platform to control the flow between chambers 
allows delivery of a test compound through one organoid type, then to another, dif-
ferent organoid, and so on (Bhatia and Ingber 2014). The compound may be metabo-
lized by each of these tissue-specific organoids, and the downstream organoids will 
be exposed to the processed compound, similar to drugs being metabolized by the 
liver prior to circulating through to other organs. As such, the body-on-a-chip plat-
form is ideal for testing newly developed drugs and assessing potential toxic side 
effects in human tissues and organs. Furthermore, the body-on-a-chip platform may 
be used for pharmacological studies to determine the specific activities of newly 
developed drugs and reduce the time of dose escalation studies in clinical trials.

In this chapter we describe techniques to create functional 3D human cell cultures. 
We then describe the microengineered, microfluidic systems designed to contain these 
cultures (organoids) under physiological perfusion conditions. Finally, we describe 
potential uses of the body-on-a-chip systems for drug screening and other applications. 

12.2 3D CELL CULTURE SYSTEMS

Body-on-a-chip systems rely on highly functioning cellular models to gener-
ate physiologically relevant outputs such as basal metabolism, drug response, or 
other physiological functions (e.g., beating, or contraction, rate in heart  models). 
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Systems that can produce this level of physiologic function are complex, and  researchers 
have found that 3D cell culture systems are the most reliable, efficient, and cost- 
effective methods for constructing such systems. Although 2D cell culture has been 
used historically in the literature, the modality has inherent flaws. 2D systems do not 
fully recapitulate the in vivo environment or the function and phenotype of tissues 
and organs. In simpler cases, this aspect of 2D culture isn’t considered a drawback, 
but in complex studies which rely on accurate cellular output, such as pharmaceutical 
discovery or diagnostic study, it represents a major hurdle to overcome. This limita-
tion can be mitigated through the use of animal models, but even animal models 
do not completely simulate human outputs. Together, animal models and 2D culture 
systems comprise much of the contemporary research repertoire, and thus there has 
existed a limitation in the modeling of functional, physiologic systems.

3D cell culture has arisen as a mode for addressing the inherent limitations of 2D 
systems and animal models. 3D cell culture allows the development of physiologi-
cally relevant microarchitecture, chemotactic gradients, and cellular composition that 
drive cellular reorganization and ultimately produce functional output similar to that 
of in vivo systems. The core tenet is that recreating the cell-cell and cell-matrix inter-
actions present in vivo will stimulate cells to act more  physiologically. In  addition, 
the use of human-derived cells eliminates the species-to-species  variability found in 
animal models. 

3D cell culture can be separated into two major types: scaffold-based technolo-
gies and scaffold-free technologies. Scaffold-based technologies rely on a premade 
substrate material for the attachment of cells: for example, cells can be resuspended 
in hydrogel solutions of collagen or hyaluronic acid which allow the attachment and 
reorganization of cells, or cells can be seeded on the ECM of a previously decel-
lularized tissue (Baptista et al. 2013; Ruedinger et al. 2015). Scaffolds can also be 
constructed from synthetic materials such as polycaprolactone (PCL) or poly(lactic-
co-glycolic acid) (PLGA), which are biocompatible and biodegradable polymers. 
Polymeric scaffolds can be constructed in a range of sizes, shapes, and stiffnesses 
using 3D extrusion-based printers, electrospinners, or basic molding techniques 
(Place et al. 2009; Gentile et al. 2014).

Scaffold-based technologies can leverage the scaffold as an instructive device 
for guiding cells into specific phenotypes through the conjugation of specific 
growth factors to the scaffold surface, incorporating ECM components, and even 
the modulation of scaffold mechanical stiffness (Engler et al. 2006; Motamedian 
et al. 2015). Tissue-engineered bone cultures rely on porous scaffolds to mimic the 
structure of native bone; for instance, some of the earliest engineered bone uses 
porous PLGA seeded with osteoblasts which eventually produce calcium depos-
its and alkaline-phosphatase activity resembling native bone (Crane, Ishaug, and 
Mikos 1995). Alternatively, scaffold-free technologies forego the use of a scaffold 
and rely on the cells to naturally develop an ECM or create cell-cell interactions 
that serve to anchor the cells together, forming a larger, more complex structure. 
Scaffold-free technologies can rely on low-adherence substrates to eliminate the 
development of 2D monolayers. For example, nonadherent plates can be used to 
force cells to attach to one another and aggregate, or hanging drop techniques can be 
used to eliminate all cell-substrate interaction and facilitate 3D structure formation. 
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For example,  functional, vascularized liver buds were formed using non-adherent 
substrates and hepatic-destined cells. The nonadherent surface promoted the migra-
tion and aggregation of cells where they self-organized into immature liver-like 
structures (Takebe et al. 2013).

As evidenced before, there are many methods for producing 3D culture models; 
another example is micropatterning of ECM components, which allows precision 
placement of adhesion proteins. Specific protein micropatterns can drive differ-
entiation of mesenchymal stem cells into osteogenic, adipogenic, and chondro-
genic lineages. Decreasing the area of cellular attachment points forces the cell 
to contract, driving the cell toward a adipogenic lineage which represents softer 
tissue; conversely, allowing the cell to spread over a large attachment area shows 
the opposite effect, and pushes cells toward a stiffer, osteogenic lineage (McBeath 
et al. 2004; Kilian et al. 2010; Gao, McBeath, and Chen 2010). Rotating wall ves-
sel bioreactors, a suspension culture system, can be used to create microgravity 
environments where cells attach to microcarrier beads while in a constant state of 
free-fall, resulting in the formation of cellular aggregates. Epithelial cells (from 
many organs) grown in this way develop into tissue constructs replete with tight 
junctions, correct apical/basal polarity, and the ability to produce mucus (Radtke 
and Herbst-Kralovetz 2012).

Although 3D culture represents a significant improvement over 2D culture in 
terms of physiologic relevance, there are still some critics. The complexity involved 
in 3D culture increases the difficulty of scaling up and results in high expense when 
implemented into high-throughput screening methods. Although 3D cell culture may 
not see immediate incorporation into clinical drug discovery schemes, it remains a 
versatile and informative tool for research.

12.3 MICROENGINEERING

The cellular content of a body-on-a-chip model is only one part of the puzzle. 
Even with the perfect composition of cells, proper function and response cannot 
be guaranteed. Another aspect that has to be considered is the localization of 
cells and what proteins or ECM components those cells are allowed to interact 
with. As mentioned earlier, an immature cell can be pushed toward any num-
ber of mature lineages purely by restricting cell spreading; thus, it is impera-
tive to deliberately generate the environment for a cellular model because cells 
are greatly influenced by the makeup of the surrounding microenvironment. 
Techniques to customize and tailor the microenvironment fall into the category 
of microengineering.

Micropatterning is the precise placement of proteins on a cell culture substrate, 
which is achieved through several different methods: (1) microcontact printing, 
where a stamp coated in ECM components is pressed against the substrate to create 
the pattern similar to an ink stamp on paper; (2) photo-patterning, where ultraviolet 
(UV) light is shined through a photomask to activate the substrate surface and allow 
protein binding in specific areas; once activated, the substrate can be incubated with 
ECM solution to facilitate binding; and (3) laser-patterning, where laser light is used 
to activate the substrate with high precision (Thery 2010).
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Many components of cell regulatory elements can be controlled using micropat-
terning. For instance, using islands of micropatterned ECM adhesion proteins that 
restrict cell spreading will also induce apoptosis in bovine adrenal capillary cells 
and terminal differentiation in epidermal keratinocytes. Conversely, using patterns 
that induce cell spreading allowed cellular proliferation, and the same bovine capil-
lary cells and keratinocytes showed increased levels of DNA synthesis. These exper-
iments hint at a link between ECM adhesion and cell cycle regulation (Chen et al. 
1997; Watt, Jordan, and O’Neill 1988). Stem cells can also be differentiated through 
the use of micropatterns: mesenchymal stem cells grown on small micropatterns that 
reduce cell spreading differentiate toward adipogenic lineages, whereas micropa-
tterns that induce cell spreading promote differentiation into osteogenic lineages. 
These mesenchymal stem cell studies also showed that cell shape was enough to 
modulate the expression of signaling proteins Rac1 and N-cadherin, which have a 
role in cell lineage specification (McBeath et al. 2004; Gao, McBeath, and Chen 
2010). Micropatterning represents a powerful tool for microenvironment replication 
and simulation in vitro. By just changing the shape of a cell, whole expression cas-
cades can be altered—or even more drastically, a cell can be induced to hit the kill-
switch and apoptose. Micropatterning has wide applications and can be utilized to 
generate more physiologic output from in vitro systems.

If the idea of micropatterning is to replicate the in vivo environment in 2D, bio-
printing is the 3D analog. Bioprinting involves the additive, layer-by-layer deposition 
of matrix, cells, and growth factors in a predefined manner. This method allows the 
production of multicellular 3D constructs with physiologic ECM composition and 
growth factors that facilitate function and self-organization of embedded cells.

Bioprinting is modular and customizable based on the desired structure. 
Applications requiring rigid matrices can be printed using high mechanical stiff-
ness biomaterials or materials that can be crosslinked post-printing. For example, 
dental implants were bioprinted using polycaprolactone and hydroxyapatite (Kim 
et al. 2010). On the other hand, soft tissues like vascular grafts can be printed using 
low mechanical stiffness poly(ethylene glycol) (PEG) hydrogels (Stosich et al. 2009). 
Due to the consistency and convenience of bioprinters, bioprinted structures are 
becoming exceedingly complex and proving that recapitulation of physiologic 3D 
environments is integral to proper tissue level function.

Liver organoids can be made using a microextrusion bioprinter that prints liver-
based spheroids suspended in a tailor-made hydrogel. These constructs show high 
levels of functionality and viability, making them ideal candidates for body-on-a-
chip models (Skardal, Devarasetty, Kang, et al. 2015). Skin substitutes have been 
created using laser-assisted bioprinting which allowed precise placement of each 
layer of skin. These constructs were then implanted into mouse wound models and 
demonstrated vascularization, differentiation of keratinocytes, and collagen produc-
ing fibroblasts—all hallmarks of native skin (Michael et al. 2013).

3D printing is still in its infancy and logistical obstacles have hindered its applica-
tion in whole-organ recapitulation. However, the inherent consistency and  modularity 
make it a perfect complement to body-on-a-chip modeling. 3D printing can be used 
to generate high-throughput scales with low variability while incorporating the com-
plex microengineering required for high functioning organ models.
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12.4 MICROENGINEERED MODELS

Historically, in vitro models have relied on monolayer, or 2D, cell culture. The phar-
maceutical industry uses monolayer disease lines for high-throughput testing of 
candidate drugs. Diagnostic firms use a more complex system with primary cells 
isolated from in vivo systems, but these cells are still studied in 2D, on traditional 
cell culture plastic. As previously described in Section 12.2, 2D cultures are not 
always physiologically accurate, and produce results that may not be relevant to 
in vivo applications.

The growing ubiquity of tissue engineering and microengineering in research 
has shifted the paradigm of model systems, though. Given the expense and ethi-
cal responsibility of animal models, researchers have turned to 3D microengineered 
models to study biological interactions on a variety of scales, from the interaction 
of a single cancer cell with the surrounding microenvironment to the interaction 
between separate, different tissue-engineered organ systems as in body-on-a-chip 
platforms. Microengineered models promise to expedite the rate of drug discovery 
while also progressing our understanding of disease dynamics.

Microengineered models are as varied as their applications. Some require the use 
of microfluidic devices, some rely on scaffold manipulation, while others utilize 3D 
printing for high throughput and consistency. 

12.4.1 microEnginEErED organ moDElS

Otherwise known as “organs-on-chips,” microengineered organ models are meant 
to model healthy organ systems with as much accuracy as possible. These models 
enable system-level modeling through incorporation into body-on-a-chip platforms 
where each organ model is linked through microfluidic circulation. Organs-on-chips 
represent the functional unit of the body-on-a-chip, and they integrate aspects of 
microengineering, 3D cell culture, and microfluidics. Organ models alone must pro-
duce enough output to be measurable, but outputs must also be tuned in relation 
to other models when integrated into body-on-a-chip systems for balanced organ 
dynamics.

Cardiac models represent one of the simpler cases of microengineered organ 
models. The heart’s main function in the body is to pump blood, and thus an in vitro 
model is mainly served by replicating this beating action. Monolayer  cultures of 
human cardiomyocytes grown on Matrigel will spontaneously beat in culture 
(Goldman and Wurzel 1992). To produce 3D constructs, monolayer sheets can be 
layered, resulting in high-density tissues that spontaneously contract (Shimizu et al. 
2002). These monolayer-based techniques replicate the heart’s beating action but 
are not ideal for measuring 3D mechanics such as contractile force. 3D cardiac con-
structs can be developed by embedding cardiomyocytes in collagen I hydrogels and 
molded into rings; these constructs self-organize and develop physiologic action 
potential propagation (Zimmermann et al. 2002).

Lung models prove complex because they introduce an air-liquid interface which 
can be difficult to maintain in vitro. A simple model using two parallel plates (one 
is seeded with lung epithelial cells) flanking a microfluidic channel can be used to 
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model the effects of airway reopening due to mechanical ventilation (Bilek, Dee, 
and Gaver 2003). Another model uses lung epithelial cells grown on a semiporous 
membrane; on either side of the membrane are microfluidic channels. As the cells 
grow to confluency, the liquid in one channel is evacuated to form an air liquid inter-
face around the lung epithelium (Huh et al. 2007; Tavana et al. 2011). Other models 
utilize the same format but include pneumatic side-channels to introduce the lung’s 
characteristic stretching to the cellularized membrane (Huh et al. 2010).

Vascular models typically utilize a single layer of endothelial cells. This 2D model 
can serve as a basic model of the blood-contacting surface of a blood vessel but does 
little to replicate the dilation and constriction, permeabilization, and clotting phe-
nomenon found in native vasculature. Microfluidic models of vasculature have been 
constructed using collagen I hydrogels encapsulating human endothelial cells and 
pericytes within a microfluidic channel. The cells self-organize into a tube like mor-
phology complete with cell-cell junctions, and the model correctly responds to drugs 
(van der Meer et al. 2013). Another microfluidic model used concentric, cellularized 
hydrogels molded into rings. The inner portion of the ring contained endothelial 
cells while the outer portion contained smooth muscle cells, thereby mimicking the 
cellular composition of vasculature. The rings were then connected to create tubes 
and then perfused to create the vascular model (Du et al. 2011).

Liver models are typically produced to meet a certain criterion: drug toxicity, 
metabolism, or the production of bile. The liver houses many vital functions and 
it is difficult to replicate them all in vitro. The simplest system of recapitulating 
liver function in vitro uses a sandwich culture of hepatocytes between collagen or 
Matrigel layers (LeCluyse 2001). Spheroid models incorporating nonparenchymal 
cells of the liver can be made to increase model output and function (Chang and 
Hughes-Fulford 2009); other techniques to increase liver function suspend hepato-
cytes in hydrogels doped with liver-specific ECM (Skardal et al. 2012). A microflu-
idic model uses immobilized hepatocyte spheroids inside a microfluidic chamber. 
The spheroids are then perfused with medium for maintenance and drug deposition 
(Toh et al. 2009).

The models mentioned here are only a small sample of those found in the litera-
ture, and increasingly more complex models are developed every year. The most high 
profile models are those dubbed body-on-a-chip systems which incorporate several 
model organs as outlined throughout this text. These systems can assess the system-
wide effects of a drug or pathogen: for instance, how drug metabolites produced by 
the liver affect the function of cardiac tissue. Systems like this, incorporating many 
major organ systems, have the potential to replace animal models for drug testing 
and also allow rapid response to dangerous new pathogens.

12.4.2 microEnginEErED DiSEaSE moDElS

Sometimes called “disease-in-a-dish” models, microengineered disease models seek 
to replicate physiologic disease characteristics in vitro. This allows close scrutiny of 
disease progression and a high functioning model for drug screening.

Tumor models attempt to model the unique microenvironment found around 
cancer cells. Rotating wall vessel (RWV) bioreactors can be used to create tumor 
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aggregates centered around a non-degradable microcarrier bead (Hammond and 
Hammond 2001; Skardal et al. 2010; Becker and Souza 2013). These aggregates 
accurately model the diffusion characteristics of tumors found in the body (Becker 
and Souza 2013). Metastatic cells can also be integrated with normal cells to create 
a tumor model complete with stroma (Skardal, Devarasetty, Rodman, et al. 2015). 
Microfluidic models can integrate 3D cultured tissues with complex geometry and 
flow characteristics to model tumor migration. Devices can be developed with dis-
crete areas for stromal and cancer cells, and they have shown that stromal cells, 
such as fibroblasts, can induce tumor growth and invasion (Domenech et al. 2009; 
Domenech et al. 2012). Cancer cell intravasation of vasculature is a crucial point in 
metastasis; devices incorporating endothelial cells allow the observation of cancer 
cell interaction with a pseudo-vasculature (Song et al. 2009).

Fibrosis changes the mechanical properties of organ systems: muscle fibrosis 
can change range of motion or cardiac output, while pulmonary fibrosis can 
reduce lung function. Microengineered fibrosis models tend to incorporate nor-
mal tissue with fibroblastic cells to study the mechanistic cascade of fibrosis 
while also providing a relevant platform for drug testing. Cardiac fibrosis can 
be modeled using cardiac fibroblasts grown on a micropatterned surface of soft 
and stiff areas that mimic the varying stiffness found in fibrotic tissue (Zhao 
et al. 2014). Collagen hydrogel matrices of varying stiffness used to culture lung 
fibroblasts can be used to model the environment of pulmonary fibrosis (Vicens-
Zygmunt et al. 2015).

12.5 MICROFLUIDIC DEVICES

The advent of microelectromechanical systems (MEMS), such as those found in sili-
cone chips, brought with it a slew of advanced manufacturing techniques. An entire 
repertoire of technologies was developed to produce micron scale components for 
the rapidly growing electronics field. This included the production of silicone or 
metal wafers on the order of 1 to 100 micrometers which were then fashioned into 
arrays of transistors for processors and microchips. These technologies have bled 
into other fields in a variety of forms. In biomedical sciences, the ability to produce 
micron scale architecture for cell interaction was particularly intriguing; in the past it 
was difficult to produce mechanical force and topographical features similar to that 
found at the cell level, but MEMS technologies promised to change that (Sackmann, 
Fulton, and Beebe 2014).

Microfluidics is a field borne out of the incorporation of MEMS technology into 
biomedical science. By producing thin wafers of silicone, polymer, or metal, then 
machining or etching those wafers into negative molds for lithography, structures 
with built-in microchannels and microarchitectures can be fashioned. Originally 
these technologies were used for producing micron scale topographies to study cel-
lular interaction before being applied to more complex systems such as polymerase 
chain reaction (PCR) chips (Cady et al. 2005) or devices that can fractionate a small 
blood sample for disease testing (Hou et al. 2011).

Microfluidic devices are produced in several main steps. First, the deposition of 
molding material or resist, typically polymethylmethacrylate (PMMA) or SU-8, onto 
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a glass substrate. This material should be light-reactive and thus is called a photore-
sist. Next, a photomask is used to isolate areas of interest (or exclude areas of interest 
in the case of negative photoresists) before a UV light is shined over the photomask. 
The UV light crosslinks the material in positive photoresists (PMMA) or degrades 
the material in negative photoresists (SU-8). Afterward, the unneeded photoresist 
material is discarded from the substrate and the result should be a thin structure that 
matches the photomask. This structure is a negative mold of the desired microfluidic 
device. Finally, a curable silicone can be poured over the negative mold, allowed 
to cure and removed to produce the final microfluidic channel or system molded in 
silicone (Qin, Xia, and Whitesides 2010).

Microfluidic device designs are highly varied depending on the application. 
Devices can be fabricated to separate a blood sample using laminar flow to allow 
many tests to be achieved using a small volume of blood; such devices have found 
use in third-world and developing countries where low-cost alternatives are required 
(Yager et al. 2006; Hou et al. 2011; Emani et al. 2012). Other designs can be used to 
mix two independent fluids and produce a gradient of concentration ratios between 
them; this approach can be useful for expediting the assay of drug concentrations on 
cell cultures (Lee et al. 2011; Wunderlich et al. 2013). Even more complex body-on-
a-chip designs involve the integration of 3D cultured cells that form organoids which 
are then combined with other organoids and biosensors into a single microfluidic 
system (Huh, Hamilton, and Ingber 2011). Bodies-on-a-chip serve to replicate the 
system-level dynamics of the human body while retaining efficient analysis methods 
found in cell culture.

Like many technologies before, microfluidics was derived from work meant for 
a completely different field. Although MEMS technology was meant for silicone 
chip manufacturing, it has found a home in biomedical research and development. 
Microfluidic devices allow the integration of biosensors, organ models, and tun-
able fluid flow characteristics into a single system that derives much more infor-
mation than the sum of its parts. This powerful combination of attributes makes 
 microfluidics the perfect platform for body-on-a-chip systems.

12.6  ADVANTAGES, SHORTCOMINGS, AND FUTURE 
IMPROVEMENTS

As multiple organ types are envisioned in a single body-on-a–chip system, in order 
to replicate the response of as many as possible target organs to a specific drug, 
an appropriate sourcing for the different cell types composing these organoids is 
required. Embryonic and iPS (induced pluripotent stem cell)–derived cells rep-
resent an ideal source (Takahashi and Yamanaka 2006; Kim et al. 2009; Takebe 
et al. 2013). Detailed protocols are now available to differentiate these cells into 
mature and functional cell types of almost every tissue in the body. For example, 
iPS-derived cardiac muscle organoids, inside a microfluidic system, were used to 
(1) test the response to drugs that were eliminated from clinical use due to car-
diac toxicity and (2) compare the response of cardiac cells derived from individuals 
with different genetic backgrounds. The immune system plays an important role in 
response to tissue damage well as in the response to toxicants. Many of the described 
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body-on-a–chip systems lack this cellular component and thus may not accurately 
represent the full spectrum of drug response/toxicity. In addition, in the liver, stimu-
lation of the immune system activates the nonparenchymal stellate cells, which leads 
to tissue fibrosis. Recapitulation of this process in an in vitro body-on-a–chip system 
is still a major challenge (Bhatia and Ingber 2014). 

The material used to fabricate the microfluidic system has special requirements. It 
has to be transparent for better monitoring, biocompatible, and most importantly, has 
to provide tight sealing. Polydimethylsiloxane (PDMS) is widely used to build micro-
fluidic systems, as it allows gas diffusion and appropriate transparency (Gunther 
et al. 2010; Grosberg et al. 2011; Nakao et al. 2011). However, it absorbs biomolecules 
nonspecifically, which may impact the accuracy of toxicity measurements (Wong 
and Ho 2009; Berthier, Young, and Beebe 2012). Surface modification of PDMS may 
alleviate some of these shortcomings (Wong and Ho 2009; Zhou, Ellis, and Voelcker 
2010; Zhou et al. 2012). Materials used to encapsulate cells and form organoids were 
initially collagen and fibrin. They are easy to work with, are biocompatible, and 
allow cell growth and migration. However, they lack tissue-specific signals. We fab-
ricated liver specific biogel, made of hyaluronic acid (HA) and liver extracellular 
matrix extract (Skardal et al. 2012). Primary human hepatocytes cultured on this 
biogel showed better growth, morphology, and metabolic activity compared with 
cells cultured on Type I collagen. 

Liver organoids are the most “popular” microphysiological system for drug 
screening. However, drug metabolites generated in the liver circulate through the 
body and have multiple tissue targets. As such, effort needs to be made to fabricate 
multitissue body-on-a-chip systems. The most important tissues for pharmacokinetic 
and drug toxicity studies are the kidney, brain, heart, lung, and the gastrointestinal 
system (van Midwoud et al. 2010; Choucha-Snouber et al. 2013). With the generation 
of multitissue type systems, there will be a need for a universal “blood substitute” 
media that will be compatible with different cell types. Such specialized media will 
have to provide the necessary growth factors to each tissue. However, a growth factor 
may have a positive effect on one tissue type and a negative effect on another (Zhang 
et al. 2009). To overcome this problem, one can deposit a local source of the growth 
factor inside a specific tissue chamber, or within the organoid. Alternatively, a paral-
lel microchannel system can be created that will “feed” each organoid with its own 
specific media.

Other areas for improvement are scaling up fluid flow rates and pressures to 
perfuse larger organoids in order to match tissue perfusion as in the human body. 
Scaling up is especially important to provide meaningful data for pharmacokinetic/ 
pharmacodynamic (PK/PD) studies (Wikswo, Block, et  al. 2013; Wikswo, Curtis, 
et al. 2013). In order to perform accurate PK/PD studies the body-on-a–chip system 
will likely require development of automated multiparametric monitoring approach. 
Such a system will not only provide real-time quantitative measurements of metabo-
lites and other biomarkers but will also support feedback control and continuous reg-
ulation of levels of oxygen, pH, temperature, etc. Finally, the body-on-a–chip system 
will eventually be designed to represent different human diseases (Sung et al. 2014). 
One approach is to derive the organoids using cells, such as iPS cells, from people 
with specific genetic backgrounds prone to particular diseases (Bellin et al. 2012). 
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Another approach is to expose the “healthy” organoids to an environment that will 
induce a disease state, such as cytokine-induced fibroblastic cell proliferation to cre-
ate fibrosis, liver enzyme toxicants to cause hepatocyte death, and improper metabolic 
function and application of drugs that affect the beating of cardiac organoids.

12.7 CONCLUSIONS 

Body-on-a–chip systems are revolutionary model platforms to represent human 
physiology in vitro. They are based on true 3D tissue architecture and a fluid circula-
tion system that delivers reagents from one tissue to the other in a controlled manner 
(reviewed in Esch, King, and Shuler 2011; Huh, Hamilton, and Ingber 2011; Bhatia 
and Ingber 2014). These systems have the potential to recapitulate both normal and 
disease tissue states and response to drugs and toxicants at the organ level. Combined 
with sophisticated microfluidic and monitoring systems it could become a standard 
for drug toxicity screening, validation, and prioritization of newly developed drugs. 
Furthermore, the body-on-a-chip system may identify new physiologically relevant 
biomarkers for drug efficacy and/or toxicity and serve for PK/PD modeling of drug 
dosing studies. The use of patient-specific cells, tissues, and organoids will support 
recent efforts toward establishment of personalized medicine guidelines. The exist-
ing body-on-a–chip systems are still in their infancy, and many more technical and 
biological improvements are needed in order to create a true comprehensive human 
physiological system that will completely replace in vivo experimentation in animals 
and humans.
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13 Integrated Multi-
Organoid Dynamics

Aleksander Skardal, Mahesh Devarasetty, 
Sean Murphy and Anthony Atala

13.1 INTRODUCTION

There is a critical need for improved systems to model the effects of chemical 
and  biological agents on the body.1,2 Currently, animal models serve as gold stan-
dards for testing, but the drawbacks associated with such models are high costs and 
 uncertainties in interpretation of the results. Interspecies differences and variability 
means that animal models are often poor predictors of human efficacy and toxicol-
ogy. In vitro systems that use human tissues would be preferable; however, for these 
systems to serve as tools that reflect human biology, key physiological features and 
toxicology endpoints need to be included in their design for informative and  reliable 
efficacy, pharmocokinetic, and toxicity testing. Traditional in vitro 2D cultures, cur-
rently the norm for early drug compound screening, fail to recapitulate the 3D micro-
environment of in vivo tissues.3,4 Tissue culture dishes have three major differences 
from native tissue microenvironments: surface topography, surface stiffness, and 
most importantly, a 2D rather than 3D architecture. As a consequence, 2D culture 
places a selective pressure on cells, substantially altering their original phenotypic 
properties. Drug diffusion kinetics are not accurately modeled in 2D tissue culture, 
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drug doses effective in 2D are often ineffective when scaled to patients, and the lack of 
cell-cell/cell-matrix interactions in 2D often lead to loss of cell function.3,5,6 Instead, 
“organ-on-a-chip” devices that can simulate 3D tissue architectures and physiological 
fluid flow conditions are better options. Such devices are capable of producing rapid, 
reliable predictions of biological processes, disease states, and drug and toxicology 
responses. Additionally, these engineering platforms benefit by having reproducible 
hardware, a simple scale up transition, high throughput assay capability, automation 
potential, and control over physical environmental conditions such as fluid flow and 
shear stress. These microengineering and microfluidics technologies have resulted 
in advanced studies in creating and culturing 3D human tissue on a chip.7 Currently, 
many organ-on-chip systems exist,8,9 as well as several on-chip disease models.8 
By biofabricating the respective cell type or combining several cell types into 3D 
tissue constructs, these model organs can be viable for longer periods of time and are 
cultured to develop functional properties similar to the native tissues. The next chal-
lenge is to combine several organs on the same microfluidic device to model a simple 
organism-on-a-chip for drug and therapeutic studies. Ultimately, in the human body, 
tissues and organs are interconnected and interdependent on one another.

13.2 SINGLE VERSUS MULTIPLE ORGANOID FUNCTION

In vitro models that accurately recapitulate human tissues and model disease are 
limited, and fewer still exist in which multiple tissues are represented in an inte-
grated fashion. This is an important technological limitation as tissue and organ 
development and function within the body does not occur in isolation, and it is 
essential that organs receive vascular, neural, metabolic, and hormonal signals and 
support for normal tissue function. In drug screening, for instance, toxic effects in 
secondary tissues can be as important as effects at the target site. If undetected, 
these effects can lead to an unnecessarily high rate of failure or withdrawal due to 
side effects. Likewise, in cancer metastasis, in which malignant tumor cells migrate 
from one location to another, multiple tissue or organ sites and a circulatory system 
(vascular or lymphatic) are involved. As such, while useful for many applications, 
single organoid models have limited efficacy for recapitulating the complex physi-
ological interactions between multiple tissues that occur often in the human body. 
Instead multi-organoid platforms are necessary. Here, we describe several examples 
of multi-organ interactions that demonstrate the importance of considering deploy-
ment of multi-organoid platforms over single organoid systems. 

13.2.1 cancEr

As described earlier, one important phenomenon that requires a multi-organoid 
approach for recapitulating it in vitro is modeling of cancer metastasis. In metastasis, 
cells in a tumor typically under go epithelial-to-mesenchymal (EMT) transition, pro-
liferate rapidly in the primary tumor site, intravasate through endothelial cells into 
the blood stream or lymphatic system, after which they extravasate and colonize a 
downstream tissue. Currently, few in vitro systems exist that employ a multi- organoid 
approach. However, they are in development, and our laboratory has demonstrated 
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that it is possible to recapitulate metastasis in vitro, albeit in a reductionist manner. 
Our metastasis-on-a-chip platform was devised to allow tracking of tumor cell metas-
tasis from a colon organoid to a liver organoid within a simple microfluidic device 
(Figure 13.1a). We demonstrated that metastatic HCT116 cells were able to migrate 
and disseminate out of the colon organoid into the circulating media system and 
engraft in the downstream liver organoid. Conversely, nonmetastatic cell type SW480 
proliferated at the primary site but never migrated to the liver. Using this platform we 
performed drug screens with common chemotherapy agents and also showed that we 
could manipulate the physical tumor microenvironment through hydrogel chemistry, 
altering environmental elastic modulus, which could stunt or accelerate tumor cell 
migration from tumor foci into the surrounding organoid space. We are currently 
advancing this system in several ways. We have recently integrated endothelial bar-
riers in order to support intravasation and extravasation. We have also begun adding 
additional downstream organoids, with a goal being to explore what is more impor-
tant in metastasis—proximity and location of the downstream site, or the cellular and 
extracellular matrix composition of the downstream site.

(a) (b)

(c) (d)
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FIGURE 13.1 Multi-organ interactions. (a) Metastasis of tumor cells from one organ/organ-
oid site to another, demonstrated in vitro in a metastasis-on-a-chip device in which colorec-
tal carcinoma metastasizes from the colon to the liver. (b) Reliance of a prodrug (e.g., an 
 anticancer 5-fluorouracil prodrug) on liver metabolism to activate the drug to generate a 
positive effect. (c) Inflammatory molecules secreted from organs such as the liver and lung 
can affect downstream integrity of vascular endothelium by disrupting the barrier function 
of endothelial cells. (d) Nitric oxide release from the vasculature in high levels can result in 
relaxation of cardiac beating rates.
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13.2.2 DrUg tESting/toxicology

A broad area of importance is how multiple organs and tissues respond to adminis-
tration of particular drugs. A variety of examples exist that demonstrate this concept. 
For example, 5-fluorouracil (5-FU) is one of the many common chemotherapy agents 
employed in treating colorectal cancer. Unfortunately, 5-FU can induce a variety of 
detrimental side effects in patients. In an attempt to reduce toxicity, several 5-FU 
prodrugs have been developed. These prodrugs are inactive in the native form, only 
becoming active after metabolism, generally in the liver. Consequently, without 
including a metabolically active liver organoid in in vitro 5-FU prodrug drug stud-
ies, results would be essentially meaningless. Building a platform with a liver and a 
tumor would allow metabolism of the prodrug followed by assessment of the acti-
vated drug on the tumor (Figure 13.1b).

13.2.3 DiSEaSE moDEling

An additional example incorporates a variety of organs and the vasculature. There 
are many drugs that are known to cause inflammatory responses in different tissues. 
For example, large doses of the analgesic acetaminophen (i.e., Panadol, Tylenol) 
cause inflammation and toxicity in the liver. Similarly, chemotherapeutics such as 
bleomycin cause inflammation, toxicity, and irreversible fibrosis in the lungs. In both 
cases, toxicity and cell death results in release of inflammatory molecules such as 
TNF-α and interleukin-1 into the circulation—both of which, in turn, can cause 
disruption and loss of integrity in the vascular endothelium (Figure 13.1c), similar 
to a response to histamine. Likewise, insult to the vasculature can lead to release of 
nitric oxide, which at high enough levels can change the beating profile of the heart 
(Figure 13.1d). These are just a few examples of significant downstream impacts of 
upstream drug treatments. Integrated multi-organoid model systems are required to 
detect these complex and multi-organ drug effects in a predictive and physiologically 
relevant manner.

13.3  BIOFABRICATING A HIGHLY PHYSIOLOGICALLY 
ACCURATE MULTI-ORGANOID PLATFORM

Our team’s advancement of biofabrication and tissue engineering techniques has 
enabled formation of artificial constructs that model the organization of diverse tis-
sues and tumors and can be serialized and addressed with fluidic technologies. One 
of the main problems in the implementation of tissue-engineered 3D model systems, 
whether for cancer applications, drug development, or toxicology, is that they sim-
ply do not sufficiently mimic their in vivo human counterparts. To provide a model 
system that can be employed to predict how a drug will affect a patient, or how 
malignant a tumor will be, model tissue constructs necessitate a baseline level of 
physiological accuracy. This includes morphology and multicellular organizations, 
functionalities such as protein synthesis and secretion, metabolic rates, drug metabo-
lism, response to drugs and their metabolites, and long-term stability and viability. 
Our team is at the forefront of in vitro model development and implementation and 
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has developed a portfolio of 3D tissue models. Crucially, these discrete “organoids” 
reproduce functionality of in vivo systems; for example, they synthesize and secrete 
typical biomarkers, respond to toxins, and metabolize drugs. Snapshots of these 
advanced systems are given below.

Our team was fortunate to secure a competitive Department of Defense contract 
through the Defense Threat Reduction Agency in 2013 to develop an integrated 
body-on-a-chip system for use in bioweapon and chemical weapon assessment and 
countermeasure development. Our team, lead by Dr. Anthony Atala at the Wake 
Forest Institute for Regenerative Medicine, led a multi-institutional collaboration 
between investigators at Brigham & Women’s Hospital, Harvard Medical School, 
Johns Hopkins University, the University of Michigan, and the Edgewood Chemical 
and Biological Center in this program, termed the X vivo Capability for Evaluation 
and Licensure (X.C.E.L) Program. During the 3 years of this program, our team 
developed and tested a multi-organoid body-on-a-chip platform, ECHO (ex vivo con-
sole of human organoids). This platform would be comprised of four engineered tis-
sue organoid types—liver, cardiac, vascular, and lung—which would be developed 
independently and integrated into a single system that could provide more complex 
physiological responses to toxic agents and pharmaceuticals than more simple 2D 
cell cultures and single organoid platforms. The purpose of this program was also 
to supplement and in some cases replace some animal testing methods. To date, our 
team has a robust four-organoid system incorporating online, real-time biosensors 
for accelerated assessment of tissue function and toxic responses during toxic agent 
and pharmaceutical compound screening studies.

13.3.1 ovErviEW of Echo Platform organoiDS

With our multi-organ body-on-a-chip system, we have compiled a comprehensive 
set of data demonstrating the high functioning characteristics of a variety of tissue 
types. For both our liver and cardiac organoids, we began by employing the hang-
ing drop method to form spherical tissue organoids. For liver, the organoids were 
comprised of primary human hepatocytes, stellate cells, and Kupffer cells. For 
cardiac, human iPS cell-derived cardiomyocytes were utilized. Following spheri-
cal organoid formation and individual characterization studies, the organoids were 
integrated into microfluidic hardware—described in more detail below—for on-a-
chip studies. This was performed by using bioprinting to deposit the organoids into 
tissue- supportive hydrogels to create a 3D extracellular matrix–derived environ-
ment for organoid maintenance.10,11 Liver organoids fabricated using liver ECM-
derived hydrogels maintain viability and function in vitro for 4 weeks.11 We have 
demonstrated the presence of key liver markers (albumin, multiple CYPs, epithelial 
cell-cell adhesion markers, dipeptidyl peptidase IV, and OST-α). These organoids 
produce albumin, urea, respond to toxins such as acetaminophen in a dose-depen-
dent manner, and can be rescued from such insults with clinically relevant mol-
ecules such as N-acetyl-L-cysteine (Figure 13.2a). Cardiac organoids also remain 
viable beyond 4 weeks, support transport of fluorescent dye molecules throughout 
the organoids (suggesting high levels of cell-cell communication), beat spontane-
ously (Figure 13.2b), and respond to a variety of drugs by changing beating rates, 
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which we capture using an onboard camera system12,13 and custom software for 
analysis (Figure 13.2c). Additionally, we have incorporated a vascular endothe-
lium module that responds to agents such as histamine by losing membrane integ-
rity (Figure 13.2d), which can allow increased transfer of larger MW molecules. 
This module was comprised of a membrane-based fluid module in which human 
vascular endothelial cells resided as a confluent monolayer on a semipermeable 
membrane while the ECHO platform fluid flow passed over the monolayer. This 
endothelium organization allowed integration of a trans- endothelium electrical 
resistance (TEER) sensor, which afforded us the capability to measure membrane 
integrity in real time.

While still under development, a significant progress has also been made toward 
incorporation of a lung organoid module. This lung organoid comprises primary 
lung epithelium and supporting cells layered on an ECM-coated transwell membrane 
module. Proper differentiation of the airway cells was induced by air-liquid interface 
culture, as measured by TEER, formation of ciliated epithelial cells, and production 
of physiologically relevant levels of mucus.

Few research endeavors in the in vitro model space employ multiple organ 
 models within one platform—most focus on a single tissue of interest. This can 
be shortsighted as inter-organ interactions occur in the body constantly and there-
fore should be recapitulated in these systems. We have integrated liver organoids, 

Control APAP APAP-NAC

(a)

(b)

FIGURE 13.2 Highly functional organoids for a multi-organoid body-on-a-chip platform. 
(a) Acetaminophen (APAP) toxicity in liver organoids and reduction in toxicity by N-acetyl-L- 
cysteine (NAC). (b) Cardiac organoids remain viable long-term and support transport of 
fluorescent dyes (lucifer yellow [yellow stain] and fluorescein [green stain]) through inter-
connected ion channels suggesting high levels of cell-cell communication.  (Continued)
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cardiac organoids, and endothelial modules in microfluidic devices (Figure 13.3a) 
under common media and have shown integrated multi-organoid responses to drugs 
very similar to those encountered in humans. For example, Figure 13.3b describes 
the effects of propranolol and epinephrine on these cardiac organoids, with or with-
out liver organoids. Without liver, propranolol, a beta-blocker, blocks cardiac beat-
ing increases by epinephrine. However, with both organoids present, propranolol is 
metabolized by the liver organoid, resulting in a measurable epinephrine-induced 
increase in beating rates. To our knowledge, these experiments are some of the first 
truly interactive multi-organoid systems to be tested successfully. 

Finally, we have explored the use of our system in drug screening. Unfortunately, 
many drugs have made it through preclinical studies and clinical trials, after 
which they existed on the market for years in some cases, before being recalled 
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FIGURE 13.2 (Continued) Highly functional organoids for a multi-organoid body-on-a-
chip platform. (c) Beating analysis of cardiac organoids: an onboard camera captures video of 
beating organoids, after which beating rates are calculated by quantifying pixel movement, 
generating beat plots. (d) Vascular endothelium devices respond to changes in endothelium 
integrity as measured by a trans-endothelium electrical resistance sensor.
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by the Food and Drug Administration (FDA) for having toxic effects in humans. 
Notably, 90% of drugs that are pulled from the market are pulled due to effects on 
the liver and the heart. To demonstrate the utility of our platform, we screened sev-
eral of these drugs (Figure 13.4). They include liver toxins troglitazone (Rezulin), an 
antidiabetic and anti-inflammatory that was recalled for causing liver failure, and 
Mibefradil, an ion channel blocker that was recalled for having fatal interactions 
with other drugs, including antibiotics. In our platform, troglitazone and mibefradil 
both result in liver toxicity. We also screened the cardiac toxin rofecoxib (Vioxx), 
an NSAID that was recalled due to serious cardiovascular side effects such as heart 
attack and stroke, as well as skin reactions and gastrointestinal bleeding. In addition, 
we screened the  anticancer drugs 5-FU and isoproterenol, a beta-adrenergic agonist, 
both of which are known to induce cardiac toxicity. In the cardiac organoids, rofe-
coxib, 5-FU, and isoproterenol each result in increased levels of dead cells as doses 
increase (Figure 13.4). More importantly, however, using the onboard camera, beat-
ing effects were observed to decrease with dose increases as well. This is notable, as 
drugs recalled for cardiac toxicity are typically not recalled for inducing cell death, 
but rather are recalled for causing changes in heartbeat kinetics. 

13.3.2 microflUiDic harDWarE intEgration

The ECHO platform organoids described earlier are integrated into a single sys-
tem using a collection of modular microfluidic devices. As depicted in Figure 13.3a, 
this system has several components. First, the organoids themselves reside within 
polydimethylsiloxane (PDMS) modules formed using conventional soft  lithography 
and replica molding to form chambers and fluid channels in pieces of PDMS.9,14,15 
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FIGURE 13.3 A multi-organoid body-on-a-chip. (a) Depiction of a liver, cardiac, and vas-
cular organoid-containing body-on-a-chip platform. (b) The effects of propranolol and epi-
nephrine on cardiac organoids, with or without liver organoids. Without liver, propranolol, 
a beta-blocker, blocks cardiac beating increases by epinephrine. However, with both organ-
oids present, propranolol is metabolized by the liver organoid resulting in a measurable epi-
nephrine-induced increase in beating rates. 
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These  pieces are bonded to glass slides or coverslips through plasma treatment, 
 leaving the glass surface as the substrate of the channels and chambers. For organ-
oid integration, at the beginning of experiments, organoids would be bioprinted 
into the chambers using tissue-specific hydrogel bio-inks,10,16 after which cham-
bers were closed with another PDMS piece containing inlet and outlet ports, and 
clamped. A central fluid routing unit (octagon-shaped component in Figure 13.3a) 
was also formed using soft lithography and replicate molding. This unit allows 
modular “plug-and-play” addition of each organoid module to the overall plat-
form. Additionally, our platform included a microperistaltic pump, media reservoir, 
and onboard camera for organoid monitoring.12,13 In general, all the components 
described were linked together in series using microfluidic tubing. During most 
experiments, flow was perfused through the system by the microperistaltic pump at 
a rate of 10 uL/min.

13.3.3 common mEDia DEvEloPmEnt

One concern for multi-organoid systems is the need for a medium that will support 
all cell types in the platform. In previous work, we have quite easily maintained 
intestinal epithelial cells, liver-derived HEPG2 cells, and HCT116 colon carcinoma 
cells within a common medium. In our body-on-a-chip work, we have maintained up 
to four organoid types in culture simultaneously, most of which were biofabricated 
from primary cells or iPS cells. This common media contains factors important 
to the different cell types in the system. Development of versatile media formula-
tions has the potential to commercially impact the catalog of cell culture media and 
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FIGURE 13.4 Screening of FDA-recalled drugs using multi-organoid systems. Liver  toxins, 
troglitazone and mibefradil, and cardiac toxins rofecoxib, 5-fluorouracil, and isoproterenol 
are shown (green, viable cells; red, dead cells).
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supplement products. Reducing the wide variety of cell culture media formulations 
would help to standardize experimental conditions and reduce overall costs of many 
laboratories.

13.3.4 miniatUrization anD high-throUghPUt

Currently, the majority of multi-organoid systems, as well as single organoid sys-
tems, that do a sufficient job at mimicking in vivo physiology, are created and main-
tained in low-throughput systems. This currently places a significant limit on the 
number of drug compounds that can be screened with these systems. Fortunately, 
many laboratories are working on miniaturization of organ-on-a-chip systems in 
order to place multiple 3D organoids and multiple multi-organoid systems within 
single devices.9 This reduction of size, together with improvements in sensing and 
biomarker monitoring technology,12,13,17,18 has the potential to dramatically increase 
the number of replicants and experimental conditions that can be screened at once, 
eventually realizing the full potential that multi-organoid screening platforms will 
have in biomedical research and clinical and commercial deployment.

13.4 CURRENT AND FUTURE APPLICATIONS

Multi-organoid body-on-a-chip systems are rapidly advancing and are positioned to be 
deployed into drug screening in the very near future. These platforms have significant 
utility in other areas, which have been alluded to above. These include precision medi-
cine, cancer models, common cell culture media development, and improvements in 
miniaturization and high-throughput implementation of these organoid systems.

13.4.1 DrUg tESting

Billions of dollars and years of scientific expertise are spent on drug candidates 
that eventually turn out to be toxic to humans or ineffective in curing disease.19 
Even approved and marketed drugs must sometimes be withdrawn from the market 
because subsequent experience shows them to be harmful or ineffective. The massive 
investments made in these drugs are lost. Because of the billions of dollars invested 
in failed drugs, capital that could have been directed to drugs that could control or 
cure a wide range of diseases is never invested. Millions of patients throughout the 
world are denied cures that might otherwise be available.

The current drug development process is flawed in several ways. First, the use 
of cell culture systems that do not represent tissue complexity. The process fails to 
reproduce several important aspects of native human tissue including the 2D nature 
of a tissue culture dish versus 3D structure of normal tissues, the use of cell lines and 
not primary cells, and the lack of extracellular matrix—all of which play important 
roles in tissue function. As a result, drugs selected based on tissue culture assays 
exhibit very different activity when tested in whole tissue. Second, drugs that have 
succeeded in animal testing often fail in humans. Animal testing suffers from the 
most fundamental flaw—metabolism in mice, rats, and other test animals is dif-
ferent than in humans. What is safe for those animals is often toxic to humans; 
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what cures disease in animals regularly fails to do so in people. On the other hand, 
some drugs that have failed in animal tests might possibly work in humans. Libraries 
of these failed drugs sit on pharmaceutical company shelves. But using current tech-
nology, we will never know whether the differences in human and animal physiology 
may have contributed to the failure in animal testing. Drugs that fail in the animal 
model will never be approved and therefore never be tested in people. Finally, human 
patients have a large genetic variability compared with inbred lines of mice and rats 
used for toxicology studies. Clinical data clearly show that some drugs may be toxic 
for some patients but safe in others, efficacious in some patients but not others. Many 
drugs approved for testing in humans fail in Phase 1 trials. Others pass Phase 1 but 
fail in later development. Some drugs fail even after they reach the market for rea-
sons that were not apparent in trials. Because we cannot readily distinguish between 
those patients whom the drug will help and whom it will hurt, many drugs with great 
potential have been discarded. Targeting treatments to only those that will benefit 
is one of the greatest challenges in medicine. It is clear now that the ideal approach 
is “personalized medicine” rather than “generic medicine.” Yet our tools to achieve 
personalized medicine are very limited. Needless to say, animal models are of little 
or no use in this process. But testing in humans exacts a high cost in the suffering of 
those who are harmed or fail to respond and still may not answer critical questions.

The search for a better pharmaceutical testing model is at the forefront of bio-
medical research. The enormous potential of the body-on-a-chip platform in terms 
of recapitulating the physiology of human organs is a strong argument for imple-
mentation of this platform for drug screening and toxicology evaluation.20 Below we 
describe several examples for the use of a body-on-a-chip platform for drug screen-
ing of specific interests. 

Since the liver is the main target for most drug toxicity testing the first body-on-a 
chip systems, and most contemporary systems, employed liver organoids inside a 
microfluidic system, alone or together with other tissues. A microfluidic system with 
two separate chambers, one with encapsulated human liver microsomes and the sec-
ond with a hepatic liver cell line HepG2, was used to test the effect of acetaminophen 
of liver cell viability. The drug that was applied to the liver microsomes showed a 
significant effect on HepG2 viability in the second chamber.21

Platforms to test the toxicity of chemotherapeutic drugs used liver organoids in 
combination with tumor cells. A microfluidic system containing the hepatic cell line 
HepG2, colon carcinoma cells (HCT116), and myeloblasts (Kasumi-1) was used to 
test whether Tegafur, an oral prodrug of the chemotherapeutic drug 5-FU, can be 
metabolized by the liver organoids.22 Tegafur has a better bioavailability than 5-FU 
due to rapid enzymatic degradation of 5-FU.23 The body-on-a chip system was able 
to reproduce the metabolism of Tegafur to 5-FU in the liver organoids and it was 
carried by the microfluidic system to the cancer cells where it induced cytotoxicity. 
In contrast, when Tegafur was added directly to the cancer cells it didn’t have the 
same effect because it was not converted to 5-FU.

Another example is a study testing the effects of doxorubicin alone or in com-
bination with cyclosporine and nicardipine (chemosensitizers). A body-on-a chip 
system containing liver HepG2 cells, uterine cancer cells, and bone marrow cells in 
separate chambers was used to test the effect of these drugs and their combination.24 
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Drug  combinations significantly inhibited cancer cell proliferation better than 
 doxorubicin alone. The liver and bone marrow cells were not affected by the drug 
combinations compared with treatments with a chemosensitizing drug alone. Results 
from standard cell culture experiments showed an additive rather than synergistic 
effect of the drug combinations. 

Body-on-a chip systems containing cells representing different organs, each in a 
different microfluidic chamber that are connected by channel, were used to assess 
the physiological response to drugs.22,24–27 The toxicant naphthalene added to the 
liver chamber was metabolically processed and the converted metabolites were cir-
culated through the chambers containing the other cell types. In the lung chamber 
these metabolites depleted the cellular glutathione levels.25,26 The adipocyte in the fat 
chamber attenuated the glutathione depletion by naphthalene and instead accumu-
lated hydrophobic compounds.25,26

Altogether, these body-on-a chip systems demonstrated that the organoids inside 
them are metabolically active and they can, to a certain degree, replicate the physio-
logical inter-organ metabolic relationships of the human body. An additional compo-
nent of the body-on-a chip system is a measuring/sensing capability. It is important 
to be able to measure the cell/organoid response in the most direct and real-time 
manner in order to reliably determine the effect of the tested drugs. Among the com-
mon parameters measured are cell viability/death, outcomes of applying mechanical 
forces on the cells/organoids, electrophysiological measures such as electrical resis-
tance, and a detection element to analyze various chemical metabolites.2

13.4.2 PrEciSion mEDicinE

While numerous in vitro organoid systems are being explored for general drug devel-
opment screening, few exist for deployment in the clinic for optimizing therapies for 
specific patients. This is a clinical need, since in many cases, prescribing therapies 
to some cancer patients is almost a trial-and-error process. With personalized cancer 
models, therapies can be screened using patients’ own tumor cells in a physiologi-
cally accurate 3D model system. Accurate prediction of a patient’s tumor progression 
and response to therapy is one of the most challenging areas in oncology. Treatment 
decisions are usually made based on the general success rate of a drug, not on how 
a drug might affect the specific individual. Recently, the concept of precision, or 
personalized, medicine (PM) has been employed to address these problems by using 
the patient’s genetic profile to identify “drugable” targets for treatment.28–30 However, 
in practice, the utility of PM is less clear;31 even after identification of key mutations, 
oncologists are often left with several drug options with little information about 
potential side effects, thus creating a need to further develop tools to help predict 
the personalized response to cancer drugs.32,33 We are currently working to develop 
a platform consisting of patient-specific tumor organoids in which anticancer drugs 
will be tested for efficacy. By implementing the 3D tumor-on-a-chip microfluidic 
platform with a circulatory system and multiple tissue organoid sites as described 
earlier, we can visualize and track the kinetics of tumor progression and metastasis 
to a distant site in vitro. Realization of this kind of technology will allow  screening 
of these drugs prior to treatment while monitoring all organ systems for side effects, 
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dramatically transforming patient care and improving treatment outcomes. Such 
powerful and comprehensive technology does not currently exist and would repre-
sent a quantum leap in oncology.

13.4.3 mUlti-organoiD cancEr SyStEmS

Multi-site metastasis-on-a-chip platforms as described earlier, comprised of tumor 
foci  within multiple host tissue constructs, really have not been explored widely. 
There has been a recent surge in on-a-chip devices that assess certain aspects of 
metastasis. For example, the Kamm group has developed a device that includes an 
endothelium and a bone mimic chamber, allowing modeling of extravasation of cir-
culating breast cancer cells into bone.34,35 Other recent systems include multichannel 
devices to analyze the process by which tumor aggregates migrate through a collagen 
gel and an endothelial layer,36 devices for assessing the effects of interstitial pressure 
on cell migration,37 and a system for screening anti-angiogenic drugs.38 These systems 
illustrate the potential of these technologies. However, there is still a lack of platforms 
integrating both primary and metastatic sites and the zones in between (i.e., circu-
lation and endothelium) onboard one device. The nexus of tissue engineering with 
microscale devices, paired with real-time imaging and sensing, results in a powerful 
investigative tool. By providing circulating flow through the system, we can recapitu-
late the dissemination of tumor cells from primary site organoids into circulation, 
after which metastatic cells can colonize one or more organoids downstream. This 
is notable and novel because phenotypes of cells in the originating malignant tumors 
and metastases can vary significantly—for example, resulting in varying levels of 
invasiveness due to matrix metalloproteinase secretion and stem cell-like genes39,40—
making the ability to study both sites and microenvironments extremely important. 
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14 Cancer Metastasis-
on-a-Chip

Ran Li,* Michelle B. Chen,* and Roger D. Kamm

14.1 CANCER METASTATIC CASCADE

Cancer metastasis, the spread of cancer cells from a primary tumor site to a secondary 
organ, accounts for 90% of deaths among cancer patients [1]. In order for cancer cells 
to transmigrate and colonize a distal organ, however, they must overcome several 
barriers in a series of steps termed the “metastatic cascade.” In the first step, tumor 
cells of epithelial origin at the primary site undergo an epithelial-to-mesenchymal 
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transition [2], and acquire the capability to invade and migrate through the base-
ment membrane as well as the stromal matrix surrounding the epithelial tissues. This 
enhanced migratory ability allows cancer cells to spread throughout the primary 
tumor site, and cancer cell migration can be further promoted by chemical (growth 
factors), cellular (tumor-associated stromal cells), and mechanical (interstitial flow) 
cues within the tumor microenvironment [3]. The growth of the tumor also initi-
ates tumor angiogenesis, allowing blood vessels to extend into the tumor tissues [4]. 
Besides supplying cancer cells with nutrients, these tumor-associated blood vessels 
also provide cancer cells with a route of escape from the primary tumor. Once a 
migrating cancer cell comes into contact with a blood or lymphatic vessel, it can 
transmigrate through the endothelial wall and enter the circulation in a process 
called intravasation. In the blood stream, these circulating tumor cells can travel 
to the secondary site and exit the blood vessel by extravasation. These extravasated 
cancer cells can recolonize the secondary site [1]. Because of this, cancer metastasis 
is a complex process that involves a series of distinct steps (Figure 14.1) [94].

Recognizing the complexity of this process and the corresponding challenges 
associated with studying them in vivo, it is perhaps not surprising that a full under-
standing of the critical mechanistic details of metastatic disease is lacking. For simi-
lar reasons, there is a marked absence of drugs available to treat metastatic cancer 
by inhibiting one or more of the steps of the metastatic cascade. These key short-
comings have led in recent years to a rapid expansion of new in vitro technologies, 
especially in the field of microfluidics, to study metastasis and to create assays with 
the potential to screen for drugs with therapeutic value.

14.2  MICROFLUIDIC TECHNOLOGIES TO STUDY  
THE METASTATIC CASCADE

Although no in vitro model can fully replicate the complexity of the in vivo metastatic 
milieu, a considerable effort has been devoted to the development of more sophis-
ticated in vitro technologies to facilitate our understanding of tumor cell invasion, 
migration, and interactions with the vasculature. Conventional cell culture assays 
including petri dishes and Transwell/Boyden chambers have proven to be pivotal in 
enhancing our understanding of cellular interactions in metastasis by recreating dis-
crete events in a complex cascade and offering tight control of certain critical experi-
mental parameters. However, there remain several needs that most traditional in vitro 
assays cannot yet satisfy. These include the recapitulation of spatial and temporal 
chemokine gradients, mechanical stresses, and relevant spatial organization of mul-
tiple cell types. Microfluidics has revolutionized the field of cell biology, allowing 
scientists to fabricate sophisticated 3D models in highly controlled microenviron-
ments. Devices can easily accommodate different cell types which can be arranged 
in physiologically relevant configurations to mimic the in vivo tumor microenvi-
ronment  [5]. Chemokine gradients and mechanical forces such as interstitial fluid 
pressure on tumor cells or shear stresses on endothelial cells can be readily applied, 
controlled, and  quantified [6]. Cells can be embedded and cultured in 3D extracellular 
matrix (ECM) hydrogels that mimic the in vivo cell migration scenario, but can still 
be amenable to high-resolution imaging, as the small volume and/or thickness of cell 
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culture chambers generally provide excellent optical clarity [5]. High spatiotemporal 
resolution imaging in experimental metastasis assays is important as it enables char-
acterization of the morphological details during tumor cell invasion and migration, 
and endothelial cells during transendothelial migration. As such, microfluidic tech-
nologies have emerged as a promising approach to develop intricate in vitro cancer 
models and recapitulate the different steps in the metastatic cascade.
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FIGURE 14.1 The metastatic cascade is a complex sequence of events beginning with the 
vascularization of the primary tumor mass, escape of tumor cells from the primary tumor, 
and migration toward the vasculature or lymphatic circulation. Cells interact with the endo-
thelium and host stromal cells to enter the bloodstream and circulate throughout the body, a 
step termed early metastatic seeding. Circulating tumor cells that survive the transport pro-
cess may arrest at a distant organ and extravasate. These cells have the potential to migrate 
into the surrounding stroma, proliferate, and recolonize, eventually forming a secondary 
metastasis. (Reproduced from Reymond, N., et al., Nat. Rev. Cancer, 13, 858–870, 2013. 
With permission.)
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14.3  MICROFLUIDIC TECHNOLOGIES TO 
STUDY CANCER CELL MIGRATION

A myriad of chemical, cellular, and biophysical cues in the tumor microenvironment 
can promote and direct cancer cell migration from the primary tumor tissue to the 
surrounding stroma [3]. Studying the effects of these microenvironmental cues on 
cancer cell migration using traditional cell-culture platforms is challenging, how-
ever. In the past few years, a variety of microfluidic devices have been reported to 
study the effects of these cues on cancer cell migration, providing important mecha-
nistic insights into cancer cell metastasis.

14.3.1 microflUiDic PlatformS to aPPly chEmical cUES

Growth factors and cytokines within the tumor microenvironment form the chemical 
cues for cancer cell migration. These chemical cues are produced by cancer cells them-
selves as well as tumor-associated stromal cells within the tumor tissues. Diffusion of 
these soluble cues inside and around the tumor tissue creates concentration gradients, 
inducing cancer cells to migrate in the direction of increasing concentration, a process 
termed chemotaxis. These chemical stimuli attract cancer cells by promoting cellular 
polarization, protrusion formation, cellular contraction, and matrix metalloproteinase 
(MMP) production. Cancer cells use MMPs to break down ECM, which acts to impede 
cell migration. In addition to soluble chemical cues discussed earlier, oxygen is another 
important chemical stimulus for cancer cell migration. Within tumor tissues, an oxygen 
concentration gradient often forms due to the depletion of oxygen at the core of the 
tumor. This oxygen gradient could also guide the movement of cancer cells [7]. 

14.3.1.1 Growth Factors and Cytokines
Traditional chemotactic assays, such as the Boyden and Dunn chambers, are limited 
in their ability to generate steady, controlled, and quantifiable chemical gradients. 
Various microfluidic devices have recently been designed to address these short-
comings [8]. This new generation of chemotactic assays allows the establishment of 
user-defined, spatially controlled, complex gradients to study cancer cell chemotaxis 
in a quantitative and reproducible fashion [9]. To date, three classes of microflu-
idic  chemotactic devices have been introduced: (1) laminar flow-based chemotac-
tic devices, (2) diffusion-based 3D chemotactic devices with static reservoirs, and 
(3) diffusion-based 3D chemotactic devices with flow-based reservoirs [8,10].

The first class of microfluidic chemotactic devices is based on the absence of convec-
tive mixing in slow, laminar flow [11–14]. In this design, two or more streams of fluid 
having different concentrations of the same solute merge in a single, common chan-
nel. As they flow together, the solute diffuses between streams producing a continuous, 
relatively stable gradient in concentration across the channel. The laminar flow-based 
devices are usually composed of two regions. The first region is the gradient generating 
region where a network of microchannels serves to generate fluid streams of chemoat-
tractants with different concentrations. The microchannels from the gradient generating 
region merge into a single large microchannel that serves as the gradient applica-
tion region. Cancer cells can be seeded into the gradient application region, and their 
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migration can be tracked using time-lapse microscopy (Figure 14.2a) [95]. User-defined 
gradient profiles, such as linear, parabolic, and polynomial profiles, can be established 
by changing the concentrations of the inlet stream to the gradient generating region. 
Using these versatile tools, Wang et al. showed that a nonlinear Epidermal growth fac-
tor (EGF) gradient was more likely to induce a chemotactic response from cancer cells 
than a linear EGF gradient [15]. Moreover, a detailed analysis showed that a steep EGF 
concentration profile induced faster migration, greater directional persistence, and a 
higher chemotactic index than a shallow one [15,16]. In a related study, Mosadegh et al. 
showed that a CXCL12 gradient alone could not induce chemotaxis of breast cancer 
cells. However, when a uniform concentration of EGF was superimposed on the gradi-
ent of CXCL12, a strong chemotactic response was observed [17]. The insights gained 
from these studies could not have been possible with traditional chemotactic assays, 
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FIGURE 14.2 Microfluidic devices to study the effects of chemical cues on cancer cell 
migration. (a) Laminar flow-based chemotactic devices showing a gradient generating region 
and a gradient application region where the gradient of chemoattractants is applied to the cells 
migrating in 2D. (Reprinted with permission from Derringer, S.K.W., et al., Anal. Chem., 
73, 6, 1240–1246, 2001. Copyright [2001] American Chemical Society.) (b) Diffusion-based 
3D chemotactic devices with static reservoirs. These devices consist of source and sink reser-
voirs connected by a 3D gel matrix (top). By supplying chemoattractant to the source reservoir, 
a quasi-steady linear concentration profile can be produced (bottom). (Abhyankar, V.V., et al., 
A platform for assessing chemotactic migration within a spatiotemporally defined 3D micro-
environment, Lab Chip, 2008; 8: 1507–1515. Reproduced by permission of The Royal Society 
of Chemistry.) (c) Diffusion-based 3D chemotactic device with flow-based reservoirs. These 
devices consist of a 3D gel matrix (gradient region) flanked by source and sink channels. 
By providing continuous flow in the source and sink channels, constant boundary conditions 
can be established (right). Changing the shape of the gradient region can change the shape of 
the gradient profile established (left). (Reprinted with permission from Mosadegh, B., et al., 
Langmuir, 23, 10910–10912, 2007. Copyright [2007] American Chemical Society.)
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which do not allow the generation of user-defined gradient  profiles. The advantages of 
these laminar flow-based chemotactic devices over the traditional assays are clear: they 
allow for the generation of user-defined, long-term, stable gradients of complex shapes. 
However, these devices are not without their drawbacks. The cells in the devices are 
under the effects of continuous laminar flow, which could mechanically activate sig-
naling pathways within the cells. In addition, most of these flow-based assays are 2D 
migration assays, which do not accurately mimic the in vivo condition [8].

Since tumor cells more often migrate in a 3D microenvironment, diffusion-
based 3D migration devices have been developed and utilized for cancer research. 
These devices consist of sink and source reservoirs connected by a microfluidic 
gradient region containing a hydrogel (collagen I gel or Matrigel) (Figure 14.2b). 
Chemoattractants are introduced in the source reservoirs and allowed to passively 
diffuse through the hydrogel to establish a pseudo-steady state gradient [18–20]. Cells 
are seeded in the hydrogel, and the migration of these cells is tracked with time-lapse 
microscopy. Aside from providing a 3D environment, these devices have the advantage 
that the cells are not activated by flow. Abhyankar et al. used these diffusion-based 
devices to show that MTLn3 mouse breast carcinoma cells can  perform chemotaxis 
when supplied with a gradient of EGF in a 3D collagen I gel [20]. Although these 
diffusion-based devices have been used for various cancer cell migration studies, they 
still have several key shortcomings. Since the source and sink  reservoirs are not con-
tinuously replenished (static reservoirs), the boundary conditions for the diffusion are 
not kept constant with time. Hence, the gradients established in these devices are not 
stable with time. In addition, the lack of the control of the boundary conditions leads 
to inability to dynamically modulate the gradient [10].

To control the boundary conditions for diffusion, several novel microfluidic 
 platforms have been designed to continuously replenish the source and the sink res-
ervoirs. These devices consist of a hydrogel gradient region situated between two 
microchannels that act as source and sink reservoirs. To maintain a constant bound-
ary condition for diffusion, the microchannels are replenished through the continuous 
flow of fluid. The microchannels are in some cases connected at the outlet to ensure 
that no pressure gradient is established across the hydrogel that could give rise to 
convective transport through the gel. This is to assure that mass transport through the 
gradient generating region is purely diffusion-based [21–23]. An added benefit of this 
arrangement is that the gradient can be dynamically modulated simply by changing 
the concentration of chemoattractant in one or both of the reservoirs, although one 
needs to allow for the time required to establish a new steady-state concentration 
gradient within the gel. Moreover, the shape of gradient profile generated using this 
method can be modified by changing the geometry of the gel region [21]. Therefore, 
this method of gradient generation combines many of the advantages of both flow-
based gradient devices and diffusion-based gradient devices with static reservoirs 
(Figure 14.2c). It allows for the assessment of cancer cell migration in 3D ECM under 
the influence of dynamically controlled stable gradient of chemoattractants. Using 
this versatile tool, Kim et al. found that breast cancer cells migrate toward increasing 
concentration of CXCL12 in a 3D collagen I matrix [23]. However, this 3D chemo-
tactic behavior was abrogated when the gradient of CXCL12 was superimposed with 
a uniform concentration of EGF. These results contradicted the results obtained from 
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2D flow-based assay [17], pointing to the possibility that there is a fundamental differ-
ence in how cancer cells sense and respond to gradients in 2D and in 3D.

14.3.1.2 Oxygen Tension
To date, no traditional chemotaxis or migration assay exists that is capable of inves-
tigating the effects of oxygen or hypoxic gradient on cancer cell movement. This 
is due to the fact that precise control over microenvironment cannot be achieved 
with these traditional assays. Utilizing the advantages of microfluidics, however, a 
variety of proof-of-concept microfluidic hypoxic gradient generators have recently 
been designed. These devices fall into two categories: (1) devices that use chemical 
reaction to generate oxygen gradient and (2) devices that use gas supply channels to 
generate oxygen gradient [24].

The first class of microfluidic oxygen gradient generators utilizes oxygen- generating 
chemicals and oxygen-scavenging chemicals to generate the oxygen gradient. These 
devices typically consist of a cell chamber flanked by two microchannels (Figure 
14.3a). In one of the microchannels, oxygen generators, such as hydrogen peroxide and 
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sodium hypochlorite, are introduced. Oxygen scavengers, such as pyrogallol, sodium 
hydroxide, and sodium sulfite, are flowed into the other microchannel. By controlling 
the flow rate of the oxygen generators and scavengers, user-defined boundary condi-
tions for oxygen diffusion can be maintained, and a stable gradient of oxygen can be 
established across the cell chamber. These oxygen gradient generators have been used 
to study the efficacy of chemotherapeutic agents under hypoxic conditions [25,26].

The second class of microfluidic oxygen gradient generators utilizes gas with 
specified oxygen composition to generate oxygen gradients [27,28] (Figure 14.3b). 
Gas with high oxygen concentration flows through the source channel, while the 
gas with low oxygen concentration is introduced to the sink channel. By setting the 
boundary conditions of oxygen constant in the source and sink channels, an oxy-
gen gradient can be maintained in the cell chamber. Gas-impermeable films, made 
of PC or PMMA, are patterned on top of the cell chamber to prevent the atmo-
spheric oxygen from interfering with the gradient generation. Using these gradient 
generators, Funamoto et al. demonstrated that breast cancer cells migrate with 
greater persistence and speed when subjected to hypoxic conditions [29]. More 
recently, Mosadegh et al. introduced a micro-invasion assay that showed, for the 
first time, that cancer cells could undergo chemotaxis in an oxygen gradient [7]. 
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micro chambers. (H. Ma, et al.: Characterization of the interaction between fibroblasts 
and tumor cells on a microfluidic co-culture device, Electrophoresis. 2010. 31. 1599–605. 
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Although a variety of these proof-of-concept microfluidic gradient generators have 
been introduced in the past few years, a detailed mechanistic study of cancer cell 
chemotaxis under a hypoxic gradient has yet to be achieved, highlighting the need 
to improve usability of these gradient generators.

14.3.2 microflUiDic PlatformS to aPPly cEllUlar cUES

Tumor-associated stromal cells can promote cancer cell migration and invasion 
through the stromal tissues, and various microfluidic co-culture platforms have been 
designed to investigate this process. Rather than assessing how a single chemical factor 
affects migration, as in the microfluidic chemotaxis assays, these co-culture devices 
investigate how interactions between cancer cells and tumor-associated stromal cells 
affect cancer cell migration. These devices could also help in the discovery of impor-
tant signaling molecules that are involved in cancer cell-stromal cell interaction.

Most microfluidic co-culture platforms utilize a common design, usually  consisting 
of two hydrogel regions arranged adjacent to each other. Cancer cells are seeded inside 
one of the hydrogel regions, and tumor-associated stroma cells are seeded in the other. 
By observing the 3D migration of cancer cells and stromal cells by phase and/or fluo-
rescent microscopy, the interaction between these two cell types can be investigated 
(Figure 14.3c). Using one of these co-culture platforms, Ma  et  al. discovered that 
fibroblasts migrated toward cancer cells [30]. Moreover, Liu et al. discovered, using a 
similar platform, that cancer-associated fibroblasts (CAFs) could promote cancer cell 
migration, but normal fibroblasts lacked this ability [31]. This study further identi-
fied the role of MMPs in CAF-promoted cancer cell migration. Finally, Sung et al. 
developed a microfluidic co-culture assay to investigate the effects of fibroblasts on 
the progression of ductal carcinoma in situ to invasive ductal carcinoma [32]. This 
co-culture assay has recently been automated, highlighting a further advantage of 
microfluidics [33]. 

A different microfluidic co-culture system has been adopted by Hsu et al. to 
investigate the effects of fibroblasts and macrophages on cancer cell migration on 
a 2D substrate [34]. In this device, macrophages, fibroblasts, and cancer cells were 
each cultured in separate, interconnecting chambers. The mixing of the media in 
the chambers was controlled by pneumatic microvalves. By controlling the flow of 
media from fibroblast and/or macrophage chambers to the cancer cell chamber, the 
effects of stromal cell conditioned media on cancer cell migration were evaluated. 
Hsu et al. found that fibroblasts could enhance cancer cell migration speed. However, 
when these fibroblasts were pretreated with macrophage-conditioned media, the 
speed-enhancing effects of fibroblasts were diminished. 

14.3.3 microflUiDic PlatformS to aPPly mEchanical cUES

The biophysical microenvironment of tumor tissues is fundamentally different from 
that of normal tissues. For example, cancer-associated fibroblasts can lay down col-
lagen matrix inside the tumor, making it much denser and stiffer than normal tissues. 
In addition, fibroblasts can modify the ECM in the vicinity of the tumor by inducing 
bundling and alignment of collagen I fibers. Finally, the growth of the solid tumor 
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often results in the buildup of interstitial fluid pressure inside the tumor, which sub-
sequently drives an interstitial flow from the center of the tumor to the surrounding 
stroma. All of these mechanical cues (increased stiffness, altered ECM structure, and 
elevated interstitial flow) have recently been identified as promoting factors in tumor 
cell proliferation and migration [35]. To mimic these pathophysiological mechanical 
cues and study the effects of these cues on cell migration, researchers have designed 
a range of microfluidic systems to apply controlled mechanical stimuli to cells [10].

14.3.3.1 Stiffness
A variety of different methods have been utilized to generate a stiffness gradient in 
a microfluidic device. For instance, a microfluidic platform was developed to gener-
ate stiffness gradient along the surface of a 2D polymethylsiloxane (PDMS) mem-
brane by integrating a layer of micropatterned PDMS micropillars underneath the 
membrane. By varying the pattern of the micropillars, the gradient in stiffness of 
the membrane could be modulated. Using this device, Palamà et al. discovered that 
stiffness gradients affect the elongation of HeLa cells, as well as the activation of 
focal adhesion kinases inside these cells [36]. 

Zaari et al. used an alternative strategy for generating stiffness gradients in their 
microfluidic device. This device uses a laminar flow-based chemical gradient gen-
erator described in the previous section to generate a gradient of crosslinker for poly-
acrylamide (PAAM) gel (Figure 14.4a). By photopolymerizing the PMMA gel in the 
presence of a gradient of crosslinkers, a gradient of stiffness can be produced [37]. 
In addition, a microfluidic device to apply both chemical gradients and stiffness 
gradients has recently been described [38].

14.3.3.2 Interstitial Flow
Elevated interstitial flow inside the tumor tissue is an indicator of poor prognosis. 
Through various studies performed with transwell assays, researchers discovered 
that elevated interstitial flow promotes cancer cell invasion via autologous chemo-
taxis or glycocalyx-mediated mechanotransduction [39–41, 6]. However, since the 
transwell assay is an end-point assay, it cannot be used to understand how interstitial 
flow affects the dynamics of cancer cell migration. To address this question, research-
ers have employed microfluidic flow assays [6]. These assays have a basic design of 
a hydrogel sandwiched between two microchannels. A pressure gradient is estab-
lished across the hydrogel to impose an interstitial flow through the hydrogel seeded 
with cancer cells (Figure 14.4b). Using these devices, Polacheck et al. discovered a 
second mechanism that competes with CCR7-dependent autologous chemotaxis to 
influence cancer cell migration under interstitial flow. When cell-seeding density 
is low, cancer cells tend to migrate with the flow based on the CCR7-dependent 
mechanism. When cell-seeding density is high, cancer cells tend to migrate against 
the direction of the flow due to a CCR7-independent mechanotransduction mecha-
nism [42]. Further studies from the same group showed that this mechanotransduc-
tion mechanism depended on flow-induced activation of β1 integrin on the upstream 
side of the cell. This polarized activation led to the accumulation of vinculin, focal 
adhesion kinase, and paxillin on the upstream side of the cells, cumulating in protru-
sion formation against the direction of the flow [43]. Haessler et al., using a similar 
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flow assay, demonstrated that interstitial flow affected different subpopulations of 
cancer cells differently. Specifically, cancer cells that migrated against the direc-
tion of the flow moved with greater speed but less persistence compared to the cells 
that migrated with the flow [44]. These results highlight the fact that the effects of 
interstitial flow on cancer cell migration is complex, and more studies are needed to 
elucidate the mechanotransduction mechanisms involved in this process.

14.3.3.3 Physical Confinement
Tumor tissue consists of a complex mix of cancer cells and other cell types, along with 
the ECM, which can present a steric hindrance to migration. To migrate through the 
dense ECM surrounding the tumor tissue, cancer cells can enzymatically degrade 
the ECM by secreting MMPs. Alternatively, cancer cells can also squeeze through 
the narrow pores of the ECM through an MMP-independent process [35]. This 
MMP-independent migration has recently received much attention due to the fail-
ure of anti-MMP therapy in treating metastasis. Microfluidic devices provide useful 
experimental platforms to mimic the migration of cancer cells through the narrow 
pores of the ECM. These devices incorporate microchannels with width on the order 
of 5–10 μm to mimic the pores of the ECM (Figure 14.4c) [97]. Cancer cells are 
seeded into these channels, and the migratory behaviors (speed, persistence, and 
morphology) of these cells are analyzed. Using these physical confinement devices, 
Irimia et al. found that physical confinement promoted fast and persistent migration 
of cancer cells that was independent of extracellular chemical cues [45]. Rolli et al. 
discovered that cancer cells that were transmigrating through narrow microchannels 
(7 μm wide) migrated with a smooth sliding motion, in stark contrast to the inter-
mittent motion of cancer cells migrating in 2D [46]. More recently, devices with an 
array of physical confinement channels have also been developed to study how can-
cer cells deform and migrate through pores that are smaller than the nucleus [47–49]. 
In  addition, the interplay between matrix stiffness and physical confinement has 
been investigated using microfluidic confinement devices with varying stiffness. 
Pathak et al. demonstrated that both physical confinement and stiffness could syner-
gistically enhance cancer cell migration speed [50].

Microfluidic platforms have also been designed to investigate the migration of 
cancer cells on aligned and bundled collagen I fibers. Collagen fiber alignment has 
been found in solid tumor tissues, especially in breast tumor tissues. To study the 
effects of collagen fiber alignment on cancer cell migration, Riching et al. encapsu-
lated a collagen hydrogel in a microchamber. By stretching the microchamber, the 
collagen fibers in the hydrogel were forced to align. Studies in this system demon-
strated that collagen fiber alignment increased cancer cell migration persistence, but 
not speed [51].

14.4  MICROFLUIDIC TECHNOLOGIES TO STUDY 
TUMOR ANGIOGENESIS 

Sprouting angiogenesis is the formation of microvasculature from pre-existing 
blood vessels. The growth of the tumor cells creates a hypoxic environment, induc-
ing tumor cells to produce angiogenic growth factors that subsequently lead to 
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vascularization of the tumor [4]. Indeed, angiogenesis is an integral part of meta-
static cascade, since it provides tumor cells with not only nutrients to grow and 
migrate, but also with access to the circulation. A variety of microfluidic plat-
forms have been devised to study the effects of chemical and mechanical cues on 
angiogenesis. 

14.4.1 chEmical cUES

As mentioned earlier, the tumor microenvironment contains a wealth of growth 
factors (vascular endothelial cell growth factor [VEGF], fibroblast growth factor 
[FGF], and sphingosine-1-phosphate [S1P]) that promote angiogenesis [4]. These 
can be produced by tumor cells and tumor-associated stromal cells, and comprise 
the chemical cues for angiogenesis. Since the formation of nascent vessels requires 
the interaction of endothelial cells (ECs) with 3D ECM, microfluidic angiogenesis 
assays all follow a similar design consisting of a 3D collagen gel flanked by two 
microchannels. In one of the microchannels, the EC monolayers are formed on 
the sidewall of the collagen gel. Angiogenic factors (i.e., VEGF, FGF, and S1P) 
are introduced into either both microchannels or only the other microchannel 
to produce a gradient across the collagen gel, which induces a directed growth 
of the microvasculature into the collagen gel [52] (Figure 14.5a). In the past few 
years, numerous microfluidic devices have been designed to study the effects of 
growth factors on angiogenesis [8,10]. For example, Vickerman et al. designed 
and utilized such a device to study the effects of VEGF and S1P on endothe-
lial cell sprouting angiogenesis. They found that VEGF and S1P could induce 
the formation of complex, 3D capillary networks with functional lumens [52]. 
Wood et al., using a similar device, found an inverse relationship between ves-
sel elongation rate and vessel diameter during VEGF-induced sprout formation. 
The roles of MT1-MMP, MMP-1, MMP-2, and MMP-9 in the angiogenic process 
were systematically investigated using this microfluidic device [52]. Since micro-
fluidic devices allow for high-resolution time-lapse tracking of sprout formation 
(Figure 14.5b), they also serve as a useful tool for the development of computa-
tional models of angiogenesis. Wood et al. and Farahat et al. used data generated 
from the microfluidic angiogenic assays to inform their computational models of 
angiogenesis [53,54]. More recently, a microfluidic angiogenesis platform that is 
comprised of channels micropatterned in a 3D collagen type I gel scaffold has 
been used to study the efficacy of angiogenic inhibitors. Endothelial cells are 
seeded in one of the channels to mimic the blood vessel. This platform has an 
advantage over the others since the blood vessels formed using this assay are fully 
encased within gel, mimicking the in vivo condition. Using this platform, Nguyen 
et al. discovered that endothelial cells could switch between VEGF-dependent 
and VEGF-independent angiogenesis [55].

Microfluidic devices have also been used to analyze the effects of cancer cells, 
epithelial cells, and stromal cells on sprouting angiogenesis. For instance, Chung et al. 
designed a microfluidic co-culture platform to assess the effects of cancer cells and 
smooth muscle cells on angiogenesis. They found that MTLn3 breast cancer cells 
induced sprouting angiogenesis of human microvascular endothelial cells (HMVECs), 
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while U87MG glioblastoma cells had no observable effect on angiogenesis 
(Figure 14.5a). Interestingly, 10T½ smooth muscle cells seemed to repel the forma-
tion of angiogenic sprouts from the EC monolayer [56]. In addition, Sudo et al. used 
a similar microfluidic platform to investigate the interaction between hepatocytes and 
ECs  [57]. Finally, Barkefors et al. used a microfluidic angiogenesis assay to study 
directional sprouting of endothelial-like cells from embryonic mouse kidneys under 
the effects of VEGF gradient [58].
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FIGURE 14.5  Microfluidic devices to study angiogenesis. (a) Schematics of microfluidic 
devices for angiogenesis. (From Chung, S., et al., Lab Chip, 9, 269–275, 2009. Reproduced 
by permission of The Royal Society of Chemistry.) Cells are seeded in the middle chan-
nel to form monolayers on the side of the gel scaffold. Cancer cells or angiogenic factors 
are introduced to the condition channel on the right. Control channel on the left contains 
only medium (top left). Endothelial cells underwent sprouting angiogenesis and invaded 
the collagen gel under the effects of a VEGF gradient (bottom left). Endothelial cells 
(HMVEC) sprout into the collagen gel under the effects of MTLn3 (top right); however, 
no sprouting was observed when endothelial cells were co-cultured with U87MG cancer 
cells (bottom right). (b) Time-lapse images of sprout formation in the microfluidic devices 
when endothelial cells were subjected to a gradient of VEGF. (From Vickerman,  V., 
et al., Lab Chip, 8, 1468–1477, 2008. Reproduced by permission of The Royal Society of 
Chemistry.) (Continued)



301Cancer Metastasis-on-a-Chip

14.4.2 mEchanical cUES

Elevated fluid pressure in the vicinity of a growing tumor could also influence 
transmural flow in blood vessels near the tumor mass, which could induce angio-
genesis through mechanotransduction pathways, and various microfluidic flow 
assays have been designed to investigate this hypothesis [6]. These assays are sim-
ilar to those used to study the effects of chemical cues on angiogenesis ( presented 
in previous section), but instead of a chemical gradient, a pressure gradient is 
applied across the collagen gel to create a flow across an EC monolayer seeded 
on the sidewall of the gel [59] (Figure 14.5c). Microfluidic technologies offer a 
convenient means to study the effects of transendothelial flow on angiogenesis, 
since they allow for the establishment of user-defined mechanical stimuli and 
real-time high-resolution imaging of EC sprouting, two of the advantages that 
traditional angiogenic assays lack. Using similar microfluidic platforms, Song 
et al. and Vickerman et al. reported that basal-to-apical transendothelial flow 
induced sprouting angiogenesis from the EC monolayer, while apical-to-basal 
flow had a much lesser effect on angiogenesis [59,60]. Vickerman et al. also pro-
posed that tension imparted on the EC by basal-to-epical flow could activate inte-
grin signaling, which could then lead to angiogenesis through the down-stream 
mechanotransduction events involving FAK, Src, ROCK, NO, and glycocalyx 
signaling [59]. Song et al. further reported that RhoA was also involved in this 
mechanically activated angiogenesis [61]. The observation that basal-to-apical 
transendothelial flow enhances sprouting angiogenesis is consistent with the in 
vivo observation that nascent sprouts often form from venules [6]. Recently, a 
shear stress threshold for activating sprouting angiogenesis has been identified 
using microfluidic devices of similar design [62].
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FIGURE 14.5 (Continued) Microfluidic devices to study angiogenesis. (c) Schematics of 
microfluidic devices used for studying the effects of transendothelial flow on angiogenesis. 
(From Vickerman, V. and Kamm, R.D., Integr. Biol. (Camb), 48, 863–874, 2012. Reproduced 
by permission of The Royal Society of Chemistry.) Cells are seeded on the sidewall of the 
3D hydrogel and a pressure gradient is established across the gel to induce apical-to-basal or 
basal-to-apical flow (left). Immunofluorescent images showing that apical-to-basal flow does 
not induce sprout formation (middle), while basal-to-apical does (right).



302 Regenerative Medicine Technology

14.5  MICROFLUIDIC TECHNOLOGIES TO STUDY 
TUMOR-ENDOTHELIAL INTERACTIONS: 
INTRAVASATION AND EXTRAVASATION

The first steps in the metastatic cascade consist of tumor cell detachment from 
the primary tumor and subsequent interactions with the extracellular matrix 
and stromal cells as they invade into the surrounding parenchyma. As the cells 
migrate they encounter nearby blood vessels or lymphatics, and some percentage 
of them begin interactions with the endothelium in order to enter the lymphatic 
or blood vasculature, or “intravasate.” Upon successful entry, tumor cells circu-
late throughout the body, and of those that survive, some small fraction might 
arrest at a distant site, migrate out of the vessel (extravasate) and recolonize to 
form a secondary metastasis. In order to model these steps of the metastatic 
cascade, both tumor-ECM and tumor-endothelial interactions must be accurately 
recapitulated. 

Intravasation is considered one of the early rate-limiting steps in metastasis. 
Increased tumor cell intravasation rates result in higher circulating tumor cell 
numbers and have been found to correlate with an increase in the incidence of 
secondary metastases [1]. It is known that entry of tumor cells can occur via both 
lymphatic and blood vessels; however, the mechanisms regulating these early 
steps are largely unknown. Questions arise regarding the mechanistic differ-
ences between blood and lymphatic intravasation, whether tumor cells migrate 
actively toward blood vessels via chemotactic responses or are shed passively 
into the circulation, and the role of immune cells in the intravasation microen-
vironment [63]. 

Extravasation involves a cascade of events consisting of (1) tumor cell arrest 
on the endothelium (2) tumor cell transendothelial migration (TEM), and (3) sub-
sequent invasion. There have been two general hypotheses regarding the mode of 
arrest of circulating tumor cells (CTCs) in a blood vessel: mechanical trapping of 
cells and/or active preferential adhesion of the tumor cell onto the endothelium in 
a distant organ. James Ewing proposed that metastasis at distant organs is dictated 
by the anatomy of the blood and lymphatic vessels and blood circulatory paths 
between primary and secondary tumor sites [64]. CTCs, due to their relatively large 
size (~20 um diameter), may become physically trapped in the microcirculation, 
become activated, and eventually transmigrate [65]. However, Steven Paget’s “seed 
and soil” hypothesis suggests that there exist interactions between different tumor 
cell types and specific organ microenvironments that guide their metastatic spread. 
The vasculature of such organs may be primed with surface receptors/molecules 
or secrete chemokines that cause specific tumor cell types to preferentially “home 
and seed” at that particular tissue environment. This is supported by the observa-
tion that breast cancer cells frequently metastasize to the bone [66]. Although two 
distinct phenomena have been described, is it clear now that the two theories may 
not be mutually exclusive; in fact, it has been suggested that tissue/organ tropism 
can be influenced by both physical trapping and interactions between “seed cells” 
and “receptive soils” [67].
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14.5.1 In VIVo moDElS of tUmor-EnDothElial intEractionS

Conventional studies of intravasation and extravasation have been mostly limited to 
in vivo mouse models, either via live intravital microscopy or end-point assays with 
fixed tissues. These platforms have allowed the investigation of genes involved in 
the metastatic cascade and proteins that mediate cancer invasion [68]. Commonly 
used mouse models of metastasis include rat-tail vein, orthotopic, intracardial, and 
subcutaneous injections. For instance, tumor cells can be injected intravenously and 
intravital microscopy can be employed to visualize the circulation of tumor cells 
in the vasculature and interactions with the metastatic organ [69]. Although these 
models allow for a high degree of physiological relevance, there remain a number 
of challenges associated with studying the underlying mechanisms of tumor cell 
intravasation and extravasation. For example, probing the molecular mechanisms 
and cellular interactions is complicated due to the adaptive response of the tumor 
microenvironment, such as the recruitment of immune cells. Furthermore, real-
time intravital imaging requires custom setups, which may perturb tumor patho-
physiology [70,71]. Many in vivo assays are limited to end-point data collection 
and do allow for real-time high-resolution dynamic visualization of extravasation 
events. More recently, intravital microscopy performed on CAMs [72] and optically 
transparent transgenic zebra fish has enabled high spatial and temporal resolution 
imaging [73,74]; however, as with most in vivo platforms, the ability to perform 
parametric high-throughput studies in a tightly regulated microenvironment is 
restricted.

14.5.2  convEntional In VItro aSSayS to StUDy 
tUmor-EnDothElial intEractionS

In vitro tools are invaluable for investigation of cellular interactions as they allow 
discretization of individual events in a complex cascade and offer tight control of 
experimental parameters. The most commonly used and accepted in vitro model 
to study tumor-endothelial interactions in the context of metastasis is the Boyden 
chamber/Transwell assay, which provides a relatively simple and high-throughput 
method for parametric cell migration studies, and overcomes some limitations of 
in vivo experiments by increasing throughput, ease of quantification of transmigra-
tion events, and the ability to employ human cell culture [75]. Here, an endothelial 
cell layer is grown to confluence on a porous membrane insert and tumor cells are 
seeded on top of the layer and allowed to transmigrate. The number of cells trans-
migrated can then be quantified by collecting the cells on the underside of the mem-
brane. More recently, similar assays incorporating a 3D ECM matrix beneath the 
endothelial monolayer have increased the physiological relevance by recapitulating 
the subendothelial ECM into which tumor cells transmigrate [76]. A subluminal-to-
luminal transendothelial migration assay has also been developed to model intrava-
sation, which features a thin layer of ECM on the bottom of a Transwell filter with 
layer of endothelial cells seeded onto this basement membrane–like matrix [77]. 
However, “top-down” assays where the endothelium and matrix are layered on top 
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of each other in the x-y plane usually do not allow for real-time and high-resolution 
monitoring of the entire processes of intravasation and extravasation. 

14.5.3 microflUiDic aSSayS to StUDy tUmor EnDothElial intEractionS

Recently, microfluidic cell culture platforms have emerged to address the need for 
greater resolution, higher throughput, control of the cellular microenvironment 
and enhanced physiological relevance compared to traditional cell culture methods 
(Figure 14.6). The motivation for applying microfluidic technologies to study tumor-
endothelial interactions include, but are not limited to:

• Isolation and discretization of specific steps in the intravasation and extrav-
asation cascade (adhesion, transendothelial migration, basement membrane 
breaching) to facilitate understanding of the mechanism of action of differ-
ent cellular proteins or drugs

• Ability to recapitulate physiologically relevant spatial patterning and orga-
nization of multiple cell types at the metastatic site 

• Facilitation of 3D cell culture in ECM or ECM-like hydrogels
• High spatial resolution imaging of tumor-endothelial interactions during 

intravasation and extravasation via conventional microscopy techniques
• Facilitation of real-time visualization transmigration events, allowing close 

observation of the dynamics of the endothelium and tumor cells 
• Ability for highly controlled and tunable microenvironments, such as pre-

cise application of relevant spatiotemporal chemical gradients, mechanical 
stresses, and complex interactions between different cell types [5,78]. 

• Relatively lower cost and higher throughput than conventional in vivo 
models

• Relatively lower reagent volume compared to conventional in vitro cell cul-
ture methods

14.5.3.1 Microfluidic Devices for Investigating Intravasation
One of the challenges in studying intravasation and extravasation is the complexity 
of the interface between the tumor microenvironment and vascular system. Recently, 
groups have developed in vitro intravasation platforms by positioning tumor cells 
next to engineered vascular beds or individual vascular tubes, which are formed 
either by natural angiogenic/vasculogenic-like processes or via monolayer forma-
tion on a hydrogel surface. For instance, Wong and Searson et al. formed cylin-
drical tubes inside a collagen type I matrix using Nitinol rods that are preseeded 
with tumor cells as a template. After solidification of the gel, the cylindrical tube is 
seeded with endothelial cells to form an intact lumen, and allowing close monitor-
ing of tumor endothelial interactions during intravasation is possible via live-cell 
fluorescence imaging [79] (Figure 14.6a). Recently, other microfluidic devices have 
been developed featuring hydrogel regions flanked by media channels [5,80,81]. 
Here, a single lumen can be modeled by seeding endothelial cells into the flanking 
media channels, which forms an intact monolayer on the hydrogel and micropost 
surfaces. Tumor cells are seeded in the opposing media channel and transendothelial 
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FIGURE 14.6 Microfluidic models of intravasation and extravasation. (a) A single endo-
thelialized (HUVEC) tube is created inside an ECM hydrogel and tumor cells are injected 
into the surrounding gel to recapitulate intravasation events. (Reproduced from Wong, A.D. 
and Searson, P.C., Cancer Res., 74, 4937–4945, 2014. With permission.) (b) An endothelial 
(HMVEC) layer is grown on a hydrogel-PDMS post surface to mimic the vascular barrier. 
Tumor cells are seeded in the opposing media channel and allowed to migrate across the 
collagen type 1 gel and past the endothelium. (Reproduced from Zervantonakis, I.K., et al., 
Proc. Natl. Acad. Sci. U. S. A., 2012. With permission.) (c) A prevascularized tumor (PVT) 
model is created by co-culturing endothelial cells with tumor spheroids, resulting in an inter-
connected radial vascular network. Tumor cells can be observed to migrate intravascularly 
inside the lumens. (Reproduced from Ehsan, S.M., et al., Integr. Biol., 6, 603–610, 2015. With 
permission.) (d) An endothelial monolayer is grown to confluence on the side of a gel-region 
to mimic the vascular barrier. Tumor cells are seeded in the “lumen” and extravasation events 
can be observed in the X-Y plane of view. (Reproduced from Jeon, J.S., et al., PLoS One, 
8, e56910, 2013. With permission.) (e) A multi-step microfluidic device where micro-gaps 
between posts are coated with Matrigel and seeded with human microvascular endothelial 
cells to mimic the endothelium. Tumor cells can then be observed to transmigrate past the 
small EC-lined gaps (Reproduced from Chaw, K.C., et al., Lab Chip, 7, 1041–1047, 2007. 
With permission). (f) An extravasation model featuring an endothelial monolayer on top of a 
porous membrane sandwiched between two microchannels. The endothelium can be subject 
to physiologically relevant shear stresses while tumor cells are allowed to transmigrate from 
the top to the bottom microchannel. (Reproduced from Song, J.W., et al., PLoS One, 4, e5756, 
2009. With permission.) (g) A perfusable interconnected microvascular network is formed by 
co-culturing HUVECs and fibroblasts into a fibrin gel matrix inside a microfluidic device. 
Tumor cells can be perfused into the networks via induction of a pressure drop and extravasa-
tion events can be observed in high resolution via confocal microscopy. (Reproduced from 
Chen, M.B., et al., Integr. Biol., 5, 1262–1271, 2013. With permission.)
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migration events can be observed in high resolution and real-time as cells migrate 
largely in the x-y plane of observation (Figure 14.6b). Using this model, it was found 
that endothelial signaling with macrophages in the intravasation microenvironment 
via secretion of tumor necrosis factor alpha results in increased endothelial barrier 
impairment and subsequent tumor cell transmigration [80]. Such planar single-lumen 
models greatly facilitate the imaging and quantification processes, as the geometry 
of the “vascular wall” is well defined and controlled. 

Alternatively, the vasculature has also been modeled via spontaneous network 
formation by endothelial cells seeded in ECM hydrogels. Ehsan et al. developed an 
in vitro platform to recapitulate both the tumor neovascularization and intravasation 
stages of the metastatic cascade (Figure 14.6c). Termed the prevascularized tumor 
(PVT) model, the platform features PVT spheroids formed through the direct co-
culture of primary human endothelial cells and human tumor cells, and surrounding 
fibroblasts. After 7 days of culture, endothelial cells are seen to sprout radially from 
and into the tumor spheroid, forming an intricate vascular bed. Via fluorescence 
microscopy, the percentage of tumor cells intravasated from the spheroid into the 
surrounding vasculature can be analyzed. It was further observed that decreased 
oxygen tension increased the intravasation efficiency of SW620 cells [82]. Similarly, 
Khuon et al. fabricated a vascular network in 3D collagen gels via a vasculogenic-
like process followed by the introduction of MDA-MB-231 tumor cells into the sur-
rounding gel either by co-assembly or multispot injection. Tumor cells could then be 
observed invading into the vascular network, and confocal and electron microscopy 
revealed that these cells are capable of transmigrating via the transcellular route [83]. 

14.5.3.2 Microfluidic Devices for Investigating Extravasation
Much effort has also been devoted to the design of microfluidic assays for observ-
ing the early stage of metastatic seeding. Extravasation is similar to intravasation 
as it also involves complex tumor-endothelial interactions. However, the extrava-
sation microenvironment also differs greatly in terms of the types of chemical 
cues, auxiliary cell types, and mechanical forces present. Similar methods of 
engineering vasculature can be applied in this scenario, including self-organized 
formation of microvascular networks and endothelial monolayer formation on 
hydrogel surfaces or porous membranes. Recently, the Takayama group described 
a microfluidic chip consisting of two chambers separated by a thin membrane 
onto which an endothelial monolayer is cultured [84] (Figure 14.6f). The design 
resembles a traditional Transwell assay but with the added advantages of micro-
fluidic systems including high resolution imaging and application of relevant 
fluid shear stresses. Tumor cell adhesion and arrest on the endothelium can be 
observed dynamically and in high resolution, and it was demonstrated that breast 
cancer cell receptors CXCR4 and CXCR7 are involved in the adhesion of tumor 
cells to the endothelium. Similarly, Shin et al. developed a microfluidic platform 
to recapitulate the metastatic cascade on a single chip, beginning with intravasa-
tion followed by arrest and adhesion on an endothelial monolayer. It was demon-
strated that E-selectin expression and shear stress values dictated the adhesion 
of colon cancer cells onto the endothelium [85]. These types of “top-down” 
devices (where the endothelium lies in the x-y plane and tumor cell extravasation 
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occurs in the z-plane) are particularly amenable to visualizing the morphological 
dynamics of the endothelium (e.g., endothelial junction behaviors). 

In a different approach, microfluidic devices consisting of microchannels con-
nected by 3D ECM hydrogels, tumor cells are seeded in one channel, arrest onto and 
extravasate across an EC monolayer oriented perpendicular to the image plane and 
migrate into a collagen gel (Figure 14.6d). Using a system of this design, tumor cell 
transmigration events were shown to occur in the first 24 hours and were accom-
panied with an increase in endothelial monolayer permeability [81]. This type of 
assay is particularly amenable to high resolution imaging of tumor cell morpho-
logical dynamics during extravasation as migration largely occurs in the x-y plane. 
However, a potential challenge is that the use of PDMS posts to contain the gel some-
times prevents the formation of a continuous, low-permeable EC monolayer. It is also 
difficult to predict how changes in stiffness between the PDMS and gel affect extrav-
asation mechanisms. A similar type of microfluidic device was designed by Zhang 
et al. where one main endothelialized channel is connected vertically with five sepa-
rated matrix-filled channels. Human Umbilical Vein Endothelial Cells (HUVECs) 
are grown to confluence on the hydrogels at the ends of the matrix channels, and 
tumor aggregates are seeded into the endothelial channel where extravasation events 
can be observed [86] (Figure 14.6e). Another microfluidic device recapitulating the 
extravasation microenvironment was devised by Chaw et al. [87]. In this multistep 
device, tumor cells must first deform past 10 μm gaps between PDMS posts, which 
mimic the narrow capillaries through which tumor cells must traverse in the circu-
lation. A portion of these deformed cells were then collected and transferred to a 
“transmigration chamber” which consists of an endothelialized channel connected 
to Matrigel-filled channels, similar to that described in Zhang et al. [86].

It is important to note that most studies of transendothelial migration across pla-
nar EC monolayers are limited in their physiological relevance. For instance, the bar-
rier permeability values achieved are usually 1 to 2 orders of magnitude higher than 
those found in vivo [80,81,88] and the planar geometry does not allow an accurate 
reproduction of physiological phenomena such as tumor cell trapping in the circu-
lation. Recently, the ability to generate self-organized microvascular networks via 
suspension of endothelial cells inside collagen type 1 or fibrin hydrogels has enabled 
high-resolution visualization of tumor endothelial interactions while increasing 
physiological relevance compared to flat monolayers [89–91]. Chen et al. [92] applied 
this methodology to the study of tumor cell extravasation from within microvascular 
networks inside microfluidic devices. HUVECs and normal human lung fibroblasts 
are seeded in separate hydrogel regions held in place by microposts and flanked 
by media channels (Figure 14.6g). Within 4 days HUVECs form intricate intercon-
nected networks that are perfusable via application of a pressure drop across the 
endothelial gel region. It was found via high-resolution confocal microscopy that 
the transmigrating tumor cell undergoes large cytoplasmic and nuclear deforma-
tions (subnuclear in dimension) when breaching the endothelium. This platform 
is particularly amenable to high-resolution imaging, as most extravasation events 
occur in a thin z-plane since the vascular network lies mainly in a pseudo-2D plane. 
Furthermore, microvessels have dimensions on the order of in vivo capillaries to 
arterioles (~5 to 80 μm), which can recapitulate relevant phenomena such as tumor 
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cell trapping and arrest. This is not possible in flat monolayer assays and it is also 
 difficult to achieve such small lumen diameters (~15 μm) via needle-templating. 
Using the same concept, Jeon and Bersini [93] created a bone extravasation micro-
environment in an effort to recapitulate the complex chemical cues and signaling 
present when circulating tumor cells arrest and form secondary metastases in bone, 
a common occurrence during breast and prostate cancer progression [66]. 

14.6 CONCLUSION AND FUTURE CHALLENGES

It is essential to acquire a deeper understanding of the cellular and molecular 
mechanisms behind the metastatic cascade in the quest for new cancer therapeutics. 
Traditional in vitro assays including 2D petri dish and Transwell chamber cultures 
have played a central role in dissecting the extrinsic signals and cell-autonomous 
programs involved in metastasis, especially when used in conjunction with in vivo 
experiments. In recent years, microfluidics has emerged as a new approach to in 
vitro modeling that aims to address some of the key limitations in conventional plat-
forms, enabling multiparametric, high-resolution studies on cell-cell and cell-matrix 
interactions in a precisely controlled yet more complex and physiologically relevant 
microenvironment. 

While much progress has been made, these “metastasis-on-a-chip” platforms still 
have the potential to be more useful by overcoming remaining challenges. First, many 
devices are still complex to fabricate, limiting their accessibility to the wider com-
munity, as well as the throughput of their production and scalability. The ability to 
perform quantification and analysis of RNA, DNA, and protein levels in the cells cul-
tured in microfluidic chambers is also crucial in understanding cellular mechanisms 
(e.g., protein expression, transcriptional level changes, etc.), beyond the information 
provided by microscopy and immunohistochemistry. Currently, the small number of 
cells in microdevices limits the amount of protein than can be collected and analyzed, 
and removing cells from enclosed microfluidic channels can be challenging. Finally, 
a key feature of metastasis is the tendency for specific tumor cells to home to distinct 
secondary organs. For instance, it has been observed that breast and prostate cancers 
frequently metastasize to bone [66]; however, the underlying mechanisms behind this 
“homing” behavior are largely unknown. As such, there is great potential in the devel-
opment of “organ-specific” metastasis models, with the aim to understand the com-
plex signaling that occurs between host cells and tumor cells in the extravasation and 
recolonization microenvironment. This information may pave the way to identifying 
new therapeutic targets to prevent secondary metastatis for certain tumor types. In 
summary, the development of microfluidic technologies has paved the way for a new 
generation of powerful in vitro experimental metastasis assays, which, combined with 
in vivo validation, can deepen our fundamental understanding of cancer biology and 
enable the discovery of new drug targets to combat metastatic progression.
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15 Breast Cancer-on-a-Chip

Pierre-Alexandre Vidi and Sophie A. Lelièvre

15.1 INTRODUCTION

“Organs-on-chips” represent the most advanced implementation of three-dimensional 
(3D) cell culture for research and development purposes. Three decades of fruitful work 
by biologists to establish the extracellular conditions mimicking physiologically relevant 
tissue phenotypes are merging with state-of-the-art technologies that provide scaffold-
ing and other microenvironmental cues essential for the cells to optimally express their 
identity. This marriage between biology and engineering should last; indeed, there are 
many aspects of organs and their diseases to investigate and potentially treat, as is the 
case in the breast. On-a-chip culture permits the mimicry of functional and structural 
portions of organs or systems on devices amenable for investigation in the laboratory. 
For the breast it means reproducing portions of the ductal tree in the normal situation 
as well as environments in which diseases, notably cancers, develop and progress (Vidi, 
Leary, and Lelièvre 2013).

Undoubtedly, normal and cancerous phenotypes of the mammary gland have 
been among the precursor models to establish 3D cell culture methods. This is 
likely due to the enormous impact of breast cancer in the world as well as a strong 
will to decrease the burden that this disease has bestowed on many populations. 
In the breast cancer field it has been recognized early on that cancer cannot be 
understood unless we also decipher the homeostasis of the normal tissue (Bissell 
1981). Moreover, to this date preventing tumors from developing is one of the high-
est challenges in cancer research; as such, “primary prevention” is the only way 
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to reduce a globally rising incidence of breast cancer (Lelièvre and Weaver 2013). 
Therefore, recapitulating normal phenotypes and notably, the polarity axis, a fun-
damental feature of epithelia, was emphasized early on (Barcellos-Hoff et al. 1989; 
Plachot and Lelièvre 2004). The mammary gland is made of a monolayer of luminal 
epithelial cells delineated by a layer of myoepithelial cells lined against a special-
ized type of extracellular matrix (ECM), the basement membrane. This epithe-
lium is arranged into ducts of decreasing diameter as they branch out to ultimately 
lead to terminal ductal glandular units containing multiple acini where the milk is 
secreted (Figure 15.1a). Milk flows through the ductal tree to reach the opening to 
the external environment at the nipple. The most frequent breast disease is cancer 
with tumors that usually grow within the lumen of the duct before cutting through 
the basement membrane and expanding inside the stroma as cells become inva-
sive (Hodges et al. 2014). Lymph vessels and blood vessels are plentiful within the 
breast parenchyma and provide two modes of dissemination of breast cancer cells 
to  colonize other tissues and organs. 

While branching of the ductal system could be reproduced in the murine model 
upon treatment with epimorphine (Hirai et  al. 1998), the classic models for the 
human mammary gland mimic the terminal, spheroidal structures of the breast glan-
dular system referred to as acini, with one layer of polarized luminal epithelial cells 
surrounding a lumen (Petersen et al. 1992; Plachot et al. 2009). In more complete 
epithelial models, myoepithelial cells lining externally the luminal epithelium are 
included (Gudjonsson et al. 2002).
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FIGURE 15.1 The different stages of breast cancer progression (a) and existing breast-
cancer-on-a-chip models, described in the main text (b). Normal epithelial cells are shown 
in blue, cancer cells from the primary tumor in red, and metastasized cells in brown. ADH, 
atypical ductal hyperplasia; CTC, circulating tumor cells; DCIS, ductal carcinoma in situ; 
IDC, invasive ductal carcinoma.
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The different steps in the progression of breast cancer have been fairly well 
described; it is important to reproduce these steps in order to study and prevent 
advancement of the disease. Although there is an established progression from 
hyperplasia to carcinoma in situ and invasive carcinoma, these steps are not obliga-
tory passages; indeed, the current concept in breast oncology is that some of these 
steps might be bypassed, and that the multistep progression pathway depends on 
the molecular subtype of cancer (Lopez-Garcia et al. 2010; Bombonati and Sgroi 
2011). The noncancerous stage of atypical hyperplasia has been associated with an 
increased risk for breast cancer development (Hartmann et al. 2014; Buckley et al. 
2015); it is characterized by a strong heterogeneity in the appearance of nuclei and 
often associated with cell multilayering; the loss of a monolayered luminal epithe-
lium is linked with an alteration of the polarity axis (Bradbury, Arno, and Edwards 
1993; Lesko et al. 2015). The next stage is the cancerous preinvasive phenotype of 
carcinoma in  situ in which cells proliferate within the ductal lumen while main-
taining a certain degree of basal polarity, with an almost-continuous basement 
membrane surrounding the tumor. The final stage of local breast tumors is invasive 
carcinoma in which aggressive behavior is characterized by an extensive degrada-
tion of the basement membrane associated with loss of basal polarity and the forma-
tion of multicellular expansions that invade the environment surrounding the tumor 
(Bombonati and Sgroi 2011).

Mimicking the different stages of cancer progression with standard 3D culture 
has been successful to a certain extent. A progression model from partially differ-
entiated MCF10A non-neoplastic cells to ductal carcinoma in situ (DCIS) was first 
reported with cells cultured in the presence of ECM enriched in basement membrane 
components from Engelbreth-Holm-Swarm (EHS) murine sarcoma tumors in a drip 
3D system. Progression resulted from the induction of ErbB2 receptor dimerization 
in MCF10A cells, hence triggering the sustained epidermal growth factor receptor 
(EGFR) signaling observed in certain types of breast cancers (Muthuswamy et al. 
2001). Another progression model with MCF10A cells reproduces very early stages 
of tumor formation, like hyperplasia (with MCF10A-NeoT cells) and atypical hyper-
plasia (with MCF10A-AT1 cells) in drip 3D culture; in this case stable NeoT cell 
lines were generated via transfection with ras oncogene derived from the human 
T24 bladder carcinoma cell line (Li et al. 2008). Progression from DCIS to invasive 
ductal carcinoma (IDC) is recapitulated by the neoplastic cell lines S2 and T4-2 that 
were derived from HMT-3522 non-neoplastic S1 cells by adapting them to a defined 
medium lacking epidermal growth factor (EGF) (Briand and Lykkesfeldt 2001; 
Briand, Petersen, and Van Deurs 1987). When placed in EHS-based 3D culture, the 
S2 cell line reproduces DCIS-like tumor nodules of different sizes. Upon analysis 
it was concluded that small, intermediate size, and large nodules represent different 
degrees of aggressiveness, with the largest nodules being possibly precursors to IDC 
mimicked by the T4-2 cells (Rizki et al. 2008). Hence the HMT-3522 S2 cell line is 
an interesting model that recapitulates some of the different tumor grades identified 
by pathologists for DCIS of the breast. The invasive stage of local breast tumors has 
been reproduced in 3D culture with different cell lines often with the use of collagen 
I as the matrix for embedding. An important characteristic of these 3D cell cul-
tures is their potential to reproduce the level of aggressiveness of the cells, measured 
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notably via the proliferation index and invasive protrusions (Koch  et  al.  2012). 
These  relatively simple models illustrate that 3D cultures performed with a single 
cell type can approximate the normal phenotype of the breast epithelium and the 
different neoplastic stages, depending on the selected cell lines and an appropriate 
environment. However, there are specific cell behaviors or specific research ques-
tions that require the combination of different cell types in 3D culture. 

Co-culture in standard 3D cell culture has been explored, notably for advanced 
stages of tumors where interactions between cancer and stromal cells influence 
aggressiveness and possibly metastasis (Cheung and Ewald 2014). Co-culture meth-
ods are being investigated in particular, to reproduce the metastatic stage of the 
disease with models of invasion within lymph vessels (Pisano et al. 2015) and blood 
vessels (Nangia-Makker et al. 2010). Co-culture models are also required to under-
stand homing mechanisms of cancer cells, as shown for bone metastasis (Subia 
et  al.  2015), and  metastatic seeding behavior, as illustrated with liver and brain 
metastasis (Yates et al. 2007; Choi et al. 2014). 

The 3D cell culture models have been instrumental for the identification of path-
ways driving breast cancer development (Vidi, Bissell, and Lelièvre 2013), such as 
the coupling between the EGFR and the β1-integrin pathways (Weaver et al. 1997) 
and the role of E-cadherin in epithelial cell migration (Shamir and Ewald 2015). 
They have increasingly convinced the scientific community that anticancer drug 
assessment in classical 2D culture is obsolete (Vidi et al. 2012; Howes et al. 2014; 
Bray et al. 2015; Imamura et al. 2015; Lovitt, Shelper, and Avery 2015). However, 
standard 3D culture is not sufficient to readily serve research on breast glandular 
development and disease; this is mainly due to the difficulty of mimicking the com-
plex level of multitissue interactions and attaining sufficient reproducibility of the 
conditions sought. On-a-chip models are emerging as obvious alternatives to stan-
dard 3D culture. Notably, on-a-chip designs have been used to improve the control of 
the cellular environment, not only for assays requiring homogeneity of multicellular 
structures (Dolega et al. 2015), but also to more closely reproduce the anatomy of the 
organ in a controlled manner. Indeed, the geometry of the support on which tissues 
are grown appears to influence cell behavior and the 3D organization of multicellular 
structures, which is of high importance for organs containing curved structures, like 
channels or ducts, as their main feature (Vidi et al. 2014; Hribar et al. 2015).

The discovery of molecular subtypes of breast cancer that respond differently 
to treatments and correspond to distinct prognoses emphasizes the importance of using 
cell lines related to specific categories, in addition to specific stages, of breast cancer. 
These cell lines have been categorized into known molecular subtypes of breast can-
cer, including luminal A, luminal B, HER2, triple negative, or basal-like (Neve et al. 
2006). Thus, models used in standard and organ-on-a-chip 3D cultures can be vali-
dated based on how faithfully they recapitulate the characteristics of each subtype 
of breast cancer. Models of triple-negative breast cancers are among the most stud-
ied due to the aggressiveness of the disease. They are characterized by the absence 
of expression of estrogen receptor, progesterone receptor, and HER2/NEU receptor. 
Furthermore, to become a model for basal-like cancer, triple negative tumor nodules 
should also be positive for EGFR and CK5/6 (Hodges et al. 2014). Studies with 3D cul-
tures of triple negative breast cancer cells demonstrated the potentials of JAK/STAT 
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pathways and inhibitors of IκB kinase (IKK)-related kinase IKBKE expression for 
the treatment of these cancers (Barbie et al. 2014). Cell lines corresponding to another 
aggressive form of neoplasia—the inflammatory breast cancer—are also available and 
have been used for instance to study the formation of cancer cell emboli (Lehman et al. 
2013) that permit rapid metastasis progression via lymph vessels. 

The identification of heterogeneity within individual tumors has shed light on 
a major reason for resistance to treatment. In particular, intratumor heterogeneity 
might explain why cancers respond differently to given therapeutic regimens from 
one individual to another, although they were given for the same pathological clas-
sification. Such heterogeneity occurs at the individual cell level due to a plethora of 
genetic and epigenetic features that determine cell behaviors as we have detailed 
elsewhere (Lelièvre 2014). Recapitulating heterogeneity at the cellular level is essen-
tial for research on the mechanisms of cancer onset and progression. For instance, the 
current concept is that the difference in proportion of stem cells between DCIS and 
IDC of triple negative nature participates in the progression to invasiveness (Shah 
et al. 2013; Uchoa Dde et al. 2014). The presence of cancer cells in quiescence as 
well as stem cells within tumors dramatically affects sensitivity to drugs (Oliveras-
Ferraros et al. 2012). Moreover, the extracellular milieu modulates cell behavior, and 
thus the level of aggressiveness and the sensitivity to drugs. Indeed, basal polarity 
remnant in tumor nodules controls the sensitivity of cancer cells to chemotherapy 
and radiotherapy (Weaver et al. 2002) and modulates DNA repair efficacy (Vidi et al. 
2012). The evolving levels of hypoxia in tumors, controlled notably by the stroma, 
also influence the response to treatment (Schmaltz et al. 1998; Strese et al. 2013). 

Overall, unraveling the complexity of the organization of breast tumors and 
identifying the anatomical regions where cancers initiate and progress have made 
the scientific community aware that sophisticated 3D culture models making use 
of engineered scaffolds and fluidics are warranted. These models are particularly 
useful in research aiming at identifying molecular pathways that control specific cell 
phenotypes and behaviors, and at developing and testing compounds with therapeu-
tic potential. Yet specific criteria need to be taken into account in order to use organ-
on-a-chip systems rather than standard 3D culture. 

In the first part of this chapter we present on-a-chip models that recapitulate 
normal and neoplastic breast tissues along with the justification for favoring such 
models compared to standard 3D culture. The second part of this chapter explores a 
central application of on-a-chip models for drug screening in which we discuss the 
advantages of these models compared to other 3D culture systems as well as their 
limits. Finally, we assess the possibility of breast-on-a-chip systems to serve the 
purpose of precision medicine.

15.2  ON-A-CHIP MODELS OF THE NORMAL 
BREAST AND OF MAMMARY TUMORS 

The mammary gland is an organ that alternates phases of proliferation, differentia-
tion, and involution during reproductive and menstrual cycles (Ferguson et al. 1992). 
Therefore, it is an ideal model to study basic cellular mechanisms of tissue differen-
tiation and homeostasis. Understanding these mechanisms is key to the development 
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of novel cancer prevention approaches. The growing emphasis on breast cancer pre-
vention indeed stimulates the development of models of the normal breast epithelium 
to study risk factors and their mitigation (Vidi, Leary, and Lelièvre 2013). In addi-
tion, physiologically relevant models of the diseased breast epithelium are needed 
to identify and understand drivers of cancer initiation and progression, to develop 
therapeutic approaches, and to test new drugs or new drug combinations. On-a-chip 
models have been engineered that reproduce all major stages of breast cancer initia-
tion and progression (Figure 15.1b). We expect that this emerging technology will 
drive important advances in basic and translational breast cancer research. 

15.2.1 thE normal brEaSt EPithEliUm

One approach to reproduce the normal breast epithelium is to refine established 3D 
cell culture of mammary epithelial cells based on hydrogels by integrating these 
models in microfluidic devices. Perfusion systems in microchambers enable long-
term cultures and time-lapse imaging under tightly controlled levels of nutrients, 
gas, and temperature (Meyvantsson et al. 2008; Chen, Hung, and Lee 2011). In these 
systems, perfusion can be driven by differential surface tension between growth 
medium inlets and outlets, which circumvents the need for pumps and complex tub-
ing equipment. These microchamber devices have proven adequate for acinar dif-
ferentiation, as shown by MCF10A and HMT-3522 S1 acini formation (Meyvantsson 
et al. 2008), and hold promise for future developments, notably for high-throughput 
screening of chemopreventive agents. 

Microfabricated devices mimicking mammary ducts represent a comple-
mentary approach to perfusion systems containing 3D hydrogel cultures. These 
devices shift the classic 3D culture paradigm in that epithelial cells expand on 
engineered scaffolds, which creates closed (Bischel et al. 2013; Bischel, Beebe, 
and Sung 2015) or open (Grafton et al. 2011; Vidi et al. 2014) ductal microenvi-
ronments. Closed ductal systems are achieved using a viscous finger patterning 
method (Bischel, Lee, and Beebe 2012), whereas hemichannels can be produced 
in polydimethylsiloxane [PDMS] using soft lithography (Grafton et al. 2011) or on 
acrylic substrates with laser micromachining (Vidi et al. 2014). In both closed and 
open configurations, coating the plastic substrates with basement membrane pro-
teins stimulates epithelial differentiation as evidenced by cell polarization. While 
optimizing hemichannel systems, we noticed that the shape and roughness of the 
substrate strongly influenced cell behavior: non-neoplastic mammary epithelial 
cells formed multilayers in the angles of squared-section channels and at the bot-
tom of v-shaped channels. Similarly, these cells piled up if the acrylic surfaces 
generated by laser micromachining were rough (Vidi et al. 2014). Although mul-
tiple layers of non-neoplastic cells may prove useful to model hyperplasia, most 
applications for on-a-chip models of mammary ducts require a single layer of epi-
thelial cells. Smoothing the growth substrate by spin-coating polymethyl methac-
rylate [PMMA] solves the issue of cell multilayering in hemichannels (Vidi et al. 
2014). In the closed-channel conformation, the smooth, spherical cross-section of 
ECM hydrogel is achieved by the flow of culture medium prior to polymerization 
of the ECM hydrogel (viscous finger patterning; Bischel, Lee, and Beebe 2012).
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15.2.2 DUctal carcinoma In SItu

A key element of the ductal models described earlier is that they recapitulate mor-
phogenesis of a lumen or a lumen microenvironment in which cancer cells can be 
seeded to mimic in situ breast cancer. Bischel and colleagues (Bischel, Beebe, and 
Sung 2015) used a cell line model of DCIS (MCF10A-DCIS.com; Miller et al. 2000) 
to produce tumors lined with non-neoplastic (MCF10A) cells in the closed channel 
system. Their study showed that human mammary fibroblasts co-cultured in parallel 
channels promote invasiveness, consistent with their previous work with compart-
mentalized co-cultures (Sung et al. 2011). This on-a-chip model of DCIS is appropri-
ate to study the transition from in situ to invasive carcinoma because, in contrast to 
the classic Boyden chambers or EHS-based invasion assays, it recapitulates physi-
ological cell-cell interactions between DCIS cells and the epithelial layer.

Our group developed a model with an open “hemichannel” conformation to study 
the influence of the mammary duct geometry on tumor cell morphology and drug 
responses. The results revealed more circular nuclei in tumor nodules developing in 
the ducts compared to their counterparts on flat surfaces (Vidi et al. 2014). Nuclear 
shape is an important component of nuclear grading used by pathologists to estimate 
tumor aggressiveness and classify cancers; the fact that the geometry of the tumor 
microenvironment produced on-a-chip influences this key morphologic parameter 
underscores the importance of the design of the chip. 

15.2.3 invaSivE DUctal carcinoma

The concept of surface tension-driven perfusion of microchannels developed by the 
Beebe laboratory was used to study the transition from DCIS to IDC, specifically the 
effect of stromal cells on this transition (Sung et al. 2011). The critical role played by 
tumor-associated fibroblasts in cancer progression is well recognized, thanks nota-
bly to 3D co-culture systems (Cirri and Chiarugi 2011; Paulsson and Micke 2014). 
Sung and colleagues used a compartmentalized microchannel design to co-culture 
side-by-side MCF10A-DCIS.com cells and fibroblasts in 3D matrix, hence enabling 
the study of distance-dependent interactions between stromal and neoplastic epithelial 
cells (Sung et al. 2011). The results indicate that, in addition to a paracrine effect, either 
direct contact between epithelial cells and fibroblasts or localized matrix remodeling 
by the fibroblasts is a necessary step for transition to an invasive phenotype. 

A key cellular feature enabling the progression from DCIS to invasive carcinoma 
is cancer cell migration; microfluidic systems have been developed to study this phe-
nomenon in physiologically relevant microenvironments (Polacheck, Zervantonakis, 
and Kamm 2013). A multitude of intrinsic and extrinsic factors including epithelial-
to-mesenchymal transition signaling programs, autocrine and paracrine signals, and 
physical properties of ECM fibers interdependently influence migration. Animal 
models are often too complex to tease apart the individual contributions of these 
factors, whereas classic assays such as wound healing and Boyden chambers are 
too reductionist. On-a-chip systems are now starting to fill this complexity gap. 
Also, cell migration is a highly stochastic phenomenon and lab-on-a-chip systems 
enabling time-lapse imaging of single live cells can capture speed, directionality, and 
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persistence of cell movements. The Kamm and Chung laboratories have developed 
highly versatile on-a-chip platforms to study, among other things, cell migration 
under tightly controlled conditions (Chung et al. 2009; Shin et al. 2012). The micro-
fluidic designs consist of a central cell culture channel connected to flanking ECM-
filled channels via micropoles. Peripheral channels, also in direct contact with the 
ECM, can be used to introduce well-defined stimuli—notably gradients of growth 
factors. Peripheral channels may also be used for co-cultures with endothelial or 
stromal cells. Using a similar microfluidic device, Liu and colleagues showed matrix 
metalloproteinase (MMP)-dependent migration of MCF-7 cells toward a gradient of 
EGF (Liu et al. 2009). Migration of invasive mammary adenocarcinoma (MTLn3) 
cells in collagen gels toward an EGF gradient was also measured using a microflu-
idic device with source and sink reservoirs (Abhyankar et al. 2008). In the complex 
tumor microenvironment, cancer cells integrate multiple stimuli that cooperatively 
modulate cell behaviors. Hence, it is important to develop in vitro systems capable of 
generating complex gradients with multiple chemokines. Microfluidic models have 
already been engineered that combine one chemokine gradient with different basal 
levels of a second chemokine (e.g., EGF and the stromal-derived growth factor 1 
[SDF-1/CXCL12] also implicated in cancer cell invasion and metastasis (Guo et al. 
2016; Mosadegh et al. 2008; Kim et al. 2013). Both studies reported cooperativity 
between the two chemokines, but with apparently conflicting results: Mosadegh and 
colleagues showed that EGF promotes a directional response of MDA-MB-231 cells 
to SDF-1 gradients (Mosadegh et al. 2008), whereas in the second study, EGF pre-
vented SDF-1 chemoattraction (Kim et al. 2013). This discrepancy highlights that 
differences in the amplitude and shape of the chemokine gradient and, more impor-
tantly, in the cell culture conditions (2D vs. 3D for the two studies discussed earlier) 
strongly affect the cellular integration of external stimuli. At the moment these types 
of on-a-chip system are limited by the lack of biological knowledge; indeed, deter-
mining physiologically relevant chemokine gradients is a challenge given the highly 
heterogeneous microenvironment of tumors and the technological gap to measure 
with precision local chemokine levels in vivo.

It is well established that chemical stimuli crosstalk with mechanical cues from the 
microenvironment (Bissell et al. 2002; Pickup, Mouw, and Weaver 2014). Matrices of 
defined stiffness spanning a range corresponding to soft breast tissues to stiff breast 
tumors can be engineered by crosslinking collagen fibers or by using acrylamide 
scaffolding (Wang and Pelham 1998; Levental et al. 2009). We foresee that incor-
porating stiffness gradients to existing and to new 3D culture microfluidic devices 
will facilitate studies aimed at understanding the mechanisms by which increased 
matrix stiffness leads to higher breast cancer risk and stimulates cancer progression 
(Butcher, Alliston, and Weaver 2009). In addition to mechanical properties dictated 
by ECM scaffolding molecules, interstitial fluid flow greatly influences the pressure 
and shear forces exerted on normal and malignant tissues. Interstitial flow establishes 
chemokine gradients promoting cancer cell migration toward lymph vessels, a com-
mon path for metastasis from breast cancer (Shields et al. 2007). Microfluidic systems 
are particularly well suited to expose cancer cells to well-defined flow rates, and stud-
ies using these systems are providing insight on how interstitial flow influences cancer 
cell migration. As intuitively expected, interstitial flow increases overall migration 
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speed and directionality: a  subpopulation of MDA-MB-231 cells migrated with 
high directionality toward the flow; this process was dependent on chemotaxis via 
the beta chemokine receptor CCR7 (Polacheck, Charest, and Kamm 2011; Haessler 
et al. 2012), confirming previous studies with 3D cell culture (Shields et al. 2007). 
Interestingly, a distinct population of cells migrated upstream (i.e., against the flow) 
with less directionality but higher velocity (Polacheck, Charest, and Kamm 2011; 
Haessler et al. 2012). This effect was mediated by the integration of the tension gen-
erated by the flow via β1-integrin/vinculin/focal adhesion kinase (FAK) signaling 
(Polacheck et al. 2014). These findings suggest that a subtle balance between rheo- 
and chemotaxis may define the direction of cell migration. In addition to the relatively 
well-characterized effects of interstitial flow on tumor cells, the biomechanical stim-
uli produced by lymph flow across and within lymph capillaries may also influence 
cancer cell migration. Experiments using a flow chamber system integrating tunable 
transmural flow (medium flow through the ECM matrix, perpendicular and across 
lymphatic endothelial cells), as well as tunable luminal flow (flow of medium along 
a lymphatic endothelial cell monolayer) show that both mechanical stimuli increase 
MDA-MB-231 cell migration across lymphatic endothelial cells. This model system 
appears to reproduce lymph vessel intravasation occurring in vivo. Similarly to inter-
stitial flow, the effect of transmural and luminal flow rates on cancer cell migration is 
also in part mediated by CCR7 and its ligand CCL21 (Pisano et al. 2015).

15.2.4 brEaSt cancEr mEtaStaSiS

Breast cancer metastasizes predominantly to the bones, brain, lungs, and liver. 
Rather than the primary tumors, it is the irreversible damage to these essential 
organs induced by metastatic lesions that often leads to high morbidity of the dis-
ease. Whereas the journey for metastatic cells usually starts in the lymphatic sys-
tem, long-distance dissemination occurs via the bloodstream. A higher frequency 
of circulating tumor cells (CTC) has been reported for advanced (stage III) cancers 
and negatively correlates with survival (Cristofanilli et al. 2004). Hence, detecting 
and isolating CTC is clinically relevant but challenging due to the scarcity of these 
cells. Microfluidic devices have been developed for the affinity capture of tumor 
cells from blood samples (Esmaeilsabzali et  al. 2013; Hyun and Jung 2013). One 
important limitation of these approaches is the achievable flow rate; progress in the 
design of the chips is resolving this bottleneck. For example, the OncoBean chip 
(Murlidhar et al. 2014) can operate at a flow rate of 10 ml/h (about 10 times higher 
than predecessor systems without blood preprocessing). It relies on a radial flow 
design across microspots coated with antibodies against the epithelial cell adhesion 
molecule (EpCAM) for affinity capture. An alternative approach for the detection 
and isolation of CTC has been implemented in which CTC are immobilized on a 
chip with microperforations using magnetic beads functionalized with antibodies 
against CTC antigens (Chang et al. 2015).

Understanding the mechanisms by which cancer cells penetrate blood vessels 
(intravasation) and exit the bloodsteam (extravasation) may lead to new approaches 
to prevent metastasis. There is a strong momentum and rapid progress in the field of 
regenerative medicine to recapitulate blood vessels in vitro, and metastasis research 
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will likely benefit greatly from it. A microfluidic system has been developed by 
Zervantonakis and colleagues that recreates the interface between invasive tumor 
cells and the vasculature (Zervantonakis et  al. 2012). Experiments with this sys-
tem showed that the presence of macrophages leads to decreased endothelial barrier 
function, as measured using fluorescent dextran permeability, and increased cancer 
cell intravasation. These data indicate that intravasation predominantly occurs at 
cell-cell junctions rather than transcellularly (i.e., across endothelial cell bodies). 
Blocking tumor necrosis factor alpha (TNFα) partially restored endothelial  barrier 
function and reduced intravasation, highlighting the prominent role of inflamma-
tory cytokines from the tumor microenvironment in cancer cell dissemination. 
Consistent with these observations, TNFα disrupted junctional cell-cell complexes 
and increased cancer cell intravasation in a microfluidic system containing self-
assembled microvessels in a microchannel (Lee et al. 2014).

Microfluidic systems of the vasculature are also important to study breast cancer 
cell adhesion to endothelial walls and extravasation. Such a model with tunable flow 
rates was used to mimic circulating cancer cells and to follow their behavior in the 
presence or absence of defined levels of a chemokine, CXCL12, situated basally from 
the endothelium (Song et al. 2009). Metastatic breast cancer cells (MDA-MB-231) 
were found to adhere preferentially to regions of the endothelium stimulated by 
SDF-1/CXCL12, which matches the preferential homing in vivo to organs with high 
levels of this chemokine. The results also suggest that expression of the SDF-1 recep-
tor on the endothelium plays an important role in cancer cell adhesion. Bone-specific 
extravasation of circulating breast cancer cells was further studied using perfusable 
microfluidic models of the vasculature incorporating osteoblasts (Bersini et al. 2014; 
Jeon et al. 2015). Increased extravasation of MDA-MB-231 cells from endothelia sur-
rounded by a bone-like microenvironment was dependent on the cytokine CXCL5 
and its receptor CXCR2 expressed in breast cancer cells (Bersini et al. 2014). 

The next generation of microfluidic devices developed by the Kamm laboratory 
integrates endothelial cells within different microenvironments, including a bone-
mimicking microenvironment recapitulated by a meshwork of microvasculature sur-
rounded by differentiated osteoblasts and mesenchymal stem cells (Jeon et al. 2015). 
In this model, extravasation of the metastatic breast cancer cells was more pro-
nounced in the bone-mimicking microenvironment compared to acellular matrices 
or to matrices containing myoblasts mimicking the muscle microenvironment; these 
differences did not correlate with the variation in endothelial cell permeability across 
the different matrices. Rather, expression of adenosine by myoblasts and adenosine 
signaling via the adenosine A3A receptor in cancer cells reduced extravasation in 
the muscle-like microenvironment—an effect reproduced by treating the bone-like 
microenvironment with adenosine. Importantly, conditioning the microvasculature 
with shear force generated by medium flow increased endothelial permeability and 
accordingly decreased cancer cell extravasation, highlighting the influential contri-
bution of mechanical stimuli to endothelial and cancer cell physiology. 

In addition to the bones, the liver and brain are important metastatic sites for 
breast cancer cells. Efforts in regenerative medicine have yielded precise organoid 
models of the liver (Peloso et al. 2015; Clark et al. 2014), and 3D hepatic cell culture 
models have been combined with metastatic breast cancer cells, revealing phenotypic 
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changes of these cells toward more epithelial characteristics and increased chemo-
resistance (Clark et al. 2014). On-a-chip neurovascular platforms developed for the 
study of neurodegenerative disorders (e.g., Achyuta et al. 2013) may also be adapted 
as models of brain metastasis.

In conclusion, breast- and breast cancer-on-a-chip models recapitulating all steps 
of cancer initiation and progression—from increased risk to cancer cell homing 
in new microenvironments—advance breast cancer research. These devices offer 
numerous advantages, including precise control and rapid equilibration of growth 
factor concentration and gradients, mechanical constraints of the matrices, flow of 
fluids, and even gas concentrations. Among the multitude of future developments for 
applications in basic research, integrative on-a-chip models recapitulating oxygen 
gradients will be particularly relevant to study how hypoxia induced by the tumor 
microenvironment promotes genomic instability and changes leading to metastatic 
progression (Gilkes, Semenza, and Wirtz 2014). Systems enabling spatiotemporal 
control of oxygen tension are being developed (Funamoto et al. 2012; Acosta et al. 
2014). We also envisage future microfluidic models integrating tunable pH gradients 
to study the impact of acidosis on tumor progression, as well as new organ-specific 
models to study homing in the brain, liver, and lungs, and finally diversification of 
breast cancer cell lines used in these systems to derive knowledge for specific breast 
cancer subtypes. The compatibility of most on-a-chip designs with high-resolution, 
time-lapse imaging is extremely advantageous as it enables experiments with high 
temporal resolution, and hence, to tease apart stochastic from directed cell behaviors. 

15.3  IMPROVED MODELS FOR DRUG DISCOVERY AND SCREENING 

The development of small molecules that can exquisitely target specific regulatory 
pathways in cells requires in vitro models that faithfully reproduce the different 
subtypes of breast cancers. Indeed, the classification of breast cancers corresponds 
to distinct molecular pathways that provide tumor strength for progression and the 
potential to resist standard chemotherapy targeting general cell proliferation and 
survival mechanisms. Models based on traditional 3D cell culture are being inves-
tigated to recapitulate the characteristics of specific cancer subtypes. Some of these 
models include interactions with other cell types that might modulate drug sen-
sitivity. For instance, a model of ER+ breast cancer cells (MCF7) and mammary 
fibroblasts (Hs 578Bst) has been designed to study the impact of drugs that modu-
late steroidogenesis in the context of paracrine interactions among these cell types 
(Wang et al. 2015). A combination of endothelial cells and triple negative breast 
cancer cells was used to explore therapies that inhibit angiogenesis and the cyto-
kine-driven growth of immune- activated subsets of triple negative breast cancers 
(Barbie et  al. 2014). However, the identification of new drug candidates requires 
screening of libraries with thousands of chemical and natural compounds, which 
also necessitates the production of tumor models that are high-throughput, with the 
possibility to harness the needed phenotype in many replicates and with as much 
automation as possible. The difficult task is to find a compromise between sophis-
ticated on-a-chip systems necessary to recapitulate tumor organization and highly 
reproducible culture models that are easy to handle. 



326 Regenerative Medicine Technology

15.3.1 moDElS USED for DrUg ScrEEning in brEaSt cancEr 

For high-throughput screening of anticancer drugs, 3D cell culture models that 
permit fast formation of tumor nodules are in vogue. Most of the models developed 
involve aggregation of cells either in a hanging drop (Kelm et al. 2003), a nonadhe-
sive hydrogel (Chen, Gupta, and Cheung 2010), or a hydrogel millibeads (Pradhan, 
Chaudhury, and Lipke 2014) system. Yet inclusion of these systems into platforms 
such as 96- or 384-well plates provides high-throughput assays that may not neces-
sitate using on-a-chip characteristics (Charoen et al. 2014). In nonadherent culture 
systems, cells are usually seeded at very high concentrations in order to rapidly 
produce spheroids of several hundred microns in diameter. Here, there is no devel-
opmental process in which cells progressively organize their tumor environment 
(e.g., particular interactions among cells, deposition of specific ECM molecules, 
transient areas of hypoxia). It has been claimed that tumors formed in this manner 
within two to three days display the characteristic organization of a tumor nod-
ule in vivo, with metabolically active and proliferating cells mostly at the periph-
ery of the spheroid and necrosis at the center (Pradhan, Chaudhury, and Lipke 
2014; Charoen et  al. 2014). More recent methods suggest embedding spheroids, 
first formed without exogenous ECM contact, in collagen I for instance, in order 
to mimic the mechanical properties of the tumor microenvironment (Charoen 
et al. 2014). Nevertheless, this onion-peel view of tumor organization is somewhat 
reductionist as tumors have a much more complex intranodular structure than a 
central hypoxic and necrotic core surrounded by dividing cells. It is understandable 
that cells forced to form large nodules via aggregation will indeed have increased 
tendency to divide at the periphery where nutrients are easily accessed, and will 
die by necrosis in the center where nutrients and oxygen cannot accumulate in 
high enough concentration. Moreover, the fact that a tumor looks like a spheroid 
under different culture conditions does not mean that the spheroids produced under 
these different conditions function similarly. An elegant study in which MCF7 
tumor spheroids formed using hanging drops or in PDMS microwells, two meth-
ods that prevent cellular adhesion to a substratum to favor the aggregation of cells, 
revealed significant differences in respiratory activity, rate of senescence, and glu-
cose metabolism (Zhou et al. 2013). All of these parameters influence the response 
to drugs. Notably, rates of proliferation and metabolism were higher in spheroids 
formed in PDMS structures compared to the hanging drop method. Gene expres-
sion analysis identified markers specific for each population (hanging drop–formed 
or PDMS-formed) of spheroids. Yet, results suggested that a small proportion of 
the spheroids formed with the hanging drop method had a specific set of markers 
similar to those corresponding to spheroids formed via the PDMS method, which 
Zhou and colleagues interpreted as a possible sign of instability of the spheroids 
produced by the hanging drop method. 

Another system for fast formation of tumors is that of magnetic levitation 
(Jaganathan et  al. 2014). This system permits the production of heterogeneous 
tumors in which interaction with the stromal environment, such as fibroblasts, 
can be reproduced, in particular to study the impact of the microenvironment on 
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drug efficacy. This system relies on the rapid self-assembly of cells and allows 
the production of tumors in the millimeter range and the possibility to control 
the composition and, to a certain extent, the organization of tumors. The mim-
icry of the tumor microenvironment encompasses, depending on the type and 
ratio of fibroblasts and cancer cells, the formation of a fibrotic capsule and entrap-
ment of fibroblasts within the tumor as well as deposition of ECM molecules 
such as fibronectin, collagen, and laminin. Findings revealed that the mixture 
of fibroblasts and cancer cells affected the response to doxorubicin compared to 
cancer cells alone, involving an impact on both tumor area and cell density as 
seen in vivo. Although appealing, drug testing performed on models based on the 
formation of cell aggregates described in the precedent paragraphs is likely to 
be affected by the lack of control over the metabolism and over the origin of het-
erogeneity within tumor nodules. For hydrogel-based and PDMS-based systems, 
drug testing might be influenced by the lack of control of drug access to the cells 
as well (indeed drug molecules might be trapped in these substrata) (Chen, Gupta, 
and Cheung 2010). 

On-a-chip systems are required to produce multicellular interactions in a con-
trolled manner by influencing locally the growing tumors, especially via the design 
of the culture device that influences the spatial organization of cells and the delivery 
of environmental factors. Interactions among stem and cancer cells or fibroblasts 
and cancer cells exist in different proportions depending on the subtype of breast 
cancer; this situation can be easily reproduced by mixing cells or culturing cells in 
separate compartments allowing paracrine interaction in 3D culture. However, the 
interaction involving contact of tumors with other tissue structures such as vessels 
made of endothelial cells, lymph endothelial cells, or non-neoplastic epithelial cells 
organized into ducts for instance, requires patterning. A star-shaped polyethylene 
glycol (starPEG)-heparin based hydrogel was used to reproduce breast tumor vascu-
larization (Bray et al. 2015). In this matrix RGD motifs provide cell attachment, and 
the sensitivity to MMPs permits the modification of mechanical properties within a 
culture encompassing breast cancer cells, endothelial cells, and mesenchymal stro-
mal cells. Specific molecules such as angiogenic factors can also be added to the gel. 
In the study by Bray and colleagues, the use of drugs that target cancer cells did not 
reveal a significant difference in sensitivity depending on the presence or absence of 
vessel mimicry. Instead, based on the preliminary data, this model is likely to bring 
information regarding the use of inhibitors of angiogenesis. Co-culture of breast 
cancer cells and primary adipose-derived stromal cells has been used in a microflu-
idics model developed to assess the efficacy of photodynamic therapy (PDT) with 
therapeutic agents such as photosensitizers in an approach based on gold nanopar-
ticles (Yang et al. 2015). The system enabled modulation of the microenvironment, 
with appropriate depth of tissue for PDT assessment, and creation of conditions with 
relevant circulation flow, like interstitial diffusion for mass transport, drug delivery 
in a perfusion-like manner, and nutrient supply and removal of metabolic waste. The 
model allowed time for the tissue environment to form (up to two weeks). Once com-
pleted, the chip included a succession of culture chambers that could be irradiated by 
light simultaneously with live imaging. In this particular study, the model was useful 
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to show that gold nanoparticles improved the use of the photosensitizer studied by 
allowing PDT to induce cell death throughout the depth of the tumor. 

The concept of 3D cell culture integrating breast tumors within the non- neoplastic 
epithelium of hemichannels that we presented briefly in Section 15.2.2 is based on the 
assumption that the curved geometry of the breast ducts in which tumors originally 
grow might have an impact on cell behavior. Indeed, the idea of continuous struc-
ture from the ECM to the cell nucleoskeleton (Lelièvre, Weaver, and Bissell 1996; 
Lelièvre et al. 1998) underlies the possibility for extracellular constraints to influ-
ence gene expression, and thus potentially the response to drugs. We have compared 
triple negative tumor nodules formed by proliferation of breast cancer cells over five 
days, either on a flat support or within a curved geometry, for their sensitivity to 
doxorubicin and bleomycin. In both cases tumor cells showed a different response 
depending on the geometrical context in which they thrived (Vidi et al. 2014). Thus, 
in addition to the influence of non-neoplastic cells on cancer cells’ drug sensitivity 
already documented, a simple flat versus curved geometry for the growth of tumors 
also matters. Whether differences in drug sensitivity are linked to measured altera-
tions in the circularity and area of the cell nucleus depending on the tissue geometry 
remains to be investigated (Vidi et al. 2014; and unpublished data).

Another aspect of on-a-chip systems is the possibility of studying drug sensitivity 
within specific organ or tissue niches, even those located far from the initial tumor 
site. A bone-breast cancer cell system has been developed using silk fibroin as a scaf-
fold for the distribution model (Subia et al. 2015). This system permits the investiga-
tion of the impact of drugs on normal functions and features of the host tissue. In this 
study there was no recorded impact on bone mineralization, but osteogenic markers 
like osteocalcin and alkaline phosphatase were decreased. It is proposed that this 
type of model might ease the development of targeted drugs by taking into account 
the environment of the tumor cells. Obviously, there is more to producing effective 
drug screening systems than simple high-throughput tumor production. 

The LiverChip model has been used to mimic micrometastases and test their sen-
sitivity to drugs (Clark et al. 2014). In this system, breast cancer cell lines have been 
tested for their integration into the hepatic niche. Importantly, the MDA-MB-231 
aggressive cells have shown a reversion to a more epithelioid phenotype associated 
with resistance to chemotherapy as observed in patients. Resistance was found to 
be conferred by the re-expression of E-cadherin. In contrast to the fast-assembling 
tumors described earlier, this promising system uses time as the essence for best 
mimicry of a physiologically relevant situation. Specifically, it encompasses con-
tinuous live assessment of liver function and the potential for studying drug efficacy 
based on circadian rhythm and the burst of mild inflammatory states.

15.3.2 intEgration of bioSEnSorS Within on-a-chiP moDElS

Drug screening requires measuring either cell death (for cytotoxic drugs) or cell 
proliferation (for cytostatic drugs), or even sometimes the expression level of spe-
cific targets and response pathways (e.g., DNA repair activity, etc.). Although 
these measurements can be easily performed by immunostaining and observation 
under fluorescence microscopy, this method is time consuming and often relies on 
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subjective assessment. Instead, automated imaging and the integration of biosensors 
for the analysis of specific readouts will facilitate high-throughput and continuous 
screening. Ideally, biosensors should work for live cell analysis and might encom-
pass probes to measure extracellular events such as oxygen, ions, metabolic factors, 
and cytokines as well as intracellular events including specific signaling pathways, 
death, metabolic activity, stress, etc. An example of imaging-based analysis is the 
combination of nanoculture plates (without addition of ECM or gel) for the formation 
of tumor nodules and the imaging device BioStation CT that has been employed to 
assess drug sensitivity of breast cancer cells representing luminal A and luminal B 
subtypes in 96-well plates. A correlation was made between proliferation, measured 
via ATP levels, and spheroid velocity and fusion of spheroids both in cell lines and 
primary breast cancer cells when comparing control and anticancer drug-treated 
samples (Sakamoto et al. 2015). Whether nodule migration as measured here repre-
sents a physiologically relevant phenomenon remains to be confirmed.

A biosensor relying on fluorescence energy-transfer (FRET) has been designed 
to detect apoptosis in breast tumor nodules in culture with the capability of mea-
surements in real time and over long culture periods (Anand et al. 2015). The GFP-
caspase sensors are first transfected in the cell lines to be used for drug screening. 
Stable transfection enables the constant availability of sensors and permits the assess-
ment of drug sensitivity in specific areas of the tumors (e.g., at the periphery vs. in 
the center of the nodule). These capabilities developed with standard 3D cultures are 
relatively easy to use with on-a-chip systems since sensors are part of the cell lines. 

A relatively underexplored marker for biosensing is nuclear architecture, with 
features as easy to investigate as circularity, a shape descriptor. Using a simple DAPI 
staining, as mentioned earlier, we identified a correlation between nuclear circu-
larity (i.e., how round the cell nucleus is) and drug sensitivity (Vidi et  al. 2014). 
Previous work had revealed a link between p53 expression level and nuclear circu-
larity (Mijovic et al. 2013), illustrating the importance of taking nuclear shape into 
account in drug sensitivity assays, and suggesting a mechanism by which nuclear 
shape might influence drug sensitivity. This type of marker is particularly meaning-
ful in cancer since tumors are characterized by different degrees of heterogeneity 
in nuclear shape, and pathological assessment based on morphometric analyses of 
nuclei seems to improve the evaluation of tumor aggressiveness (Hannen et al. 1998; 
Okudela et al. 2010; Mijovic et al. 2013). We showed in the disease-on-a-chip system 
that there was less heterogeneity when tumors were grown in the physiologically 
relevant curved geometry of the duct compared to tumors grown on a flat support 
(Vidi et  al. 2014). In vivo, each subtype of breast cancer appears to have its own 
average nuclear circularity (Lelièvre laboratory, unpublished results), which sup-
ports further efforts to investigate the potential for nuclear circularity to be used as a 
prognostic marker for drug sensitivity. Notably, “sensing” nuclear circularity would 
be particularly important with certain groups of drugs, the target of which would be 
influenced, like p53, by nuclear circularity. 

Other biosensors relate to the cells’ environment, as is the case for hypoxia, which 
influences cell behavior and potentially drug sensitivity (Vaupel 2008). Thus, it is neces-
sary to monitor and possibly modify oxygenated regions in tumors, as hypoxia can be 
transient (Matsumoto et al. 2010), in order to improve the outcomes of drug screening. 
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It has been argued that microfluidics permits spatial and temporal control necessary to 
modulate the oxygenation within tumors (Grist et al. 2015). Notably, the short diffusion 
distance between channels in a microfluidic device leads to quick equilibrium and thus, 
permits the completion of several cycles of oxygenation for a particular tumor region 
per hour. In the three-layer microfluidic platform designed by Grist and colleagues, 
gas control channels are on three of the sides of the cell culture channel; there are also 
hydration channels perfused with liquid between the gas and cell culture channels that 
reduce evaporation in the cell culture channels. Ratiometric optical oxygen sensors, 
instead of intensity sensors, are integrated into the microfluidics device to provide a 
map of oxygen levels.

Other sensors used so far to measure behavioral features of cells might also be 
useful for drug screening within an on-a-chip platform. Electrical cell-substrate 
impedance sensing (ECIS) has been integrated in a microfluidics platform to mea-
sure, with high sensitivity, the migration of single breast cancer cells in 3D matrices 
(Nguyen et  al. 2013). The device detects rapid changes of impedance as invasive 
MDA-MB-231 cells leave the electrode and migrate in the hydrogel toward chemoat-
tractants. This approach might provide readouts based on phenotypical responses to 
measure the impact of antimetastatic drugs. 

15.3.3 high-throUghPUt ScrEEning With organS-on-chiPS

High-throughput drug screening encompasses several aspects. It requires multiplic-
ity, with screening of many drugs and/or cell types at once. It also requires rapid and 
reliable assessment of results. Thus, the biosensors used for such assessment should 
be easily readable, with highly reproducible results, and placed within structures that 
allow testing of possibly hundreds of cell cultures on-a-chip. The cancer-on-a-chip 
might not reproduce every single aspect of the real situation, but rather the essential 
aspects to mimic and measure a specific tumor phenotype. 

If targeting invasive capabilities is not the purpose for drug screening, a model 
such as the disease-on-a-chip described earlier, with tumors growing within the con-
fines of a duct lined with non-neoplastic cells, might be sufficient (Vidi et al. 2014). 
This model can be produced quickly, adapted for multiwell plates, and used with 
automated cell culture and biological assessment. If invasiveness is a characteristic 
of interest in the drug screening process, a more sophisticated model would be nec-
essary, such as that designed based on finger patterning of channels through ECM 
hydrogels, allowing breast ductal carcinoma cells to display invasion from inside 
the channel throughout the gel toward fibroblasts located in adjacent compartments 
(Bischel, Beebe, and Sung 2015). The high-throughput nature of this system is based 
on the fact that the channel patterning is created using a micropipette; the authors 
indicate that manufacturing could be done with automated pipetting and liquid han-
dling systems. Another system that recapitulates invasive potential has been devel-
oped in a titer-plate format with patterning of adjacent lanes of gels and liquid without 
the need for physical separation, thanks to the use of phase guides (i.e., geometric 
features acting as pressure barriers). Thus, it can reproduce heterogeneous tissues. 
Here high-throughput capabilities include compatibility with automation and high-
content screening equipment (Trietsch et al. 2013). A clever system transforms 3D 
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cultures into 200 µm-thick sections for easy imaging by peeling layers of stacks of 
200 µm-thick papers containing 96 “spots” with cell-including MatrigelTM integrated 
in the culture vessel. Each tissue is separated from tissues produced in neighboring 
wells, enabling testing of different treatments, although it does not prevent lateral 
diffusion of molecules through the hydrophobic wax. High-throughput is possible for 
production and handling via robots (Deiss et al. 2013). Ultimately, it is the combina-
tion of high-throughput reading of the sensors or parameters and high-throughput 
layout of on-a-chip models that will provide optimal conditions for fast and reliable 
drug screening systems. Once these models have been tested for reproducibility of 
the results, we envision a bright future enabling screening to filter out drugs that 
would not work well once cells are in their 3D context, consequently reducing ani-
mal use and costs for drug testing (Figure 15.2).

15.4 PERSPECTIVES FOR PRECISION MEDICINE 

Breast cancer is a heterogeneous disease, or perhaps more accurately stated, it is 
a collection of diseases with different histopathological characteristics, genomic 
instability levels, prognoses, and relative occurrences in different ethnic groups. The 
identification of breast cancer subtypes described in the introduction, with distinct 
patterns of expression for hormonal and epidermal growth factor receptors, has led 
to the development of targeted therapies, such as tamoxifen and aromatase inhibitors 
for ER+ tumors, and Herceptin and Lapatinib for HER2-overexpressing cancers. 
These targeted therapies have opened the path toward precision breast oncology, 
i.e., breast cancer treatments tailored to individual patients. Subsequently, molecular 
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FIGURE 15.2 Integration of lab-on-a-chip technologies into the drug discovery and screen-
ing pipeline. First, breast-cancer-on-a-chip systems can be used to identify new targets with 
tumor models specific of cancer subtypes (target discovery). Second, following bioassays to 
screen a vast array of compounds (high-throughput screening), breast-cancer-on-a-chip can 
be used as a filter to identify drugs with real phenotypic impact (phenotypic screening) (e.g., 
reduction of tumor size) from those selected via the high-throughput screening, hence permit-
ting the selection of a reduced number of drugs with the best therapeutic potential for animal 
testing before clinical trials.
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breast cancer subtypes have been refined based on global gene expression profiles, 
leading to the discovery of new subgroups with unique prognoses (Perou et al. 2000; 
Curtis et  al. 2012). Every cancer develops a unique set of genetic and epigenetic 
anomalies, some of which are (or will be) useful for therapeutic decisions. Precisely 
targeting these specific anomalies is expected to guarantee the best possible out-
comes. This assumption is being tested for metastatic breast cancer in a large mul-
tinational prospective study (Zardavas et al. 2014). Thanks to the rapid progress in 
DNA sequencing techniques, clinical precision medicine programs now offer the 
possibility to sequence entire tumor genomes or, more frequently, panels of genes 
that are unambiguously linked to cancer progression (Stover and Wagle 2015). For 
example, the Foundation One panel (Frampton et al. 2013) that consists of 315 can-
cer-related genes complemented with 28 genomic regions frequently rearranged in 
cancer enables the detection of substitutions, deletions, rearrangements, and copy 
number alterations in small subsets of cells within solid tumors. Knowledge from 
such analyses is helping clinicians and patients select targeted therapies. Indeed, cur-
rent testing identifies treatable genomic defects in about 75% of solid tumors tested 
(Frampton et al. 2013). Genomic profiling can also reveal potential new treatment 
approaches, as recently shown for metaplastic breast carcinoma (Ross et al. 2015). 
Indeed, in addition to frequently altered genes (e.g., TP53 and PIK3CA, mutated in 
more than 30% of breast cancers), large-scale breast cancer sequencing projects have 
detected many mutations occurring at lower frequency that may also contribute to 
cancer progression, notably by defining the pharmacogenetic landscape of individ-
ual tumors. These rare yet specific alterations hold promise for precision medicine 
(Curtis 2015; Stover and Wagle 2015). One major limitation to precision medicine 
is that many gene-based alterations linked to cancer progression and detectable in 
patients cannot (yet) be targeted with drugs. However, current research focused on 
cancer-related molecular pathways is broadening the palette of drugs to eventually 
match the range of profiles of tumor anomalies; the increase in clinical trials with 
specific genomic alterations as a recruitment criterion (Roper et al. 2015) attests to 
the potential of targeted therapies. 

An application for microfluidic devices will be to facilitate tumor DNA collection 
from blood samples (“liquid biopsies”) for genomic analyses, with the goal to employ 
less invasive procedures while increasing sampling efficacy and “time resolution” 
compared to currently used biopsies (Kidess and Jeffrey 2013). The microfluidics 
developments described in Section 15.2 for the isolation of circulating cancer cells 
constitute one approach. The capture of circulating cell-free tumor DNA (ctDNA) 
from the plasma represents another approach. Indeed, studies have revealed that 
ctDNA is a sensitive biomarker to monitor breast cancer progression and to detect 
resistant subclones (reviewed in Curtis 2015).

Whereas genomic data enable cancer classification, prognosis prediction, and 
increasingly effective guidance of therapeutic choices, phenotypical outcomes in 
tumors such as drug responses cannot be fully predicted from a list of genomic 
anomalies. Epigenetic modulation of gene expression in cancer cells, mechanical 
properties of the tissues, cancer-stroma and cancer-epithelium interactions, as well 
as the level of tumor heterogeneity, are only a few factors critically influencing tumor 
phenotypes. A promising prospect for precision medicine is the use of on-a-chip 
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technologies to directly assess tumor responses to different drug regimens in order to 
predict effectiveness and resistance. More distantly, we may envisage this approach 
to screen libraries for compounds specifically tailored to a particular cancer. Such 
devices should (1) enable a rapid turnover (up to a few weeks, as currently achieved 
for genomic testing); (2) place tumor cells in a physiologically relevant microenviron-
ment, similar to their site of origin; (3) require minimal amounts of tumor samples 
(typically less than 1 cm3 of resected tissue is available after breast cancer surger-
ies), and (4) faithfully sample and maintain intratumor heterogeneity. Heterogeneity 
within breast tumors is largely fueled by genomic instability characteristic of tumor 
cells, in particular in basal-like tumors. Stochastic interconversion between non-
stem and stem stages as well as the nonhomogeneous tumor microenvironment (e.g., 
hypoxia gradients) may also contribute to heterogeneity among cells of a given can-
cer (Marusyk and Polyak 2010; Lelièvre, Hodges, and Vidi 2014; Martelotto et al. 
2014; Skibinski and Kuperwasser 2015). Taking into account intratumor heterogene-
ity is important because this cancer characteristic constitutes a challenge for both 
classic cytotoxic drugs and targeted therapies. Indeed, tumors with diverse cancer 
cells have higher chances to develop treatment resistances and cancer progression 
(Almendro, Cheng, et al. 2014; Almendro, Kim, et al. 2014). Tumor cells once placed 
in culture tend to loose heterogeneity. A likely explanation for this phenomenon is 
the abrupt change from complex (and heterogeneous) microenvironments in vivo to 
monotonous conditions in vitro, which at best approximate the chemical and physi-
cal cues against which the tumor has evolved. Only the cancer cells able to adapt 
and to proliferate rapidly in the new environment can be tested, leading to biased 
pharmacological readouts. 

Patient-derived mouse xenograft (PDX) models, also called tumorografts, are 
currently used to maintain and amplify human tumors while preventing phenotypi-
cal drift (DeRose et al. 2011; Zhang et al. 2013; Zhang et al. 2014). By placing cancer 
cells in a physiological microenvironment and maintaining the tumor architecture, 
PDX models constitute a useful resource for preclinical drug assessment. However, 
these models take time to establish and may not be appropriate for large-scale use as 
clinical predictors for the treatment of cancer patients. In addition, the physiology of 
the mice may introduce a bias. 

Short-term cultures in 3D matrices from primary solid breast tumors or from 
pleural effusions have been used to validate drug efficacy predicted based on gene 
expression signatures (Cohen et  al. 2011). More recently, the SpheroNEO study 
(Halfter et al. 2015) used spheroid assays to predict responses to neoadjuvant ther-
apy. Spheroids produced from dissociated breast tumors were treated with the same 
drugs used for the neoadjuvant cycles. The study revealed that cell survival in vitro 
is a good predictor for the pathological complete response (pCR) in the surgical exci-
sion specimens, defined in this study by the absence of “vital tumor.” We envision 
the generalization of similar short-term approaches with miniaturized microfabri-
cated devices that will maintain tumor behaviors and heterogeneity and use minimal 
amounts of samples for testing drug efficacy. Microfluidic systems are already being 
tested for drug screening with patient samples. For example, chemotherapeutic dos-
age and combinations have been assessed on lung tumor–derived cancer cells in 3D 
culture using a microfluidic platform (Xu et al. 2013). Large discrepancies in drug 
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sensitivity between 3D cultures from primary tumor cells and immortalized cell 
lines were observed, as expected. It will be essential to systematically assess the 
value of this and other microfluidic platforms for predicting treatment outcomes in 
clinical studies.

15.5 CONCLUDING REMARKS

Microfluidic technology is lifting 3D cell culture to the next level of sophistication. 
The increasing use of organ-on-a-chip models is very encouraging given the para-
mount influence of the microenvironmental contexts that require engineering for 
the making of features such as culture surfaces with a given geometry, extracellu-
lar matrices with specific mechanical properties, and sensors adapted to the minute 
pieces of tissues created. 

Reproducing environments with malleable physical properties is the next fron-
tier for the breast-on-a-chip. Indeed the breast is one of the original organs for 
which mechanical properties, such as stiffness of the stroma, have been shown to 
be modified with cancer development (Paszek et al. 2005; Acerbi et al. 2015). It is 
also known that breast density, in part linked to the increased presence of col-
lagen I in the stroma, is associated with heightened breast cancer risk (Seewaldt 
2012). Hence, being able to modulate stiffness via engineered matrices such as 
those developed based on modulating Type I collagen oligomers and collagen 
precursors (Bailey et al. 2011; Whittington et al. 2013) is tremendously appealing. 
These matrices have been primarily used in standard 3D culture and for tissue 
engineering, yet they should be usable regardless of the culture vessel, and thus 
for organs-on-chips as well. 

Another exciting challenge with breast-on-a-chip models is to reproduce tissue 
complexity, not so much in terms of multiple cell types and matrices, as these 
elements are amenable for bioprinting if needed, but in terms of fluctuating het-
erogeneity in disease. The advent of organs-on-chips was mainly initially meant 
for reproducing the normal situation. With the first few disease-on-chips, notably 
pioneered by the breast cancer model (Vidi et  al. 2014), the question of repro-
ducing the fast-changing conditions within tumors has emerged. For instance, 
hypoxia of breast tumors influenced by the stroma can vary greatly over a 24-hour 
period (Acosta et al. 2014), which can make in vitro drug testing inaccurate unless 
such heterogeneity associated with monitoring via sensors is achieved. Another 
example of heterogeneity is that of epigenetic profiles (Lelièvre, Hodges, and 
Vidi 2014; Brooks, Burness, and Wicha 2015). Here, controlling the microenvi-
ronment on-a-chip seems an obvious first approach in order to induce a mixed 
population of cancer cells to recreate physiologically relevant situations in which 
the extent/size of groups of cells with specific epigenetic traits changes with the 
breast cancer subtype, as well as with the malignant progression of a particular 
cancer subtype. An example of this situation is that of high-grade breast can-
cers, like triple negative breast cancers, that include a high proportion of CD44+/
CD24-/low cancer stem cells possibly generated via epigenetic regulation (Kagara 
et al. 2012; Lim et al. 2013). Yet, once the tumor becomes invasive, the percent-
age of cancer stem cells greatly diminishes; this is likely due to the acquisition 
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of a certain differentiation level of these cells. In addition to controlling triggers 
of phenotypic alterations, such as oxidative stress and inducers of inflammatory 
responses, being able to read epigenetic marks at the single-cell level on-a-chip is 
paramount for this type of models.

There is a long road ahead to create the many cell culture models necessary 
for the next level of biological and biomedical physiologically relevant discover-
ies. Collaboration is a very attractive way to work with organs-on-chips (Benam 
et  al. 2015) as team science projects regrouping engineering, basic science, and 
clinical perspectives are most likely to significantly contribute to our understanding 
and reproduction of the extreme complexity of breast cancer onset and progression 
in the laboratory. Then, integration of models to mimic processes linked with the 
absorption of oral medicine and food, and cancer models on-a-chip (Imura, Sato, 
and Yoshimura 2010) will lead to exquisite pipelines for assessing therapies within 
defined environmental contexts. We consider nanosensing within breast-on-a-chip 
platforms as the next frontier where parameters such as hypoxia, stiffness, pH, and 
cellular and nuclear morphology will have to be managed on a per-cell basis, within 
an undisturbed multicellular organization. Mechanical engineers and electrical 
engineers have managed to design state-of-the-art nanosensors, many of which are 
awaiting applications within cells or within complex groups of cells. We are hopeful 
that biologists are ready to take on the  collaborative challenge.
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16 Disease Modeling

Uta Grieshammer and Kelly A. Shepard

16.1 INTRODUCTION

Modeling of disease phenotypes in the laboratory has long been recognized as 
both a means to better understand a pathological process and a tool for discover-
ing potential treatments. The analysis of animal models exhibiting induced or 
naturally occurring features similar to human disease is an important preclini-
cal activity, and the ability to genetically engineer animals, especially mice, to 
harbor mutations or to simulate cellular defects known to drive human disease 
has been a powerful tool for investigating disease mechanisms and test novel 
drug candidates. However, animal models, while reflective of whole-body physi-
ology, do not truly recapitulate the human condition and often point to treat-
ments that prove ineffective when translated to human patients. In addition, they 
tend to be expensive, time and labor intensive, and may pose ethical challenges. 
The ability to procure and culture both animal and human cells, including the 
use of immortalized cell lines, has been fundamental for our understanding 
of cell biology and has led to the development of in vitro disease models that 
have fueled decades of academic research and have enabled the pharmaceutical 
industry to discover drugs based on molecular targets or other disease-relevant 
defects observable in cellular models. While these approaches continue to have 
use, they suffer from limitations. Human cell models overcome species-related 
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issues inherent in animal models but are also limited in their ability to accurately 
reflect a relevant phenotype. Models based on primary cells directly isolated from 
humans, even those that can be expanded and maintained for a period in culture, 
suffer from sample variability and limitations in supply, while immortalized or 
transformed cell lines have unlimited expansion potential but no longer represent 
a cell state found in vivo. Another significant hurdle for in vitro disease mod-
eling is the complexity of human disease that depends on interactions between 
multiple cell types within an organ or is manifested in a systemic manner. While 
this latter hurdle is being addressed by the development of organ- or body-on-a-
chip approaches, human pluripotent stem cell (hPSC) technology makes available 
unlimited quantities of disease-relevant human cell types. In this chapter, we dis-
cuss the advances that have been made in hPSC-based disease modeling and how 
combining these two technologies, hPSCs and organ-on-a-chip, have the potential 
to significantly accelerate progress in understanding and discovering treatments 
for human disease. 

16.2 CURRENT USES OF hPSC DISEASE MODELS

The in vitro derivation of embryonic stem cells (ESCs) from blastocysts, first 
in mice1,2 and then in humans,3 unlocked an exciting array of opportunities for 
disease modeling based on two key properties of these cells: their ability to self 
renew, which enables ESC cultures to be expanded and maintained in their early 
embryonic state indefinitely, and their pluripotency, or ability to be converted into 
any cell type of the body via appropriate biological cues, thus offering renew-
able sources of human cells and tissues that are normally difficult to obtain, such 
as those of the heart or brain (Figure 16.1). A second major development was 
the generation of induced pluripotent stem cells (iPSCs), which resemble ESCs 
but can be derived by introducing certain exogenous factors, e.g., OCT4, SOX2, 
KLF4, and c-MYC, into easily accessible somatic cells, such as those from 
blood or skin, from individual donors4–6 (Figure 16.1). Such “reprogrammed” 
cells harbor the donor’s unique genetic signature, offering the  potential to model 
phenotypes based on authentic human genomic backgrounds from diseased indi-
viduals and to analyze the genetic contribution to those disease phenotypes. In 
the decade since their discovery, human (h)iPSCs, along with human (h)ESCs 
have shed new light on a variety of disease mechanisms and are increasingly 
used for identifying drug candidates and assessing drug toxicities in both aca-
demia and industry.7 

16.2.1 ExPloring mEchaniSmS of PathogEnESiS

16.2.1.1 Monogenic Diseases
Amongst the first hPSC-based approaches for elucidating disease mechanisms 
were those explored in the context of monogenic disorders associated with highly 
penetrant phenotypes. There are several ways to establish such models: (1) hESC 
can be derived from blastocysts that carry disease-causing mutations, e.g., those 
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that were donated to research after preimplantation diagnostics revealed the 
presence of such a mutation; (2) hiPSC can be derived from individuals with 
genetic diseases, whether the disease-causing mutation is known or not; or (3) 
relevant mutations can be introduced into normal hPSC through gene editing 
(Figure 16.2). There have now been many reports of cell-type specific phenotypes 
observed in differentiated derivatives of such hESCs or hiPSCs, for conditions 
ranging from neurodevelopmental and neurodegenerative disorders such as spi-
nal muscular atrophy and Huntington’s Disease, to syndromes associated with 
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FIGURE 16.1 Generation and utility of human pluripotent stem cells. Human embryonic 
stem cells (hESC)—During in vitro fertilization, human sperm are used to fertilize human 
eggs (oocytes), resulting in the formation of a zygote that continues to develop in vitro through 
the 8–16 cell morula stage to the blastocyst stage, when the pluripotent inner cell mass (ICM) 
has formed. Blastocysts not needed for reproductive purposes can be donated to research 
for the derivation of hESC: when ICM cells are cultured under appropriate conditions, they 
become self-renewing, i.e., have unlimited ability to expand, and remain pluripotent, illus-
trated here by 5 of many possible differentiation outcomes. Human induced pluripotent stem 
cells (hiPSC): Somatic cells from tissue donors, including easily obtained blood or skin cells, 
can be converted to cells resembling hESC by forced expression of a few genes encoding 
reprogramming factors. Like hESC, hiPSC are self-renewing and pluripotent.
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FIGURE 16.2 Genetic background of human pluripotent stem cells. Human embryonic 
stem cells (hESC)—hESC can be generated from apparently normal (indicated by the color 
green) blastocysts, or from blastocysts that carry mutations known to cause monogenic disor-
ders (yellow). Such embryos are identified through preimplantation genetic diagnosis (PGD). 
hESC from normal and mutant embryos can be used to compare phenotypes in in vitro mod-
els of disease-relevant cell types. Furthermore, gene editing technology can be used to either 
introduce mutations known to cause monogenic disease into normal hESC or to correct the 
disease-causing mutation in mutant hESC, thereby creating isogenic hPSC lines that differ 
only at the manipulated locus. Human induced pluripotent stem cells (hiPSC)—hiPSC can 
be derived from normal subjects and those suffering from monogenic disorders, and they can 
be genetically manipulated to introduce or correct the relevant mutations, respectively, to 
generate in vitro models of normal and diseased tissues. Since hiPSC can be generated from 
any individual who manifests with a disease, they can also be derived from populations of 
individuals with complex disease for which the genetic underpinnings may be manifold (dif-
ferent shades of blue), and most often not fully understood.
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cardiac arrhythmia, defects in metabolism, and blood disease.7 Disease-specific 
phenotypes encompass a diverse spectrum of cell behaviors such as reduced sur-
vival or degeneration of specific neurons in culture, arrhythmic beating of cardio-
myocytes, aggregation of misfolded proteins, and abnormalities in cell signaling, 
to name only a few.7

While most disease modeling applications of hPSC to date have focused on a single 
disease-relevant cell type, more complex cellular constructs, such as self- assembling 
organoids with organ-like tissue architecture (see Section 16.3.2), are beginning 
to be employed for this purpose. For instance, hiPSC derived from a patient with 
microcephaly and directed to form cerebral organoids displayed decreased numbers 
of neural progenitors and increased numbers of neurons consistent with the hypoth-
esis that small brain size is due to a failure of progenitor expansion and to premature 
neuronal differentiation. Interestingly, spindle orientations during neural progeni-
tor division were often found to be oblique and vertical in microcephaly organoids, 
while they were exclusively horizontal in control organoids. This provides a possible 
explanation for the reduction in neural progenitor numbers in the diseased tissues, 
since precise horizontal spindle orientation is necessary for early symmetric expan-
sion of neural stem cells.8

In addition to a rapidly growing body of literature on the use of hPSC to identify 
and study disease phenotypes in a dish, there is also increasing evidence that hPSC-
based phenotypes, representing a wide range of disorders, can be reversed or amelio-
rated by correcting the genetic defect or by treating cells with drugs known to affect 
disease outcome, thereby validating the in vitro models and fueling hope they can be 
further developed for identifying novel treatments or diagnostics.7,9

16.2.1.2 Complex Diseases
While rare, monogenic disorders might provide the most straightforward path 
for linking cellular and molecular pathways to a given disease, stem cell–based 
models are also useful for studying much more common complex disorders 
where the underlying genetic basis is not or only partially known, and the com-
bined effects of different genes, environmental exposure, and/or lifestyle factors 
leads to a pathological outcome.10 Furthermore, the extent and composition of 
genetic contributions to complex disease may differ amongst diseased individu-
als, and hiPSC offer the opportunity to study cellular phenotypes in the pres-
ence of different genomes. The usefulness of hiPSC models is illustrated by 
several recent investigations of neurodegenerative disease. While specific alleles 
at a few genetic loci have been linked to rare familial forms of Parkinson’s and 
Alzheimer’s diseases, the majority of cases are sporadic, with variable disease 
onset and progression due to unknown factors, only some of which are heritable. 
It has been possible to identify similar defects in hiPSC-derived dopaminer-
gic neurons from patients with either sporadic or genetic forms of Parkinson’s 
 disease,11 and in hiPSC-derived neurons of patients with one of the several 
genetic or sporadic forms of Alzheimer’s disease.12,13 These studies illustrate that 
hiPSCs enable disease modeling when the underlying genetic and other causes 
remain unknown (Figure 16.2), and representative cellular or animal models can 
thus not be engineered. Similarly, in diseases where some of the genetic risk 



350 Regenerative Medicine Technology

factors have been identified through genome-wide association studies (GWASs), 
engineering of appropriate cellular or animal models to investigate their func-
tional significance is hampered by the fact that most of these genetic variants lie 
in non-coding regions and they themselves may not be causal variants. hiPSC-
based disease models offer the opportunity to probe the effects and functional 
significance of such risk alleles in the context of patient genomes and cell type-
specific phenotypes. As a case in point, a recent hiPSC-based study investigated 
the molecular mechanism by which a genomic region, marked by several single 
nucleotide polymorphisms (SNPs), increases the risk for sporadic Alzheimer’s 
disease. The SNPs are located in the 5′ non-coding region of the SORL1 gene, 
whose expression has previously been shown to have a protective effect against 
Alzheimer’s disease. Consistent with an elevated risk for the disease, the pres-
ence of the risk variants in patient hiPSC-derived neurons blunted the induc-
tion of SORL1 gene expression in response to brain-derived neurotrophic factor 
(BDNF), providing evidence that disease risk is linked to altered regulation of 
gene expression.14 Tremendous effort has gone into identifying genetic risk vari-
ants for common diseases through GWASs, but it remains a challenge to define 
the variants’ roles in disease manifestation. hiPSC-based models provide a tool 
to probe the mechanism by which they alter disease risk, especially in conjunc-
tion with recently developed facile approaches for genome editing that allow 
examination of the functional significance of individual SNPs.10,15

16.2.1.3 Infectious Diseases
Disease course and susceptibility to disease by infectious agents is another area 
of research in which hiPSC modeling may break ground. Several groups have suc-
cessfully modeled productive infection of hPSC-derived hepatocytes by the hepa-
titis C virus,16–19 and by mosquito-borne malaria pathogens such as Plasmodium 
vivax.20 hPSC models have also been useful for studying infection of hESC-
derived neurons by Varicella zoster,21 and exploring mechanisms of infection 
and latency of the human cytomegalovirus in hPSC-derived hematopoietic and 
neural cells, providing novel insights as to how this virus may lead to congeni-
tal defects.22–24 hiPSC-derived cardiomyocytes were infected with coxsackievirus 
B3 strain, and this model was able to mimic known effects of antiviral com-
pounds.25 In an example of organoid-based disease modeling (see Section 16.3.2), 
Heliobacter pylori bacteria, which cause ulcers, were injected into the lumen of 
hPSC-derived gastric organoids and were shown to infect the epithelium and trig-
ger known molecular responses, thus establishing a model for H. pylori–mediated 
gastric disease.26 

16.2.2 hPSc moDElS in DrUg DiScovEry anD DEvEloPmEnt

Just as hPSC models represent tools for elucidating mechanisms of disease, they also 
provide a novel means to screen for drugs that alleviate or cure those diseases. Many 
drug candidates that show promise in preclinical studies ultimately prove ineffec-
tive in costly late-stage clinical trials, often due to the fact that they were discovered 
and tested in a model system that did not accurately reflect relevant disease features 
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in humans. This phenomenon, together with toxicities first observed when tested in 
humans, contributes to significant attrition of drug candidates and is a major driver 
of the high cost of drug development. 

In addition to poor correspondence between preclinical models and human sub-
jects, some blame high drug attrition rates, at least in part, on limitations of target-
based drug discovery, the main approach used by the pharmaceutical industry in 
recent decades to identify new disease-modifying compounds.27,28 The notion is 
that poor choice of molecular targets contributes to the lack of drug efficacy often 
encountered in late stage phase II and III clinical trials, while well-designed pheno-
typic screens that aim to correct an abnormal cellular process rather than a molec-
ular target’s activity may deliver better results. As with target-based approaches, 
the appropriate design of phenotypic screens still depends on understanding the 
disease biology sufficiently to identify in vitro phenotypes that, if reversed, would 
change disease outcomes. If hiPSCs deliver on the promise of providing access to 
more authentic disease-relevant, patient-derived cellular models than previously 
possible, phenotypic screening, or target-based screening in disease-relevant cell 
types, may indeed revitalize the drug discovery process.

In an early proof-of-principle experiment, hiPSCs prepared from patients with a 
rare monogenic disorder, the peripheral neuropathy familial dysautonomia (FD), were 
differentiated into neural crest progenitors, the cells that give rise to sensory and auto-
nomic neurons affected in that disease, and found to display tissue-specific pheno-
types. Those phenotypes included decreased expression level of the normal form of 
the IKBKAP gene, which is due to a splicing error, the molecular basis of the disease, 
and two cellular phenotypes, namely defects in autonomic neuron differentiation and 
cell migration.29 Kinetin, which had been identified in a screen of 1040 compounds 
as a molecule that can increase levels of normal IKBKAP in an FD lymphoblast cell 
line,30 had a similar effect in FD hiPSC-derived neural crest progenitors. A compa-
rable target-based screen of 6912 compounds was performed in these disease-relevant 
cells to identify additional molecules. Interestingly, two of the eight hits were able to 
reverse the differentiation defect in FD hiPSC-derived neural crest progenitors while 
kinetin did not,31 illustrating the utility of investigating cellular phenotypes in disease-
relevant cell types. However, none of the eight hits, nor kinetin, reversed the migration 
defect,31 an observation that merits further investigation. 

In subsequent years, others have described library screens in which potentially 
active drugs were identified that reverse phenotypes in disease-relevant cell types, 
mostly neurons, derived from either normal hPSCs or from patient-specific hiP-
SCs (reviewed in9,32). For instance, screens of hundreds to thousands of compounds 
were performed in normal hPSC-derived neurons to identify molecules that prevent 
β-amyloid 1–42–induced cell death,33 that modulate the Wnt/beta-catenin signal-
ing pathway,34 or that regulate a transcriptional repressor35 in search of potential 
therapeutic compounds for Alzheimer’s disease, neuropsychiatric disorders, or 
Huntington’s disease, respectively. Similarly, hiPSC-derived neurons from patients 
with amyotrophic lateral sclerosis (ALS) were screened for molecules that reverse 
TDP-43 aggregation,36 while hiPSC-derived hepatocyte-like cells from patients with 
the liver disorder alpha-1 antitrypsin (AAT) deficiency were used to identify com-
pounds that reduce AAT protein accumulation.37 While there are not yet any clinical 
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trials based on drugs discovered through such a platform, there is general optimism 
that with further advancements, this approach will prove fruitful in the near future. 

In addition to the challenge of identifying appropriate molecular targets or cellu-
lar phenotypes for drug screening campaigns, another critical hurdle encountered in 
drug development is that some drugs are only effective in specific subpopulations of 
patients. Since in many cases the basis for these differences is unknown, appropriate 
patient cohorts likely to respond to the drug candidate cannot be identified prior to 
starting clinical trials. Therefore, drug candidates may fail to show efficacy even if 
some patients respond well to the drug, because others don’t. A promising opportu-
nity lies in the creation of panels of hiPSC lines that reflect the genetic diversity of 
the human population, which may prove useful for stratifying patient populations 
into likely responders and nonresponders prior to initiating clinical trials (Figure 
16.2). In an even more advanced scenario, hiPSCs from clinical trial participants 
could be used in assays that mirror the human trial and serve to interrogate mecha-
nisms of differential efficacy observed during the trial. Such findings could be used 
to identify predictive biomarkers that can be validated in samples from clinical trial 
participants, and inform future clinical trial design to e.g., enable effective subgroup 
analyses.38,39 

Investigators are optimistic that with further advances, it may even be possible 
to expand use of hPSC-based models to other areas of drug development that have 
traditionally relied on the use of animal models for predicting human physiological 
responses, such as the pharmacokinetic/pharmacodynamic characterization of novel 
drugs. In general, the entry of hPSC-based models into the drug development pro-
cess will require validation of their predictive capability across broad drug classes 
and clinical outcomes, and much progress has already been made in this regard for 
the use of hPSC-derived cardiomyocytes in predicting drug toxicities. In addition, 
though, they will likely contribute important new tools for other steps in the drug 
development pipeline, lowering drug attrition rates during late-stage clinical trials by 
improving the accuracy of preclinical predictions. 

16.3  CURRENT LIMITATIONS AND CHALLENGES 
IN hPSC-BASED DISEASE MODELING

16.3.1 comPlExity of hUman biology

Although hPSCs overcome certain limitations of previous cellular and animal 
models by enabling, at least in principle, the production of large quantities of 
human cells with genomes and cellular identities relevant to disease, a number 
of significant challenges remain before this technology can prove broadly trans-
formative. As with any model, the design of hPSC-based disease models relies 
on incomplete understanding as to which particular cell type or cell types are 
involved in and affected by disease, and whether a phenotype observed in vitro 
accurately represents a relevant disease phenotype at the in vivo level. This latter 
issue is exacerbated by the fact that cells grown on a flat, hard surface in a cell 
culture dish experience a very different environment than cells that reside in a liv-
ing organ, and although some disease states may be truly cell autonomous, many 
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disease phenotypes involve interactions between multiple cell types, and/or reflect 
a complex interplay of cellular, extracellular, systemic, environmental, and other 
factors. Consistent with this notion, in some hPSC-based disease studies, certain 
phenotypes were revealed or exacerbated under conditions of cellular stress or 
experimentally induced aging. For instance, hiPSC-derived dopaminergic neu-
rons from Parkinson’s disease patients were more prone to cell death in response 
to oxidative stress than those from normal individuals, while genetically-induced 
aging was necessary to reveal dendrite degeneration and an inability to rescue 
dopaminergic neuron loss in a mouse model of the disease.7,40 Inducing aging is of 
general interest for late-onset diseases where genotype and age conspire to trigger 
disease, especially since there is evidence that hiPSC generation rejuvenates vari-
ous characteristics of aged cells.40–42 In another example, a mechanical cue was 
needed to reveal a difference between normal and diseased hiPSCs, as exposure 
to shear stress to simulate hemodynamic forces, which are known to protect heart 
valves from calcification, triggered expression of anti-osteogenic gene networks, 
as expected, in wild type hiPSC-derived endothelial cells but not in those with 
NOTCH1 haploinsufficiency, a condition that causes aortic valve calcification.43 

To model the role of cell-cell interactions in disease course, investigators co-
culture two cell types typically found juxtaposed in an organ. For instance, in 
addition to defects intrinsic to motor neurons, their degeneration in ALS has been 
shown to involve effects exerted by neighboring astrocytes, at least in the case of 
the rare familial form of ALS caused by mutations in the gene that encodes super-
oxide dismutase (SOD). When normal hPSC-derived motor neurons are cultured 
in the presence of astrocytes from SOD mutant mice they die, whereas astrocytes 
from wild type mice do not have this toxic effect (reviewed in44). Interestingly, in 
a study of familial ALS caused by a mutation in TDP-43, hiPSC-derived astro-
cytes displayed cell-autonomous phenotypes including reduced survival, but did 
not cause death of normal hiPSC-derived motor neurons.45 Clearly, much remains 
to be learned about the pathogenic mechanisms of familial and sporadic ALS, 
and co-culture of hiPSC-derived motor neurons and astrocytes will continue to 
serve as an effective tool.

In order to provide human cellular models with a more authentic physiologi-
cal environment than a culture dish, researchers have long transplanted them into 
immune-deficient mice. Prominent examples include tumor xenografts and the 
reconstitution of the hematopoietic system of irradiated mice with human hemato-
poietic stem cells (HSCs). HSCs can be obtained from cord blood or through mobi-
lization into the periphery in adults. Other human cell types are procured from fetal 
or cadaveric tissues to replace, e.g., mouse liver or thymus to create humanized mice, 
thereby generating valuable models for the study of human cells in the context of 
whole animal physiology. Such in vivo platforms can now take advantage of hiPSC-
derived cells that harbor genetic predispositions to disease—for instance mature 
human intestinal epithelium developed from hPSC-derived intestinal cells46 follow-
ing transplantation under the kidney capsule of immune-deficient mice— setting the 
stage for the  analysis of intestinal disease in future studies utilizing patient hiPSCs. 
Similar approaches can be envisioned for diseases that are known to involve sys-
temic interactions, such as the autoimmune disease type 1 diabetes, where mice 
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harboring hiPSC-derived pancreatic beta cells, the cells destroyed in disease, and 
also hiPSC-derived thymus and HSCs to model the defective immune system, could 
recapitulate the disease etiology, using patient cells.47

16.3.2 fUnctionality anD DivErSity of In VItro hPSc-DErivED cEll tyPES 

Another major hurdle toward creating faithful disease models in a dish is the 
current inability to produce functional adult cell types with authentic, mature 
phenotypes from hPSCs in vitro. Molecular and functional analyses of in vitro–
differentiated hPSC products show that the cells typically acquire a fetal rather 
than adult state. The reasons for this inability to reach maturity remain largely 
unknown, although evidence exists that PSCs have the capacity to mature into 
functional adult cell types. In mice, this is best illustrated by the ability of ESCs 
and iPSCs to generate entire fertile animals through tetraploid complementation, 
a technique in which PSCs are injected into a blastocyst that was manipulated 
such that host cells are excluded from contributing to the embryo proper, and thus 
the resulting mice are derived entirely from injected PSCs.48–51 Similar experi-
ments cannot be ethically performed using human PSCs, but when injected into 
adult immune-deficient mice, hPSCs form teratomas, a form of tumor that con-
tains many different tissue types. Interestingly, it has now been demonstrated that 
teratomas derived from hiPSCs that were co-injected with hematopoietic support 
cells, with or without hematopoietic cytokines, give rise to functional repopulat-
ing human HSCs.52,53 This finding is evidence that hPSCs can acquire the HSC 
state, while attempts at directed differentiation toward this, and so many other 
adult functional cell states in vitro, remain unsuccessful. Furthermore, there are 
examples of hPSC-derived immature cell populations that, once transplanted 
into animal models, mature and become functional, such as the maturation of 
beta cell progenitors,54 hepatocyte progenitors,55 or oligodendrocyte progeni-
tors56 in vivo.

Attempts to develop protocols for in vitro directed differentiation often have the 
goal of creating a pure population of a particular cell type, and are typically guided 
by what is known about the cues cells respond to during embryonic development. 
This knowledge is likely incomplete, especially as it pertains to later stages of tis-
sue maturation. Not knowing all the cues that cells need to acquire a desired cell 
state, and possibly not even knowing the identity of all cell types involved in disease 
progression, makes the in vitro generation of disease-relevant cellular models from 
hPSCs challenging. 

One way to mimic the in vivo environment of developing cells, rather than 
attempting to systematically provide all relevant cellular, extracellular, and other 
cues, is to allow cells to re-create cellular complexity normally present in vivo by 
promoting organoid development. Organoids are derived from hPSCs or adult stem 
cells placed in a three-dimensional (3D) environment that enables recapitulation of 
endogenous developmental, homeostatic, or regenerative processes, such that they 
self-organize into 3D structures containing multiple cell types that are arranged in 
local patterns resembling those found in the corresponding organs.57,58 For instance, 
during the development of intestinal organoids from hPSCs, epithelial–mesenchymal 
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boundaries formed, suggesting that crosstalk between these cell layers, which is 
known to be important in normal development, may have contributed to the success-
ful generation of various intestinal cell types in the organoids.59 Similarly, cerebral 
and retinal organoids undergo developmental processes that include formation of 
juxtaposed regions that resemble signaling boundaries known to participate in local 
cellular interactions in developing embryos.8,60,61

Although organoids appear to facilitate the development of various cell types 
that are otherwise difficult to obtain in isolation, they generally remain, similar to 
their two-dimensional (2D) counterparts, functionally immature.57 For instance, 
gastric and lung organoids generate multiple cell types typical of the respec-
tive organ, but remain in an immature state.26,62 Similarly, hPSC-derived retinal 
organoids formed a multilayered neural retina with multiple fetal-like cell types, 
and photoreceptors did not become light sensitive.60 Interestingly, comparing reti-
nal organoids developing from mouse and human PSC showed species-specific 
timing differences that could be altered by molecular manipulation,60 suggesting 
that long culture times may be needed for some human cell types to reach matu-
rity based on intrinsic developmental timing, or specific manipulations may be 
needed to accelerate it.

Not all organ-resident cell types form in organoids, partly because they normally 
arrive in developing organs through cell migration, rather than being induced by 
local cell-cell interactions. Their absence may affect the developmental progression 
of local cell types. For instance, innervation or signals released from immune and 
other blood cells can contribute to tissue maturation during development. Similarly, 
lack of vasculature, and associated lack of oxygen and nutrient supply, has been 
recognized as a limitation of organoid development, especially as it pertains to over-
all growth potential, but it may also have effects on cell diversity and maturation 
within a given organ, as the endothelium is known to contribute important signaling 
functions during development. As a case in point, Takebe et al.55 combined hiPSC-
derived hepatic endoderm cells with human endothelial cells and human mesenchy-
mal stem cells, which together self-organized into liver buds that were still immature 
but exhibited higher level liver functions than those generated without the added 
cells.

Although it remains unknown which exact maturation status is needed for any 
given hPSC-based model to best represent a disease phenotype, and interesting defi-
ciencies consistent with known disease manifestations are observed using current 
differentiation protocols, it is generally recognized that for hPSCs to reach their 
full potential as predictive tools, researchers need to devise differentiation protocols 
that result in authentic cell types. Systematic efforts, employing comprehensive tran-
scriptomic, epigenomic, and other omics analyses to compare in vitro–derived cell 
states to those found in developing human tissues, are under way to help devise pro-
tocols that guide cells to acquire desired cell fates. Investigators continue to attempt 
to mimic normal developmental signaling cues, while some screen small molecule 
libraries to identify compounds that direct differentiation steps. Since there is ample 
evidence that hPSCs can reach mature states when placed in vivo and that they can 
assume diverse cell fates when provided with a 3D environment in vitro, this goal 
appears to be reachable. 
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16.4 ORGAN-ON-A-CHIP TECHNOLOGY IN DISEASE MODELING 

As described in detail in previous chapters, organ-on-a-chip technology holds tre-
mendous promise for improving the authenticity of in vitro–generated cell-based 
models through generation of biomimetic microsystems containing multiple organ-
relevant cell types that interact with each other through regulated fluid flow. Unlike 
2D cultures or 3D organoids, organs-on-chips can be designed to enable interaction 
of tissue resident cells with circulating immune and other blood cells, and engi-
neered tissue-tissue interfaces can mimic tissue barrier functions such as those 
between endothelium and e.g., alveoli (alveolar-capillary interface of the lung) or 
astrocytes (blood-brain barrier) to analyze transcellular transport, and absorption 
and secretion of endogenously produced or administered molecules. Precise control 
of cell culture parameters, such as fluid flow, coupled with microsensing capabilities 
enables real-time control and analysis of drug responses, tissue barrier integrity, cell 
migration, fluid pressure, and mechanical activity of contractile tissues to provide a 
comprehensive view of biological processes.63 

16.4.1 imProving DiffErEntiation 

The validity of organ-on-a-chip models depends on the availability of authentic cell 
types that represent those of the organ in question, and current studies mainly make 
use of cell lines and cells isolated from primary tissues. As with 2D or organoid-
based modeling of human biology, including disease biology, organ-on-a-chip mod-
els would greatly benefit from the use of hPSCs because they provide easy access to 
a variety of human cell types with genomic backgrounds representative of apparently 
healthy individuals and those predisposed or destined to develop disease. While the 
functionality and maturity of hPSC-derived cell types represents a hurdle, there is 
evidence that organ-on-a-chip technology may alleviate some of the differentiation 
barriers. 

As described earlier, there is growing evidence that hPSCs progressing through 
developmental stages within organoids create cellular and extracellular environ-
ments that guide cells to adopt different cell fates normally found in an organ. 
However, there are additional factors, such as mechanical forces, that are known to 
affect cell fate decisions. Such forces do not occur in developing organoids but can 
be simulated in organs-on-chips. For instance, the various cell types that line kid-
ney tubules are normally exposed to fluid sheer stress, and organ-on-a-chip studies, 
using primary rat or human kidney cells, have shown that application of physiologi-
cally relevant fluid sheer stress improved renal cell functionality, such as epithe-
lial cell polarization, primary cilia formation, and molecular transport  activity.64,65 
Similarly, dynamic hydraulic compression improved osteogenic differentiation of 
human mesenchymal stem cells66 and trickling flow and cyclic mechanical distor-
tions that mimic peristaltic motions triggered a human intestinal epithelial cell line 
to form a polarized columnar epithelium with multiple intestinal cell types that 
grows into folds, recapitulating the structure of intestinal villi and producing a better 
mimic of whole intestine than achieved with conventional culture.67,68 Similar to this 
intestine-on-a-chip, functionally complex intestinal models have also been obtained 
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from hPSCs in organoid culture.59 Aside from comparing these two different mod-
els it would be interesting to determine whether application of trickling flow and 
cyclic mechanical distortions further improves maturation of cell types in the hPSC-
derived organoid system. While such organoids would have to be miniaturized for 
incorporation into chips, a similar approach has already been implemented for liver 
microtissues that were 3D-engineered from hepatocytes and fibroblasts and intro-
duced into chips to study drug responses under flow.69 This approach took advantage 
of the greater complexity of a 3D microenvironment, which served to stabilize liver-
specific function over several weeks. 

Which exact approach is chosen to optimize hPSC-containing organs-on-chips 
will depend on the demands of the model in terms of functionality of cell types 
and intended readouts as well as the need for scale-up and automation. Parallel 
advances in other technologies, such as 3D printing and biomaterial design, may 
further increase the complexity of tissues that could be incorporated within chips 
and the throughput at which they could be produced and analyzed. When design-
ing organ-on-a-chip experiments, it is important, however, to keep in mind that the 
choice of approach may impact the differentiation state of hPSC-derived cell types.

16.4.2 organ-on-a-chiP DiSEaSE moDElS 

Several studies that describe the use of biomimetic microdevices for the generation of 
disease models have now been published. A great example that illustrates the trans-
formative potential of this approach is the simulation of drug-induced pulmonary 
edema in a lung-on-a-chip.70 This model consists of alveolar and vascular channels, 
seeded with a human cell line and primary cells, respectively, that are apposed, to 
create tissue-tissue interfaces. Air and fluid flow as well as cyclic mechanical strain, 
mimicking breathing motions, are applied to recreate lung biology. Perfusion of the 
vascular channel with IL-2, which is administered systemically in patients to treat 
certain cancers, elicited vascular leakage and thus fluid accumulation, or edema, in 
the alveolar air space, a known side effect of IL-2. While mechanical stretch alone 
did not compromise barrier integrity in this model, the response to IL-2 was much 
more pronounced in the presence of cyclic mechanical strain as compared to IL-2 
treatment alone,70 showcasing the power of the microdevice approach in mimicking 
organ biology.

In an example of hPSC-based disease modeling, drug responsiveness in a 
myocardium-on-a-chip system showed better concordance with clinical obser-
vations and large-scale animal models than that observed in 2D hiPSC-based 
models.71 Although 2D cultures of hPSC-derived cardiomyocytes are routinely 
used to query cardiac conditions, this microdevice system better mimicked myo-
cardial organization through creation of aligned tissue structure during differen-
tiation and it also simulated microcirculation, allowing for continuous exchange 
of nutrients, metabolites, and drugs, as occurs in vivo. In a different study, a 
monogenic mitochondrial myopathy called Barth syndrome was modeled using 
a heart-on-a-chip approach to investigate abnormalities in sarcomere arrange-
ment and contractility in patient-specific hiPSC-derived cardiomyocytes and to 
assess the effectiveness of potential drug interventions.72 While conventional 2D 
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cultures use measurements of contractile function in single cardiomyocytes, the 
heart-on-a-chip model enabled analysis of impaired contractile stress generation 
in Barth syndrome myocardial tissue constructs.

As hPSC differentiation protocols improve over the next few years, possibly aided 
by mechanical and other characteristics that can be mimicked in microdevices, the 
incorporation of hiPSC-derived cell types will empower organs-on-chips to model 
disease in the context of human disease genetics.

16.4.3 organ-on-a-chiP moDElS for DrUg DiScovEry

The role that organ-on-a-chip models will play in drug discovery will partly depend 
on the extent to which their production can be scaled up and automated. While this 
technology may not support high throughput screening campaigns, it will likely pro-
vide more authentic models of human organ biology for validation and optimization 
of hits from primary screens than offered by current cell-based assays and animal 
models. To date, organ-on-a-chip models have illustrated a remarkable ability to 
report on many aspects of human organ biology, presenting effective new tools for 
de-risking the drug development process. Additionally, they may offer other efficien-
cies such as reduced supply costs due to their micro scale and reduced animal use.

As with any model, the predictive ability of organs-on-chips needs to be validated, 
and readouts must represent the clinical endpoints they are intended to model.38 Much 
work is needed to reach that point but as an example, the lung-on-a-chip study of pul-
monary edema described earlier tested two molecular interventions predicted to alle-
viate the IL-2–induced vascular leakage. The investigators showed that a molecule 
known to stabilize endothelial intercellular junctions, Ang-1, and a compound that 
blocks TRPV4, an ion channel known to cause increased permeability when stimu-
lated by mechanical strain, reverted the effects of IL-2. Importantly, the investigators 
were able to replicate the ameliorating effects of these two molecules in murine whole 
lungs that suffered from increased barrier permeability due to IL-2 exposure.70

The impact of biomimetic microdevices on the drug development process will be 
greatest in cases where no good cellular or animal models currently exist. In addi-
tion though, the organ-level functionality displayed by organ-on-a-chip models will 
likely prove superior to many current cell-based assays, as long as they are amenable 
to reproducible production and also to adaptation to automatic robotic platforms and 
to scale up as needed for the stage of drug development they are intended to serve. 
Their impact will be further augmented when combined with hiPSC-derived cell 
types to access diverse human genomic backgrounds, especially as they represent 
the genetic basis of complex disease traits or the diversity in drug response and 
metabolism among future patients. 
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17 In Vivo, In Vitro, and 
Stem Cell Technologies 
to Predict Human 
Pharmacology and 
Toxicology*

Harry Salem, Russell Dorsey, Daniel 
Carmany and Thomas Hartung

17.1 PHARMACOLOGY AND TOXICOLOGY

“Pharmacology and toxicology” describes the beneficial and adverse effects, respec-
tively, of chemicals on living tissue and organisms. It also includes mechanisms of 
action, such as the manner in which the drug or chemical acts such as blocking of 
receptors, enzymes, or stimulating hormone production, etc., or the effects of the 
drug on the physiologic or biochemical processes within the body to produce a given 
effect. Dorland’s Medical Dictionary defines pharmacology as the science that deals 
with the origin, nature, chemistry, effects, and uses of drugs; it includes pharmacog-
nosy (natural drugs), pharmacokinetics (adsorption, distribution, metabolism, excre-
tion; the body’s effects on the chemical), pharmacodynamics (the chemical’s effects 
on the body), pharmacotherapeutics (therapeutic uses and effects of drugs), and toxi-
cology (adverse effects of drugs, poisons, chemicals, detection, antidotes).1 Drug tox-
icology has often been considered as exaggerated (“excess”)  pharmacology. Other 
terms that should be defined2 include toxidrome, which is a constellation of clinical 

* Disclaimer: The views and opinions expressed in this chapter are those of the authors and should not 
be construed as an official U.S. Department of the Army position, policy, or decision, unless so des-
ignated by other official documentation. Citation of trade names in this chapter does not constitute an 
official U.S. Department of the Army endorsement or approval of the use of such commercial items.
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effects (signs and symptoms) characteristic of a given type of chemical. Toxicity is 
the intrinsic capacity of a substance to produce injury, while hazard is the capacity of 
a substance to produce injury under conditions of use, and risk is the probability of 
a substance to produce injury or harm under specified conditions of use or exposure. 
Safety, on the other hand, is the probability that injury or harm will not occur under 
specified conditions of use or exposure.

17.1.1 In VIVo

Safety has been paramount ever since this country was formed. Since the founding 
of our nation and the first half of the 1800s, drugs were not regulated by the federal 
government. Impure or bogus drugs were usually contained within a state or region. 
The manufacture and trade of drugs were governed by individual states. Following 
the Mexican-American War (1846–1848), although only 1773 Americans were killed 
in action, over 13,000 were killed by collateral causes such as food, poor living con-
ditions, and infections. Public outrage focused on the poor medical care given to the 
soldiers, and the public concluded that the weak and adulterated drugs supplied to the 
soldiers caused the large number of deaths in the army. Lewis Caleb Beck’s book, 
Adulteration of Various Substances Used in Medicine and the Arts, published in 1846, 
enraged the public, and the outcry forced Congress to pass the Drug Importation Act 
of 1848.3 This was the first federal drug law signed into law by President James K. 
Polk. It was very limited in scope, and addressed only the purity of drugs. Customs 
was charged with enforcing the law.4 This Act required that imported drugs meet 
the standards for strength and purity established in the United States Pharmacopeia 
(USP), which was prepared by committees of physicians and pharmacists. The Act 
was ineffective and short-lived, but it did help to solidify the USP’s status as a national 
compendium, and set a precedent for future federal drug laws.5

Upton Sinclair’s book The Jungle was the impetus that stimulated the passage 
of the Pure Food and Drug Act of 1906.6 The book stressed the important issue 
of the unsanitary meat processing plants. This Act was the forerunner of the Food 
and Drug Administration (FDA). The main purpose of the Act was to ban foreign 
and interstate traffic in adulterated or mislabeled food and drug products, and it 
directed the U.S. Bureau of Chemistry in the Department of Agriculture to inspect 
products and refer offenders to prosecutors. It required that active ingredients be 
placed on the label of the drug’s packaging and that drugs could not be below purity 
levels established by the United States Pharmacopeia or the National Formulary. 
The Pure Food and Drug Act of 1906 was signed by President Theodore Roosevelt 
on the same day that he signed the Federal Meat Inspection Act. The Bureau of 
Chemistry was renamed the U.S. Food and Drug Administration (FDA) in 1930.

The U.S. Food, Drug, and Cosmetic Act (FFDCA, FDCA, or FD&C) passed in 
1938 gave the authority to the FDA to oversee the safety of food, drugs, and cosmetics. 
It also subjected new drugs to pre-market safety evaluation for the first time. This Act 
was influenced by the 100 deaths that occurred in 1937 due to the preparation Elixir 
Sulfanilamide (S.E. Massengill Co.) Although the sulfanilamide was safe, the diethyl-
ene glycol used to dissolve it was not. Thus the final drug preparation was now part of 
the evaluation along with both preclinical and clinical test results for new drugs. 
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The 1962 amendment is the Kefauver Harris Amendment, or the Drug Efficacy 
Amendment to the Federal Food, Drug, and Cosmetic Act. It followed the thalido-
mide events and required that the clinical tests demonstrated efficacy and safety 
prior to going to market. The thalidomide tragedy was that thousands of children 
were born with birth defects from mothers who had taken thalidomide for morning 
sickness during pregnancy. Thalidomide had not been approved for use in the United 
States, but was available in other countries, where the birth defects occurred. Francis 
Oldham Kelsey was the FDA reviewer who refused to approve thalidomide for use in 
the United States. This Act first introduced “proof of efficacy” that was not required 
previously. It also required that the drug advertising disclose accurate information 
on side effects and efficacy. Cheap drugs could not be marketed as expensive drugs 
under a new trade name as a new breakthrough medication as they were previously. 
President John F. Kennedy signed this law October 10, 1962.

Today, regulatory requirements for preclinical studies include pharmacology and 
toxicology studies in animals. These in vivo studies are conducted in live animals 
and consist of acute, subacute, subchronic, and chronic studies, as well as special-
ized tests such as carcinogenic, irritation, birth defects, or any other adverse effect. 
In rodents, acute tests are usually dosed once, or the dose is given in divided doses 
over a 24-hour period. The animals are observed for up to 14 days for overt signs and 
mortality. Food intake, hematology, and body weights are also observed. The dead 
animals are necropsied, pathology observed, and an LD50, i.e., the lethal dose where 
50% of animals (typically rats) die, is calculated. A vehicle control group should 
also be used. These studies can be performed in mice, rats, rabbits, and guinea pigs.

Subacute studies can be conducted where the animals are dosed for up to 30 
days. These studies can be conducted in mice, rats, rabbits, guinea pigs, and dogs. 
Typically, groups of five animals of both sexes are dosed with increasing log doses. 
The animals are dosed daily and observed daily for overt signs, body weight, food 
consumption, clinical pathology, pathology and histopathology, as well as organ 
weights. A vehicle control group should also be used. 

Subchronic studies can be conducted where the animals are dosed for up to 90 
days. The rest of the study should proceed as in the other studies. In the chronic 
study the animals should be dosed for up to 2 years, and in the carcinogenic studies 
the animals are dosed for their lifespan. 

In all of the aforementioned animal studies, the animals should be dosed by the 
same route as the humans who will be taking the drug. That is, orally, dermally, 
inhalation, parenteral, or as eyedrops.

From these data, the doses will be extrapolated to humans. Extrapolations can 
be made on body weight, body surface area, metabolism, or by other mathemati-
cal manipulations. Guidelines are available for any of these type of studies. One 
of the earliest documents published by the FDA that discussed nonclinical toxicity 
testing of drugs was “Appraisal of the Safety of Chemicals in Foods, Drugs, and 
Cosmetics.”7 This document provided guidance and protocols for various toxicity 
tests.

In May 1968, Goldenthal’s article in the FDA Papers Current Views on Safety 
Evaluation of Drugs provided general guidelines for drug testing.8 Concurrently, an 
FDA document titled Guidelines for Reproduction Studies for Safety Evaluation of 
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Drugs for Human Use (D’Aguanno) was published in which more specific informa-
tion regarding teratological testing was provided.9 

A group of pharmacologists and toxicologists from the Environmental Protection 
Agency (EPA), Consumer Product Safety Commission (CPSC), National Institute 
of Occupational Safety and Health (NIOSH), and the FDA formed a subcommittee 
on toxicology within the Interagency Regulatory Liaison Group (IRLG) and began 
writing acute and chronic toxicity testing guidelines. These guidelines were eventu-
ally discussed at an open meeting with representatives of other agencies, academia, 
and food, chemical, and pharmaceutical companies. The guidelines were subse-
quently incorporated into several drafts of FDA’s book of toxicology guidelines, 
Toxicological Principles for the Safety Assessment of Direct Food Additives and 
Color Additives used in Food, also known as the Redbook.10 

Since then, FDA pharmacologists and toxicologists have participated in interna-
tional activities such as the Organization for Economic cooperation and Development 
(OECD) guideline development, Interagency Coordinating Committee on the 
Validation of Alternative Methods (ICCVAM) or European Center for the Validation 
of Alternative Methods (ECVAM) evaluations, and International Conference on 
Harmonization of Technical Requirements for Registration of Pharmaceuticals for 
Human Use (ICH) guidance development in efforts to modify existing toxicology 
protocols or to evaluate in vitro replacement methods. 

Such methods can be used within the drug development area to generate accept-
able nonclinical data to support human drug trials and accurate labeling statements. 
Because these are guidelines and not regulations, they can be modified as needed to 
reflect advances in the state of the art of toxicology.11

Toxicology studies can be conducted not only to determine safety or adverse 
effects but also for detection, protection, and decontamination, as well as for coun-
termeasure development.

In the United States, most of the governmental agencies including FDA, EPA, 
CPSC, Department of Agriculture, Department of Transportation, and the National 
Toxicology Program require testing or conduct toxicity testing. Ninety six percent 
of the animals used in toxicology testing include mice, rats, birds, and cold-blooded 
animals, which are not covered by the Animal Welfare Act.

As of today, there are 97 million organic and inorganic substances in the Chemical 
Abstract Services Registry, the majority of which have not been evaluated for toxic-
ity. Approximately 15,000 new substances are added each day. Current toxicity test-
ing protocols rely primarily on animal models, which are very expensive and time 
consuming. 

Human toxicity estimates are developed from animal toxicity studies. These are 
low-throughput, time consuming, and costly.12 They are not scalable or automat-
able. To develop human estimates uncertainty factors are utilized in the analysis and 
extrapolation. They usually result in overestimation of hazard.13 Olsen et al. (2000) 
estimated that rodents predict only about 43% of human toxicity, non-rodents predict 
around 63%, and non-rodents and rodents combined predict about 71%.14 Andrew 
von Eschenbach, acting FDA Commissioner (2006–2009), stated, “consider just one 
stark statistic: today, nine out of ten compounds developed in the lab fail in human 
studies. They fail, in large part because they behave differently in people than they do 
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in animal or laboratory tests.”15 Discordance among the species used is substantial; 
reliable extrapolation from animal data to humans is impossible,16 and virtually all 
known human teratogens have so far been identified in spite of, rather than because 
of, animal-based methods. Despite the fact that animal-based teratology studies 
would fail strict validation criteria, three in vitro methods passed them.17 Despite 
painstaking attempts to standardize them, animal protocols across laboratories are 
unable to provide consistent and reproducible results. Human estimate studies are 
based on animal models that may not accurately reflect the human response due to 
species-to-species differences in metabolism. These metabolic differences are related 
to genetics such as the P450 isoenzymes, and not to size. Table 17.1 shows species dif-
ferences in P450 isoenzymes in the livers of different species. This table demonstrates 
that the human and rat only share three of the same P450 isoenzymes.18

Physiological and pharmacological reactions from drugs and chemicals vary 
enormously from species to species. For example, penicillin kills guinea pigs but 
is inactive in rabbits; aspirin kills cats and causes birth defects in rats, mice, guinea 
pigs, dogs, and monkeys, and causes bleeding and gastrointestinal irritation in 
humans; morphine is a depressant in humans, but stimulates goats, cats, and horses; 
dioxin demonstrates variability in oral toxicity in different species, and DDT shows 
variability due to age in the rat. The species differences in sensitivity to the dioxin 
TCDD is reported by Birnbaum,19 and the oral LD50 are seen in Table 17.2. In the 
case of DDT, the oral LD50 for the newborn rat is greater than 4000 mg/Kg, which 
falls to 730 mg/Kg at 10 days, and then to 190 mg/Kg at 4 months, and is 220 mg/Kg 
in the adult.19,20 Thus it appears that the neonates are not always more sensitive than 
the adult to chemical exposures.20 

TABLE 17.1
Species-Specific Differences in the Most Abundant CYP Isozymes 
Expressed in the Liver 

CYP Human Monkey Rabbit Rat Mouse

1A 1A1, 1A2 1A1, 1A2 1A1, 1A2 1A1, 1A2 1A1, 1A2

2A 2A6, 2A7 – 2A10, 2A11 2A1, 2A2, 2A3 2A4, 2A5

2B 2B6 2B17 2B4, 2B5 2B1, 2B2, 2B3 2B9, 2B10, 2B13

2C 2C8, 2C9, 
2C18, 2C19

2C20, 
2C37

2C1, 2C2, 
2C3, 2C4, 
2C5, 2C14, 
2C15, 2C16

2C6, 2C7, 
2C11, 2C12, 
2C13, 2C22, 
2C23, 2C24

2C29

2D 2D6 2D17 – 2D1, 2D2, 2D3, 
2D4, 2D5

2D9, 2D10, 2D11, 
2D12, 2D13

2E 2E1 2E1 2E1, 2E2 2E1 2E1

3A 3A4, 3A5 3A8 3A6 3A1, 3A2, 3A9 3A11, 3A13, 
3A16

4A 4A9, 4A11 – 4A4, 4A5, 
4A6, 4A7

4A1, 4A2, 4A3, 
4A8

4A10, 4A12, 
4A14

Note: Bold, italicized isozymes are those that are shared between animals and humans.
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Transgenic animal models, such as the humanized mouse models, have been 
in development for years, and appear to be a powerful tool for providing a more 
detailed understanding on the role of specific genes in biological pathways and sys-
tems. These models have been used in the field of toxicology, especially for the 
screening of mutagenic and carcinogenic potential, and for the characterization of 
toxic mechanisms of action. The future outlook for these models is in toxicology and 
risk assessment, and how transgenic technologies will likely be an integral tool for 
toxicity testing in the twenty-first century.21

17.1.2 In VItro

In vitro toxicology is not a new field. Our interest in “the three Rs” goes back to its 
origins with William Russell and Rex Burch, who published Principles of Humane 
Experimental Techniques in 1959, which coined this term.22 The three Rs are 
Refinement, Reduction, and Replacement of animal testing. It is impossible to sum-
marize the plethora of current in vitro approaches in pharmacology and toxicology 
and therefore we use examples from our own laboratories to illustrate opportunities. 
Our interest at the U.S. Army Edgewood Chemical Biological Center (ECBC) goes 
back to the early 1980s, when we advocated a fourth R, Responsibility. At that time, 
in collaboration with other interested scientific organizations, we sponsored bien-
nial DoD Alternative Symposia until the year 2000, and published four books on 
alternative methods.23–26 In parallel, initiated originally by the cosmetics industry, 
the Center for Alternatives to Animal Testing (CAAT) was established in 1981 at 
the Johns Hopkins School of Public Health.27 Over time, work has expanded across 
all industrial sectors and internationally, and since 2010 there is also a European 
branch. It remains after more than 35 years of existence the premier information hub 
for the three Rs in the United States and beyond, with its information portal AltWeb 
(http://altweb.jhsph.edu) and a number of programs promoting the three Rs. (http://
caat.jhsph.edu). The leading journal ALTEX, official journal of CAAT, is similarly 
published for more than 30 years. (http://www.altex.ch/). 

The European animal welfare legislation from 1986, Directive 86/609/EEC on 
the protection of animals used for scientific purposes, committed the European 

TABLE 17.2
Acute Toxicity of Dioxin (TCDD)

Species LD50 μg/kg po

Guinea pig 0.6–2.5

Mink 4

Rat 22–320

Monkey <70

Rabbit 115–275

Mouse 114–280

Dog >100–<3000

Hamster 1150–5000
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Commission and the member states to promote alternatives to animal testing and 
use them whenever they are reasonably available. This led, among others, to the 
establishment of the European Centre for the Validation of Alternative Methods, 
which one of us (T.H.) led from 2002–2008. This first establishment of a validation 
body was followed by many countries (see below) and the international collaboration 
of these centers more than 50 alternative methods have been formally validated. Of 
note, European legislation has been considerably reinforced in 2010 with respect to 
the promotion of alternative approaches,28 in line with the separate EU legislations 
for cosmetics and chemicals some years earlier.29

In 1993, in the United States, the National Defense Authorization Act (H.R. 10 
2-346; 102d Congress, second session) directed the Secretary of Defense to establish 
aggressive and targeted programs to refine, reduce, and replace the current use of ani-
mals in the Department of Defense (DoD). In these symposia and books, we brought 
together the recent and relevant contributions of scientists from government, industry, 
and academia in North America, the United Kingdom, The Netherlands, Switzerland, 
France, Republic of China, Sweden, and Germany, to meet the needs for developing 
and validating alternatives such as refinement, reduction, and replacement of animal 
testing. The internationally recognized scientists presented what has been accom-
plished thus far in developing acceptable alternatives to traditional animal toxicologi-
cal assessment and provided potentially new initiatives. This included validation and 
regulatory acceptance of alternatives in the United States, Canada, and the European 
Union. In addition, the history of humane treatment of animals was addressed, as 
were humane endpoints and pain and distress management in animal research and 
testing. Development of predictive methods based on the mechanisms of eye irritation 
at the ocular surface, dermal toxicity testing and molecular biomarkers, and transgen-
ics for assessing neurotoxicity were also addressed. Other discussions included case 
studies in the use of alternatives to study the mechanisms of sulfur mustard action and 
the role of transgenics and toxicogenomics in the development of alternative toxicity 
tests. The most recent innovations in alternatives including archival data, and in silico 
techniques and the next generation of biochips were also addressed. 

Our interest in alternatives was recognized by the invitation received to partici-
pate in the Interagency Regulatory Alternatives Group (IRAG) even though we were 
not a governmental regulatory agency. This ad hoc group was formed by Sidney 
Green, who at that time was with the FDA, and also included representatives from 
the EPA and the Consumer Product Safety Commission. This group ultimately 
evolved into the ad hoc Interagency Coordinating Committee for the Validation of 
Alternative Methods (ICCVAM) established by Bill Stokes of the National Institute 
of Environmental Health Sciences (NIEHS) and Dick Hill of the EPA in 1993. 
This committee resulted from a mandate in the National Institutes of Health (NIH) 
Revitalization Act of 1993 (Public Law 103-43 Section 1301), in which congress 
instructed the NIH to research replacement, reduction, and refinement alternatives 
and to establish the criteria for validation of regulatory acceptance, as well as to 
recommend a process for scientifically validated alternatives to be accepted for regu-
latory use. ICCVAM became established as a committee in 1997 and was made offi-
cial in the year 2000. One of us (H.S.) has served as the official DoD representative 
on this committee since 1993.
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Animal research has contributed significantly to many medical breakthroughs as 
well as to the database of biological knowledge. Since 1901, over 50 Nobel prizes 
in physiology and medicine have been awarded for discoveries based on the use 
of animals. Joseph Murray, the winner of the 1990 Nobel Prize for medicine, has 
stated, “there would not be a single person alive today as a result of an organ trans-
plant without animal experimentation.” There is much evidence that remarkable 
improvement of health and well-being, including quality of life, has been dependent 
on animal research. Diabetes, once a killing disease, took its toll with tragic rapidity 
until the summer of 1921, when two young Canadian scientists, Frederick Banting 
and Charles Best, succeeded in isolating insulin, which now enables millions of 
diabetics to lead normal lives. It was in the laboratories at the University of Toronto 
that Banting and Best kept the depancreatized dog Marjorie alive with injections 
of pancreatic extracts that contained what we now know as insulin. The develop-
ment and safety testing of vaccines, including the vaccine that led to the eradica-
tion of polio, were also dependent on animal experimentation and safety testing. 
Animal research has resulted in many medical advances, from drug development 
for the treatment of life-threatening allergies, psychiatric disorders, heart disease, 
and infections to transplantation and transplant therapy, as well as surgery, including 
open-heart and coronary bypass procedures. When Steven Rosenberg of the NIH 
received the Research and Development Achievement Award for the development 
of a most promising breakthrough in the treatment of cancer using immunotherapy, 
he stated that none of this would have been possible without the use of animals. 
It is evident that animal experimentation has played a very important role in drug 
development and improving human health and well-being. It is hoped that by the use 
of in vitro systems, such as cell lines, isolated cells, micro-organisms, tissue cul-
tures, invertebrates, quantitative structure-activity relationships, and physiologically 
based pharmacokinetic modeling, it may be possible to predict toxicity or a least 
gain insight about the possible target organs and mechanisms of action. These tech-
niques should result in a reduction in the number of animals used in experimentation 
for safety and drug development. In fact, some validated alternative methods have 
shown to outperform the respective animal experiment, as exemplified by the whole 
blood pyrogen test for bacterial contaminations of drugs.30

Among the many in vitro techniques employed in the past two decades, a novel 
procedure which we have used very effectively is the one described by Albert Li 
et al.31 Since the in vitro experiments attempt to simulate what occurs within the 
human body, it is necessary to assess the potential for hepatotoxicity, or the effects of 
metabolism on the toxicity of the parent compound being tested. The metabolism in 
the liver can activate or deactivate the parent compound, thus influencing the phar-
macokinetics and pharmacodynamics of the material. Thus, in vitro systems that 
include a metabolic component would be more biologically relevant than plate-based 
experiments using single cell types.32 Several similar systems have been described.33 
Although the Integrated Discrete Multiple Organ Co-Culture (IdMOC) system has 
never been used in combination with a high-content analysis instrument, we have 
combined them to provide the simple tool that allows for the incorporation of the 
metabolic component for in vitro screening and the high-content analysis, a quan-
titative, multiparametric tool that is powerful for the evaluation of toxicity in vitro 
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and has been used to predict chemical-induced liver injury in both primary human 
hepatocyte and HepG2 models.34,35 In our 2014 paper we reported on the results of 
the first use of high-content analysis on the IdMOC system.32 This high-throughput 
method revealed four toxic endpoints that were consistent with the known detoxifi-
cation of 4-aminophenol by hepatocytes, and the cytotoxicity of cyclophosphamide 
enhanced by co-culturing with hepatocytes as expected with its known metabolic 
activation. This first demonstration of the use of the multiparametric high-content 
analysis in combination with the IdMOC cell culture system provides the capability 
to quickly analyze the metabolic and toxicological effects of a large number of com-
pounds in a simple co-culture system with multiple descriptive endpoints appropriate 
for the effects under consideration. We hope to adapt this system of using the idMOC 
combination of stem cell–derived organoids as a test bed for pharmacological and 
safety studies.

The field of in vitro pharmacology and toxicology is moving from the early use of 
mainly cancer cell lines and animal primary cells to human primary cells, co-cultures 
of different cells, three-dimensional (3D)36,37 as well as organotypic cultures, and are 
increasingly combined with high-throughput (automation) and high-content (image 
analysis38 and omics) approaches. This allows to base testing on understanding of 
mechanism of action and thereby make the models more human-relevant.

17.2 STEM CELLS

Although the use of stem cells to predict human pharmacology and toxicology 
is an in vitro technology, considering its importance to the future of this field we 
have given it specific attention in this chapter. The National Research Council 
in its “Toxicity Testing in the 21st Century: A Vision and a Strategy ( Tox-21c)” 
(Figure 17.1) recommended the use of in vitro systems and pathways for detecting 
toxicants (NRC, 2007).39 Since then it has been suggested that human stem cells be 
used, though the first major implementation activities of Tox-21c were focused more 
on high-throughput and high-content approaches.40
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FIGURE 17.1 Twenty-first century cell culture for 21st century toxicology.
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A parallel movement aims to develop organs on chip, i.e., human microphysiologi-
cal systems, or their combinations in a single setup as “human-on-chip,” predomi-
nantly based on stem-cell–derived models. This work was prompted by the U.S. DoD 
desire to develop medical countermeasures for bioterrorism and chemical warfare.41 
This could eliminate or reduce extrapolation errors from non-human to human. In 
addition it could reduce the time for testing as well as the cost, and most important, 
it could reduce the number of animals required for testing. Stem cells can divide 
and differentiate into almost any specific cell, have become in a short time a very 
important research tool in biology and medicine, and stem cell research has a defi-
nite place in pharmacology and medicine. 3D stem cell–derived organoids developed 
from humans onto scaffolds are currently being used.42,43 Our own work at CAAT, 
for example, aims to develop a human brain microphysiological system from induced 
pluripotent stem cells. 44,45 Using cells from either healthy or diseased donors, we can 
test gene environment interactions. Using gyratory shaking and a regiment of growth 
factors, 300–400 μm diameter brain spheroids are formed over 10 weeks, which 
contain all neuronal cell types, astrocytes, and oligodendrocytes. The construct is 
spontaneously electrophysiologically active as shown in collaboration between our 
groups. The models allow for studies of neurodevelopmental and neurodegenerative 
diseases as well as neurotoxicity. For example, chemicals known to induce symptoms 
of Parkinson’s disease in humans and animals selectively damaged the dopaminergic 
neurons in this model. Future work on infection and trauma can easily be envisioned.

Since 1917, the ECBC has been the nation’s principal research and development 
resource for chemical and biological (CB) defense with capabilities in chemical 
warfare agent research, engineering, and testing, as well as full lifecycle test and 
evaluation of CB operational technologies. Thus ECBC is uniquely positioned to 
perform the task of CB evaluation challenge and evaluation of the body-on-a-chip 
platform under the X vivo Capability for Evaluation and Licensure (X.C.E.L.) pro-
gram sponsored by the Defence Threat Reduction Agency (DTRA) through Wake 
Forest University under the Principal Investigator (PI) Anthony Atala. Wake Forest 
Institute for Regenerative Medicine (WFIRM), a leader in the translational medi-
cine of implanting laboratory grown stem cell–derived organs into humans, will 
orchestrate the development of INGOTS (INtegrated Organoid Testing System) 
through collaboration with the Khademhosseini Lab at Harvard University, with 
strong experience in developing micro- and nanoscale bioengineering devices 
for controlling cellular behavior, with Shuichi Takayama, from the University of 
Michigan, who has experience in constructing microscale models of the body, 
expertise in biomicroelectromechanical and biomolecular devices, and has also 
developed technologies for high-throughput drug testing and multiplexed disease 
biomarker assays. Current safety and efficacy testing methods for the evaluation of 
medical products are not conducive to a flexible, rapid-response capability. The use 
of a 3D printed organoid system composed of human primary and/or induced plu-
ripotent stem cells will provide a fast, flexible, multifunctional assay configurable 
for the elucidation of predictive metabolic profiles and presymptomatic biomarkers 
of exposure to both chemical and biological insults, as well as the effects of coun-
termeasures used to treat them. While elements of this program have not yet been 
realized, it is advancing toward the combination of several organs by microfluidics 
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combined with assessment of biomarkers of pharmacological and toxicological 
activity. This proposal includes several firsts: (1) bioprinted organoids into micro-
reactors for a networked system; (2) using a universal blood surrogate for different 
organoids; and (3) testing organoids with surety agents for metabolic responses 
to mimic human/animal data. This system when developed will establish a com-
prehensive INGOTS-based plan for chemical/biological/toxicological agents and 
validate the system for proof-of-concept and predictive value for experimental 
and FDA-approved medical countermeasures. In the interim we are also working 
on human induced Pluripotent Stem Cells (iPSC)-derived organoids including the 
brain, heart, and lungs singly and with the liver.

In our in vitro toxicology program we are currently studying the cardio-specific 
effects of chemical warfare agents (CWAs) on stem cell–derived cardiomyocytes 
(SCDC). Using the ACEA Biosciences xCELLigence Real-time Analyzer Cardio 
System with noninvasive impedance readout for real-time monitoring of cell viabil-
ity and functional beating activity of cardiomyocytes (see Figures 17.2 and 17.3).

The advantages of this system are that is fast, safe, inexpensive, and it is consid-
ered more predictive than other in vitro tests as well as being able to study direct 
effects that may be overlooked. This model is being studied to create a non-animal 
model that can be utilized to identify biomarkers for diagnostics and pathway iden-
tification leading to enhanced medical countermeasures. In these studies we have 
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shown the direct effects of some CWAs. The elevation of the cardiomyocyte beat rate 
and the induced variation on the corresponding beat patterns establish that CWAs 
can have a direct effect on cardiac function. The mechanisms of action are being 
 characterized using high-content analysis (HCA) to identify cellular changes during 
exposure and activity-based protein profiling (ABPP) to identify protein targets.

Stem cell technologies have brought about an avenue toward human cell models, 
which were before limited by the difficult access to human tissue and the shortcom-
ings of cancer cell lines. Combined with advanced tissue culture technologies, they 
promise to make organotypic cultures possible that will reflect human (patho) physi-
ology more closely.
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18.1  INTRODUCTION: WHY HAVEN’T WE “PERSONALIZED” 
MEDICINE BEFORE? 

Personalized medicine has received much attention recently as an emerging approach 
for disease treatment and prevention that takes into account individual variability 
in genes, environment, and lifestyle. Yet although the notion of human individual-
ity has strong roots in many human cultures, the central assumption—that pathol-
ogy is related to human individuality (whether rooted in genetic or environmental 
causes)—has eluded applicability in medical science. Limitations in our ability to 
measure, modulate, and compute the relevant factors are largely to blame for that lag.

Not until very recently, for example, have we been able to directly measure genetic 
expression, let alone correlate it with clinical outcomes beyond the population level. 
(We’ve instead used proxies of ethnic groups or families with hereditary conditions.) 
Moreover, until the advent of combinatorial chemistry in the 1990s, the number of 
drug-like molecules that could be synthesized limited the size of available chemi-
cal libraries. Furthermore, despite the timelessness of the nature/nurture debate, our 
knowledge of the relevancy of various environmental factors has often come about 
anecdotally (e.g., cigarette smoking, radioactivity, pollution). Biomarkers also have 
often proved difficult and/or impossible to measure noninvasively and longitudinally 
(e.g., EKG, blood pressure, gene expression). Finally, even as more data become 
available, the multivariant datasets involved in correlating relevant longitudinal 
biomarkers with environmental and interventional regimes present non-trivial chal-
lenges to data scientists and data visualization experts.

Without the ability to systematically measure, modulate, or correlate relevant 
genetic and environmental data with individual medical outcomes, medical science 
has historically relied heavily on cell and animal testing methods prior to exposing 
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human test subjects to experimental therapies. Then, upon commencement of human 
clinical trials, it has taken one of the two extreme approaches to developing treat-
ment regimes:

• Randomized trial: in which two groups are assigned to different condi-
tions and the overall group outcomes are studied. The first clinical trial 
was recorded in the Bible around 600 B.C. (see [1] for a great history of 
clinical trials). 

• N-of-one ad-hoc approach (patient treatment): e.g., a doctor may  prescribe 
one drug for hypertension and monitor its effect on a person’s blood  pressure 
before trying a different one.

Recent clinical trial innovations all aim to add refinement to the “gold standard” of 
the randomized clinical trial [2]. For instance, basket trials categorize patients into 
cohorts based on patient-specific molecular markers, umbrella trials test multiple 
drugs on a single disease, and adaptive trials vary the interventions on an ongoing 
basis based on patient responses.

These classic methods have yielded many positive results, such as penicillin for 
bacterial infections, smallpox vaccination, and insulin for insulin-independent diabe-
tes [3]. Yet even with their recent innovations, standard approaches have been yielding 
diminishing results. Consider that the top 10 highest-grossing drugs in the United States 
have helped only between 4% and 25% of the people who take them [4]. Furthermore, 
with iterative approaches, valuable time and resources are wasted, and failures are not 
benign. These issues are only exacerbated with cancer treatments.

Where we aim to go with personalized medicine is mass customization of 
 healthcare—with medical decisions, practices, and products tailored to the  individual 
patient. In other words, we aim for an N-of-one approach that’s both scalable and 
systematic. 

18.1.1  thE hUman gEnomE ProjEct: a roSEtta StonE 
for UnDErStanDing DiSEaSE?

The concept of personalized medicine started forming in the 1990s concurrently 
with the advent of the Human Genome Project, which underscored that we are all 
uniquely characterized by our distinct genetic makeup. A natural consequence has 
been the understanding that the same diseases might differ at a genetic level between 
individuals. 

Throughout the ensuing decades, we gained significant knowledge of the genetic 
diversity of disease thanks to dramatic advances in the fields of systems biology, 
pharmacogenomics, and genomics technologies in general [5–7]. For example, it 
has long been known that that susceptibility to certain infectious diseases, such as 
tuberculosis, malaria, and HIV/AIDS, varies markedly with human genetics [8]. Yet 
more recently, we’ve also witnessed that variability at a molecular level, proving 
that within some types of tumors, such as leukemia and breast cancer, clinically 
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significant differences in the genetic profiles can be identified [9,10]. Similar obser-
vations have been made for cardiovascular diseases such as long QT syndrome and 
familial hypertrophic cardiomyopathy [11–13].

Hopes grew high. A 2001 study predicted that, over the course of just a few years, 
advances in personalized medicine would revolutionize the way both drug development 
and clinical trials are conducted [14]. New drugs would be developed using patient-
specific data and connecting all different stages of clinical development and patient 
treatment through feedback loops giving specific molecular and pharmacological infor-
mation about patient response. Toxicogenomic markers might predict adverse drug 
reactions (ADRs) before human clinical trials. Clinical trials themselves would be con-
ducted following novel paradigms in patient selection (based on biological and genomic 
data), grouping, and therapy. Advances in information technology, too, spurred hope for 
coordinating relevant health data among researchers, clinicians, and patients.

However, real progress proved slower than our aspirations. Translating genomic 
and other discoveries into personalized therapeutics, we found, requires overcoming 
a number of significant scientific, technical, economic, and social challenges.

18.1.2 Eroom’S laW → moorE’S laW in rEvErSE?

Despite the advances in genomic sequencing, combinatorial chemistry, and com-
puting, there’s been a kind of collective consternation at the paradox of improving 
inputs and declining output for developing therapies. In fact, so frustrating is the 
inefficiency that some observers have said drug development adheres to “Eroom’s 
law”—Moore’s law spelled in reverse [15].

A major limitation for pharma R&D in general, and especially the translation 
of genetic knowledge into the development pipeline, is the lack of reliable, high-
throughput platforms to model the complex physiological function of the complete 
human. The development of the “organ-on-a-chip” technologies outlined in this vol-
ume means to address this shortcoming by supplementing preclinical and clinical 
testing (see Figure 18.1). Underlying technical issues, outlined in previous chapters, 
still need to be resolved. These include difficulties with reproducibly miniaturizing 
the relevant human organ systems into organoids, our limited ability to directly mod-
ify genes in living cells, combining multiple organoid systems (much less microbi-
ome or epigenetic cues in the in vivo environment) into “human-on-chip” platforms, 
the scarce agreement on the marker set used to screen for disease [16–18], as well as 
difficulties with incorporating appropriate sensing systems into lab-on-chip systems. 
More regulatory, business, and logistical considerations will emerge that will influ-
ence drug R&D as scientists solve the technical problems and translate these systems 
out of the lab and into the drug development pipeline and clinic.

We’re not there yet. However, it is undeniable that personalized medicine holds 
great promise in reducing the costs of the typical drug discovery and development 
processes, reducing the risks of drug toxicity, increasing drug efficacy, establishing 
preventive therapies, and ultimately relieving the healthcare system as a whole. We 
therefore need to take a step back and revise our technical, policy, and business aims 
to reach the goal of creating a novel, patient-centered standard of care, based on tai-
lored approaches dictated by each individual’s unique footprints.
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18.1.3 mErging of In SIlIco, In VItro, In VIVo → In Proto?

A critical tool for our continued progress is creating better systems to mimic human 
biology in the lab. This volume provides a comprehensive review of the technologies 
that have been applied to such “organ-on-a-chip” systems that simulate physiological 
function of human tissues and organs. We envision that systems like these (which 
we dare to call in proto systems) will reside somewhere on the spectrum of testing 
platforms in between in silico computer models, traditional “flat biology” in vitro 
systems, and animal and human in vivo models. 

This approach has been made possible in recent years by the convergence of sev-
eral technologies, including microfabrication, microelectronics, and microfluidics, 
which enable the precise fluid handling, sensing, and actuation required to measure 
and collect relevant data from modeled tissues. By combining these “lab-on-chip” 
systems with organoid cell culture, systems may be developed to mimic organ func-
tionality in vitro, ranging from lung, liver, heart, and skin to multiple-tissue chips, 
as described in previous chapters. As in proto technologies get better at reproduc-
ibly recapitulating human in vivo biology, big data methods must then be applied 
to achieve the predictive analysis that we need to outdo traditional standard animal 
and cell culture testing, and perhaps even catch up to the utility of human clinical 
trials. In parallel, researchers can apply that same knowledge to the improvement of 
regenerative medicine technologies for use in vivo. 

In the following sections we present a critical vision of several technological, 
regulatory, and business considerations, focusing on a series of case studies and giv-
ing a perspective view of where the regenerative medicine field will bring us in the 
next decades toward the goal of personalized medicine.

DRUG RESEARCH
10,000 test compounds

PRECLINICAL
<250 test compounds

CLINICAL
(3 PHASES)

<5 test
compounds

PERSONALIZED MEDICINE
Patient-specific
tests on chip

< time
< $$$

> results for patients
< risk of toxicity

(a) (b)

FIGURE 18.1 (a) The current drug development pipeline and (b) envisioned drug devel-
opment pipeline incorporating “organ-on-a-chip” technologies which supplement preclini-
cal and clinical testing. Patient-specific on-chip tests have the potential to reduce time, cost, 
and risks of toxicity, thereby improving patient outcomes.
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18.2 TECHNOLOGICAL CONSIDERATIONS 

Today’s aims of personalized medicine intersect with that of regenerative medicine 
in two main respects (see Figure 18.2): (1) “Organ-on-a-chip” systems that facilitate 
screening and optimizing traditional therapies (i.e., small molecule or biologic), as 
in the in proto systems that are the topic of this volume, and (2) development of indi-
vidualized cell-based therapies. Technological efforts toward realizing these aims 
are parallel and interdependent: 

• Cell sources: advanced cell sources, such as induced pluripotent stem cells, 
may serve as ingredients in cell therapies as well as in proto platforms for 
testing new molecular therapies

• In proto niche: advances in 3D cell culture, such as scaffolds and biore-
actors, increase the fidelity of in vitro systems and help make engineered 
 tissues more applicable in cell therapies.

Bioreactor
cultivation

Cellularized
construct

Adult
stem cells

Implant

Drug development:
Pharmacological research

The
patient

IPSC:
Self-renewal
pluripotency

Tumor
cells

Drug screening:
High-throughput analysis
Cytotoxicity testing organ

Specific toxicity
Metabolic mechanisms

Cytotoxicity testing:
Effects on proliferation

Effects on differentiation
(Cardiac, skeletal, neuronal)

Somatic
cells

Differentiation
(Mesoderm, endoderm, ectoderm)

Bone marrow, neuronal, pancreatic islet,
cardiac muscle

FIGURE 18.2 Regenerative medicine approaches have the potential to improve patient 
treatments in two main respects: left circle: “organ-on-a-chip” systems (i.e., in proto systems) 
derived from patient cells that facilitate screening and optimizing traditional therapies, and 
right circle: use of patient cells for deriving individualized cell-based therapies. 
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Supporting these efforts are next-generation genomics, which may aid in the 
direct correction of disease genes in addition to serving as a tool for researchers 
and clinicians to understand genetic diseases. New genome-editing technologies, 
such as CRISPR, have been applied to a range of organisms and applications includ-
ing the correction of diseased genes in zygotes and human cell lines, and could 
prove critical to curing devastating diseases. Briefly, CRISPR stands for Clustered 
Regularly Interspaced Short Palindromic Repeats and defines sections of repeated 
base sequences in prokaryotic DNA. CRISPR and its associated proteins Cas, the 
CRISPR-Cas9 system, is an adaptive immune process used to fend off foreign DNA, 
and has now been harnessed to do the opposite—by delivering Cas9 with an appro-
priate guide RNAs, the cell’s genome is specifically cut at a target location, allowing 
precise removal and/or insertion of genes. 

The extent to which the aforementioned technologies succeed—allowing us to 
command the expansion, gene expression, and 3D architecture of cells and tissues—
will help determine whether we find ourselves on the cusp of a truly new era in 
medicine as opposed to remaining in the trough of Eroom’s law. 

18.2.1 cEll SoUrcE

Pluripotent cells, such as adult and embryonic stem cells, are invaluable tools for 
research and can potentially serve as an ingredient for in proto systems as well as cell- 
and tissue-replacement therapies. Each cell source comes with its respective availabil-
ity, differentiation potential, immunogenicity, oncogenecity, and so on—factors which 
influence its applicability for use in in proto or cell therapies, as outlined below.

18.2.1.1 Induced Pluripotent Stem Cells
Even with the recent advances in genomic technologies, genetic characterization of 
some diseases has been hindered by the limited availability of tissue samples car-
rying the disease, due to confined donor cell availability. The limited proliferation 
capacity and loss of functionality observed in ex vivo expanded cells compound the 
challenges. Yamanaka and colleagues were the first to report successful reprogram-
ming of somatic cells into induced pluripotent stem cells (iPSCs) in 2006 [19,20]. 
Their technique can also be applied to reprogram various donor cell types, such as 
skin, neuronal, hematopoietic, and adipose stromal cells into iPSCs. Reprogramming 
of adult somatic cells into iPSCs is an approach that holds great promise to cre-
ate patient-specific disease models for the high throughput screening necessary for 
development and testing of new therapeutic agents (see [21] for a review). 

Banks and databases collecting disease- and patient-specific iPSCs are flourish-
ing, constituting a great resource for studying individualized treatments and char-
acterizing genetic traits of disease. However, when it comes to actually using those 
cells for in vivo implantation studies and/or cell therapies, some unresolved issues 
emerge. There is still an open debate on the quality of the obtained reprogrammed 
and redifferentiated cells, the resemblance to their natural counterparts in the human 
body, and the “somatic memory” that they potentially retain [22]. Terminally dif-
ferentiated iPSCs typically reach a relatively low level of maturation, and thus can 
more faithfully be used as a model for the earlier stages of disease. Nonetheless, 
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iPSCs are an invaluable means for obtaining relevant genetic and physiological 
information characterizing unique traits of disease, of its initiation and progression. 
They are also a powerful tool for performing toxicology screenings and drug- and 
therapy-development studies. To date, iPSCs have been successfully employed in 
studies of neurodegenerative diseases, hematopoietic disorders, metabolic condi-
tions, and cardiovascular pathologies [23–30]. 

The use of iPSCs is currently mostly limited to in vitro studies, but recent publica-
tions have indicated that they tend to have a low immunogenicity and do not contain 
donor antigen–presenting cells [31]. This assumption does not hold for all cell types, 
however, and cardiomyocytes (CMs) represent one of the exceptions: iPSC-derived 
CMs show increased immunogenicity when implanted in vivo. However, for those 
iPSC-derived cells matching the low immunogenicity hypothesis, human leukocyte 
antigen (HLA) compatibility is sufficient to avoid acute rejections and has thus sup-
ported the creation of regional “haplobanks” [32].

Other than embryonic cells and iPSCs, adult stem cells also retain some tissue-
regeneration potential. These populations have the capability to switch between 
homoeostasis or regeneration states [33] upon activation of defined signaling events. 
Among others, several studies proved how neural [34], cardiac [35,36], skeletal mus-
cle [37], intestinal [38], and hepatic [39] cells could promote regeneration in adult 
injured tissues.

18.2.1.2 Autologous Adult Stem Cells
Multipotent adult stem cells, which are found throughout the body and do not involve 
embryos or raise as many safety concerns as pluripotent cells, also hold vast  potential for 
regenerative medicine. The NIH’s clinicaltrials.gov site lists some 4500 adult stem cell 
trials as compared with 27 for embryonic stem cells and 21 for iPSCs. It is therefore no 
surprise that adipose-derived stem cells (ASCs) have captured the attention of research-
ers, investors, physicians, patients, and—increasingly— regulators around the world.

Adult stem cells have been identified in many organs and tissues, including (but 
not limited to) brain, bone marrow, peripheral blood, blood vessels, skeletal muscle, 
skin, teeth, myocardium, gut, and liver [40–46]. These cells may serve as a source 
for creating living, functional tissues to repair or replace tissue or organ function 
lost due to age, disease, damage, or congenital defects. They may also serve as a cell 
source for high-throughput drug screening. Advantages of adult stem cells include 
the ease with which they are obtained, their autologous source, and their lack of 
political controversy. However, these cells are not without limitations. Most notably, 
their limited differentiation potential may pose limits for their use in certain applica-
tions (e.g., brain, heart), a constraint which may be exacerbated by certain disease 
states (e.g., cancer, diabetes). Nonetheless, adult stem cells hold great promise for 
shifting the paradigm away from a medical model that involves treatment of injured 
tissues and organs, and toward regeneration. 

18.2.1.3 Autologous Cancer Cells
When available, autologous cells harvested from the patient’s site of disease are still 
the source of choice for several applications, and remain the sole source in the case 
of cancer studies. 
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Cancer is characterized by a genetic diversity that has been known for decades, 
and patients would thus greatly benefit from a personalized approach in the choice of 
treatment. Only a few types of tumor have been linked to specific genetic traits that 
can be screened in healthy individuals in order to indicate appropriate preventive 
therapies. All other cancers are diagnosed after the onset of the disease, and therapy 
starts after diagnosis. Cells from tissue samples could be used to map the genetic 
identity of the tumor and thus determine the ideal therapeutic approach for each 
individual [47]. To reach the ultimate goal in personalizing the treatment of tumors, 
we would need to create large datasets containing tumor classifications based on 
their genetic traits, predicting clinical outcomes and suggesting the ideal personal-
ized therapy. New data would be constantly added to these datasets, continually 
increasing the power of the included studies and contributing to greatly improved 
therapeutic outcomes. In addition, adding a supporting material (scaffold) to the 
cells in culture ensures an increased closeness to the in vivo tissue counterpart (see 
Section 18.2.2.1).

18.2.2 gEnE EDiting

Another constraint on the translation of genetic knowledge into therapy develop-
ment has been our limited ability to directly modify genes in a living cell. With 
sickle-cell anemia or retinitis pigmentosa, for example, both diseases caused by a 
mutation in just one base pair, researchers have been helpless to correct them and 
halt their devastating effects. The CRISPR-Cas9 genome-editing system is a novel 
tool enabling precise and easy DNA modification of virtually any organism [48]. 
Several concerns and ethical debates still remain, but this technology may provide 
tools that researchers need to understand and cure some of our most deadly genetic 
and non-genetic diseases [49]. CRISPR-Cas9 technology can be applied to T-cell 
genome engineering, potentially greatly improving cell-based therapies for cancer, 
HIV, immune  deficiencies, and autoimmune diseases [50–52].

Another tool is small interfering RNA (siRNA, known also as short interfering or 
silencing RNA). siRNA is used for short-term silencing of protein coding genes and 
has potential therapeutic use in selectively targeting and suppressing disease-causing 
genes [53] in cases ranging from viral diseases to cancer, hepatitis, and HIV. It also 
has the potential to play a role in target validation for animal disease models. siRNA 
is a synthetic RNA duplex that works by targeting specific Messenger RNA (mRNA) 
degradation. This tool is widely used to access individual gene contributions to dif-
ferent cellular phenotypes (i.e cell differentiation [54] and insulin signaling [55,56]), 
as well as in identifying novel disease pathways. However, delivery of siRNA in vivo 
presents challenges (poor stability, nontargeted biodistribution, adverse immune 
response), and the mechanism needs to be further studied before it can be used as a 
therapeutic tool [57]. 

18.2.2.1 in Proto Niche
A further bottleneck to the complete characterization of a disease in vitro is the 
lack of a proper design of the in vivo niche [58,59]—in other words, replication of 
the real-life environment within the body and relevant epigenetic events that are 
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linked to the onset and progression of disease [60,61]. The re-creation of the in vivo 
niche has therefore been the focus of much research conducted over the last decade. 
These efforts are based on the understanding that traditional two-dimensional (2D) 
culture systems (i.e., Petri dishes and tissue flasks) fail to provide a number of 
real-life three-dimensional (3D) features: cell-cell and cell-matrix interactions, the 
spatial and temporal patterns of biochemical and physical signals, and crosstalk 
between different organ systems [62]. The latter is of particular importance in drug 
toxicity studies, given the incidence of ADRs in organs and tissues other than the 
target one [63,64]. 

There is thus a huge need for novel culture systems capable of capturing the whole 
organism’s complexity and giving readouts more predictive of individual human 
physiology. Recent technological advances in the development of novel scaffold-
ing and bioreactors, especially toward multitissue devices created from different 
patients’ cells, could complete the missing step in the ladder from the dish to the 
patient and from the traditional “average” patient to real personalized medicine. We 
review key advances here.

18.2.2.1.1 Scaffolding Materials 
Biomaterials have been used for biological applications for several decades, 
and the science behind their fabrication and optimization has advanced dra-
matically in recent years [65–67]. Scaffolding materials recapitulate several 
aspects of native tissues and give cells a 3D template guiding their attachment, 
growth, and fate specification. Scaffolds can be engineered to match defined 
sets of characteristics, from their composition (natural or synthetic, composite 
or  mono-component, etc.) to their structure (shape and dimensions, porosity, 
pore size and shape, roughness, etc.) and mechanical properties (elastic modulus, 
 surface stiffness) [68–72].

There are several approaches to creating a cell scaffold, ranging from decellular-
ized tissues harvested from human or animal cadavers to synthetic 3D printed bio-
materials [73–75]. Nature still provides the best scaffolds for cell growth; these are 
currently the gold standard for many applications. For instance, bone grafts derived 
from cow are commonly used in dental and spinal applications. Great care is taken to 
remove all of the cells and proteins from the bone source, leaving behind a scaffold 
with the correct mechanical strength, pore size, and microstructure for new bone to 
grow [76]. Using subtractive manufacturing, these scaffolds can also be shaped to an 
anatomically correct form. Such scaffolds are implanted directly to the site of injury, 
where they promote existing bone tissue to infiltrate and eventually replace the defect 
with the patient’s own tissue (e.g., MedTronic’s Infuse® Bone Graft). Decellularized 
tissues are effective but also carry the risk of introducing pathogens or initiating an 
immune response in the patient. To address that risk, tissue engineers have focused 
much attention on synthetic biomaterials.

One of the first biomaterials, alginate, is still used as a method to immobilize 
cells and is FDA-approved for use in cellular therapeutics [77]. However, syn-
thetic biomaterials have improved markedly over the past 20 years. Determining 
the correct material is vital for a successful therapy. A wide range of biocom-
patible materials have been developed, including poly(lactic-co-glycolic acid), 
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polycapralactone, and polyethylene glycol [78,79]. These materials are biologi-
cally inert and will degrade over time, an important characteristic for cell thera-
pies if the goal is to completely replace an organ or tissue with the patient’s own 
cells. Synthetic biomaterials are an attractive alternative due to low costs, the 
ability to change the materials’ characteristics, and the ease of shaping the mate-
rials for an anatomical fit. 

As 3D printers continue to evolve and become easily accessible to researchers, 
a new generation of 3D printed biomaterials is emerging [80,81]. There are many 
advantages to additive manufacturing. Some printers are capable of sizes less than 
1  μm, allowing for intricate internal scaffold designs that can closely mimic the 
structures found in native tissues. To that end, software has continued to evolve 
to meet these needs. For instance, Within Labs has developed a program that can 
transfer the internal structure of a material as seen through a CT scan directly to a 
scaffold design [82]. Different regions can also contain different internal structures, 
making a true composite graft scaffold. However, this field is currently limited by 
the materials that are compatible with 3D printing. The development of new mate-
rials and perhaps combinations of materials will be necessary for true 3D printed 
scaffolds to become mainstream.

18.2.2.1.2 Bioreactors
Langer and Vacanti introduced the concept of the bioreactor in the 1990s [83], high-
lighting how culture devices designed to provide environmental control to the cells 
in culture—delivering nutrients and drugs and removing waste products—could 
bring to reality the idea of developing functional human tissue substitutes in vitro. 
Thus marked the starting point for the era of tissue engineering. Bioreactors typi-
cally have stirring and/or fluid perfusion elements, ensuring that mass transport by 
convection sustains provision of soluble factors to all cells in culture up to the cen-
timeter scale [84–87]. Bioreactors allow us to surpass the limitation of standard 
culture techniques by breaking the barrier of the diffusion-limited development of 
3D tissues. When cultured in vitro without the dense capillary network present in 
vivo, cells and tissues experience the fast formation of oxygen depletion zones (below 
threshold values for cell survival). Diffusion alone can only sustain the physiological 
supply of oxygen for depths up to 100–200 μm for dense tissues [88]. Thus without 
the contribution of convection, it is impossible to culture tissue constructs with rel-
evant sizes and sound biological properties mimicking those of their in vivo counter-
part. The establishment of a dynamic environment also more closely mimics the in 
vivo behavior of cells and tissues, which is characterized by multiple signals that are 
modulated in both space and time. 

Overall, the key feature of bioreactors is that they allow tight control over opera-
tive parameters and culture conditions while reducing the variability that derives 
from the many operator-related interventions characterizing standard cultures. 
Bioreactors, if required by the tissue in culture, can also provide physiological stim-
ulations such as shear stress–generated mechanical stimuli [85], compression and 
loading [89,90], and electrical stimuli [91,92]. These additional capabilities allow 
engineers to incorporate a tissue complexity that was lacking in constructs fabricated 
using standard in vitro culture techniques [93].
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Bioreactors can be a fundamental tool in realizing the promise of personalized 
medicine [94]. Bioreactors are essential in ensuring tissue growth and maturation 
[95–100] and, when needed, in providing transportation capabilities for the cultured 
biological samples [101]. 

Miniaturization of the culture systems leads to changes in the fundamen-
tal forces determining the behavior of fluids and mass transport [102]. Flow is 
typically laminar (Reynolds numbers Re<100), with well-defined and predict-
able hydrodynamic profiles, and transport is regulated by molecular diffusion and 
finely tuned convective forces [103]. Overall, microscale platforms allow operat-
ing at time- and length-scales that are more representative of biological phenom-
ena. Microfluidics and microscale technologies have broad applications, ranging 
from tissue engineering to scaffold fabrication to development of high-throughput 
assays [104–108]. In addition, they can play a major role in the development of per-
sonalized medicine approaches in both drug development and testing and disease 
modeling.

18.2.2.1.3 Scale
We introduced the concept of “scaling” in the previous paragraph and discuss it here 
in more depth. 

When thinking about using tissues engineered in vitro for personalized medi-
cine applications, there are several key considerations. First, it needs to be specified 
which level of similarity to the in vivo counterpart must be met. Human tissues 
and organs have a complexity that is almost impossible to fully re-create in in vitro 
 models [109], and it is thus necessary to narrow the list of structural and biological 
properties that are necessary and sufficient to reproduce correct physiologic behav-
iors and responses. Clearly, to be efficacious, a tissue-mimic must develop measur-
able and repeatable responses when exposed to defined exogenous stimulations. The 
second fundamental consideration, consequently, is the identification of the so-called 
minimally functional unit of tissue [110] and its size. Tissue units will be radically 
different depending on the object under study, be it heart [111,112], liver [113,114], 
kidney [115], or vasculature [116]. Ultimately, since drugs always have downstream 
effects in organs other than the target one, the most efficient and predictive disease 
and drug testing platform will be patient-specific and composed of multiple types 
of interconnected tissues [117]. This is not an easy undertaking, and it thus also 
requires an interconnection of efforts between multiple laboratories sharing exper-
tise and technologies to reach the ultimate goal of creating such a perfect platform. 
A consortium led by some of the strongest players in the field is currently carrying 
out such a project, and its aim is the completion of the so-called HeLiVa platform, 
an integrated system composed of heart, liver, and vascular microsystems [118] to be 
used for drug testing in human health and disease.

18.3 BUSINESS CONSIDERATIONS

The rise of personalized medicine is the result of many scientific advances. Yet 
as often happens with the emergence of any new paradigm, strong and powerful 
entrenched forces must be addressed to increase the likelihood that these advances 
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are actually adopted into clinical practice. For regenerative medicine as it applies to 
personalized medicine, business interests from all major members of the healthcare 
ecosystem (i.e.,  regulators, industry, clinicians, payers), as well as environmental 
players (e.g., legal system and funding sources), are the forces to be contended with 
(see Figure 18.3).

18.3.1 rEgUlatory conSiDErationS

One of the largest hurdles facing personalized medicine is evolving regulation. With 
the eventual end to “blockbuster” drugs and the growing number of cellular- and 
genetic-based therapeutics, quick, smart adaptation by regulatory agencies will 
become ever more urgent.

Personalized medicine generally involves the use of two types of medical 
 products: (1) a diagnostic device, and (2) a therapeutic product. These two types of 
products map directly to the dual aims of in proto systems and regenerative medi-
cine, as outlined in Section 18.2. Looking ahead, as each of these types of products 
is translated out of the laboratory toward use in the clinic, they will be subject to 
different regulatory pathways: that of molecular diagnostics, and those that apply to 
cell- and tissue-based therapies, respectively. Any effort to co-develop two or more 
medical products—such as an in vitro diagnostic and a drug—in tandem would face 
a number of regulatory, policy, and review management challenges, since such prod-
ucts are usually regulated by different regulatory centers and are often owned by 
separate companies.

• Regulatory pathways for approval
• Lack of consensus on standards
  for regulatory compliance
• Time and $$$
• Manufacturing and logistics

• Up-to-date pathways for approval
• Reach consensus on standards for

regulatory compliance
• Harmonization of intellectual

property regimes

RegulatorsPharma/
startups

The patients

• Move away from pharma
  blockbusters
• Refocus CME credits on
  personalized medicine
• Abandon trail-and-error medicine

• Healthcare system budget
• Treatment costs

• Reliability of diagnostic tests and
their price

• Share information to physicians
for clinical decision making

PayersPhysicians/
hospital

FIGURE 18.3 Schematic of stakeholders affecting the  adoption of a patient-centered 
approach to personalized medicine into clinical practice.
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Many experts believe that the global regulatory environment has not kept pace 
with the rapid advances in the field of personalized medicine. A major challenge 
has been that as the number of emerging biomarkers in the field proliferates, so too 
do the commensurate expenses for conducting trials. Until consensus emerges as to 
which biomarkers will constitute regulatory compliance, we run the risk that compa-
nies will be loathe to pursue clinical development. 

18.3.1.1 Molecular Diagnostics
Personalized medicine relies on diagnostics to identify the best therapy for the patient 
at the right time: if the diagnostic test is inaccurate, then the treatment decision based 
on that test may not be optimal. Generally speaking, diagnostic techniques include 
both in vitro tests, such as assays used to identify genetic factors, and in vivo tests, 
such as electroencephalography (EEG), electrocardiography (EKG), or diagnostic 
imaging. 

The in proto organ-on-a-chip systems described in this volume, if they are some 
day to be used clinically, are envisioned as next-generation in vitro tests. As such they 
will supplement the two technical categories of existing tests most relevant to per-
sonalized medicine: (1) pharmacogenomics tests, which study inter- individual varia-
tions in gene expression, and (2) pharmacogenetic tests, that study inter- individual 
variations in DNA sequences related to drug absorption and  disposition [119].

In the United States, the in vitro tests that match a therapy to the patient fall into 
one of the two regulatory categories. In vitro diagnostic devices (IVDs) are diagnos-
tic tests developed and manufactured by device manufacturers, regulated by the Food 
and Drug Administration (FDA). IVDs that direct treatment decisions are considered 
by the FDA to be high risk and therefore require pre-market approval. By contrast, 
diagnostic tests developed by a commercial laboratory, termed laboratory-developed 
tests (LDTs), are subject to oversight under the Clinical Laboratory Improvement 
Amendments of 1988 (CLIA) administered by the Centers for Medicare & Medicaid 
Services (CMS). The in proto organ-on-a-chip systems described in this volume, if 
used in such a setting, would fall under this regulatory jurisdiction. 

For in proto systems, the expected level of regulatory oversight will no doubt 
affect the cost of providing laboratory services and, in turn, innovation, especially 
when the outcome of an LDT impacts pharmacological intervention. Yet the use of 
diagnostic testing to understand the molecular mechanisms of an individual patient’s 
disease will be pivotal in the delivery of safe and effective therapy for many dis-
eases in the future. It is therefore imperative that a risk-based regulatory approach 
 sustains and promotes innovation while benefiting patient safety. 

18.3.1.2 Cell-Based Therapeutics: A Short Primer on Regulatory Pathways
In all major global markets, different applications of a cell- or tissue-based ther-
apy require different regulatory pathways for approval. In the United States, for 
cell-based therapeutics, these paths typically fall into one of the three categories: 
(1) devices, (2) biologics, or (3) combination products [120]. Devices and biolog-
ics have distinct regulatory hurdles for FDA approval, while a combination product 
involves first getting approval of both a device and a biologic individually before 
final approval of the combination product.
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Between devices and biologics, devices have a shorter path to FDA approval. 
This is not surprising, as biologics present a broader set of challenges, which we dis-
cuss later. Devices are assigned as class I, II, or III, which determines the amount of 
research and clinical data necessary for approval [121]. Class I devices, for example, 
require submission of pre-market notification (PMN or 510[k]). These devices, due to 
their simplicity, are not required to gain FDA approval, but instead are “cleared” for 
use. After submission, a 510(k) is cleared or rejected within 90 days. A class II device 
requires pre-market notification and generally must show both safety and efficacy. 
The FDA determines requirements for approval on a case-by-case basis and may 
require human data. Finally, class III devices almost always require extensive testing 
including human clinical data for pre-market approval (PMA) and eventual device 
approval. A small number of devices that pose significant risk require extensive test-
ing within a clinical trial. In order to use a device in a clinical trial, an investigational 
device exemption (IDE) must be submitted and approved. As with any clinical trial, 
it can take several years to collect the data necessary for submission. However, after 
the necessary data are collected and the PMA is submitted, the average approval time 
is approximately 1 year [122].

For biologics, clinical trials are always necessary. Before a clinical trial can start, 
an investigational new drug (IND) form must be submitted and approved [123]. To 
gain IND approval, it is typically necessary to show safety and efficacy in both a 
small and large animal study. This safety and efficacy study is first reviewed by the 
FDA in a pre-IND meeting for guidance on what is necessary for IND approval. 
When conducting the safety and efficacy study it is good practice to perform the 
study under good laboratory practices (GLPs)—the FDA guidelines for proper 
technique, data collection, analysis, and management of a research study [124]. 
Following IND approval, human clinical trials can begin. There are four phases: 
(I) safety and  dosage, (II) efficacy and side effects, (III) a large-scale safety and 
efficacy study, and (IV) post-marketing surveillance [125]. If the biologic succeeds 
in the first three phases, developers submit a biologics license application (BLA) for 
approval, after which the therapy can be marketed and sold commercially [126]. The 
phase IV trial is conducted after the product is marketed and is aimed at studying 
the long-term effects of the drug. While the duration of clinical trials varies from 
case to case, the approval process can take 3–10 years to complete trials and come 
at substantial cost [127].

As personalized medicine typically requires genetic testing and/or manipula-
tion of blood, cells, or tissue, these therapeutics are often placed in the PMA or 
BLA pathways. This distinction is important, as a PMA approval is typically 
shorter and requires less data than a BLA. Moreover, the distinction may be a 
subtle one, as the regulatory pathway is determined not just by the components 
of the product but also by the function of the human- or animal-derived cells 
within the product. If the cells serve as a homologous replacement to the appli-
cation, the therapy is regulated under BLA. For example, Carticel® is a cellular-
based therapy in which autologous chondrocytes are cultured and then used to 
repair a patient’s cartilage defect. Because the cells within Carticel are used to 
replace missing cells in the patient, it was regulated under BLA [128]. If, instead, 
cells are used to produce a cell-derived product that results in the desired effect, 
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it will be regulated under PMA. Apligraf®, engineered skin that is used for partial 
thickness ulcers, is an example of the latter. Instead, skin cells are cultured on a 
scaffold to produce a layer of collagen that enhances the patient’s skin’s natural 
ability to heal. Apligraf was regulated as a class III medical device that required 
PMA approval [129]

Interestingly, alternative use of the same product can result in a different FDA 
requirement. Apligraf (GINTUIT™), for example, when used for topical oral appli-
cations instead of ulcers of the skin, requires BLA approval. Because the mechanism 
of action is not well understood and it was unclear if allogenic cells remained at the 
site of injury, a PMA was not sufficient [130].

With the growing number of cellular- and genetic-based therapeutics, regulatory 
agencies are working hard to keep pace with these new technologies. However, these 
new therapeutics often raise a different set of problems during research and develop-
ment than large-scale production of a chemical. For instance, certain concepts from 
drug development (e.g., pharmacokinetics, distribution, metabolism, and excretion) 
require adaptation to cell therapies. Studies that assess how the body responds to a 
therapy may need to explain engraftment, biodistribution, cell trafficking, and per-
sistence of the cells in vivo [131]. 

Before a drug batch can be released, it must also pass expensive, time- consuming 
tests of sterility (often taking several weeks), including checks for mycoplasma, 
endotoxin, and viral infections. These types of tests may be inhibitive with cell-based 
therapies, which are inherently alive and have a short “shelf life” during which they 
may require nutrients, gas exchange, temperature control, or other care. Autologous 
cell therapies face further constraints, as each patient’s product requires release test-
ing. If these current standard practices remain rigid, with no adaptation to the nature 
of new therapies, they will significantly affect the cost to produce products based on 
autologous cells, inhibiting their widespread use and acceptance for reimbursement 
by insurance companies (payers).

It is easy to recognize the disparate needs of personalized medicine, but regulatory 
agencies have been slow to change. Significant advances in experimental techniques 
have reduced both the costs and time to test for sterility (e.g., the Fast MycoTOOL 
PCR-based test from Roche yields results within 6 hours as opposed to more tra-
ditional, 28-day cell-culture based tests). How the FDA treats such techniques will 
have an immediate impact on the personalized medicine market.

18.3.2  DiSmantling Pharma’S blockbUStEr moDEl 
anD SUPPorting a “markEt of n = 1”

Regulatory regimes are not the only entrenched forces that have hindered the transi-
tion toward personalized medicine in the United States, and to varying degrees the 
rest of the world. Another strong force is the pharmaceutical industry’s historically 
successful blockbuster model, which focuses on developing and marketing drugs 
for as broad a patient group as possible and discourages the development of ther-
apies aimed at smaller subpopulations—and the diagnostic tests that can identify 
them. Furthermore, the new types of therapeutics coming online in the era of per-
sonalized medicine (such as cellular- and genetic-based therapies) require different 
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manufacturing and logistics processes, which need to be disaggregated and thereby 
present their own issues. Again, our focus is the United States, but similar logic 
could also be applied in other countries.

18.3.2.1 What Personalized Medicine Can Learn from Orphan Diseases 
Historically, pharma companies have looked to large disease populations as the big-
gest potential revenue streams. As personalized medicine gains increased attention, 
we may learn some economic lessons from the story of rare and orphan diseases. 

The development of orphan drugs has been financially incentivized through U.S. 
law via the Orphan Drug Act (ODA) of 1983. Rising investment in treatments for 
rare diseases can be attributed in large part to the incentives provided by the ODA. 
Accordingly, development of therapies for rare diseases is on the rise (approximately 
one-third of the 39 drugs approved in the United States in 2012 carried orphan drug 
status) [132]. The success of the original Orphan Drug Act in the United States led 
to adoption of similar policies in other key markets, most notably in Japan in 1993, 
Australia in 1997, and the European Union in 2000 [204].

One of the ODA’s key provisions is the Orphan Drug Tax Credit (ODTC), 
designed to promote research spending on orphan drug development. The ODTC 
allows orphan drug developers to receive a tax credit for 50% of qualified clinical 
trial costs for new orphan drugs. Without these tax credits in place, some estimates 
say, one-third fewer orphan drugs would likely have been developed over the past 
30 years [133].

With President Obama’s 2015 announcement of a $215 million Precision Medicine 
Initiative [134] meant to help speed the development of new individualized treat-
ments and improve care, many of us are excited about the potential for personalized 
medicine to follow a similar path.

Since the ODA, other initiatives have promoted additional progress in the treat-
ment of rare diseases. In 2002, legislation created what is today called the Office 
of Rare Disease Research within the National Institutes of Health (NIH) to coor-
dinate research on treatments for rare diseases. As part of the FDA, the Office of 
Orphan Products Development (OOPD) oversees the provisions contained in the 
ODA and administers the Orphan Products Grant Program, which awards approxi-
mately $14 million in research grants each fiscal year. Today, many different net-
works and organizations, such as the National Organization for Rare Disorders 
(NORD), help facilitate research and patient support in the United States and other 
countries.

The Precision Medicine Initiative, too, seeks to address key issues in the broader 
incentives and hurdles influencing personalized therapies under development. 
It provides funding to the NIH, for example, not only for identifying genomic 
drivers to cancer but also to explore emerging issues in patient engagement and 
data sharing. It also allocates money for the FDA and the Office of the National 
Coordinator for Health Information Technology (ONC) to support the new data-
bases and interoperability standards (along with their requisite privacy and secu-
rity capabilities) that will be crucial for advancing and coordinating precision 
medicine and public health. With respect to the regenerative medicine technolo-
gies outlined in this volume, this measure will likely positively affect research and 
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development in two ways: by directly increasing the demand for in proto cancer 
models, and more indirectly by highlighting the importance of other personalized 
therapy approaches, such as regenerative technologies (although not specifically 
mentioned in the initiative). 

18.3.2.2  But if We Can Barely Afford to Pay for Orphan Diseases, 
How Can We Afford Personalized Medicine? 

It is important to mention, however, that even the most comprehensive policies pro-
vide only a subset of the relevant incentives for development of personalized thera-
peutics. With orphan diseases, for example, rising investment may also be attributed 
to more standard economics: guaranteed market exclusivity and inelastic demand 
often mean that the fewer patients a drug helps, the more it costs. And so, as many 
manufacturers have discerned, a small patient group may yet prove extraordinarily 
lucrative at the right price.

The high cost of treatments for rare diseases is a topic of much controversy. 
Biotech companies justify their pricing to support the few patients who will ever 
need the therapies in question. Furthermore, although some targeted drugs, such as 
those for cancer, are expensive, their high price tag may also be justified because 
they only help a small number of patients for a few months.

However, it is also important to recognize that the costs of purchasing orphan 
drugs may mean that many patients risk being denied lifesaving treatments world-
wide. An example of this can be found in a monoclonal antibody manufactured by 
Alexion and licensed in Canada, the United Kingdom, and the United States for 
the treatment of two rare blood diseases (paroxysmal nocturnal hemoglobinuria and 
atypical hemolytic uraemic syndrome). This drug, which is currently considered the 
highest priced drug in the world, is marketed under the name Soliris® and is the only 
treatment option available to give these patients the possibility of kidney transplanta-
tion and the chance of a normal life expectancy. However, it costs over $500,000 per 
patient per year, a figure that is not sustainable in public healthcare settings. When 
citing this example, critics have often noted that before testing Soliris for these dis-
eases, Alexion also tested the drug for rheumatoid arthritis, which afflicts 1 million 
Americans. The trials failed, but if it had worked for arthritis, Alexion would likely 
have had to charge a much a lower price for this use, as it would have to compete 
against drugs that cost 10–20 times less. 

Drug price controversies such as Soliris may be exacerbated when there is a lack 
of transparency on production costs. Despite the dual requirements of regulatory dis-
closure and (for the many publicly held pharmaceutical companies) financial trans-
parency, little is often known about how much it costs to bring drugs to market and 
how manufacturers arrive at their selling prices (and even less so for privately held 
companies). 

The same issue will likely apply to regenerative therapies, which generally have 
high R&D costs and high costs of goods sold. In the case of Alexion, the company 
refused to disclose production costs, preferring instead to state profit margins of 
22%, to the disappointment of UK regulators [135].

At the time of this writing, cost transparency remains a quickly developing issue: 
in May 2015, New York joined five other states (California, Oregon, Massachusetts, 
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North Carolina, and Pennsylvania) in introducing legislation requiring pharmaceuti-
cal manufacturers to submit a report to the state outlining the total costs of the pro-
duction of certain expensive drugs, with the information to be published on a public 
website [136]. 

The industry has rushed to develop orphan drugs in recent years because they 
cost their developers less to put through clinical trials and command higher prices 
when they do launch. Growth in the rare disease space is also partially due to the 
high number of biological orphan drugs, which are currently less susceptible to 
generic (biosimilar) competition as compared to small molecules. Their high eco-
nomic value may thus continue beyond the end of patent expiration, a factor shared 
by regenerative therapies. 

For this reason, there is often a combination of fear and promise that accompa-
nies more personalized approaches to medicine beyond rare diseases. The increased 
understanding of gene mutations and disease-causing proteins, on the one hand, has 
resulted in the identification of subgroups within traditionally common illnesses. The 
drug ivacaftor (marketed as Kalydeco®), for example, treats just 4% of the 30,000 
patients with cystic fibrosis in the United States and therefore meets the requirement 
for FDA orphan designation [137].

However, others worry about the potential for this “proliferation” of rare diseases 
to bankrupt healthcare systems, calculating that if an orphan drug were to be devel-
oped to treat each of the 6000 rare diseases in the United States at a cost of $300,000 
per year, the cost of managing these conditions would be $1 trillion, the size of the 
global pharmaceutical market [138].

That calculation is an extreme example, but it cannot be denied that healthcare 
systems have finite budgets and so must at least to some degree weigh the costs and 
benefits of medicine. And so, thinking ahead toward regenerative medicine therapies 
in development, in order for therapies to move from the bench to the bedside we must 
acknowledge that beyond science, the economics, too, must work. 

There is also a potential cost savings to consider with the in proto technologies 
described in this volume. To the extent that in proto systems enable us to better 
match patients with next-generation therapies with high effectiveness rates, or to 
customize dosage regimes of small-molecule therapies, developers of these systems 
will be able to make the case that they are helping to reduce the costs of “imperson-
alized medicine,” especially those associated with administering ineffective drugs 
and treating side effects. 

One illustrative example of this type of cost savings is warfarin, a widely pre-
scribed anticoagulant. In the last 20 years, scientists determined that variations in 
two genes (CYP2C9 and VKORC1) could account for nearly half of the variability 
in patient response to warfarin, yet the $350 test had been administered to fewer 
than 5% of patients who started warfarin therapy. The FDA updated the label 
for warfarin in 2007 and 2010, informing doctors that patients with the variant 
genes might require non-standard warfarin doses when they start  therapy [139]. 
However, genotyping strategies haven’t caught on in clinical practice and guide-
lines still don’t recommend genotyping patients ahead of prescribing them 
 warfarin [140]. FDA members estimate that if diagnostic tests to detect cer-
tain gene variations were routinely administered to patients who need warfarin, 
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the  resulting reduction in serious bleeding events and strokes caused by under- 
and overdosing of the drug could save the U.S. health care system as much as 
$1.1 billion annually [141].

A lesson from this case for in proto systems is that, to the extent that a pharma-
ceutical company can demonstrate that its drug lowers the overall cost of treating a 
subpopulation with a disease, private and government insurers may influence will-
ingness to pay for the relevant diagnostic test and to pay a higher price for the drug 
treatment. The same logic will also apply to regenerative therapies, as the benefits 
for patients (e.g., potentially fewer revision surgeries for living implants versus syn-
thetic) may be realized over an individual’s lifetime, while the reimbursement system 
controlled by these institutions pays for—and thus encourages—the performance of 
procedures rather than accurate diagnoses or prevention. In the United States, where 
the insurance markets are more fragmented than in other more centralized health-
care systems, these cases may be even more difficult to make, since the payer that 
paid for the original surgery might not the be entity that will realize the cost savings 
of fewer revision surgeries, etc. 

18.3.2.3  An Assembly Line for the Pipeline? The Talent 
Shortage and Automated Cell Culture

Putting aside debates over which costs should be factored into drug develop-
ment [133], one of the undeniable reasons for the high cost of goods sold in regen-
erative therapies is the high amount of expensive materials and operator handling 
required by modern biology techniques [205]. Furthermore, the costs of regulatory 
compliance involve additional expense in manufacturing, with its associated expen-
sive GMP facilities, procedures, and materials. 

Demand is rising for automated and quantitative cell culture technology, driven 
both by the intense activity in stem cell biology and by the emergence of sys-
tems biology. If you have to produce a large number of cells for high-throughput 
cell-based assays, automation can free up many hours of time compared to man-
ual cell culture. The demands of scaling up into 3D tissues only make the need 
more apparent. Furthermore, automating cell culture could also make cell growth 
more consistent, because steps like mixing and pipetting are more tightly con-
trolled. The cost and complexity of fully automated systems (many costing upward 
of $1 million) can be barriers for researchers used to manual cell culturing. The 
 development of automated systems in the life-science laboratory has gone hand-
in-hand with the information-management systems needed to handle the masses 
of data generated. 

18.3.2.4 From Shelf Life toward Warm-Chain Distribution
An unbroken cold chain is an uninterrupted series of storage and distribution 
 activities which maintain a given temperature range. Cold chains are common 
in the food and pharmaceutical industries and also in some chemical shipments, 
where vendors may provide temperature control and quality assurance for regula-
tory compliance. However, with regenerative medicine technologies certain samples 
may require chilling, while others may require room temperature or even incubation 
 during transport. We may also anticipate that future shipping of live samples could 



397Personalized Medicine

require optimized sterile gas exchange, monitoring of key biomarkers (e.g.,  cellular 
viability, pH, glucose, CO2, etc.), and high-precision tracking to ensure patient– 
product matching. Technologies to meet this challenge are being developed and 
range from precision temperature and ventilation control provided by vendors 
(e.g., Microq, http://www.microq.com/key-features.php) to proprietary biopreserva-
tion media (e.g., Biolifesolutions, http://www.biolifesolutions.com/biolife/markets/
regenerative- medicine/), optical gas probes (e.g., PreSens, http://www.presens.de/) 
and clinical trial supply management software (e.g., Medidata Balance, http://www.
mdsol.com/en/what-we-do/study-conduct/medidata-balance). Incorporation of these 
types of technologies (and the data they will produce) will be critical as cellular 
therapies continue to be developed for the clinic. 

18.3.3 lEgal conSiDErationS

The $730.1 billion health and medical insurance industry represents, alongside con-
struction and finance, one of the largest and most highly regulated sectors in the 
United States [142–143]. Moreover, on the therapeutic side, it is an industry that has 
historically been fueled by capitalization of intellectual property rights. For these 
reasons, the complex landscape of intellectual property and medical liability pres-
ents important legal considerations for future in proto and cell therapies.

18.3.3.1  Intellectual Property: Biosimilars, Gene Patenting, 
and Patent Trolls

Intellectual property rights refer to legal rights granted to inventors or creators to 
protect their inventions or creations for a certain period of time. This concept dates 
from the fourteenth century in Venice, Italy [144], and continues to play a vital role 
in the modern economy, enabling innovators to reap commercial benefits from their 
creative efforts. 

The field of patent strategy is laced with metaphors that evoke medieval battles: 
in patent portfolios, patent “fences” may be built and decorated with “crown-jewel” 
patents. In patent “wars,” patent “swords” may be employed offensively, while pat-
ent “shields” are used against others who file suit, and patent “trolls” abound as 
 profiteers [145]. Yet intellectual property policy is also modern and dynamic and has 
been subject to significant changes in recent years. The 2013 America Invents Act, 
which contains the most significant changes to the U.S. patenting process in over 
60 years, was intended to harmonize the American patent system with those in the 
rest of the world. This legislation provides for different standards of proof on intel-
lectual property and different timing on protections, and it is having a profound 
influence on patent strategy in the life sciences [146].

Broadly speaking, patents are generally awarded for 20 years and are granted 
for products and processes that satisfy the criteria of novelty, non-obviousness, 
and utility [144]. The economic role that patents play in the medical field, how-
ever, ranges depending on the type of medical technology being developed. In the 
traditional model for small-molecule pharmaceutical development, for example, 
10 to 12 of the patented years are typically spent developing the drug at a cost of 
about $1.5  billion to $2.5 billion, leaving only 8 to 10 years to make money before 
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generic drug companies can sell bioequivalent formulations for a fraction of the 
price. At that point, sales for off-patent branded products quickly flatten by over 
90% [147]. In contrast, although intellectual property is also often considered the 
core value generator for medical devices, this product class is not as much discov-
ered as designed, and iteratively developed. The value of patents for marketed medi-
cal devices is therefore often outlived by the expiration date, as competitive forces 
tend to drive obsolescence before patent expiry [148].

The value of intellectual property in the class of biologic drugs, which increas-
ingly encompasses regenerative therapies, bodes well for the retention of value 
even beyond the patent lifetime. Because biologic therapies (unlike small mol-
ecules, which are produced through relatively inexpensive biochemical processes) 
are made in living cells (and regenerative therapies are made of living cells), they 
require specialized and often proprietary production methods and incur high 
manufacturing costs [149]. More important, from an intellectual property perspec-
tive, they are impossible to copy with exactness. After biologic therapies lose pat-
ent, their generic equivalents are therefore not exact formulations but are instead 
dubbed “biosimilars” to denote their non-identical nature to their respective pat-
ented products. In order to demonstrate functional equivalency, these follow-on 
therapies are required to undergo more testing than ordinary generic drugs, all the 
while attempting to avoid infringing on the patents that litter the manufacturing 
process [150]. 

The combination of high manufacturing costs and high development costs for 
biologics has resulted in shifting for biosimilars the economics that have historically 
incentivized the production of generic drugs for small molecules. Generics typically 
cost less than their respective patented products because they are relatively inex-
pensive to produce, and generic manufacturers do not have to recoup the high drug 
development costs incurred by the molecules’ originators. Biosimilars manufactur-
ers, by contrast, must recoup not only high manufacturing costs but also the high 
costs of increasingly complex characterization and clinical evaluation. As a result, 
biosimilars’ penetration rates have lagged those for small-molecule  generics [151]. 
So far, the slow entry of biosimilars has been a boon to innovators, effectively 
extending the profitable lifetime of a biologic drug past the date of its patent expira-
tion and incentivizing companies to prioritize biotech-based product development in 
coming years [152]. However, it is important to keep in mind that this is a developing 
issue, as the first biosimilar was only approved in Europe in 2006 [153] and in the 
United States in 2015 [150]. As of now, no biosimilars have to date been approved 
for regenerative therapies.

Meanwhile, innovation is progressing for in proto therapies and other molecular 
diagnostics, fueled by advances in genomics research. However, there has been 
some concern around the adequacy and appropriateness of current national patent 
regimes to address questions of DNA patenting and commercialization of intellec-
tual property related to the human genome. In a landmark case, Myriad Genetics 
discovered that mutations in two human genes, BRCA1 and BRCA2, led  to a 
significant increased risk of breast cancer: 55% to 65% of women who express 
these mutations have been estimated to develop breast cancer by age 70 [154]. 
The correlation is so dramatic that celebrity Angelina Jolie underwent a double 



399Personalized Medicine

mastectomy following a positive result by Myriad’s diagnostic. By patenting these 
genes, Myriad guaranteed its position as the sole entity capable of testing for these 
mutations and priced its product accordingly.

Many customers sued Myriad Genetics over the high costs of the tests. The claim 
was that Myriad did not invent anything, despite having discovered a very important 
aspect of naturally occurring human DNA. Ultimately, the Supreme Court deliber-
ated the case and found in favor of the plaintiffs [155]. With this ruling, a new era 
for genetic and personalized medicine was ushered in. No entity can patent naturally 
occurring genes, which means anyone can produce a test for the BRCA1 or BRCA2 
mutations and sell it commercially.

However, the Supreme Court took a position that still incentivizes companies to 
discover gene-based therapies and diagnostics. While DNA cannot be directly pat-
ented, complementary DNA (cDNA) can. This nuance allows companies to produce 
a novel, patentable gene clone that can be used in healthcare for a variety of diag-
nostic or therapeutic applications. It is a small but far-reaching distinction that has 
shaped the current landscape for personalized medicine.

New science in the field of regenerative medicine holds enormous promise for 
improving lives. Yet its development will hinge on factors far beyond scientific discov-
ery and technological innovation, including market needs and the costs of translating 
intellectual property into commercial ventures. Cost pressures from payers and lon-
ger development times are already squeezing medical innovators. Within that complex 
landscape, it’s not yet clear how the recent dynamic changes in intellectual property 
will translate to in proto and regenerative cell therapies. Bitter fights are being waged 
as we write this manuscript over the CRISPR DNA editing technology, for one [156]. 
Neither is it entirely clear if most researchers (in either academia or industry) are violat-
ing patents as they develop and commercialize iPSC-based therapies [157]. And despite 
the lofty intentions of the Leahy-Smith America Invents Act (AIA), we are likely to 
continue to see the emergence of unintended consequences, such as the subversion of 
Patent Trial and Appeal Boards, which were meant to simplify appeals but after abuse 
from so-called “patent trolls” have been labeled “patent death squads” [144].

In sum, it remains to be seen which forces will prevail in the “patent wars,” as 
“patent fences” rise and “patent swords” swing. But we hope and trust that, amid the 
field’s many dynamic checks and balances, and given the high stakes, innovation 
will continue to survive.

18.3.3.2  Liability Concerns: New Knowledge Breeds New Duties 
(and Ideas of Negligence)

The era of personalized medicine is approaching—more slowly than many orig-
inally predicted, but nevertheless advancing in fits and starts. We have identified 
many specific challenges to the goal of integrating a personalized approach to clini-
cal development and medical care, including technical hurdles, regulatory hurdles, 
and associated costs. One factor that has received relatively scant attention, yet has 
acted as a powerful driver for widespread behavioral change and the adoption of 
emerging technologies, is liability law.

Liability and healthcare go hand in hand. The concept behind medical liability 
dates from Roman times, the idea being that every person who enters into a learned 



400 Regenerative Medicine Technology

profession undertakes to bring to the exercise a reasonable degree of care. And 
although we are no longer cutting off the hands of doctors who are held legally 
responsible for harm to patients (i.e., the Roman punishment; see [151] for an 
excellent review of malpractice law in the United States), punitive damages result-
ing from the U.S. medical malpractice system have been estimated at $55 billion 
annually [158].

The intent of the malpractice system rests on the assumption that the threat of a 
lawsuit will encourage providers to adhere to standards of care and manufacturers 
to manufacture safe and effective therapies, all of which should lead to better patient 
outcomes. Yet the malpractice system may also represent an obstacle to healthcare 
cost-effectiveness and quality, as provider fears over malpractice claims have been 
implicated in overuse of treatments and tests adding minimal value, as well as the 
avoidance of potentially risky technologies that may provide higher efficacies to 
patients [159].

Malpractice claims are costly and pervasive. An estimated one-quarter of 
American surgeons have been the subject of a malpractice suit over the preceding 
2  years [158], and some estimate that by age 65, 99% of physicians in high-risk 
specialties will face a malpractice claim [160]. Such startling figures indicate that 
liability is likely to be a major driver of the future direction and implementation of 
personalized medicine, because as new tools such as genetic tests emerge, new com-
mensurate responsibilities (and therefore concepts of negligence) arise.

The in proto systems presented in this book could help. The additional phar-
macogenomic information that these systems provide has the potential to promote 
patient safety and efficacy while allowing patients to avoid unnecessary costs and 
side effects. However, discovering the legal balance between what is efficacious and 
necessary and what is superfluous will be difficult. We’re already starting to see 
the effects: individuals injured by adverse drug effects are increasingly likely to 
bring lawsuits alleging that they have a polymorphism or biomarker conferring sus-
ceptibility to the drug that should have been identified and used to alter their drug 
 treatment [161].

Likely targets of such lawsuits include drug manufacturers, third-party payers, 
physicians, and pharmacists. The handful of cases already decided by the courts 
involving clinical genetics—often prenatal testing—illustrate the particular liability 
threat that physicians face as compared to the other stakeholders in this realm. In 
addition to the traditional claims for negligence, genetic testing has given rise to new 
concepts in case law such as wrongful conception, wrongful birth, and wrongful life, 
while creating new applications for claims such as loss of chance and duty to third 
parties [162].

Looking ahead, these concepts are likely to apply to future in proto systems and 
imply that the false-positive and -negative rates of these tests (and the risks/efficacies 
of the therapeutic regimes for which they serve as diagnostics) will be of the utmost 
importance. Tricky questions may arise: if doctors fail to perform genetic tests that 
may have led to different drug regimes, for example, should they be held liable? If the 
treatment in question results in 100% success for the patient, it is easy to claim that 
the doctor should have performed the genetic test. However, as is the case with many 
cancer treatments, what if the difference in success is only 5%? Or if the treatment 
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will have negative side effects? Or if the test results in false-positive and/or false-
negative rates? Should insurance companies be held liable if they refuse to pay for 
such tests? Should manufacturers of future in proto systems be held liable for false 
positives and/or negatives? What if the test and corresponding drug regimen costs 
significantly more, leading to higher healthcare costs? The answers to these ques-
tions will likely have a direct impact on a patient’s course of treatment, as continued 
cost increases in diagnostics, treatment, and healthcare insurance shape commer-
cialization of personalized medicine.

In the realm of cell therapies, complex manufacturing and logistics procedures 
are likely to pose new product liability risks to manufacturers (e.g., those associated 
with cellular extractions from patients, transfer and laboratory manipulation of cel-
lular material, and complex logistics for tracking personalized treatments), as well 
as physicians (who will need to learn new procedures and decide patient course of 
treatment).

The FDA plays an important role in defining liability. Product approvals and 
product labeling impact the division of responsibility between providers and 
product manufacturers. They also define the indications for which products may 
be used [163] and the distribution of liability between innovators and generic 
manufacturers [164].

Looking toward translation of future regenerative technologies, it will there-
fore be important to view clinical development and movement through the reg-
ulatory pathway through the lens of liability as it applies to stakeholders. The 
absence of many lawsuits today should not provide much comfort, given that the 
typical dynamics of litigation are that it starts slowly, then picks up momentum in 
a  cascade that is very hard to stop once it starts [162]. Factors that may help reduce 
liability risks include physician education and a focus on proactively  developing 
mechanisms commensurate with new technologies to ensure manufacturing 
quality.

18.3.4 fUnDing SoUrcES: foStEring thE “EntrEPrEnEUrial EcoSyStEm”

At present, we are by some measures witnessing a catastrophic decline in the 
productivity of the pharma industry. Fewer drugs than ever are being approved. 
Consider two numbers: 800,000 and 21 [165]. The first is the number of medi-
cal research papers published in 2008 [166]. The second is the number of new 
drugs [167] approved by the Food and Drug Administration the previous year. 

Furthermore, it is unclear how to finance an increase in productivity: patent expi-
rations are set to cost the pharmaceutical industry $100 billion from 2012–2016, 
while revenues expected from new drugs during the same time are estimated to 
be only one-third of that number [168]. So the pharmaceutical industry by itself is 
unlikely to provide the solution.

The United States government, meanwhile, has a double problem: despite the so-
called pharma “patent cliff,” healthcare spending is outpacing economic growth [169]. 
And since the movement to double the NIH budget ended in 2003, the number of 
funded grants has decreased by 50% even as grant applications explode, increas-
ing by 20% in the same time frame [170]. Considering regenerative technologies, 
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nascent in the lab and primed for development toward the clinic, the problem is so 
dire that some have even dubbed the gap between biomedical researchers and the 
patients who need their discoveries “the valley of death.”

The reasons for this declining productivity are many and interdependent, includ-
ing the explosion of molecular biology in the 1970s and the resultant emergence 
of biomedical research as a discipline in its own right, siloing clinical and basic 
research [171]. This same explosion has also likely contributed to development of 
more complex therapies, bottlenecking the drug development pipeline with complex 
clinical trials and the associated additional cost of drug development [166].

But a glimmer of hope may be hidden within another startling statistic. The fed-
eral government invests $50 billion per year in academic research—$23 billion in 
the life sciences alone—and yet the returns on investment, if measured by the trans-
lation of academic research toward the clinic, are uneven [168]. The San Francisco 
Bay Area and Baltimore, for example, each receive approximately $2 billion annu-
ally in government R&D funding, while biotechnology startup productivity was 
40-fold more in San Francisco [172]. It is therefore clear that getting a promising 
new treatment out of academia, which has become a main source of innovation in 
life sciences, and translated to market is reliant on many factors beyond R&D fund-
ing and innovation [168,171,176].

Many investors and policymakers believe that life science companies are most 
successful when located in the epicenter of what have been dubbed life science “clus-
ters” or “hubs.” Around the world, governments are making efforts to foster such 
hubs.

The qualities of a life-science hub include (please see [177] for an excellent 
review):

• Availability of affordable commercial lab space
• Availability of “bridging-the-gap funding” for proof-of-principle studies 

before the research would be of interest for licensing by established compa-
nies or serve as the foundation for a start-up

• High concentration of high-quality academic institutions, which represent 
a source of significant discovery and are the first adopters of new products 
and a source of talent for recruiting

• Location: proximity to three international airports, for easy participation in 
meetings and facilitated logistics—increasingly important in a global world

• Policies: incentives such as tax credits for R&D and/or employees, and safe-
guards such as regulatory and political transparency

• Access to financial markets: to translate science into successful businesses
• Pharma and startup companies: to provide a support network

Incubators, often located in life science hub cities, are key to fostering growth of 
technologies by allowing the sharing of real estate and facility expenses, which 
are among the industry’s biggest costs. Furthermore, they may facilitate collabora-
tions with other members of the “ecosystem” through proximity to local academic 
institutions and financial markets, and serve as a hub for cultivating talent through 
 mentoring [172]. 
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In recent years, life-science clusters have become more of a global phenom-
enon. Perhaps in part because of the focused attention and resources these clusters 
bring together, we are seeing an increasing share of non-U.S. patent applications 
and a rising number of doctorate and higher education degrees in the science and 
engineering fields [177]. More and more innovation is taking place in local pockets 
of small and medium sized organizations. This trend is also reflected in activity 
in the venture capital markets: initial rounds of funding (Series A) for novel drug 
R&D reached their highest levels in a decade in 2013, representing nearly 80% of 
venture capital for therapeutics [173,174], and new drugs approved in 2014 num-
bered 41 [175].

Because therapy development can take up to 20 years, the eventual impact of such 
efforts on the drug pipeline will only emerge with time. Success and advancements 
occur when the best minds are working in unison and, just like with bioreactors and 
cells, we cannot forget the importance of physical location and environmental cues 
for cultivating and maturing scientific breakthroughs.

18.3.5  nEW “Social contract” toWarD PatiEntS anD 
PhySicianS aS PartnErS

The word “patient” is derived from the Latin word patientem, meaning “bearing, 
supporting, suffering, enduring, permitting” [178]. The word conjures up a vision 
of quiet suffering, of someone lying patiently in a bed waiting for the doctor. It also 
conjures up a kind of unequal relationship in knowledge and power between the user 
of healthcare services and the provider (and, increasingly, the payer too).

We would also argue that the image of a passive patient is a barrier to realizing the 
true potential of personalized medicine, for several reasons. First, it’s  impractical. 
If, in the past, information traditionally flowed from doctor to patient, the Internet 
has now upended the relationship, and the change is here to stay. We seem to lack 
consensus about whether a more engaged patient population is always a good thing: 
on the one hand, using the web as a source of health information has been shown 
to be associated with anxiety reduction (and presumably therapeutic value) in 
patients [179]. On the other hand, critics cite the potential hassle and risks of low-
quality information with so-called “armchair oncology” [180].

Nevertheless, Internet use has led to a host of increased expectations, and more 
and more, patients will continue to expect doctors to guide them through the fre-
quently conflicting advice and opinions they read about online. As they learn more 
about potential treatments, patients also increasingly expect customized treatment 
plans [181]. The authors can personally attest to the engagement, curiosity, and enthu-
siasm of the patient community: as researchers in a small start-up company, with a 
product in preclinical development, we constantly receive emails from patients ask-
ing for treatments and wanting to volunteer for clinical trials. We hypothesize that 
if harnessed correctly, a patient-driven approach could be a powerful driver for the 
clinical adoption of personalized medicine.

Second, the passive patient poses serious risks to reaping the benefits of what may 
be the largest driver (and potential cost savings) of personalized health: understand-
ing the effects of individual lifestyle choices. We can achieve this by performing 



404 Regenerative Medicine Technology

screenings and empowering the patient and physician together to monitor, track, and 
maintain health (as opposed to treating an already manifested disease). Consider a 
future in proto screening test, which identifies hundreds or perhaps thousands of 
people with a particular problem—and treatment for the problem starts when symp-
toms have not yet surfaced. Assuming a molecular or genetic diagnostic test is reli-
able and relevant, the total cost of a test may only be understood in the context of the 
total cost of treatment. Without the coordinated engagement of patients and physi-
cians we will not likely realize the benefits of such a test. 

Test developers, vendors, and clinical labs must also be able to communicate the 
usefulness and reliability of their tests to regulators and payers, ensuring scientific 
and clinical acceptance of their tests as well as securing reimbursement. The first 
thing a payer wants to know is whether a particular molecular or genetic diagnostic 
test (and future in proto test) is reliable and therefore worth paying for as a covered 
health benefit. Does this test distinguish one treatment option from another? What 
are the test’s false-positive and false-negative rates? Are the test results correlated 
with treatment options and health outcomes? Are there a sufficient number of quali-
fied clinicians available to interpret the results? In essence, is this test ready for 
prime time? With regenerative therapies, similar questions abound, especially if the 
benefits of a particular treatment paradigm (e.g., a living implant versus a synthetic 
implant) might only be realized over a long period of time (i.e., reducing numbers of 
revision surgeries).

Third, the passive patient model poses risks to successful clinical development 
of personalized treatments. Blinding, for example, has been a mainstay of clinical 
trials since the mid-20th century, with research participants voluntarily forgoing 
knowledge about their treatment allocation in order to maintain scientific valid-
ity. However, several technologies are closing the gap between what patients and 
researchers may know. The growing set of wearable consumer technologies such as 
fitness trackers, smartphone apps, and sophisticated consumer medical devices have 
been shown to increase clinical trial compliance [182,183], and the proliferation of 
online communities (such as PatientsLikeMe) allows patients to collaborate online 
and share side effects [184]. These technologies are challenging the medical com-
munity to re-evaluate the power differential between patients and trialists to forge a 
“new social contract”—away from that of blinded test subjects and more toward true 
clinical partners in the development of new therapies [185]. Partnership with patients 
has many potential benefits, including facilitating patient recruitment and speeding 
up the process for gathering relevant data, as was done in a PatientsLikeMe analysis 
for amyotrophic lateral sclerosis (ALS) [186]. In the case of regenerative therapies, 
the patients themselves may even be the source of the key ingredients (i.e., cells) of 
the therapy itself.

Inclusion in the scientific process may also address another important, although 
less commonly acknowledged, “side effect” of illness, the more existential affliction 
that can plague those struggling with disease: that is, the underlying feeling of isola-
tion and loneliness from the lack of a direct avenue to those in positions of power to 
make change. However, these possible benefits must be weighed against the potential 
risks of lack of standardization, to hone a model that maintains scientific rigor while 
respecting the patient autonomy required for personalized medicine.
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The physician’s role, which is still deeply rooted in trial-and-error medicine, 
will need to rapidly shift toward aiding patients in interpreting the many sources 
of health data that are becoming available. Clinicians must anticipate that patients 
will begin arriving at their office, for example, with the results of home genetic 
tests, or will expect to share the results of their consumer wearable devices, or will 
want their help to interpret the online medical information they have been search-
ing. The word “doctor” is derived from the Latin word docere, “to show, teach, or 
cause to know” [187]. This is a role that, paradoxically, will likely fit clinicians 
more and more in a personalized medicine approach that will involve more chal-
lenges to the physician’s expertise. Most doctors are already required to attend 12 
to 50 hours of continuing medical education (CME) courses per year to maintain 
their licenses. To get physicians up to speed on personalized medicine, includ-
ing developments in genomics, diagnostic testing, and targeted therapies, these 
courses will become increasingly important.

Interestingly, as scientific and precise as the process of personalized medicine 
can be, like any human process, it will take subjective and personal relationships to 
make it work. 

18.4 CASE STUDIES

This section reviews personalized, cell-based products that are already in use, either 
in the United States or globally, as well as those undergoing experimentation and 
clinical trials, encompassing a range of complexity and human physiology (see 
Figure 18.4). We explore the nature of these treatments, their applications and chal-
lenges. We also review in vitro tissue regeneration (i.e., in proto systems) as person-
alized drug testing platforms.

Carticel
(cartilage)

Tumorgraft
(cancer)

EpiBone
(bone)

TIL
(Lion biotech)

• Simple
   structure
• Single cell
   type

• Complex
   structure
• Single cell
   type

• Complex structure
• Multiple cell types
• Organ interactions
• Vascularized

Epicel (skin) Neocart
(cartilage)

Organovo (3D 
bioprinted liver,
kidney tissue)

TARA Biosystems
(heart on chip)

FIGURE 18.4 Timeline of development of selected cell-based products. 
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18.4.1  PErSonalizED cEll thEraPiES anD ProDUctS 
that arE alrEaDy in USE

18.4.1.1 Cartilage: Carticel (Vericel)
Due to the avascular nature of cartilage tissue, it has very limited ability to regener-
ate. To overcome this hurdle, several companies have sought to grow cartilage tissue 
in vitro for subsequent in vivo implantation. Carticel offers an FDA-approved cell 
therapy for articular cartilage injuries of the knee in adults. A biopsy of healthy 
femoral cartilage provides autologous chondrocytes that are expanded in vivo [188]. 
When the cell numbers are sufficient, the cultured chondrocytes are then reintro-
duced to the damaged area. These newly implanted cells form hyaline-like  cartilage 
that has similar properties to normal cartilage and helps improve the knee  function 
and reduce pain. This individualized treatment aims to recreate and replace the 
damaged cartilage, offering long-lasting relief. While there are several compa-
nies focused on growing cartilage tissue in vitro (Histogenics, ProChon Biotech, 
CellGenix), Carticel is the only product currently FDA approved (1997) for use in 
the United States.

18.4.1.2 Skin: Epicel® (Vericel)
Epicel is an autologous dermal graft derived from a patient’s own skin [189]. Starting 
with only a postage-stamp-size piece of skin, the skin cells are grown in vitro to 
large sheets approximately 2 to 8 cells thick. The cells are encouraged to grow by the 
use of mouse cells that secrete growth factors. Interestingly, even though Epicel is an 
autologous product derived from the patient’s own cells, it is considered a xenograft, 
or a graft from one species to another, because it is grown with the help of mouse 
cells. These sheets are used to treat burn victims who have been burned over at least 
30% of their body. While efficacy has still not been proven and the treatment is 
therefore not FDA approved in the United States, there is currently no alternative, so 
Epicel is sold as a humanitarian device only, restricting its commercial availability 
to extreme cases [190].

18.4.1.3 Cancer: TumorGraft® (Champion Oncology)
Dr. Manuel Hidalgo first described mouse avatars as an experimental method used 
to test individualized cancer therapies by implanting a patient’s own tumor under the 
skin of immunodeficient mice [191]. Following growth of the tumor, different thera-
peutic approaches, such as chemotherapy, can be tested to determine which drugs 
are most effective. The same sort of method is now used in therapy with TumorGraft. 
Avatars are not without limitations. Human immune response to cancer plays a 
significant role in cancer development and treatment but is absent in mice. Also, 
because of the time necessary to complete an experiment, the patient may not be able 
to forego treatment or may succumb to the disease before results are delivered [192]. 
However, initial results of these tests look promising, and 87% of drugs identified 
as successful at reducing tumors in the mouse avatar model were also successful in 
the patient. 
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18.4.2  PErSonalizED cEll thEraPiES anD ProDUctS 
alrEaDy an DEvEloPmEnt

18.4.2.1 Bone: EpiBone
EpiBone uses customized bioreactor systems to grow anatomically precise, person-
alized living bone tissue in the lab [193]. From fat tissue, a patient’s own mesenchy-
mal stem cells are isolated and expanded in vitro. In parallel, a CT scan delivers the 
exact size and shape of the bone defect, and a personalized scaffold and bioreactor 
are prepared [96]. Once the scaffold is seeded and placed into the bioreactor, the 
patient’s stem cells are coaxed into bone-generating cells. It takes approximately 
3 weeks to produce a mature piece of bone. EpiBone is currently in the preclinical 
stage of development, testing its personalized bones in large-animal studies.

18.4.2.2 Cartilage: NeoCart® (Histogenics)
Similar to Carticel, NeoCart uses a biopsy of healthy cartilage from a patient and 
expands chondrocytes in vitro. However, NeoCart then seeds these chondrocytes 
onto a proprietary scaffold and cultures the graft under low oxygen, varying pressure 
and perfusion of nutrients. In a few weeks, the engineered tissue is sent to a physi-
cian, who implants the graft in the damaged area. NeoCart is currently in phase III 
clinical trials and has shown significant improvement in patients treated in phase II 
studies [194,195].

18.4.2.3 Cancer: Tumor-Infiltrating Lymphocytes (Lion Biotechnologies)
In early stage cancer, special immune cells known as tumor-infiltrating lymphocytes 
(TIL) migrate to the tumor site and attack it. But cancer cells adapt to such attacks 
and suppress immune response. Lion Biotechnologies is developing ready-to-infuse 
autologous T-cell therapy using TIL for the treatment of patients with Stage 4 meta-
static melanoma [196]. The TIL treatment is currently in a phase II clinical trial.

18.4.3 DrUg tESting PlatformS

Besides growing living tissues for subsequent in vivo implantations, growing human 
tissues in vitro is also important for drug testing and research development. Animal 
models don’t always work accurately for drug testing and evaluating human dis-
eases  [197]. Moreover, differences among individuals require personalized and 
customized drug testing platforms and disease models for more accurate results. 
While not personally “individualized” to each patient, these systems can represent 
subgroups of patients, such as those with certain diseases (e.g., diabetes) or a specific 
gene mutation. In this regard, they are a part of the personalized medicine revolution.

18.4.3.1 Liver and Kidney: Organovo 
Organovo designs multicellular, dynamic, and functional human tissues using 3D bio-
printing [198]. These tissues mimic the key aspects of the native tissues and could be 
used as drug testing platforms in medical research. For example, tissues inside the body 
contain multiple cell types and layers and have certain structure. Bioprinting enables 
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the construction of these tissues layer by layer, including the cell types specific for each 
layer, resulting in living, 3D human tissue models. In addition to drug testing, diseases 
can be induced and studied in these microenvironments [199]. 

18.4.3.2 Cardiac: TARA Biosystems 
TARA Biosystems develops an organ-on-a-chip platform to provide physiologically 
relevant heart-on-a-chip human tissue models for drug discovery and new therapy 
evaluations [200]. These micro-sized human heart tissues enable testing and offer 
more accurate readings on the safety and efficacy of the new therapies. They are 
developed in vitro using primary cardiac cells and are cultured under specific condi-
tions that include perfusion and electrical current.

18.5 FUTURE DIRECTIONS: A COLLABORATIVE PATH

The coming era of personalized medicine is an exciting moment in our history, 
a kind of Gutenberg moment of the most personal kind. By helping us decipher 
and direct our own personal genetic programming (and, increasingly, that of the 
microorganisms and viruses that call our bodies home), it will help us live lon-
ger, healthy lives. The developments to date represent the cumulative efforts of 
countless scientists, engineers, clinicians, regulators, businesspeople, and gener-
ous patients, dedicated to learning about our collective selves and how to treat 
ourselves better when we’re ill.

Yet as we’ve outlined in this chapter, the biggest hurdles for translating what 
we know about systems and molecular biology into personalized diagnostics and 
therapeutics include not only technical considerations and gaps in knowledge but 
also our human organizations. The explosion of molecular biology in the 1970s, cul-
minating in the Human Genome Project, had the unanticipated side effects of siloing 
clinical and basic research and bottlenecking clinical development. New knowledge 
of polymorphisms and other biomarkers has led to breakthrough treatments, but 
also to frustrations from patent wars and physician paralysis in the face of potential 
liability to patients who are injured or who simply don’t improve. We are, after all, 
human scientists, with human test subjects. As we look ahead toward the transla-
tion of in proto and in vivo regenerative technologies, we in the field of regenerative 
medicine will need to collaborate more and more, and with new communities.

A critical set of economic and scale-up challenges remain before cultured 
cell therapies can graduate from the laboratory to the production line. In order 
to become a widely accepted new standard of care, personalized medicine and 
point-of-care testing platforms must ameliorate existing techniques, offering 
improved sensitivity, time-to-results, ease of use, and cost-effectiveness. This 
will be difficult to accomplish when even now, obtaining precise longitudinal data 
for genetic expression over time remains difficult. In addition, there are likely to 
be issues around comparability for a range of relevant tests, including (but not 
limited to) release testing and potency assays. This is especially true for autolo-
gous therapies where physiochemical characterization alone is not adequate to 
demonstrate quality. Until these issues are addressed, biosimilars will likely not 
pose a financial threat in the way that generic drugs do. But in the meantime, 
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quality and costs will nonetheless be a concern, especially when we consider 
 rolling out technologies from the developed world to the developing world.

Unlocking these challenges successfully may require researchers to collaborate 
with partners we’ve never considered before—even non-scientists. Like crowd-
funding and crowd-sourcing efforts in other fields, new avenues are opening up for 
citizen scientists to participate in cancer and genomics research (see Zooniverse and 
Foldit, and project funding through www.experiment.com, www.petridish.org, and 
others  [201]). This type of collaboration could accomplish a dual purpose: ampli-
fying the efforts of scientists in the lab and clinicians in clinical trials while also 
 engendering public understanding and support for next-generation therapeutics out-
side the confines of government grants.

This technological dawn, like any other, is fraught with new possibilities as well 
as unanticipated consequences. We don’t have to look far into the past for examples 
in which major disruptive technologies have been accompanied by serious ethi-
cal questions (e.g., organ donation, in vitro fertilization). If you talk to scientists in 
the field of regenerative medicine about culture and media, however, we will likely 
first think of DMEM and cytokines. But increasingly, the meanings of these words 
in the humanities will be ones that we cannot ignore, especially in the realm of 
 bioethics  [202]. Here again, we could seek unprecedented partners. The work of 
bioartists who incorporate biologically living matter within art installations and 
artifacts, such as those from SymbioticA in Australia [203], for example, provokes 
questions about scientific truths, what constitutes living, and the ethical and artis-
tic implications of life manipulation. For those provocations alone, bioethics would 
benefit from opening to contributions from the arts. At EpiBone, in parallel with 
our scientific efforts, we have launched an artist residency program for the express 
purpose of reaching out to the bioart community early on.

New science is also emerging connecting our molecular selves to the quantum 
mechanics of the cosmos, helping to explain physiological processes as diverse as 
photosynthesis and cancer mutagenesis. Life arises from the complex interactions of 
organic molecules. As we reveal the molecular mechanisms of diseases through our 
current paradigms, we will reveal deeper mysteries and find ourselves collaborat-
ing even more widely with physicists and mathematicians. If the field of molecular 
biology made “coders of us all,” perhaps tomorrow’s discoveries will make us into 
physicists and mathematicians (and don’t forget ethicists).

In Section 18.3.5, when we discussed the etymologies of the words patient (as 
sufferer) and doctor (as teacher), we left out that the word “physician” is derived 
from the Latin physical, or “things related to nature.” Who we are, and what ill-
nesses we suffer, depends not only on our genes but also on a complex intersection 
of environmental, genetic, social, and cultural factors. We have a great deal to learn 
about the biological, anatomical, and physiological mechanisms that underlie dis-
ease. Realizing a truly personalized approach to patient care will require fundamen-
tal advances in understanding each of these influences, as well as how they impact 
one another.

Erwin Schrödinger, the Austrian physicist and one of the founders of quantum 
mechanics in the 1920s, said: “The scientist only imposes two things, namely truth 
and sincerity, imposes them upon himself and upon other scientists.” 
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As we look to a future in which we use science to lead the way toward better 
care of our fellow humans, may our most useful tool be our sincerest quest for truth. 
Or, in haiku form:

Sci-pothesizing
Probing, striving for proving
Rinsing; repeating
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