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Preface  

Welcome to the proceedings of the inaugural Symposium on Collective Intelligence 
(COLLIN 2010). This was the first of a new series of events that will evolve over the 
coming years, and we were happy to hold the event in Hagen where the idea for this 
symposium was born. The participants visited Hagen in April, with excellent oppor-
tunities to get rain, wind and sun.  

Collective intelligence denotes a phenomenon according to which the purposeful  
interaction between individuals creates intelligent solutions and behaviors that might 
not have come to existence without this concerted effort of a community. The mem-
bers of such communities form a social network, typically over the Internet. They are 
engage with each other over a sustained period of time to develop an area of innova-
tion through collaboration and exchange of ideas, experiences and information.  Lead-
ing-edge information and communication technologies (ICT) offer ample opportuni-
ties for enabling collective intelligence.  

COLLIN aims to become the flagship conference in the areas collective intelli-
gence and ICT-enabled social networking, which is attracting more and more re-
searchers and practitioners from both academia and industry. The beginnings are 
extremely promising. We were delighted to receive contributions from different parts 
of the world including Australia, Korea and the United States. In fact, the success of 
an event like this depends on the quality of the papers and on the organizational ef-
forts of the symposium officers and secretariat.  

Each paper submitted was reviewed by at least two reviewers. The reviews concen-
trated primarily on originality, high quality and relevance to the theme of the sympo-
sium. In the end, 9 outstanding papers were accepted for presentation. The reasons for 
choosing so few were not only to make sure that the papers presented were of the 
highest quality, but, just as important, we wanted to avoid parallel session and thus 
facilitate interaction and exchange of ideas among participants. In addition, we invited 
a few renowned experts in the field to contribute to the success of this symposium 
with outstanding papers reporting on their most recent research.  

Our special thanks go to the authors for submitting their papers to the symposium, 
to the international program committee, and to the numerous reviewers who did an 
excellent job in guaranteeing that the articles in this volume are of very high quality. 

On the organization side, we are indebted to all the symposium officers for their 
generous, invaluable help and support in all aspects of the organization of this sympo-
sium. In particular, the local arrangements team, led by Henrik Ickler, did an  
outstanding job under great time pressure. We also thank Dr. Peng Han for managing 
the registrations, and special thanks are due to the Gesellschaft der Freunde der  
FernUniversität e.V. who generously sponsored the social events of this symposium. 

 

April 2010 Theo Bastiaens 
Ulrike Baumöl 
Bernd Krämer 
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On Collective Unintelligence  

Mark McGovern 

School of Economics and Finance, Queensland University of Technology 

Abstract. The idea of collective unintelligence is examined in this paper to 
highlight some of the conceptual and practical problems faced in modeling 
groups.  Examples drawn from international crises and economics provide illus-
trative problems of collective failures to act in intelligent ways, despite the  
inputs and efforts of many skilled and intelligent parties.  Choices made of “ap-
propriate” perceptions, analysis and evaluations are examined along with how 
these might be combined.  A simple vector representation illustrates some of the 
issues and creative possibilities in multi-party actions.  Revealed as manifest 
(un-)intelligence are the resolutions of various problems and potentials that 
arise in dealing with the “each and all” of a group (wherein items are necessar-
ily non-parallel and of unequal valency).  Such issues challenge those seeking 
to model collective intelligence, but much may be learned.        

Keywords: intelligence, paradoxes, crisis, resolution, international economics.  

1   Introduction 

Collective unintelligence is examined in this paper through considerations of illustra-
tive problems and approaches from economics.  The goals are to foster discussion of 
issues that appear to be important when intelligence is to be applied and to explore 
approaches with some apparent potential. The underlying position is that effective 
intelligence involves creative processes and dynamic balances which are inhibited by 
an overreliance upon formal or prescriptive methods.   

Examples of collective unintelligence abound in our world with the ongoing global 
financial and economic crisis probably the most outstanding current example.  Not 
only was this “event” unexpected by most, but importantly not all.  Surprisingly little 
coherence is evident in recovery strategies.   Worse still, the actions of many nations 
may well be escalating what has been a banking crisis into crises of national default 
and currency destruction.  Two years into the acute phase of the crisis,  collective 
processes have effectively generated a spread and deepening of problems, a commit-
ment to risk, a potential for further failures and little real progress. 

“Less unintelligence” in dealing with such problems is needed.  Considerations 
from international economics (along with some from industrial economics and inter-
national business) are used to outline some core problems.  Reflections offered draw 
from theoretical and applied analyses and well as observations on the educational 
experiences of tertiary students.   Together these help sketch the nature of “failure” in 
what de Bono [1] termed first stage (or more perceptual) thinking.  Inappropriate 
choices (be they of specification, positions, information, influences, focii and frames) 
are all potential sources of errors, failures and “unintelligence”.   
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A central conceptual issue is the types of association and selection favoured in any 
multi-party situation.  How this is then treated is particularly critical in second-stage 
(or more analytic) processes.  An illustrative application using vector analysis and 
non-parallel items allows consideration of not just crises but also of the influences 
from prevailing methods.  Intelligence is in part an exercise in avoidance of undue 
dominance.  Brief consideration of the aufheben in Hegel’s dialectic shows how some 
favoured analytics can strongly flavour perceptions, actions, outputs and outcomes. 

Notionally, applied intelligence is evident when projects and projections “work out 
satisfactorily”.  While satisfaction may be “merely” in terms of survival, typically 
something “more” is sought.  Enhancement of some or other attributes may be a goal 
of an intelligent agent or group.  Changes in quantity and quality style development, 
and these may be variously evaluated, including by various group members.  Success-
ful collectives dynamically and creatively resolve differences, to the sufficient satis-
faction of each and all.  “Unintelligent” ones fail in one or more of these aspects. 

Arguably, intelligence as manifest in skilful use of appropriate tools (including 
thoughts and contributory inputs) and effective achievement of desired outcomes is in 
short supply in significant areas of the economy.  Examining “unintelligence issues” 
may help elucidate what needs to be done if collective gains are to be more readily 
achieved and distributed. 

2   Formulating Collective Unintelligence 

In contrast to collective intelligence which is actively researched as this conference 
and others attest, “collective unintelligence” is little discussed.  Yet all manner of 
maladaptive or otherwise unintelligent behaviours are evident in economies and eco-
nomics.  Attendant crises abound.  History is replete with booms followed by busts, of 
manias and panics, and of fallen mindsets and beliefs.  The societal bases of crises 
and associated “unintelligence” provide a convenient focus. 

People in an interdependent group can worsen situations by trying to do what is in-
dividually perceived to be “good” or “right”.  Keynes [2] provided an example in the 
paradox of thrift: consumers can be worse off by saving more due to the aggregate or 
collective decrease in generated consumer demand and an associated greater fall in 
incomes as growth and investment ease.  Thus, collective savings fall despite greater 
individual efforts to save. 

Ideas may become debased, with the use of international trade theory providing an 
example.  “All of the things that have been painfully learned through a couple of 
centuries of hard thinking about and careful study of the international economy have 
been swept out of public discourse” by pop internationalism [3].  Such issues are no 
longer historical or intellectual curiosities as crisis-hit nations search for better collec-
tive outcomes and some “desperately needed” solutions.  

Analytic discussions are often couched in formal terms (and may address narrow or 
technical aspects or such things as logical fallacies of composition).  It is striking how 
poorly such treatments travel beyond the immediate analysis and literature, or in the 
minds of students.  Central points often seem to be lost in a fog of confusion and 
detail.  “Why?” questions that can be suggested include: 
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─ why a critical or crisis situation can or does occur in a collective setting? 
─ why the body of relevant analysis does not disseminate more fully? and 
─ why students and intelligent others struggle with explanations offered? 

Relaying particular or common understandings involves projecting insights into event 
occurrences via information dissemination, idea comprehension and other steps.  
Evaluation of any such understanding  may include considerations of such things as:  

─ the sensitivity to definitions adopted;  
─ the problems of resolving many intelligences or positions; and  
─ the issues of relevant emphasis.   

Such “how” issues while often noted are typically then worked around by assumption. 
Exploring these three “how” issues further shows some possibilities and problems. 

1. Definitions.  Pfeifer and Scheier [4], for example, who comment that intelligence 
is “hard to define” and that “not much agreement has been achieved” (p 6) find a 
“common denominator” in adaptive behaviour which has ”two components: com-
plying with existing rules and generating new behavior” (pp 20-21).  Other defini-
tionals could be used, such as preserving some properties other than rules.  How-
ever, unchanging behavior may be adaptive, including over some horizons but not 
others, and may involve explicit and appropriate choices.   These comments are not 
meant to criticise good work but rather to point out the special and sometimes still-
ambiguous nature of any definitional basis.  Further, when or how might defini-
tionally intelligent behavior be situationally unintelligent?  What accords with 
definitions need not accord with some wider reality. 

2. One or many intelligences, and, if the latter, how these should be reconciled.  
Such multiplicity can occur within one party or between many.   

 

a. The multiple intelligences of the single human [5] have been vari-
ously expressed1 but achieving effective balances appears under-
considered.   How might suitable balances be “objectively” or im-
personally achieved, or are they inherently personalised? 

b. In any group of “intelligent” parties there will be a multitude of “in-
telligences” and any expectations of a single collective preference 
are bold, situationally and analytically.   Cournot [7] was among the 
first to mathematically explore situations of economic interdepend-
ence wherein the outcomes for one (and for all) depend sensitively 
and in part on the actions of some other.  His work and much of 
game theory demonstrate well many problems “of interdependence” 
which remain essentially unresolved today. 

                                                           
1  As expressed by 6. Armstrong, T. Multiple intelligences.  2000  [cited; Available from: 

http://www.thomasarmstrong.com/multiple_intelligences.htm. the eight intelligences are: 
Linguistic intelligence ("word smart");  Logical-mathematical intelligence ("num-
ber/reasoning smart");  Spatial intelligence ("picture smart"); Bodily-Kinesthetic intelligence 
("body smart"); Musical intelligence ("music smart");  Interpersonal intelligence ("people 
smart"); Intrapersonal intelligence ("self smart"); and Naturalist intelligence ("nature smart"). 
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c. Ricardo [8] preferred the bold position, arguing for mutual gains 
from trade via comparative advantage for any nations.  For some, 
intelligence became belief in a rule with the “can gain” of possibil-
ity became a dogmatic “must”, particularly under Empire.  The 
limitations and setting of Ricardo’s work remain often ignored. 

d. Olson [9] considered how tight minorities could drive collective po-
sitions, even if the majority was to be disadvantaged.   

3. Approach choice, focus and relevance. Arguments abound about excessive atten-
tion to some preferred aspect(s) or intelligence(s) of an individual or group.   

 

a. The recent popularization of the “emotional intelligence” argument 
[10] enlivened the debate but gains made remain uncertain.    Inter-
estingly “rationality” is the preferred touchstone in economics.   

b. De Bono [11] sees potential in creative sequencing of different 
“hats”2 which help direct focus and attention in thinking to achieve 
a more effective and constructive application of intelligences. 

c. In terms of thinking about information (within the white hat, say) de 
Bono [12] proposes six complementary frames3.  We may ponder 
potential insights from framing under the other coloured hats. 

Related is the question of whether terms of intelligent or unintelligent add anything of 
value, and indeed what do the terms mean?  “Intelligence” remains a highly contested 
term and its exercise involves some fluidity in action and interpretation.   

“Unintelligence” could arise from adverse influences in any of these areas.  
Note all these aspects are prior to any detailed analysis. “Something somewhere 
in how things were approached does or did not work out” would be a forensic 
expectation when approaching an incident scene of potential or realized collective 
unintelligence.   

A particular approach is now built from a working definition of “intelligence” as 
“an ability to project successfully”.  While there may be an interpretative bias to-
wards a focus on“ability”, unintelligence might involve some inability, failure(s) in 
and/or of projection and/or lack of success.  To explore this working basis, chosen 
situations and specifications will be both analysed and suggestively constructed.  

This definition of intelligence can be expounded in various ways, for example as:  

an ability of ___ to project ___ some item  successfully ___ on some grounds  

Success is now set here in terms of goals with evaluation to be somehow by compari-
son with them.  Such a phrase can be populated in a variety of ways.  Illustrative ex-
amples could include an ability of  

                                                           
2 The six hats (with focus) are: white (information); red (feelings, emotions and intuition); 

black (faults, weaknesses, risks); yellow (values, benefits and how to achieve); green (crea-
tive effort); and blue (organization of thinking).   Arguably much discussion is white then 
black, a presentation of information with highlighting of weaknesses: in an informal experi-
ment, advanced undergraduate students studying tourism were markedly reluctant to engage 
in hat thinking beyond the white and black. Some found the whole process most confronting. 

3  The six areas of attention (and frame) are: purpose (triangle); accuracy (circle); point of view 
(square); interest (heart); value (diamond); and outcome (slab). 
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─ an organism to project past a danger so as to survive or build a relationship  
─ a group of workers to project their efforts so as to produce and prosper 
─ a baby collecting toys in a basket so as to carry more of ‘mine’  

Each of these could be deemed “economic” as they involve resource use.  They could 
be alternately deemed as psychological (mind involving), physiological (involving 
use of a physical body), aspirational (as they may evidence purpose) and so on.   

Each could be debated in terms of the nature or type of intelligence evident, and as 
to why any instance or example qualifies as an exemplar of intelligence at all.  Does 
the organism, worker or baby have to be human, or organic – and if not, why?   Such 
debates while important are beyond the scope of this paper.  The approach here is to 
draw a little from centuries of economic investigations whereby “collective intelli-
gence” was built so as to advance the interests of all and, variously, each.  It was after 
all “the Wealth of Nations” that drew the attention of Adam Smith [13] and of many 
since.  Much was learnt from failures, and to these we now turn. 

3   Just “Stuff ups” or Collective (Economic) Unintelligence? 

Economic crises of various types occur reasonably regularly in nations and regions 
around the world.  Marhjnsen [14, p 533] lists fifteen developing nations associated 
with the 1980’s debt crisis.  The US financial system with its Savings and Loans crisis 
was also restructured to accommodate unrepayable debts.   As Feenstra and Taylor  
[15] detail, 1992 saw six European currencies depreciate up to 25 percent.  The 1997 
Asian exchange rate crises impacted eight nations heavily (peak falls in the baht and 
rupiah were 50 and 80 percent) with subsequent pursuit of  strong external surplus 
positions (mirrored by high deficit positions in several developed nations such as the 
USA and Australia).    Other notable currency crises  include the Brazilian real (-40% 
in 1998), Russian ruble (-80% in 1999) and Argentine peso (-80% in 2002).  De 
Paoili, Hoggarth et al. [16] list 45 crises between 1970 and 2000 involving default, of 
which those also involving exchange rate and banking crises numbered 21 with an 
average length of 10 years and a mean cost per year of 22 percent of GDP.  Collective 
failures in economies are neither rare nor trivial. 

“Every crisis is different, of course. Ukraine faced hyperinflation in 1994; Russia 
desperately needed help when its short-term-debt rollover scheme exploded in the 
summer of 1998; the Indonesian rupiah plunged in 1997, nearly levelling the corpo-
rate economy; that same year, South Korea’s 30-year economic miracle ground to a 
halt when foreign banks suddenly refused to extend new credit.  But I must tell you, to 
IMF officials, all of these crises looked depressingly similar.” [17] 

At base in a crisis is some unexpected event which sees expectations out of kilter 
with new realities. Johnson [17] sees the economic solution as “seldom very hard to 
work out” and focuses on the political and institutional issues which brought about the 
crisis and may stand in the path of an IMF style solution, a “solution” much debated.  
Actual transitions from crisis, such as those of the post-Soviet nations in Central and 
Eastern Europe, demonstrate both variously successful resolutions of crisis and that it 
is often difficult to effect “a solution”.  Success is not assured, nor a path determined. 
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Several distinct types of crisis that can be variously interlinked are recognised in 
international economics.  A convenient reference is the development [15, 16] which 
combines bank, exchange rate, default and industry crises in an interlinked group, as 
reproduced below.    

 
Fig. 1. Vicious Circles in Twin and Triple Crises  [15 Fig 22-23]  

Single or successively building twin and triple crises are taken as impacting on real 
output (centred on product production and consumption), with further feedbacks pos-
sible from the real economy to the finance, monetary and government sectors. 

The elements in the schema are these: 

─ Banks and a financial system, termed Finance, F say 
─ A set of currencies variously exchangeable, Monies M 
─ Governments, G, with their policies and influences “for the collective good” 
─ Product producers and consumers, as industries I 

 

The whole, which might be termed “FIGM”, is a figment of their “informed” imagi-
nations.  FIGM relays a pattern4.  It is an indeterminate complex of four distinct ele-
ments variously interrelating.5  However, not only are these elements interlinked.  
Each element is itself complex having some internal structure and arrangements that 
condition conduct and may (or may not) allow for internal resolutions of problems.  
Any exercises in unintelligence that may lead to crisis can then be seen as potentially 

                                                           
4  Note that while the pattern is based around four elements there are omitted direct considera-

tions, such as of balance of payments imbalances. 
5  Note that external (to the focal nation) linkages provided by currency, financing, trade and 

other flows from the rest of the world are not shown.  Alternately, the schema may be taken 
to represent a global situation so the model may be assumed closed externally, but each item 
(node and flow) is then internally heterogeneous in marked and significant ways. 
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internal to some element, linked externally in some way to another somehow-like 
element, and/or interlinked generally with several or all other elements.   

Facing the question “How is sense to be made of such confusion - or richness of 
possibilities?” we make assumptions, including of significant associations and of 
some sequencing via time or cumulative effect.  That is, we build a model.  A cadence 
of interactions or flows is imposed across the complex to produce some applicable 
order.6  We then assume that a preferred cadence is relevant and somehow meaning-
ful, or at least sometimes (or at some time) plausible.7  Much debate centres on the 
superiority of this cadence or that, both technically and as deemed relevant.     

It may surprise but the idea of “crisis” is little considered in “International Eco-
nomics” texts.8  It was interesting recently to find how effective introducing “crisis” 
at the beginning of semester and paralleling it with standard expositions of theory 
appeared to be in developing student understanding.  This mirrors educational experi-
ences in international business and industry analysis where reflections on the tensions 
between alternate perceptions aided learning.  Each of these three areas has a distinc-
tive yet complementary focus and position.  Together they can provide richer insights 
into international and national business situations.  Speculatively then, what comple-
mentary insights might advance collective intelligence? 

4   A Vector Example  

Following a short recap of vector basics, triple products are illustratively explored to 
demonstrate various generated outputs.  There appears to be some potential to aid 
understanding of collective situations in economics and intelligence.  The develop-
ment is preliminary and suggestive so comments are very welcome.    

A vector is geometrically a directed line.  It can be specified by a length and direc-
tion or by a joining of two ordered points.  Metaphorically, a base point can be seen as 
successively projected across space to a destination.  Alternately, a directed line is 
bounded and positioned.  Additional assumptions allow “the line” to be “moved 
across space” if suitable parallels are maintained. 

Consider now three vectors f, g and m.   Assume that they cross at some common 
point O.  The vectors can be seen as the distinct projections from some common point 
O of collocated entities F, G, and M.  Two types of vector products can be formed: 

─ Scalar (also known as dot or inner, designated by “.”) product.  One vector is 
projected on the other with a scalar (or non directed) output.  A vector property 
disappears and a single, unpositioned number remains. 

─ Vector (cross or outer, designated by “x”) product. One vector is combined 
with another with a non-coplanar vector output.  The output is in a different di-
mension.  

                                                           
6  This is essentially the line of development of Cournot and others who build from a sequence 

of propositions and inferences to suggest possible configurations and inferred conclusions.  
7  For example, currency crises since 1970 have been classed as four generations, with each 

reflecting a different configuration within Fig 1.   
8  Anecdotally, only one of eight advanced undergraduate texts scanned included explicit dis-

cussions of “crisis” or “currency crisis”  
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With three vectors, compound products are possible.  The scalar triple product is of 
the form f.gxm while the vector is of the form fxgxm. The former has a single nu-
merical or scalar output (equal to the volume of a parallelepiped built on the three 
vectors) while the latter has a vector output (in the plane of the two vectors first 
crossed).  Both products synthesise three “distinct elements” into a single or a set of 
dimensionally different products.   The scalar triple product is illustrated in Figure 2.9  
As an illustrative application, this product can be seen as an indicator of credit avail-
able at some time Ct  Credit is built on projections adopted by financial, governmental 
and monetary entities.  F, G and M together project C. 

The point in using vectors and their compound products here is that three separate 
entities taken “together” (specifically at the same point O) can produce (via product 
operations) a collective outcome which is infeasible if any one was absent or not “co-
operative”.  Not only does a vector project a point across space, three vectors can 
alternately project the value of a subtended volume and an output vector which is a 
linear combination of the first crossed pair (despite the generative presence of the 
third non-coplanar vector).  In both cases, the output is dimensionally different to the 
basis set.  The scalar triple product lacks any spatial dimension while the vector triple 
product lacks any unique dimensional attributes of the procedurally-third vector.  
These are intriguing outcomes for well-ordered associations of three elements. 

 

 
Fig. 2. Scalar triple product with product value projected as a parallelepiped volume 

The elements have distinctive contributions and are thus of value and necessary 
presence but they are not equi-valent. This unequal valency10 is lost in the collective 
scalar outcome so some “exogenous” allocation or distribution schema will be 
needed.  In economies this is often couched in custom or culture or concepts such as 
“a fair go”.  The area may be one of societal accord or discord.  

Speculatively, does a triple product qualify as an expression of intelligence?   

─ Both definitional requirements of Pfeifer and Scheier appear met, superficially 
at least, if we accept dimensional change (which is a change in collective quality 
when the set is combined according to the rules) as a behavioural outcome.   

                                                           
9 Considerations of the vector triple product are left to another place. 
10 Literally, “strength” in some situation of combination. This is interpretable as differing abil-

ity to contribute or power of contribution.  Note that there are both quantitative and qualita-
tive components of strength.  
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─ The suggested working definition is two-parts met but “successfully” needs elu-
cidation.  If, for example, the goals of the vectors or of those cojoining them in-
cluded having a basis for a volume of a certain size, then the scalar triple prod-
uct might indeed be adjudged not only “successful” but “intelligent”. 

 

Vectors are, of course, assumed to be non-sentient entities yet a case could be built 
that there is or may be intelligence in their triple products.  Alternately, perhaps it is 
not the vectors but the product processes that instills “intelligence”?  Is it Nature (of 
the vectors) or Nurture (via the product environment) or both that yields the outcome 
adjudged as intelligent – or is the whole situation somehow misspecified?  More 
broadly is there an inference of intelligence by the observer or is the product as an 
output of human thought an artefact with intelligence embedded.  If a triple product is 
an invention of imagination, did the imagination embed or uncover intelligence?  
Such questions may lead in many and potentially constructive directions.  

Applying such considerations to issues of crisis, a “crisis event” can be seen as a 
situation when projections by parties based on their expectations are not realized in 
practice (ie, with the passing of time or influential events).  The panel in Fig 3 illus-
trates an hypothetical credit crisis where expected credit C1 = 37 is reduced in an F 
“meltdown” to C2 =23 followed by an increased projection by G to rebuild credit C3 
=36.8, ie to near C1.  Government “projects 80% more” to offset the “75% lesser 
projection” by finance and the associated 38% drop in Credit available.11 This illus-
trates the Keynesian liquidity trap and the governmental response which is ideally 
short term until the projection f of Finance F recovers.  That is, credit on issue is 
maintained by changing the contributions of the elemental parties in offsetting ways. 

 

C      37      23             36.8 
Stages:   Pre-crisis    f shrinks nonuniformly       g grows 80% 

Fig. 3. Initial situation, crisis and response: an illustration of “Credit” differently composed 

The schema can also be applied to intelligence if the vectors reflected “assessed in-
telligence”.12  Each of three parties (or three parts of one party) is set against the three 
dimensions of some definitional basis, such as those earlier mentioned.  For some 
reason the scalar value of f is assessed “downwards”, perhaps as a result of some noted 
unintelligence and/or “meltdown”.  Within-group compensation is through a greater 
                                                           
11 Monetary parties M are assumed to remain unchanged for ease of exposition.  Note also that   

government G is assumed to act directly without involving finance F.  To the extent that G 
borrows via F, g as projected (but not as obligated) will be reduced and f increased. 

12 Presuming some suitable basis, means of measurement and units of measure. 
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reliance on g to maintain the value of the collective product, a reliance that could lead 
to further crises (Figure 1).   

It is an open question whether the collective credit or intelligence C is sustainable 
or apposite to the situation faced, or whether a fresh start should be made.  So far, a 
“same-as-was-usual” ploy has been the favoured response for both the collective 
credit and unintelligence problems of the global financial crisis.  However, history 
indicates a marked and lasting reduction in credits and debits along with insolvencies 
at some stage in any true recovery, a repositioning of ideas and attitudes and new 
judgments of  “creditworthiness “ and “intelligence”.   

5   Conclusion 

The approach of Hegel is commonly cast in terms such as “Thesis, Antithesis and 
Synthesis”. Some identified “thing”13  is associated with a different one resulting in 
some new thing.  Often the preference is to choose “the competing opposite” as the 
antithesis but the method is wider.  One or more “complementary differents” may be 
used as in the vector example.  The process whereby synthesis is achieved is aufhe-
ben,14 a term little used or, arguably, understood in English. 

Two examples illustrate something of the many usages, and some of the potential 
problems if “unintelligence” were to be used simply as a competitive antithesis: 

─  The arguments of Marx and others cast a thesis (Labour, a projection of direct 
human effort) and antithesis (Kapital, an alternate projection) in competitive op-
position, despite their mutual interdependence in production, consumption and 
societies.  The posited struggle between them has coloured much history, and 
for the revolutionary aufheben became a process of achieving dominance given 
competing interests or theses.  

─  Bernanke demonstrates an allegiance to a thesis of rationality (preferencing a 
particular projection of analytical thinking) and a discounting of “irrationality” 
(including of such things as opportunism).  He and other current (but not some 
past) central bankers profess an ongoing commitment to monetary rules to 
change behavior, “intelligent” behavior in the sense of Pfeifer and Scheier.  
Whether such commitments are sufficient to the tasks at hand or a source of col-
lective unintelligence is a point of current debate. 

Whatever the merits of chosen ideas, practical implementations can demonstrate 
much collective unintelligence.  Interpretation of influences as competing opposites is 
but one interpretation, one of arguments in an idiomatically two-vector scalar product 
tradition.  Using triple products could enrich our dialogues and representations.    

─ Production could become the product of land, labour and capital variously com-
bined “co-operatively” to yield scalar and vector product outcomes. 

                                                           
13 Such as an entity, attribute, position or projection, for example. 
14  Aufheben is a rich word with a range of interpretations.  Briefly, it contains the idea of build-

ing up while breaking down (as in Schumpter’s “creative destruction”), the idea of maintain-
ing some things while changing others (as evident in the “diversity-compliance tradeoff” 
casting of intelligence by Pfeifer and Scheier), and the idea of opposition and differences to 
be resolved.  The concept deserves renewed attention.     
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─ Central bankers might consider various outcomes of rationality, opportunism 
and unintelligence (be this in institutional, consumer or institutional stances).   

─ Using FIGM and like projections, an improved representation of “Credit” or 
perhaps “Intelligence” and their various interplays may be developed. 

─ The combinations of Hegel’s elements can be cast in a new light.  
 

Triple products can provide rich second stage representations. Whether these are 
meaningful and usable is the related first stage issue.  Both warrant attention. 

Efforts to understand collective intelligence are important as are those to avoid or 
mitigate crises.  It is hoped that ideas in this paper illustrate how areas might be ad-
vanced not only technically but in ways meaningful to our lives and societies.  Clearly 
much remains to be done.  Cooperation and mutual regard in dialogues and develop-
ments are needed if the area of collective intelligence is to become potent and enabling.  
Collective unintelligence and alternative models of association indicate ways to better 
appreciate crises in economics and how humans with their artefacts “intelligently” 
position and project themselves to achieve and advance, or otherwise.   
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Abstract. In order to be successful in terms of market share, sales, and profit, 
companies from different industries are detecting the innovative power of the 
customer network. Handing over more and more elements of the innovation 
process to the customer is accompanied by a loss of control of the innovating 
company thus creating quality uncertainty concerning the innovation process. 
According to New Institutional Economics these uncertainties can be overcome 
by building actor reputation within the web-based innovation network. 
Based on a short overview of the different stages of innovation process organi-
zation we will show how relevant actor reputation is for innovation networks. 
We develop an explanatory model of reputation building based on sociological 
theories of role modelling, interaction and communication and offer first con-
siderations how the model can be tested. We conclude with a summary and an 
outlook on further research. 

Keywords: reputation, networks, web-based innovation, role modelling, 
evaluation. 

1   Introduction 

Innovation is one of the crucial elements for economic and entrepreneurial success 
[1]. To be successful in terms of market share, sales, and profit innovative companies 
have to combine technological possibilities with market requirements [2].  

In the last twenty years, the requirements of innovation management have been 
changed. Competition is more global, markets are more fragmented, and the increas-
ing individualization of customer needs requires greater product diversity and shorter 
innovation cycles. Therefore, it is necessary to get product development costs under 
control and to reduce flop rates.  

To reach these aims companies discover the abilities of web-based innovation net-
works. These networks allow for synchronizing and parallelizing the different phases 
of the innovation process thus reducing transaction costs and costs of redesigning and 
testing products. By integrating customers in early phases of the innovation process 
adaption to customer needs can be ameliorated. Results can be reduced development 
costs, decreased time-to-market and lowered flop rates. 
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But handing over parts of the innovation process to users’ means at the same time a 
decrease of control of the innovation process by the innovating company. This can 
create uncertainties concerning the quality of the innovation process and its outcome. 
So, web-based innovation networks reduce market uncertainty on one hand and raises 
innovation process uncertainty on the other.  

Uncertainty can be reduced by different means. In this paper we will focus on so 
called actor reputation. Actor reputation refers to the perceived innovation ability of a 
member of a web-based innovative network. We assume that identifying actors with a 
high innovation reputation within an innovation network helps a company to distin-
guish between successful and non-successful contributions thus accelerating the inno-
vation process, reducing development costs, time-to-market and flop rates.  

The aim of the paper is to explain how actor reputation is built during the innova-
tion process thus helping the company to support the process of actor reputation 
building and to identify actors with a high innovation reputation.  

We focus on web-based innovation networks as self-organized networks like vir-
tual communities. Participants of the network are implied to be equal in possibilities 
and responsibilities. Self organization means that there is no focal leader who organ-
izes a system according to rules or special arrangements. The only rules to be obeyed 
are those given by the technical system, the platform on which the activities take 
place. The rules of working together are formed out during the innovation process.  

Besides, there are no entry barriers, i.e. everybody who has access to the internet 
and is willing to reveal his/her name to the network provider can participate. Further-
more, network actors contribute to the network by posting their contributions in fo-
rums, chats, on blackboards and the like. There is no third-party organized reputation 
system [e.g. 3] as it is used by amazon or ebay to evaluate vendors and purchasers. 
Rather, there are only verbal evaluations.  

The paper is organized as follows: First, we will give an overview of the different 
stages of the innovation process. Based on these insights we will show in the second 
part of the paper how relevant actor reputation is for innovation networks. In the third 
section we demonstrate how actor reputation can be built or created during the inno-
vation process within the innovation network. The explanatory model developed in 
this section is based on sociological theories of role modelling, interaction and com-
munication. The dimensions and determinants of actor reputation will be stressed. In 
the fourth section we offer first considerations how the explanatory model can be 
tested. We conclude with a summary and an outlook on further research. 

2   Stages of Innovation Process Organization 

For a better understanding the innovation process can be analytically sub-divided into 
different stages [4] [5]. The mapped innovation process referring to Cooper is distin-
guished by a semi-discrete arrangement of sequences over time (figure 1). Following 
this model the initial idea has to pass through five gates and correspondingly alternat-
ing five stages. In the ideal case the initially poorly conceived idea develops within 
the innovation process towards a market ready product-launch or a finalized product 
improvement at the end. The third-generation innovation process is characterized by a 
fluid mapping, in which the stages as well as the gates are acting like frames depend-
ing on the specific requirements of an innovative idea [6]. 
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Fig. 1. Third-generation innovation process [6] 

Traditionally, innovations and inventions are a responsibility of the R&D depart-
ment of a company. So, originally all stages of the innovation process have been con-
ducted within the innovating company. As the identification and understanding of 
customers needs and wants has been identified as a crucial success factor in innova-
tions [7], the idea of integrating the customer into the innovation process came up [8]. 
Customers can be involved in only one up to all stages of the innovation process [9] 
[10] [11]. Examples for web-based customer integration into innovation processes are 
Spreadshirt.com (http://www.spreadshirt.com) where customers design their own t-
shirts, ideas4unilever (http://www.ideas4unilever.com/research/ideas4.nsf/index.htm), 
BMW customer innovation lab (http://www.hyve-special.de/bmw/index1.php), Dell 
idea storm (http://www.ideastorm.com) or Tchibo Ideas (http://www.tchibo-ideas.de). 

Web-based innovation networks permit to integrate different customers into the in-
novation process at the same time. Based on Cooper’s process model a web-based 
innovation network is considered to consist of actual and potential customers of a 
company communicating, interacting and collaborating in order to develop new ideas, 
to create new business models, prototypes, products or services which are to be put 
successfully on the market.  

Using the “wisdom of the crowds” [12] customers create innovative ideas. In an 
“open innovation” process where not only the process is open to everybody but also 
the product is accessible to everyone customer-to-customer-networks develop proto-
types and final products and create and deliver services to one-another [13] [14] [15]. 

These networks are a considered to be a cost-efficient way to gain a surplus in ef-
fectiveness. Using the advantage of interaction in networks, customers cross-fertilize 
themselves to new points of view and in the bottom-line to new solutions. This works 
especially for the creative process of idea generating but also for the evaluation of 
ideas and first solutions. Networks can bring together different user experiences and 
impressions as well as practical conceivability of market-needs. For this reason cus-
tomer integration via web-based networks has the potential to conduce to higher tar-
get achievement. 

3   Reputation to Reduce Quality Uncertainty in Innovation 
Processes 

The usage of innovation networks is accompanied by handing over more and more 
phases of the innovation process to the customer. As a consequence the innovative 
company gives up part of its management responsibility thus “democratizing innova-
tion” [16]. Although the innovative and creative power of the customer is not to be 
questioned the usage of customer leads to a loss of control of the innovating company 
thus creating new uncertainties. One of these uncertainties is the question if the loss of 
control will pay off by increased success rates of new products and services.  
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Crucial in answering this question is the quality of the innovation process. In terms 
of information economics, the quality of the innovation process is a credence quality 
or credence good. Credence qualities arise whenever the output, at least in a subjec-
tive sense, is stochastic [17] as it is characteristic for innovation processes. Uncertain-
ties in evaluation arise because of the supplier’s uncertainty concerning the represen-
tativity of the network members and the quality of their contributions. 

According to neo-institutional economics reputation can be regarded as an institu-
tion to overcome the quality uncertainty of credence qualities [17]. The theoretically 
based solution of the uncertainty problem can be supported by the observation that 
suggestions by well-known developers are rated higher and that contributions by 
those well-known developers gain more feedback than those of unknown participants. 
Actor reputation therefore can serve as a selection criterion for high quality contribu-
tions thus accelerating the innovation process and reducing selection costs. 

4   An Explanatory Model of Actor Reputation Building 

4.1   Characteristics of Reputation 

Although there are different definitions of reputation, some common body of the theo-
retical construct can be derived. Reputation refers to a certain salient evaluative charac-
teristic of an entity, e.g. a person, organization or institution, which is estimated to remain 
stable over time [18] [19] [20]. With respect to innovation networks, reputation refers to 
the innovation ability of its members. According to the innovation process shown in 
figure 1 the innovation ability of a certain person refers to the following dimensions: 

• the ability to create innovative ideas, 
• the ability to develop new business models based on the innovative idea, 
• the ability to transfer innovative ideas into prototypes and suitable products and 

services, 
• the ability to outguess market acceptance and market success, 
• the ability to evaluate ideas, suggestions, prototypes, products or services in terms 

of technical feasibility and economic success. 

The reputation building process is based on two intertwined and only analytically 
separable processes: the process of role modeling and the evaluation based process of 
attribution. Both processes are linked by interaction and communication activities. 

As a result of the role modeling process the role an actor plays within the innovation 
process is defined. Role definition is required to characterize the reputation area. Addi-
tionally, roles are used to specify behavioral requirements a network actor has to meet. 

Actors differ in their ability of role-playing. Actor’s reputation is a measure for 
his/her ability to fulfill a certain role. The higher an actor’s reputation is the more this 
actor exceeds his/her role requirements. 

4.2   Role Modelling 

“Roles describe specific forms of behavior associated with given tasks; they develop 
originally from task requirements” [21]. In an innovation network a role consists of a 
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set of rights, duties, expectations, norms and behavior a person has to fulfill within the 
different stages of the innovation process. According to different stages of the innova-
tion process different roles can be distinguished. 

According to organizational theory “a role consists of one or more recurrent activi-
ties out of a total pattern of interdependent activities which in combination produce 
the organizational output” [21]. Recurrent activities within the innovation process like 
idea generation, suggestion making, or evaluating, can be combined in a role. In col-
laboration these roles “produce” the innovation.  

Roles are the result of an interaction and communication process called role model-
ing consisting of an interplay of role-taking and role-making. People take over roles 
(role-taking) and construct their own roles (role-making) to finally play their particu-
lar role (role-playing) [22] [23] [24].  

Following the five stages of the innovation process, the following five roles can be 
identified: 

1. Idea generator: generates ideas for new products or services or shows all-day prob-
lems, 

2. Suggestion maker: makes suggestions for solutions, e.g. suggests how ideas could 
be transformed into products or how all-day problems could be solved, makes sug-
gestions for business models concerning pricing, distribution or communication, or 
comes up with solutions, e.g. develops specifications, sketches, prototypes, 

3. Forecaster: offers information concerning the acceptance of the solution and poten-
tial market success, 

4. Evaluator: evaluates ideas, suggestions, models, solutions, prototypes, forecasts, 
5. Observer: observes the communication and interaction process without active par-

ticipation. 

The five roles belong to different role types. The first three roles refer to the specific 
stages of the innovation process; they are active roles to be undertaken by every 
member of the innovative network. The evaluator role is an active role as well which 
in contrast to the first three roles can occur at every stage of the innovation process. It 
can be undertaken by every member of the innovation network. Even the network 
member whose ideas, suggestions, models, developments or forecasting are to be 
evaluated can take over this role if s/he is to criticize him/herself. The observer role is 
a passive role which also can occur at every stage of the innovation process. In repu-
tation building only the first four roles are relevant; the observer role just represents 
the tacit quantity of the network. Every member of the innovation network can take 
over one or more roles [25]. 

In playing their roles the network actors contribute to each of the stages of the in-
novation process. The success of the innovative network in terms of market conven-
ience and market acceptance is dependent on the role players. The more network 
members become network actors in taking over one of the first four roles, the more 
ideas, solutions, prototypes, products and services will be generated. The innovation 
network’s success depends not merely on quantity but rather on quality. The better 
network actors play their roles the more valuable their contributions are. Actor  
reputation is the result of an attribution process of other network members evaluating 
the actor’s ability to play his/her role. 
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4.3   Reputation Building 

Reputation is built by an interaction and communication process [26] during which 
external observers ascribe one or more of the above mentioned characteristics [27] to 
a network actor. The process of ascribing is based on the communication and interac-
tion activities of the actor. Therefore, the actor’s communication and interaction ac-
tivities have to be public so that they can be observed by different network members. 
Reputation itself is the result of a collective attribution [28] [29]. While network 
members observe communication and interaction activities according to the roles of 
the network actors they evaluate these activities coming to a conclusion concerning 
the reputation relevant characteristics of the actor’s innovation ability. The attribution 
of the characteristics to the actor forms the basis for the network members’ further 
action, i.e. the attributing network member communicates and interacts on behalf on 
the attribution. As other network members experience how network actors communi-
cate and interact with respect to the attributed reputation they base their subsequent 
activities on this observation, either following or negating the attribution. 

A social network like an innovation network can be interpreted as a system of dif-
ferent role members [21]. While roles are “standardized patterns of behavior” [21], 
reputation is linked to a special identifiable person, not to a role.  

The reputation building process is based on the different contributions of the net-
work actors as shown in figure 2. Three different types of contribution can be distin-
guished. According to their relevance for the innovation process and in order of their 
appearance there are first tier contributions, second tier contributions and third tier 
contributions. They form the elements of reputation building. 
 

Task oriented first tier contributions. Task oriented contributions are those which 
refer directly to one of the stages of the innovation process. They consist of  
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Fig. 2. Interaction of contributions – example 
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descriptions of problems to be solved, new ideas, suggestions how these ideas could 
be transferred into solutions, suggestions for business models or parts of business 
models or information about existing solutions or market acceptance. Task oriented 
contributions are aimed at the promotion of the innovation process. In web-based 
innovation networks, task oriented contributions open a new thread of discussion. 
These contributions can be allocated to the specific stages of the innovation process. 
Task oriented first tier contributions evocate reactions from other network members. 
 

Task oriented second tier contributions. The reactions to first tier contributions are 
called task oriented second tier contributions. These contributions can take two forms: 
evaluations or suggestions. 

Evaluations refer to verbal comments of appreciation, affirmation, rejection or disaf-
firmation. Evaluations help sharpen the roles of the idea generator, the suggestion 
maker, and the forecaster as the evaluator comments on ideas, remarks and sugges-
tions. Furthermore, evaluations form the basis for actor reputation. The more evalua-
tors come to a positive evaluation of the contributions of the actors the higher the repu-
tation of the role player is. Finally, evaluations cannot only establish reputation of the 
role players but also promote the innovation process. If evaluative comments motivate 
the evaluating actor him/herself or one of the other actors to contribute more frequently 
or to take over an additional role, the innovation process becomes more valuable. 

Suggestions are based on a silent evaluation of former contributions which leads to 
new proposals. As suggestions refine certain elements of former task oriented contri-
butions they incorporate an indirect evaluation of more or less valuable elements of 
these contributions. Suggestions can be used to bring forward any stage of the innova-
tion process. 
 

Relation oriented contributions. Relation oriented contributions refer to the rela-
tions between the network actors. They enhance the social capital of the network. 
Social capital refers to “features of social organization, such as trust, norms… that can 
improve the efficiency of society by facilitating coordinated actions” [30]. The higher 
the social capital, the more network actors trust each others thus encouraging more 
contributions. An emerging quantity of contributions form a broader basis for estab-
lishing actor’s reputation [31].  

Besides its mere information every communication contains a relationship aspect 
which defines the relationship between sender and receiver telling the receiver how 
the message has to be interpreted [32]. Although the transfer of relationship informa-
tion in an online context is more limited than in an offline context as gestures and 
intonation are missing at least the kind of words help interpret the assumed relation-
ship on behalf of the sender. 

The process of reputation building consists of the interaction of the basic elements. 
 

Reputation building as an interaction and communication process. In an interac-
tion and communication process the three types of contributions show up at different 
times of the process. Reputation is built by a sequence of task oriented first and second 
tier contributions. Only positive evaluations and suggestions based on positively evalu-
ated contributions enhance an actor’s reputation. So far reputation building has been 
explained as an direct interaction and communication process of at least two actors. 

Reputation can also be regarded as the result of an indirect interaction and communi-
cation process [18]. Network actors can decide to observe the reactions of the others 
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before s/he reacts him/herself in order to get a clearer picture of his role in the innovation 
network. While observing the second tier contributions of different network actors and 
the reactions towards these s/he gets an impression of the different reputations and thus 
gains a picture of the hierarchical and relational structure of the network. Thus, by ob-
serving the interaction and communication process accompanied by implicit evaluation 
of the contribution of different actors during the interaction and communication process 
the reputation information diffuses throughout the innovation network. 

Over time first tier contributions and the evaluations and suggestions based on 
them become obsolete and irrelevant for the innovation process. Thus, a steady flow 
of contributions of a network actor is necessary to build reputation. 

As reputation is area dependent an actor can earn reputation in one or more areas 
by taking over more than one role. The more areas the reputation is based on the more 
reputable the actor is. As skills and abilities are diversified it is less likely that a net-
work actor’s reputation incorporates all areas. Nonetheless, more than one field of 
contribution can lead to higher reputation. 

If a network actor specifies in one role, e.g. idea generation, suggestion making, or 
forecasting, reputation is easier to build if s/he becomes involved in more than one 
innovation process. Timely overlapping processes are to be preferred as not to lose 
the once earned reputation. 

A particular role in reputation building is assigned to relation oriented contribu-
tions. Every communication contains a task oriented and a relation oriented part thus 
defining the actor’s position in the network. Relation oriented contributions form the 
basis for trust between network members thus enabling and facilitating the interaction 
and communication between network members. As already mentioned above, the 
quantity and evaluated quality of contributions build up an actor’s reputation. So, 
relation oriented contributions let the reputation building process roll. Figure 3 shows 
the connection between the different types of contributions. 

contributioncontribution

 

Fig. 3. The wheel of reputation building 

5   Suggestions for Empirical Research 

Based on these insights, the following hypotheses can be formulated. Reputation is 
higher 
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• the more contributions a network actor makes during the innovation process (quan-
tity of contributions during the innovation process) 

• the more direct evaluations and suggestions his/her contributions evoke (quantity 
of evaluations and suggestions during the innovation process) 

• the more valuable the contributions are for the innovation process (positively 
evaluated task oriented contributions) 

• the more valuable the contributions are for the relationship building within the 
network (positively evaluated relation oriented contributions, social capital) 

• the more stages of the innovation process the contributions refer to (number of 
reputation areas) 

• the more innovation processes the network actor contributes to (number of innova-
tion processes) 

• the more recently the contributions of the reputable actor have been made (dis-
counting of early contributions is necessary). 

While most of the variables contributing to an actor’s reputation are easy to opera-
tionalize (e.g. overall contributions during the innovation process) this is less true for 
the evaluation of task and relation oriented contributions. A solution to this problem 
could be Bales’ interaction process analysis, a method to study the interaction be-
tween people in small groups [33]. According to Bales observed activities of group 
participants could be classified according to the scheme presented in table 1.  
 
 

Table 1. Bales’ classification system of observable interaction activities 

1.  shows solidarity, raises other’s 
 status, gives help, reward 

2.  shows tension release, jokes, laughs, 
 shows satisfaction 

Social-emotional 
area: positive 

Positive 
reactions 

3.  agrees, shows passive acceptance, 
 understands, concurs, complies 

4.  gives suggestion, direction, implying 
 autonomy for other 

5.  gives opinion, evaluation, analysis, 
 expresses feeling, wish 

Attempted 
answers 

6.  gives orientation, information, 
 repeats, clarifies, confirms 

7.  asks for orientation, information, 
 repetition, confirmation 

8.  asks for opinion, evaluation, analysis, 
 expression of feeling 

Task area: neutral 

Questions 

9.  asks for suggestion, direction, 
 possible ways of action 

10. disagrees, shows passive rejection, 
 formality, withholds help 

11. shows tension, asks for help, 
 withdraws out of field 

Socio-emotional area: 
positive 

Negative 
reactions 

12. shows antagonism, deflates other’s  
 status, defends or asserts self 
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Self-evidently, the different categories have to be adopted to the limited expressions 
in online communications. Nonetheless, the task oriented expressions can be linked to 
the task oriented contributions while positive and negative reactions can be partly 
linked to second tier task oriented contributions and partly to relation oriented contri-
butions, thus lowering or enhancing actor’s reputations. 

While this scheme is appropriate for the content oriented classification of network 
actor’s contributions it does not refer to the processing of reputation building. To 
analyze the knowledge flow within an innovation network TeCFlow could be used in 
combination with interaction process analysis [34]. 

6   Summary and Outlook 

In the previous sections we have shown that the innovating companies experiences 
quality uncertainty by handing over parts of the innovation process to an innovation 
network consisting of customers. Actor reputation was considered to be a solution to 
these uncertainty problems. 

Based on sociological theories an explanatory model has been developed consist-
ing of two intertwined processes: role modelling and reputation building. Role model-
ling refers to the innovation process. Roles are overtaken by the different members of 
the innovation networks consisting of task oriented contributions to the innovation 
process. Interaction and communication are used as means for role modelling. Via 
interaction and communication processes task contributions of different role takers 
form the actor’s reputation. Crucial to reputation building are task oriented second tier 
contributions consisting of evaluations and suggestions. These activities establish 
social ties between the network members thus creating social capital within the net-
work. The higher the social capital the more contributions actors make thus moving 
the “reputation wheel”. 

Based on this explanatory model hypotheses have been formulated. TeCFlow and 
interaction process analysis have been suggested as means of empirical testing. This 
part of the paper has to be further developed. Hypotheses have to be refined. Accord-
ing to our hypotheses reputation is an agglomerated and cumulated construct and 
could also be named reputation capital. An algorithm to measure reputation capital 
has to be developed and additional methods have to be considered. Finally, the ex-
planatory model has to be tested empirically. 

If the model is going to be supported by empirical results it could form a basis for 
the development of reputation systems in not only innovation networks. 
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Abstract. The rise of the so called Web 2.0 changed many classical business 
models considerably. New or changed business models systematically integrate 
the customer into the process of value-adding. The customer is not only consumer 
of products and services. He is rather directly or indirectly part of the production 
process. In the definitions of Web 2.0 this phenomenon is called collective intelli-
gence. Roughly, in this context collective intelligence can be explained as a gen-
eral term for user participation and the resulting added value. Examples like the  
T-Shirt retailer “Threadless” or the open innovation marketplace “InnoCentive” 
show the potential of these business models. Conventional methods and ap-
proaches for the visual representation of business models do not consider this new 
circumstance. The existing methods and approaches are inadequate, because they 
do not represent the special features of this kind of collective intelligence. This 
paper describes what web-based collective intelligence is, to get a common under-
standing of it and to have a definition for further work. Furthermore, an approach 
for the visual representation of business models using collective intelligence that 
represents these special features is presented. 

Keywords: collective intelligence, business model, visual representation. 

1   Introduction 

The rise of the so called Web 2.0 changed many classical business models considera-
bly. New or changed business models systematically integrate the customer into the 
process of value-adding. The customer is not only consumer of products and services. 
He is rather directly or indirectly part of the production process. The crucial feature of 
Web 2.0 is here the high degree of user participation [11] and the results of the partici-
pation process. In the definitions of Web 2.0 this phenomenon is called collective intel-
ligence (e. g. [16]). Roughly, in this context collective intelligence can be explained as 
a general term for user participation and the resulting added value. Examples like the 
T-Shirt retailer “Threadless” or the open innovation marketplace “InnoCentive” show 
the potential of these business models. “Crowdsourcing” [10] respectively “interactive 
value creation” [19], “open innovation” [4], “social commerce” [22] or “wisdom of 
crowds” [24] are common concepts in these context. 
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These concepts and the business models using these concepts, show that collective 
intelligence is already integrated into the production of goods and services. Conven-
tional methods and approaches for the visual representation of business models do not 
consider this new circumstance. The existing methods and approaches are inadequate, 
because they do not represent the special features of collective intelligence. The goal 
of this paper is twofold. The first goal is to describe what web-based collective intel-
ligence is, to get a common understanding of it and to have a definition for further 
work. The second goal is the development of an approach for the visual representation 
of business models using collective intelligence that represents these special features 
and offers an adequate proposal for different target groups using business models. To 
reach this second goal, an existing approach for the visual representation of business 
models by Wirtz [30] is enhanced. The underlying research process corresponds to the 
design science approach of Hevner et al. [9]. According to these design oriented ap-
proach a conceptual solution is developed. 

After this introduction the term “web-based collective intelligence” is explained in 
detail. The basis for the explanation is a framework for web-based collective intelli-
gence according to Malone et al. [13]. Following this, the term business model is 
analyzed and different approaches for the visual representation of business models are 
regarded. After that, an approach for the visual representation of business models, 
using web-based collective intelligence in their production process, will be developed 
based on the approach of Wirtz [30] and the framework of Malone et al. [13]. The 
paper closes with a short conclusion and an outlook on future research.  

2   Web-Based Collective Intelligence 

With the rise of the Web 2.0 the World Wide Web (WWW) became more interactive. 
O’Reilly [16] has already mentioned that the participation of users and collective 
intelligence are constitutive principles of Web 2.0. Other authors also mention that the 
changed role of the customer and collective intelligence are main characteristics of 
the term “Web 2.0” (c.f. [11, 29]). The users create, edit, mix, connect or share con-
tent (c.f. [16, 29, 31]). What the authors mean by the term collective intelligence is 
not explained in detail. The term web-based collective intelligence summarizes the 
interaction of customers, the resulting collective intelligence and the approaches of 
user integration based on the web. The exact meaning of this term is explained below. 

2.1   Definition of Web-Based Collective Intelligence 

A wide range of definitions and interpretations can be found for the term “intelli-
gence”. Even single research disciplines like psychology use many different defini-
tions. A consensus about the exact meaning of the term could not be found until now 
[27]. Generally, there is no doubt about that intelligence is not a real existing phe-
nomenon that can be directly observed. Furthermore, intelligence is a construct de-
duced from behavior [21]. In general intelligence can be defined as “the ability to 
learn or understand or to deal with new or trying situations, the skilled use of reason, 
the ability to apply knowledge to manipulate one's environment or to think abstractly 
as measured by objective criteria” [14]. 
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In this context intelligence is allocated to one single individual or an intelligent be-
ing. The term “collective intelligence” enhances the term “intelligence” explicitly. A 
collective consists of a “number of individuals or things considered as one group or 
whole” [15]. Here, intelligence is not the ability of one single individual or thing. It is 
rather the ability of the whole group of individuals. Smith phrases it as follows: “The 
notion of collective intelligence (CI) is that a group of human beings can carry out a 
task as if the group, itself, were a coherent, intelligent organism working with one 
mind, rather than a collection of independent agents” [23].  

In the context of collective intelligence, the construct can be regarded from two 
different perspectives. It depends on the cooperation of the single individuals within 
the collective. On the one hand the so called “collective intelligence of the uncon-
nected individuals” exists. On the other hand the so called “collective intelligence of 
the connected individuals” exists [1]. The collective intelligence of the unconnected 
individuals describes the intelligence that emerges when the individuals of the collec-
tive act independently from each other. In this case the single results of the individu-
als will be aggregated by an aggregator. The aggregated result is normally better than 
the simple sum of the single results. Communication or interactions between single 
individuals do not exist. The single individuals do not have to know that they are part 
of a collective. The result will be built by the external aggregator. This aggregator is 
also responsible for the way the single results will be aggregated. 

The collective intelligence of the connected individuals describes the collective in-
telligence that emerges when the individuals of the collective establish a relationship 
and act with a certain degree of dependency on each other. The underlying mecha-
nism is similar to the mechanism of the so called swarm intelligence of social insects. 
The action of single insects or individuals is directly affected by the actions of other 
individuals within the collective. The result is a self-organization process. A famous 
example of this kind of collective intelligence is the foraging of ants. Based on the 
communication and interaction via pheromones, the swarm of ants finds the shortest 
distance between food source and nest [2].  

Considering the general definition of intelligence the collective intelligence of the 
unconnected and connected individuals is defined as the intelligence allocated to a 
collective or group of individuals. In case of the collective intelligence of the uncon-
nected individuals, intelligence emerges by the combination of an external aggregator. 
Figure 1 shows this kind of differentiation. The collective intelligence of the con-
nected individuals and the collective intelligence of the unconnected individuals are 
extremes. A mix of both types is also possible. 

The phenomenon of collective intelligence is not a new one. In different situation 
collectives or groups of individuals (e.g. working groups or families) or animals (e.g. 
ants or bees) do things that seem to be intelligent. Together they achieve results, a 
single individual could not achieve. Low cost communication and interaction enabled 
by the internet now makes it feasible for groups to do many more things than before. In 
this context web-based collective intelligence finally is defined as the ability of a col-
lective to learn or understand or to deal with new or trying situations, the skilled use of 
reason, the ability to apply knowledge to manipulate one's environment or to think 
abstractly as measured by objective criteria, based on the internet and associated tech-
nologies. The achieved result of this collective mechanism is a “preferable” result,  
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Fig. 1. Two different kinds of web-based collective intelligence 

according to the environment. It is usually better than the result of a single individual 
of the group or a result achieved by conventional methods. 

2.2   Framework for Web-Based Collective Intelligence 

The definition of web-based collective intelligence implies that it can be found in 
different variations. Concepts like crowdsourcing already integrate web-based collec-
tive intelligence into the production of goods and services. However, a systematic 
analysis cannot be found in literature. Malone et al. [13] came up with a first approach 
by splitting web-based collective intelligence into single building blocks called genes. 
These building blocks can be found in different concepts and approaches that are 
using web-based collective intelligence. Malone et al. [13] offer with their approach a 
framework that allows a methodical analysis of web-based collective intelligence. The 
framework gives a description of the relevant parts of web-based collective intelli-
gence. Knowing these parts makes it possible to take a closer look on business mod-
els. Therefore, the framework is used as a basis for the development of an approach 
for the visual representation of business models that integrate web-based collective 
intelligence into the value creation process. 

To classify the building blocks, Malone et al. [13] use four related questions: Who 
is performing a task?; Why are they doing it?; What is being accomplished?; How is it 
being done? 

The first two questions ask who undertakes the activity and why the individual 
takes part in an activity. Within the first question Malone et al. [13] differentiate be-
tween “hierarchy” and “crowd”. A collective of individuals can be organized hierar-
chically. Than the single individuals of the collective do not have equal rights. Some 
individuals do have advanced rights and can undertake activities others cannot. In the 
crowd all individuals have the same rights and activities can be undertaken by every-
one in the collective who wants to do so. An important question is why individuals 
take part in the activity and what motivates them to participate. As a simplified over-
view three basic motivators cover the motivations that lead individuals to participate. 
These motivators are “money”, “love” and “glory”. For many individuals financial  
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gain is a strong motivator (money). But also intrinsic enjoyment of an activity or the 
feeling to contribute to a cause larger than oneself can be a motivator (love). Finally, 
individuals are also motivated when they are recognized by others for their contribu-
tion (glory).  

The two questions concerning the “what” and “how” are also related to each other. 
The “what” asks for: What is being done? It can be differentiated between the basic 
building blocks “create” and “decide”. Either individuals generate something new like 
a piece of text (create) or they evaluate and select alternatives (decide). Furthermore, 
a differentiation is possible whether individuals do these tasks independently or 
dependently of each other. For the question about “how” four different building 
blocks exist. According to the collective intelligence of the unconnected individuals 
the individuals create something new independently of each other. The result is a 
“collection” of the single results, by any kind of aggregator.  Regarding the collective 
intelligence of the connected individuals, the individuals also create something in 
form of a direct “collaboration”. A subtype of the building block “collection” is the 
building block “contest”. In contests one or several contributions are designated as the 
best and receive a special form of recognition like a prize. In a contest the individuals 
will be motivated by “money” or “glory”. 

The building block “collaboration” occurs when individuals of a collective work 
together to create something new and important dependencies exist between their 
contributions. This building block conforms completely with the description of the 
collective intelligence of the connected individuals. For the decision tasks also two 
different building blocks exist. It can be divided into “group decision” and “individual 
decisions”. On the one hand individuals make decisions independently of each other. 
In this case the decision represents the decision of a single individual. On the other 
hand decisions exist, which represent the decisions of a whole collective. This group 
decision can occur in several ways. Important variants are voting, consensus, averag-
ing and prediction markets. 

The building blocks of web-based collective intelligence by Malone et al. [13] are 
summarized in the following Figure 2. They can be found in several combinations by 
phenomena of web-based collective intelligence. 
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Fig. 2. Building blocks of web-based collective intelligence 

To have a better overview about the understanding of web-based collective intelli-
gence and the illustrated building blocks, the relation of the single components of 
web-based collective intelligence is presented in Figure 3. 
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Fig. 3. Web-based collective intelligence 

With the help of the building blocks it is possible to represent business models 
which integrate web-based collective intelligence into the value creation process 
(from now on known as web-based collective intelligence business models). Because 
of the differentiation in four related questions, the observer can easily identify who 
undertakes an activity, why people undertake an activity, what is being done and how 
the activity is undertaken. The following Table 1 gives an example. It shows the rep-
resentation of the company “InnoCentive”1. The tabular presentation shows that a 
crowd creates a solution. The reason that leads individuals to participate is a financial 
award. The basis of the process is a contest. Management is part of a hierarchy within 
an organization. It gets a financial compensation in form of salary. 

Table 1. Building blocks of web-based collective intelligence at the example of InnoCentive 

 Who Why What How 
Crowd Money Create Solution Contest InnoCentive Management Money Decide Who gets rewards Hierarchy 

 
Concerning the web-based collective intelligence, the visual representation gives a 

broad overview for an observer. But many important aspects of a business model 
cannot be represented that way. 

3   Business Models 

The term business model became famous in the context of the so called new economy. 
In literature and practice no common understanding could be found until now [20]. In 
                                                           
1 InnoCentive (http://www.innocentive.com) is a so called open innovation marketplace. Or-

ganizations can post challenges on the online platform of InnoCentive and offer registered 
problem solvers significant financial awards for the best solutions. 
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general, a business model is defined as the representation of how a business works [3] 
or as the essence of the theory of an organization [12]. Definitions in literature vary 
strongly and have different focuses. Some authors focus on elements of a business 
model (e.g. [26]). Other authors focus on the purpose of a business model (e.g. [18]). 

3.1   Definition of the Term Business Model 

Some definitions of the term business model have achieved broad acceptance in lit-
erature. In this paper we will follow the definition of Timmers [26]. According to him 
a business model is:  

• “An architecture for the product, service and information flows, including a de-
scription of the various business actors and their roles; and  

• a description of the potential benefits for the various business actors; and  
• a description of the sources of revenues.”  

Timmers focuses on the term architecture and the relevant flows within this architec-
ture. His interpretation encloses all actors, their potential benefits and the sources of 
revenues. 

3.2   Visual Representation of Business Models 

In the course of time different approaches for the visual representation of business 
models have been developed. These approaches differ in their goals and purposes and 
many other characteristics. Especially for the visual representation of e-business mod-
els many approaches have been created (e.g. [28, 17, 7]). Moreover, different typolo-
gies for business models were mentioned in literature (e.g. [26, 30, 25, 12]). Deel-
mann and Loos [6] analyzed some of the most popular approaches for the visual rep-
resentation of business models in detail. One of these approaches is the one of Wirtz 
[30], which is often mentioned in literature (e.g. [5]). The analysis of Deelmann and 
Loos [6] shows that the approach of Wirtz can be used for most target groups and for 
many purposes like simulation or knowledge transformation. Compared to other ap-
proaches, this approach shows important details of a business model. Therefore, this 
approach is adequate for diverse applications and is the basis for next steps. 

Wirtz [30] adopted the definition of a business model of Timmers [26] and en-
hanced this description. He describes a business model as a construct that consists of 
six single models – market model, procurement model, value creation model, value 
proposition model, distribution model and capital model. Additionally, he suggests a 
business model typology that distinguishes between four basic types of business mod-
els. These types are “content”, “commerce”, “context” and “connection”. The busi-
ness model type “content” contains the collection, selection, systematization and 
appropriation of content. The business model type “commerce” contains all business 
models that have a focus on business transactions like the initiation or processing of a 
deal. Business models of the type “context” cover the structuring and classification of 
information in the internet. Whereas the business model type “connection” contains 
all business models that focus on the creation of the possibility to share information in 
networks. 
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Wirtz [30] uses a self-developed visual notation for the visual representation of 
business models. This notation is a combination of graphical elements and texts. The 
single models, all involved actors and their interrelations will be represented graphi-
cally. Designations and further descriptions will be represented in text form. Figure 4 
gives an example of this kind of visual representation. 
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Fig. 4. Visual representation of a business model according to Wirtz 

4   Visual Representation of Business Models That Integrate  
Web-Based Collective Intelligence into Value Creation 

The example of the visual representation of a business model according to Wirtz [30] 
gives a good overview about a business model. Relevant elements and facts, like how 
value is created or who the customers are, can be seen. Different target groups get the 
possibility to analyze the business model. Moreover, they can visualize the business 
model for several purposes [6]. Additionally, homogeneous groups of business mod-
els can be built with the presented typology [30]. Overall, Wirtz [30] offers an ade-
quate approach for a visual representation of a business model and a typology. That 
provides a good basis to analyze and to construct business models. However, this kind 
of visual representation is developed especially for e-business models. Wirtz and 
Ullrich [31] showed that this approach can be used to represent Web 2.0 business 
models. The visual representation focuses on value proposition. The value proposition 
model will be particularized by the differentiation into the four C’s “content”, “com-
merce”, “context” and “connection”. But the visual representation of web-based col-
lective intelligence business models is not possible in its entirety. 

Web-based collective intelligence business models have their distinctive feature in 
the way they create value. To analyze and construct this kind of business model, the 
value creation process has to be considered in detail. Value creation does not only take 
place inside the organization. Rather a group of customers is an external part of value 
creation. They can perform tasks in different processes, like in management, core or 
support processes. For this reason a further differentiation of the value creation model 
makes sense. An obvious differentiation is made into the two types “customers” and 
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“company”. The type “company” contains value creation by an organization or by 
external service providers, whereas the type “customer” contains value creation by a 
group of customers. Based on this differentiation the visual representation clearly 
shows who is active in the value creation process. 

Furthermore, for a more comprehensive visual representation of the business 
model it makes sense to integrate the framework of web-based collective intelligence 
by Malone et al. [13] into the approach. The four related questions are integrated into 
the different models. The question who is active is presented in the two new types 
“company” and “customer”. The question why people are motivated to participate is 
presented in the value proposition model. Finally, motivators like “money”, “love” or 
“glory” are a value proposition of an organization to the customers. 

The question about what is being accomplished and the question how it is being 
done are also represented in the value creation model. Therefore, an additional dimen-
sion with the name “contribution” is used. This type describes what the contribution 
of the customer is and how this contribution is. 

As a consequence a web-based collective intelligence business model is visual rep-
resented with the domains “content”, “commerce”, “context”, “connection”, “com-
pany”, “customer” and “contribution”. Figure 5 gives an example of a visual repre-
sentation of a business model using this seven C’s. In comparison with Figure 4 the 
integration of web-based collective intelligence into a business model becomes 
clearer. It can be seen in detail where the relevant aspects of web-based collective 
intelligence in the respective business model are. 

Value creation model Value proposition model

Commerce

Procurement model Capital and
distribution model

Platform for organizations to post
challenges

Market entry  for organizations and
„Problem solvers“

Topic-oriented offer

O
rg

an
iz

at
io

n
U

se
r

„P
ro

bl
em

 so
lv

er
“

Bu
si

ne
ss

cu
st

om
er

Aggregated
offer of

challenges
divided

into
topics

Fees

Big pool of
„Problem solvers“

Collection
and

systematization
of

challenges

Presentation of
challenges

as
contest

Posting of new
challenges

Acquisition of new
challenges

Presentation of
challenges

U
se

r
„P

ro
bl

em
 so

lv
er

“
as

 c
us

to
m

erBig pool of
challenges

Acquisition of new
„Problem solvers“

Company

Customer

Creation of
solutions Content

Context

Connection

Contribution

Solution to a challenge

Possibility to earn money and for
self-affirmation

Motivator
money/love/glory

Financial award

Solution to
challenges

Solution

Decision about
who wins the

contest,
hierarchically

Creation of a
solution and

participation in 
a contest

Who

What, How

WhyWho

 
Fig. 5. Visual representation of a business model using seven C's 

5   Conclusion and Outlook 

The development of the WWW to the Web 2.0 presents itself in strong user participa-
tion. The success of business models like “Threadless” or “InnoCentive” shows that it is 
possible to integrate customers and users into the value creation process in an effective 
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and efficient way. But existing approaches for a visual representation of business mod-
els do not represent web-based collective intelligence business models in its entirety. 
Next to a description of web-based collective intelligence, this paper presents an ap-
proach for the visual representation of web-based collective intelligence business mod-
els by combining the approach of Wirtz [30] and the framework of Malone et al. [13]. 
By integrating these two approaches special features of web-based collective intelli-
gence are represented. 

As a result, diverse target groups can systematically visualize web-based collective 
intelligence business models e.g. to analyze them or to develop new business models.  

The analysis and development of web-based collective intelligence business mod-
els is still in its beginnings. The current situation suggests that this kind of business 
model will gain further relevance in the future. The presented approach is a first at-
tempt to represent these business models in a visual way. A next step in this research 
process will be a validation of this attempt to show potential benefits or disadvan-
tages. An approach for the visual representation of a business model gives no answers 
to questions like: Do web-based collective intelligence business models form new 
types of business models or do the different forms of web-based collective intelli-
gence make a difference concerning business models? But these are still relevant and 
unanswered questions. 

Need for future research in web-based collective intelligence so exists in many ar-
eas. Next to the exploration of the mechanism and principles of web-based collective 
intelligence business models, it is important to show how web-based collective intel-
ligence can be integrated more systematically into value creation. 
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Abstract. Both, Open Innovation and Web 2.0, are concepts used in

commerce in order to support the collaboration of different people and

the emergence of new ideas. The approaches can be adapted to science,

thus offering new opportunities for research and education. If necessary

requirements are satisfied, Open Science 2.0 facilitates e.g. the public

development of scientific papers and the conduct of public seminars,

both harnessing collective intelligence. This way, it is not only possible

to improve the individual outcomes, but also to encourage the exchange

between theory and practice.

1 Introduction

Solving problems can be highly inspiring and motivating, and even complicated
puzzles can be solved on your own given enough time and ambition. As com-
plexity rises, it becomes more and more difficult, though, and the modern world
seems to be full of intricate issues. Finally, you cannot do it all on your own and
you depend on additional resources. The traditional approach would be to get
in contact with a sage expert to help you. However, several critics emphasize
that one person can never possess enough knowledge in order to judge complex
situations expediently, and that it may be more appropriate to use the collective
wisdom of crowds [11,34].

Taking a closer look at science reveals a similar situation: problems have be-
come more complex and often require a joint effort in order to find a solution.
Bozeman and Corley found that some of the most frequent reasons for collab-
orative research are access to expertise or unavailable equipment, aggregation
of knowledge as well as productivity, or simply the pleasure of working with
others [3]. In fact, within the last decades, collaboration in science has become
more common in various disciplines and has been explored empirically. Hunter
and Leahey examined trends in collaboration over a 70 year period, using a ran-
dom sample of articles that were published in two top sociology journals [15].
They discovered that between 1935 and 1940 only 11% of the observed articles
were coauthored, whereas between 2000 and 2005 this was true for almost 50%.
This increase in collaborative research is consistent with previous findings from
sociology [19], economics [18], political science [8], physics [4] and behavioral
ecology [25]. Within the latter field, using Hirsch’s h-index for quantifying sci-
entific research output, Pike examined connections between collaboration and
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impact [25,13]. Results show that authors with a high scientific impact are those
who tend to collaborate widely with others, those who form strong bonds with
collaborators, and those who are less likely to be part of a clique.

Besides the benefits for research, Bozeman and Corley also point out that col-
laborative efforts offer chances for enhancing education and training of students,
e.g. lecturers can improve their courses continually by accessing the experience
within personal networks, and students can team up for joint learning [3].

The objective of this article is to outline how science could benefit similarly
from being open and how research and education can utilize Web 2.0 tools for col-
laboratively constructed knowledge. Consequently, the approach is called Open
Science 2.0. Section 2 briefly depicts the theoretical foundation of Open Science,
Open Innovation and Web 2.0. Section 3 specifies opportunities and applications
for research and education and discusses prerequisites and possible problems.
Section 4 provides examples how Web 2.0 tools can be used for joint knowledge
construction, and finally, Sect. 5 summarizes the paper’s findings and shows
some future prospects.

2 Theoretical Foundation

Open Science 2.0 is not to be misunderstood as a whole new concept, but rather,
constitutes a combination and concurrence of Open Science, Open Innovation
and Web 2.0. The following three subsections will elaborate the definition of
Open Science 2.0 step by step.

2.1 Open Science

In the 19th century, popularization of science was seen as a means by which
to provide national education and to overcome outmoded beliefs by rationality.
Since then, popularization was put more and more on a level with vulgarization
and scientists tended to see their audience in their own kind only but not in
the general public; thus a gap developed between universities and society. The
vast growth of available information and the ongoing specialization amplified
this process [7]. As a consequence, the metaphor of ’research in an ivory tower’
arose, proposing isolation from the common people. In addition, the principle
of ’publish or perish’ pushes scientists to keep their ideas secret until they are
published; secrecy and taciturnity have become the primary directives.

Adopting this behaviour wastes much potential for innovation, especially in a
society that depends on creation, sharing and usage of knowledge. Hence, new
and more intensive structures of communication have to be created to support
a wide-ranging transfer of ideas between science and public: science should be
opened. This does not only mean sharing prefabricated knowledge with others
but also developing a mutual comprehension of problems and to work jointly on
subjects relevant to theory and practice [7].
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So, on the one hand, Open Science intends to intensify the transfer of knowl-
edge e.g. via public lectures or courses, scientific broadcasts on TV or activities
in museums or science centres. It also strongly encourages Open Educational
Resources which are understood to comprise content for teaching and learning,
software-based tools and services, and licenses that allow for open development
and re-use of content, tools and services [9]. But although Open Science sup-
ports the concept of Open Access – publishing scientific literature publicly on
the internet, free of charge and free of most copyright and licensing restrictions
[30] – it does not necessarily comprise it. On the other hand, open scientists give
insights to their whole research progress, ranging from idea collection to publi-
cation of finished articles. They inform about their scientific activity and reflect
their problems openly, inviting others to be part of the problem-solving process.
Thus, Open Science explicitly advocates participation of other professionals, stu-
dents and amateurs, leading to an intertwined construction of knowledge. One
may argue that the general public lacks the ability to make a valuable scientific
contribution but this point of view ignores the fact that science often explores
real-life problems. Thus, scholars can at least benefit from discussing their ideas
openly, as they not only ensure relevance in practice, but possibly also see prob-
lems from a different perspective. Furthermore, there are even some fields of
research that depend on the efforts of amateurs, e.g. astronomy [2].

2.2 Open Innovation

In recent years, the concept of Open Innovation has become known to compa-
nies as a new paradigm for developing products and services more efficiently.
Instead of relying solely on their own internal research, some firms foster inten-
sive exchange with external sources. The integration of customers or users into
the entire development process, in particular, can be significant for the creation
of value [27].

Substantially, there are three possible core processes [6]:

Outside-In Process. Valuable ideas cannot only stem from inside the com-
pany but also from outside as well. It is intended, therefore, to integrate the
distributed knowledge of customers, suppliers, other firms or research insti-
tutes throughout the whole process of innovation [5]. In 2007, Cisco Systems
used an external innovation competition to find a new business. In the end,
more than 2,500 people from 104 countries submitted about 1,200 distinct
proposals, leading to the idea for a sensor-enabled smart-electricity grid [20].

Inside-Out Process. Companies use external paths to market by launching
spin-offs or start-ups in business areas that do not yet belong to corporate
strategy. Furthermore, they can license some of their technology actively to
others. Finally, companies can profit by letting spillovers happen on purpose
(so-called free revealing), thereby giving up on appropriating future rents
from this knowledge through patents or secrecy, which may bring numerous
advantages to a corporation [1].
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Coupled Process. Merging the Outside-In perspective with the Inside-Out
perspective leads to the Coupled-Process. It ranges from jointly finding ideas
to commercializing new products and is characterized by give-and-take. IBM,
for example, used the Open Source approach for their programming environ-
ment called Eclipse. Several companies and individuals collaborated on the
complex basic platform, thus saving time to market and increasing the rate of
standards adoption. Still, they competed on individual products or services
that can be offered in addition [23].

Comparing Open Innovation to Open Science reveals that they build on the
same fundamental idea: making the boundaries between you and your environ-
ment more permeable can lead to a better outcome, since solutions that no-
body could possibly predict might emerge. Although both concepts are applied
to different domains, they show various analogies (e.g. solving complex prob-
lems, intense urgency for innovation, etc.), and therefore, are assumed to follow
very similar principles. Hence, findings about Open Innovation will be carefully
adopted for Open Science and vice versa while still taking account of possible
differences.

2.3 Web 2.0

The term Web 2.0 is not defined consistently but it is commonly associated
with web-based applications enabling the socialization of content. Those tools
facilitate communication and the collaborative creation and usage of information
spread on the Internet, harnessing openness and collective intelligence. They are
easy to use and thus remove the distinction between producer and consumer –
in Web 2.0, by using a standard web browser, virtually everyone can participate
in the construction of knowledge [24,33]. Typical generic classes of applications
are blogs, wikis, online community websites and media-sharing platforms but
often functions and characteristics are blended, making it difficult to distinguish
between them.

Using Web 2.0 for implementing Open Science and Open Innovation seems
to be a natural approach, as they share the same properties such as openness
and participation of a wide range of people. In conclusion, the term Open Sci-
ence 2.0 does not mean a new version of Open Science but the application of
Web 2.0 services and principles of Open Innovation to the domain of research
and education.

3 Application and Prerequisites

In research and education alike, Open Science 2.0 can be used throughout the en-
tire process of problem-solving, which focuses ideas. It can be separated roughly
into three main phases with specific tasks [32]: Phase number one comprises the
generation of ideas that describe your problems, finding new ideas and proposing
your own ideas to others. The next phase covers the exploration and evaluation
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of ideas. The aim is to meld them into a plan that can probably solve the prob-
lem. The final phase is concerned with the implementation of particular ideas,
their transmission to the recipient and eventually the examination of acceptance
and feedback.

There is a large variety of ways how Web 2.0 applications can be used during
these phases to utilize collective intelligence: reflections about one’s own work,
reviews about conferences visited or new ideas can be presented in blogs and
discussed publicly in the commentary section. Thus, it is possible to gather sup-
plementary input from different people, reducing the risk of ignoring important
facts. Collaborative elaboration can take place in wikis, which offer a flexible
and easy-to-use working environment. Members of social networks can be asked
to undertake peer reviewing in order to assure quality and to provide important
feedback for further improvement. The circle is complete when commenting on
articles starts, e.g. in blogs.

For utilizing collective intelligence in research and education, certain require-
ments have to be satisfied. In general, these have been investigated by Tapscott
and Williams [31] and Surowiecki [34] and can be combined for Open Science 2.0:

Being Open. Openness is the fundamental requirement in order to benefit from
using Web 2.0 applications in research and education. Certainly, some cir-
cumstances can be obstructive such as legal or monetary issues. In science,
the motto ’publish or perish’ has led to a self-serving system in which people
are reluctant to share their thoughts publicly before they have been pub-
licized – someone might steal their ’intellectual property’, come up with a
paper first and harvest all the fame and glory. On the one hand, this point
of view neglects the fact that only few things that can be read in scientific
literature actually originate from the author, as they have only been possible
by building upon the work of others [17]. On the other hand, if you openly
spread your ideas on the Internet, you can prove easily that you were the
first one who had the idea. In consequence, the ’pirate’ would not only have
to fear legal measures but also punishment by the scientific community.

Some individuals might also be afraid of publicly admitting or making
mistakes and hence losing prestige in their community. This applies to stu-
dents participating actively in lectures or projects, to teachers having partic-
ular problems in class and to researchers as well. This fear can be hearkened
back to the idea that making mistakes is always bad, although they could
also be understood as chances to learn. Open Science in general, therefore,
requires an attitude towards life that admits that one may be wrong, others
may be right and that one perhaps could approximate the truth jointly, as
Popper described his philosophy of critical rationalism [26].

One more reason for openness being a fundamental requirement can be
derived from the properties of a community that is based on mutuality. If
you want others to share their ideas with you and offer help, you have to
act alike. Taking an exclusively Outside-In Perspective, e.g. browsing blogs
or borrowing the homework from others, may result in some additional input,
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but will not allow the full potential to unfold. It is crucial to contribute
something to social networks if you want to benefit from them.

Finally, being open also means being open-minded. Bringing many stake-
holders together can result in the emergence of conflicting ideas. They should
be discussed without prejudice and without a precise goal in mind beforehand.
Giving up some control and abandoning a devised plan can be more benefi-
cial than sticking to it. This means a higher level of uncertainty but something
completely new and unexpected can emerge.

Endorsing Diversity. A wide range of different perspectives can help to find
better solutions to a problem, and so by making research and education
public, you can gain access to many thoughts, ideas and opinions that you
would miss otherwise. The more people that offer support, the better the
outcome may become, so it is important to maintain a large network and
activate it in due time. Web 2.0 applications seem to be particularly suitable
for this intention because they even allow people with little technical skills
to contribute their opinions. Those would possibly be missing otherwise. To
ensure diversity, it is also necessary for people to specialize and to draw
on local knowledge. This means that they have to act in a decentralized
way so as to prevent the emergence of groupthink [10]: if you always discuss
problems with the same fellow students, it is likely that you will not consider
all possible alternatives to a solution, as the desire for unanimity exceeds the
desire for quality decisions.

Another aspect related to the independence of opinions is hierarchy.
Within the present system of research and education, there is a vast gap
between professors, scientific assistants and students. Knowledge that is pre-
sented from a ’higher authority’ is seldom questioned or contributed to, even
though Humboldt demanded an exchange of ideas between lecturers and lis-
teners 200 years ago [14]. To support innovative ideas, it is crucial to create
a non-hierarchical environment and it can be necessary to restrain one’s own
personal ambitions. For example, lecturers should not think of themselves
as superior to the students but as a primus inter pares, as part of a net-
work. This way they can establish an atmosphere where ideas can emerge
unhindered because the supposedly inferiors do not remain silent.

Merging Opinions. Finally, all the ideas have to be aggregated and individ-
ual thoughts have to be melded into a collective decision. This process is
particularly difficult and adequate methods for this process yet have to be
found. Nonetheless, Web 2.0 applications offer several platforms for letting
many people cooperate.

In addition to these requirements for harnessing collective intelligence, accord-
ing to Martin [21], persons solving problems in groups have to possess a sensitiv-
ity for networks. They have to be able to grasp the interdependencies occurring
cognitively and emotionally. Web 2.0 applications, such as online community
platforms for social networking, can support this sensitivity by unearthing the
structure of links between persons and groups.
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Most of the requirements described above can be satisfied by acting upon the
neuron metaphor [22], which interprets humans as neurons of a brain obeying
certain rules. They do not hold back their knowledge but ’fire’ new impulses
as soon as a certain action potential has been exceeded. That does not imply
spreading any thought crossing one’s mind, but rather, conceptualizing a proper
statement and then feeding it to the non-hierarchical neural network without
being afraid of embarrassing oneself. In addition, humans seen as neurons should
react quickly and should also try continuously to connect to other neurons. This
can be achieved by providing much information about oneself and offering mo-
tivating projects, thus giving others chances to find common ground for cooper-
ation. Finally, neurons accept uncertainty and bear it.

4 Examples

Subsequently, I will present two examples illustrating how Web 2.0 applications
are already used in research and education. The first example reflects my per-
sonal experience of writing scientific papers according to the methods mentioned
above, and can be connected with action research [12]. The second example de-
scribes the experiences of Spannagel and Schimpf [29] and Wiley [35] with public
seminars or open teaching, giving students the opportunity to learn in a context-
sensitive environment.

4.1 Writing Scientific Papers

Scientific literature is a well-established medium for spreading information and
can be considered a resource for learning. However, opening the entire process
of scientific construction of knowledge can be even more valuable – being able
to participate is not only more motivating for others, but also enables them to
learn firsthand, instead of just reading finished compositions.

In order to gather ideas for new projects, I read several scientific and non-
scientific blogs and discussed the articles with the authors. I also read the latest
papers to keep up with progress, but I observed that discussions on the Internet
are by far more up to date and offer a broader perspective. In presenting my
premature ideas, I use a public wiki at Wikiversity, which serves as my lab
notebook1;it also contains the first idea collection to this very paper. Usually,
I begin with a brief description of the initial point and then I sketch out the
contemplated course of the study, followed by a short list of sources that might
be useful. The bottom of the page contains a discussion area where anyone can
comment or add suggestions.

Of course, in most cases, it does not suffice to make your ideas public; you have
to encourage people actively to team up with you. Firstly, I advertise my sketches
in several social networks of which I am a member. Secondly, I feed information

1 My public lab notebook can be found at

http://de.wikiversity.org/wiki/Benutzer:O.tacke.
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into Twitter2 [28], requesting comments. If the worst comes to the worst, there is
no reply at all; in comparison to the ordinary process of writing scientific papers,
this situation is neither better nor worse. However, at best, those who read my
message forward it to others, thereby spreading my information even further.
Usually that is already enough to stir up enough interest to gain some valuable
input.

In this particular case, in the early phase of idea generation I received three
hints from two persons, both professors of pedagogy. In the wiki, they recom-
mended several resources related to the subject, some of which I actually used
in the end. Besides the page connected with this very article, there is also a sec-
tion where I openly collect ideas for projects or papers. One of them deals with
publishing students’ papers and received feedback from three different people,
among them one of the professors mentioned above, one student of business in-
formation systems and one scientific assistant which I did not know before. They
made four suggestions which I will have to further evaluate when I eventually
tackle the project. There are also some pages with ideas that have not received
feedback so far, but I have not asked for either.

While progressing, I ’tweet’ brief status reports, findings or difficulties. This
way, on the one hand, others can learn about results before the paper is finished
and published. On the other hand, I can receive further input or assistance in
return continually. For example, when I publicly stated that writing papers in
English was hard for a non-native-speaker, I received an offer for help3 within a
few minutes. Apparently, this approach mimics the Coupled Process from Open
Innovation in commerce.

After preliminarily finishing this article, I posted it to a special social network-
ing platform4, which fosters the open exchange and feedback between people
interested in science - not necessarily scientists. I also announced the availabil-
ity via Twitter, asking for an open peer review. This way, I intended to assure
quality once more before submitting the paper, and in fact I received valuable
comments from two people, among them one student and one researcher in the
field of media education. The suggestions from the latter were particularly useful
as they pointed out weaknesses which I would not have noticed otherwise.5

This approach could also be applied to term papers or theses. In fact, few days
ago, a student of mine announced that he was going to use a wiki to elaborate
a term paper completely in public. One might argue that it will not be clear
whether he really wrote it himself but that is quite normal and ignores possible
advantages: firstly, my student can benefit from the same effects that I described
above. Furthermore, I cannot only examine the final result of his efforts but I

2 Twitter is a popular microblogging service facilitating a swift spreading of informa-

tion, sending messages means ’to tweet’, see http://twitter.com.
3 See http://twitter.com/otacke/status/6017200536 and

http://twitter.com/mons7/status/6017385208
4 See http://wissenschaftler20.mixxt.de
5 Additionally, I would be glad to receive public feedback from as many readers or

participants of the conference as possible in order to learn.
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can also monitor the development progress, giving me more information about
problems about which I should possibly take care: I can learn about particular
difficulties in which students engage. Last but not least, the ’scientific literacy’
of the public can be fostered this way.

4.2 Public Courses

Independently, Spannagel6 and Wiley7 opened some of their academic courses
that had been held traditionally so far. Students were encouraged to post their
homework on their personal, publicly accessible blogs and to discuss their ideas
in a wiki open to the public. Both lecturers then invited others to join via
blogs, Twitter and personal invitations. As a result, several people joined in and
debated with the students.

In the particular case of Spannagel, his seminar’s subject was a special method
of teaching (LdL)8 which was intended to be adopted for didactics of computer
science. The students had to find out the theoretical foundations of the method
for themselves and discussed their findings in an open wiki. Spannagel reported
about the seminar in his blog and and via twitter and did not foresee what would
happen: external individuals joined the discussions about LdL, among them
even its inventor, Jean-Pol Martin. This experience was highly motivating for
the students and they suddenly discussed issues with Martin’s pupils in nineth
grade. Additionally, a trainee teacher learned about the special method from
the students’ wiki and tried it in one of his courses. Finally, he and Spannagel’s
students worked together: while he reported about his experience from practice,
they developed teaching modules he could use. The results are still available9

and can be used freely.
The added richness of broader perspectives from the outside led to higher

motivation for the students and the informal participants of the course could
hugely benefit as well. All this innovation could not have happened in that way
if the teaching had not been opened to public discussion via Web 2.0 applications,
allowing for the use of diverse knowledge from outside.

The approaches of Spannagel and Wiley reflect ideas of Personal Learning
Environments (PLEs) that are a quite new approach to using technologies for
learning. Whereas dominant Learning Management Systems, such as Moodle or
Sakai, focus on the provision of prefabricated information and tools within a
course context, PLEs are concerned with enabling a wide range of individual
contexts to be adapted to the users’ needs. Furthermore, they soften the dis-
tinction between the capabilities of learners and teachers by allowing any user
to both consume and publish content – just as Spannagel’s students did in their
wiki. Additionally, PLEs are concerned with sharing resources, not protecting
6 Christian Spannagel is a professor of mathematics, computer science and teacher

training at the University of Education in Heidelberg.
7 David Wiley is an associate professor of instructional psychology and technology at

Brigham Young University.
8 LdL is the abbreviation of ’Lernen durch Lehren’ (learning by teaching).
9 See http://de.wikiversity.org/wiki/Kurs:Fachdidaktik Informatik
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them [36,16]. These characteristics resemble to the attributes of Web 2.0 services
described in section 2.3.

5 Conclusion

In this paper, possible benefits of applying Open Innovation and Web 2.0 to
research and education were outlined. Open Science 2.0 embraces collaborative
construction of knowledge and can lead to more diverse input for solving prob-
lems and also to more motivation for the participants. However, in order to yield
the best results, several requirements have to be satisfied. The stakeholders need
to be open-minded, willing and able to share their ideas unreservedly without
fear of embarrassment or ’intellectual theft’. In addition, diversity has to be
endorsed, and so, a wide range of different perspectives has to be appreciated,
regardless of the hierarchical position of the contributors. Furthermore, there
have to be adequate mechanisms for aggregating the different ideas and merging
them into a solution.

Web 2.0 applications facilitate communication and the collaborative creation
and usage of information. The Web 2.0 community is just as much based on
openness and mutuality and constitutes an ideal environment for the approach
of Open Science if the participants can develop a sensitivity for networks. Acting
upon the neuron metaphor by Martin is a possible way to gain this competency.

One of the difficulties with Open Science 2.0 is that it contradicts the pre-
vailing notion of research and education in some respects. It is sometimes even
regarded as second-class science. Although the two examples presented in this
paper show that it is already applied occasionally and that it leads to good
results, more convincing research is necessary and critical issues have to be clar-
ified, such as dealing with plagiarism or coping with the dominant ’publish or
perish’ system mentioned in section 3. Another problem could be seen in the
amount of time which has to be spent for networking with others, sharing ideas
etc. in order to benefit from collaboration, but then again, there is no such thing
as free lunch.

As future work, it is planned to integrate open microblogs in educational
events in order to research how knowledge of students and informal participants
from the outside can be combined and complex problems can be solved using
collaborative intelligence.

Acknowledgements

This paper was improved by conversations with several people. Particular thanks
to Jean-Pol Martin, Christian Spannagel and Björn Hobus for many interesting
discussions about research and education in general. I would also like to thank
Mandy Schiefner and Alexander Perl for peer-reviewing and Christine Charcholla
and Monika König for proof-reading the paper.



Open Science 2.0: How Research and Education Can Benefit 47

References

1. Alexy, O.: Free Revealing: How Firms Can Profit From Being Open. Gabler, Wies-

baden (2009)

2. Anderson, C.: The Long Tail: Why the Future of Business is Selling Less of More.

Hyperion, New York (2008)

3. Bozeman, B., Corley, E.: Scientists’ collaboration strategies: implications for sci-

entific and technical human capital. Reserarch Policy 33(4), 599–616 (2004)
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Abstract. Social networks play an increasingly important role in knowledge 
management, information retrieval, and collaboration. In order to leverage the 
full potential of social networks, social networks need to be supported through 
technical systems. Within this paper, we introduce such a technical system. It is 
called AcaSoNet. It is a system for identifying and managing social networks of 
researchers. In particular, AcaSoNet employs a combination of techniques to 
extract co-author relationships between researchers and to detect groups of per-
sons with similar interest. Past systems have used either search engines to ex-
tract information about social networks from the Web (Web mining) or have 
required people’s effort to enter their relationships to others into the system (as 
being done by most social network services). AcaSoNet, instead, uses a combi-
nation of these two types, thereby achieving data reliability and scalability. It 
extracts and collects data of researchers from the Web but allows researchers to 
modify the data. In the current version, our system can identify the social net-
work based on publication lists and evaluate the publication activities of users 
within an academic community.  

Keywords: Social network systems, academic community, co-author relation-
ship, publication analysis, productivity analysis, knowledge sharing, knowledge 
transfer, Web mining, performance analysis, and social network analysis. 

1   Introduction 

The first social networking Website, Classmates, appeared in 1995. But only in 2003, 
the Web has become a space for the majority of users to socialize. That year has seen 
the rapid emergence of a new breed of Web sites, collectively referred to as Social 
Networking Systems (SNS) [14]. Friendster was the pioneer, while Facebook, Orkut, 
Yahoo, Google and Microsoft started similar services. They brought structure into the 
process of personal information sharing and online socialization. However, all these 
systems are not used in professional environments. It is not possible to use these  
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systems for collaboration activities, which require the sharing of information in a 
more sophisticated manner.  

Currently, there is no social-network-based system that provides services for the 
academic community. The social network used for such a system could be based on 
the collaboration activities (e.g., co-authorship) of researchers. The services could 
comprise the search for researchers, the recommendations of scholarly articles (based 
on the authority of the information creator), the automatic building of research com-
munities, the posting of papers to a group of researchers, and the productivity assess-
ment of a researcher and academic community. In particular, many of these services 
would require the analysis of the social network of co-authorships. In literature, only a 
few prototypal systems for finding researchers with similar interest have been devel-
oped so far [4] [11] [13] [14] [15].  

To make the first step towards a sophisticated social-network-based system for re-
searchers and academic communities, we develop AcaSoNet. AcaSoNet provides 
basic services that enable researchers to analyze their research performance with re-
spect to the number of publications and the collaboration activities.  

The challenge that social network systems for academic communities face is the 
lack of data about scholars, which can be accessed easily. Therefore, the develop-
ment of the social network system also requires the introduction of a method for col-
lecting data about scholars. Our method is a combination of Web mining techniques 
for extracting scholarly articles from the Web and manual verification of the mined 
data by the scholar. The system allows the scholar (user) to modify, delete, and up-
date any data mined. This method guarantees that we only work with user-verified 
data. Based on this data, AcaSoNet identifies the relationships of researchers within 
the academic community and evaluates the researcher’s performance with respect to 
the number of publications and the number of co-authorships. In particular, 
AcaSoNet generates a performance report about the researcher’s publication and 
collaboration activities. 

The remainder of this paper is organized as follows: Section 2 gives a brief intro-
duction of social networks and social network analysis. Section 3 discusses existing 
social network systems in science, their advantages, and their shortcomings. 
AcaSoNet is introduced in Section 4. This section includes a description of the chal-
lenges, design decisions, and the user interface. Section 5 concludes the paper with a 
brief evaluation. 

2   Social Network Analysis and Its Application in Research 

Social networks operate on many levels, from families up to the level of nations, and 
play a critical role in determining the way problems are solved, organizations are run, 
and the degree to which individuals succeed in achieving their goals. The benefits of 
the analysis of those social networks are that it can help people to share professional 
knowledge in a simple way and to evaluate the performance of individuals, groups,  
or the entire network. For example, with respect to the performance evaluation, the  
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social network of a researcher can be considered an indication of his collaboration 
activity within a research community [1] [2].  

For the analysis, each social network is represented as a graph, which is constructed 
of nodes and links. Nodes, which denote individuals, organizations, or information, are 
linked, if one or more specific types of relationships (e.g. financial exchange, friends, 
trade, and Web links) exist between them. For example, if nodes represent people, a 
link between two nodes means that two people know each other in some way.  

To understand social networks and the impact of certain nodes within the network, 
the location of nodes (actors) in the network can be evaluated. A social network can 
be investigated in order to detect collision of interest [4], calculate a person’s trust-
worthiness [7] [8], and to predict referrals between people. For example, if a user ex-
plicitly declares friendship to some people, the user will most probably introduce 
those friends to each other [13]. Furthermore, by determining the node in the center of 
a social network, social networks can be used to identify experts and authorities on a 
specific topic [13] [14] [17]. 

In general, social network analysis (SNA) comprises the measuring of relationships 
and flows between nodes of a social network. It provides both a visual and a mathe-
matical analysis of human-influenced relationships. Therefore, a social environment 
can be expressed as a pattern in relationships among interacting actors [19]. 

In traditional scientometrics literature, social networks in science are investigated 
by collecting data manually through interviews or questionnaires. Sometimes, the data 
of those social networks is also obtained through the analysis of co-authored papers 
and co-citations in scientific publications [5] [10]. A few scientific works have also 
been performed using data obtained from the Web. The results suggest that real-world 
networks of academic research communities are closely reflected on the Web [9]. 

3   Social Network Systems in Science 

Beside the approaches for analyzing social networks of researchers, a few social net-
work systems (SNS) have also been developed. These systems not only collect and 
analyze data but also require active participation of researchers. A few of those sys-
tems even provide some basic, Web-based support for collaboration activities. Table 1 
gives an overview about those systems [4] [11] [13] [14] [15]. The shortcomings and 
challenges of those systems face are: 

Restricted Use of Collected Social Network Information. A lot of information col-
lected within a SNS is controlled by SNS owners. For example, although FOAF pro-
files can be created by users, they can only be posted on the SNS Web site, on which 
it has been created, and linked to other users of the same SNS. Sharing of profiles 
across domain boundaries is not allowed in many cases. Sometimes, the export of 
FOAF profiles in machine readable format is not possible, even though one of the 
purposes of SNS is information sharing [6] [16]. 
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Table 1. Existing social network systems for the academic community 

Project (Reference) Focus of the Project Methodology Applied for Data Collection 
Referral Web 
(Kautz et al. 1997  
[11]) 

Collects information about  
the social network of  
researchers. 

After giving the names of researchers as  
input, names of other researchers are  
extracted from the Web by searching for 
the co-occurrence of researcher names on 
Web pages, using queries against existing 
search engines. 
 

(Miki et al. 2005  
[15]) 

Measures the value of  
researchers and their  
works in the community. 
 

The SNS conducts a bibliographical citation 
analysis of data found on the Web. 

Flink 
(Mika 2005 [14]) 

Extracts, aggregates, and  
visualizes online social  
networks of communities  
of researchers. 
 

This SNS employs a co-occurrence analysis  
of researchers by using queries against  
existing search engines. Information  
sources are Web pages, emails, publication  
archives, and FOAF profiles. 
 

(Aleman-Meza  
et al. 2006 [4]) 

Detects conflicts of  
interests among potential  
reviewers and authors of  
scientific papers. 
 

It integrates actors and relationships from  
two different social network databases,  
namely from a FOAF social network and  
the co-authorship network of the DBLP  
bibliography. 

POLYPHONET 
(Matsuo et al. 2006  
[13]) 

Web-based system for  
identifying researchers  
with similar interest at a  
conference. 

It uses search engines, especially Google,  
to find information about co-occurrences  
of researchers. 

Difficulty in Finding Up-to-Date Social Network Information. In order to find 
social network information on the Web, most of the above-mentioned SNS use Web 
mining techniques. However, the likelihood of finding valuable information is very 
low due to the sheer size of the Web. Since many Web sites are created every day, it 
becomes difficult for crawlers to find up-to-date information.  

Large Number of Queries Against Search Engines. Using search engines for de-
tecting the relationships between users requires a huge amount of queries. In the 
above-mentioned SNS, the detection of relationships of 500 people would require 
more than 124000 queries [13]. This clearly shows that the method is not scalable. 

4   Concept of AcaSoNet 

AcaSoNet is a Web-based, social network system for the academic community. It 
extracts social network information about researchers from the Web and provides 
services that leverage the social network information. Currently, AcaSoNet facilitates 
the execution of performance measures, the management of citations, and the man-
agement of publication lists. In the long run, it is planned to extend AcaSoNet by col-
laboration services. In particular, it is planned to support search for researchers and 
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scholarly articles, as well as the dissemination of research-related information within 
a social network of a researcher. 

4.1   Design Principles 

For obtaining social network information, two different approaches are used by exist-
ing social network systems: First, users of a SNS state their relations to others by fill-
ing out questionnaires or FOAF profiles, linking them to other members of the SNS. 
Second, social network systems automatically detect relationships through mining of 
databases. They can mine various sources of information such as e-mail archives, 
schedules, and the Web [3] [15] [18]. They also analyze keyword co-occurrences 
within these databases [11] [13] [14]. 

Since both types of existing data collection methods have their limitations (as ex-
plained in the previous section), we propose a method, which is a combination of 
these two types. In a first step, users provide their exact names and, then, the system 
queries search engines to find the user’s publications on the Web. In a subsequent 
step, the user can modify and validate the obtained data to make sure that the data 
stored in the system is correct. Finally, AcaSoNet builds the social network of the 
user and integrates it into the existing social network of all researchers.  

This method produces a precise data set and avoids inconsistent data (i.e. no ambi-
guity of data). Consequently, the data about users is reliable, while keeping the over-
head for the user low. Our approach also reduces the number of queries to a search 
engine significantly, since it only requires queries for finding information about a 
person but does not require search engine queries for extracting relationships between 
users. For example, for extracting co-author relationships, our system does not query 
search engines. Instead, it asks users to validate the co-author relationships found on 
the user’s publication list. For example, in order to identify co-authors of user A, the 
list of papers of user A is analyzed. If a co-author B has been found, the system 
searches for user B within AcaSoNet. If it finds a match, the system will check 
whether a paper of this co-author has the same title. If the check is positive, B has 
been identified as the correct co-author of A, and a link between researchers A and B 
is set. If user B has no account with AcaSoNet, a new account is created. Because of 
this method, our approach is scalable with the number of users registered with 
AcaSoNet. In addition to this automatic matching support, each user has the chance to 
check and modify those links anytime.  

Another design principle is that researchers have full control about their social 
network information. All social network information and the user profile are machine 
readable and can be exported to other systems anytime. It allows users to use the in-
formation for other purposes then the one mentioned here. This means that the effort 
of researchers put into building up their profile is not wasted, reducing the cost for 
signing up with AcaSoNet. 

4.2   Architecture 

The design of the AcaSoNet architecture follows a service-oriented architecture 
(SOA), using Web services. Since Web services comprise a concept for achieving 
machine-to-machine interaction over a network and can be executed on remote sys-
tems, it allows AcaSoNet to use external services (e.g., a Web search service, the 
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MyTiesTo service), add easily new services, and to make its own services available 
for external use. Currently, the only services integrated are the Portal, the MyTiesTo 
Service and the Publication Activity Analyzer (Fig. 1). 

 

Fig. 1. The AcaSoNet Web service architecture and the interactions between its components 

The Publication Activity Analyzer, as one service of AcaSoNet, comprises three 
components (Fig. 1): Central Manager, Data Collector, and Relationship Extractor. 
The Central Manager provides the basic interfaces to external services and coordinates 
the workflow of the Publication Activity Analyzer. It interacts with the user via the 
portal (step 1 of Fig. 1). In particular, it handles user requests such as requests for 
viewing co-author information or for performing analyses of the users’ performance 
(step 2). Currently, the Central Manager can calculate different research productivity 
indexes (e.g., h-Index, g-Index, RP-Index [2]), the number of collaborations, the col-
laboration index for researchers (RC-Index) [1], as well as the Co-Author Collabora-
tion Value (which is defined as the total number of collaborations between researchers 
multiplied by the co-author’s productivity index [1]).  

In order to update the user profile, the Data Collector (Fig. 1) takes the user’s full 
name as input (step 3 in Fig. 1) and generates a query (step 4) that is sent to a Search 
Engine service. After obtaining the result from the search engine (step 5), the Data 
Collector parses the results to build the user’s publication list, which is stored in the 
Publication List DB database (step 6). Since users keep control about their data, users 
can modify the publication list via the Central Manager (step 7 in Fig. 1) and the Por-
tal (step 1). Users can also download their profile data anytime. The Relationship  
Extractor takes the publication list in XML format from the database (step 8) and  
extracts the co-author relationships of the user. These relationships are stored using 
the MyTiesTo service (step 9). The Central Manager accesses these relationships (i.e. 
the social network information) for analyzing the user’s performance and presenting it 
to the user (step 10). 

MyTiesTo, another service of AcaSoNet, manages relationships of social networks. 
It provides an open architecture that allows storing any kind of social network infor-
mation. In particular, it stores information about entities of the social network as well 
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as the social relationships between entities. Other services can also use MyTiesTo for 
storing social network information. These social networks can be independent to the 
social network that the Publication Activity Planner entered. In addition to this, other 
research-related services (e.g., collaboration support services, chat applications, file 
exchange services) can make use of the stored social network information for their 
own services.  

4.3   Database Schema 

The type of data needed by the Publication Activity Analyzer can be divided into two 
groups: The first group comprises relationship information (e.g., information about 
group memberships and communities), which is provided by the MyTiesTo service. 
The second group comprises information about publications, which are stored in the 
Publication List DB database. Fig. 2 shows the relationships of the three major tables 
of the database schema: Publications table, Users table, and Publication_User table. 

 

Fig. 2. Database schema of the Publication List DB database 

The Publications table stores the information about publications (e.g., journal arti-
cles) such as the paper title, the names of authors, the name of the conference or jour-
nal, at which the paper had been accepted, and the publication year. The Users table 
stores the information about a researcher using AcaSoNet. This information includes 
the user’s affiliation, contact information, and name. It is mainly used for identifying 
the AcaSoNet user. The Publication_User table stores relationships between entries in 
the two previously mentioned tables. It relates a unique PublicationID of a Publica-
tions table record to a unique UserID of a Users table record. Because of this design, 
information about authors of a paper, papers of an author, or about co-authors can be 
extracted through simple queries. 

4.4   Publication Data Collection Method 

Publication data is extracted from the Web by using Google Scholar, a dedicated 
search engine for scholars. Google Scholar considers a large variety of publication 
types (e.g., proceedings of national and international conferences, journals, books, 
and presentations), which can be found in freely accessible databases. Thus, it finds 
more publications and citations per researcher than other services [12]. 
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In order to query Google Scholar (step 3 in Fig. 3), the Publication Activity Ana-
lyzer (i.e. the Making Query module) generates a default query (step 2), which is de-
fined as “paper author:name-family”. The term paper specifies that only papers (not 
any other type of data like citations or books) should be retrieved. The term name 
represents the author’s given name and the term family represents the author’s sur-
name. Author names and Author family names are retrieved from the Publication List 
DB database (step 1). 

 

Fig. 3. Publication data collection method of the Publication Activity Analyzer 

The search query results are passed to the Parsing Results module (step 4 in 
Fig. 3), which parses them and extracts data (e.g. paper title, author names, publica-
tion year) about each publication found. The information about papers is stored in the 
database. The author names of each publication are sent to the Identifying Authors 
module (step 5) in order to identify co-authors within AcaSoNet. The relationships 
between the publication and each author are formulated by the Making Relation mod-
ule (step 6) and, then, stored using the MyTiesTo service. 

4.5   Further AcaSoNet Services 

Currently, AcaSoNet provides only two services (i.e. the Publication Activity Ana-
lyzer and MyTiesTo). However, it is envisioned to extend AcaSoNet by offering the 
following services: Scholars Search Engine, Group Management, and Co-Researcher 
Finder. The Scholars Search Engine service searches for universities, research insti-
tutes, scholars, and experts in a specific research area. The Group Management ser-
vice allows creating communities of users to which information can easily be distrib-
uted. The Co-Researcher Finder service automatically creates groups of researchers 
based on their research areas. It notifies those groups, if research-relevant data is 
added or a new researcher joins. 

4.6   User Interface 

AcaSoNet allows any user (i.e. even a user, who is not registered with AcaSoNet) to 
access publicly available data. However, if users decide to register, they can, after 
logging into the system with their login name and password, access more information. 
Fig. 4 shows the Web site that users see after logging in. The Web site shows a user’s 
publication list, which can be edited. Furthermore, at the top-left side of the Web site, 
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index values (e.g., h-Index, g-Index) and statistics about the user’s publications are 
presented. At the top-right side, a link to the user profile and a link to the list of all  
co-authors are given. Besides, the user can search for publications to be added to the 
current list of his publications. 

 

 

Fig. 4. Screenshot of the Verified Publication List Web page, which the user sees after logging in 

Fig. 5 depicts the Web page for searching the Web for publications to be included 
in the user’s publication list. The default query, which is shown initially, can be modi-
fied. Any new publication can be added to the list by simply selecting it and pressing 
the “Add Selected to Verified List” button. The user can also mark query results (i.e. 
publications) for indicating that those results should not be shown in the future. This 
is useful in order to avoid seeing publications, which do not belong to the user, every 
time a new query is submitted. It reduces the sorting overhead for the user. For this, 
the user has simply to click on the “Never Show in Future” button. 

 

 

Fig. 5. Screenshot of the New Publication Found Web page 

By clicking on the name of a user, the Web site with the user profile comes up. It 
consists of the contact information, the password, the current affiliation, and the pre-
vious affiliations. This information is editable, if the profile belongs to the logged in 
user. 
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Fig. 6. Screenshot of the User Profile Web page 

By clicking on the affiliation of a user (e.g., Pittsburg in Fig. 6), the research com-
munity of the user comes up. Fig. 7 shows the list of researchers that have the same 
affiliation as the user. The researchers of this research community are either already 
registered with AcaSoNet (light background) or have received an automatically cre-
ated account. Note, AcaSoNet creates an account, if a user has not registered yet but 
is a co-author of a registered user. Unregistered users are shown with a dark gray 
background.  

 

 

Fig. 7. Screenshot of the Users with the Same Affiliation Web page 

Finally, the user can get some summary statistics about his/her collaboration activi-
ties with other researchers, if the user follows the link “List of Co-Authors” shown on 
the screenshot of Fig.4. The corresponding Web site not only presents the summary 
statistics but also the list of co-authors, the total number of publications with each co-
author, and some collaboration index values (Fig. 8). By clicking on the total number 
of publications with a co-author (“No. co-Papers” in Fig. 8), the joined publications 
are listed in detail.  
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Fig. 8. Screenshot of the List of Co-Authors Web page 

In the future, we plan to extend the analysis of the collaboration activities of a user 
and community. For example, we plan to visualize the collaboration network, its 
structure, and the position of the user within. Currently, however, AcaSoNet can only 
provide an initial report about the co-authorship network of a user. As shown in 
Fig. 9, the report gives only an overview about the co-authorship network of a re-
search community in matrix format. 

 

 

Fig. 9. Report about the collaboration (i.e. co-authorship) network of a research community 

In detail, the left hand side of the Fig. 9 shows the number of joint publications be-
tween each pair of authors. The main diagonal depicts the number of single-author 
publications. The last three columns on the right hand side of the figure show the total 
number of papers, which the author published, the total number of different co-
authors of the author, and the number of collaborations of the author, which is defined 
as the sum of joint publications of a user with each co-author. 

5   Conclusions and Future Work 

Within this paper, we presented AcaSoNet, a social network system for researchers 
with the goal of applying social network systems in a professional environment. With 
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the help of this system, scholars gain benefit by being able to analyze their research 
performance with respect to the number of publications and different indexes (e.g.,  
h-Index).  

The system design of AcaSoNet finds a compromise between data reliability and 
scalability by combining Web mining techniques for extracting publication data with 
verification of the obtained publication data through the user. Since the system design 
is based on Web service technology, it can use external services for searching (e.g., 
Google Scholar) and can offer services (e.g., MyTiesTo) for providing social network 
information of authors. Within this paper, we also presented the user interface of 
AcaSoNet. 

In the future, we plan to extend AcaSoNet by services for recommending publica-
tions and for automatic research group clustering based on publication lists of scholars. 
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Abstract. For today’s customers there is a need for integrated products and ser-
vice bundles, e.g. a trip with flights, accommodation, local activities, home care 
during absence etc. To define such bundles, the collective intelligence of cus-
tomers can be used. Thus, more customer-oriented products (bundles) can be 
created and the quality of bundles can be increased through the participation of 
many customers. By letting the collective in the form of customers participate, a 
solution is being created, which is better than any solution defined by a single 
company or any individual of the collective. To achieve this, swarm intelli-
gence, as it can be found with social insects, is being transferred into an innova-
tive digital platform. This platform enables customers to work together as a 
swarm and provides the means for customers to collectively design bundles and 
learn from each other. 

Keywords: collective intelligence, swarm intelligence, innovation, customer 
orientation. 

1   Introduction 

1.1   High Willingness of People to Participate in Online Communities 

A completely new situation in terms of availability and provision of information has 
resulted from the increasing penetration of everyday life with information and com-
munication technology. Today, customers often use a large number of different com-
munication channels for obtaining information before they come to a decision e.g for 
an investment; different blogs, video portals, forums, and manufacturers’ websites are 
taken into consideration. Customers do not only search for pieces of information but 
get in touch with other customers and sales representatives as well. They interact in 
networks, exchange information on their experiences with products and share their 
ideas for improvements or even new products. Such available information is of great 
value to companies. The increase in density of crosslinking of people and companies 
leads to an increase in the complexity of the system in which they interact. In the so-
called Web 2.0, for example, a huge amount of content is available whose quality 
often cannot adequately being assessed. The search for reliable information in such 
highly complex systems is sometimes very difficult. In the 1950s Ashby postulated a 
now widely accepted law of cybernetics [1], [2]), which states that the controlling 
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system of a complex system is at least as complex as the controlled system. Looking 
closer at this law in the context of today's complexity of markets, it soon becomes 
clear that it is difficult for an individual or a company to cope with this state of affairs 
alone. In view of the many information channels available today combined with the 
often unknown quality of information it can be concluded, that companies must de-
velop new methods and tools to provide the information requested by customers. This 
includes new forms of cooperation and assessment of information’s quality. 

1.2   Research Question 

In this paper the use of swarm intelligence is being discussed. In a nutshell swarm 
intelligence describes the behaviour of a self-organized group whose individuals act 
according to simple rules without a central element of coordination. As means of self-
organization interaction and communication between individuals is necessary. The 
thus emerging swarm behaviour is many times more powerful and intelligent than 
isolated actions of any individual would be. Transferred to the objective of this paper, 
swarm behaviour of people (customers) can be fostered through communication and 
cooperation of several people (swarm) and the necessary provision of supporting 
infrastructure (swarm environment). This provided, a swarm of customers should be 
able to describe and create product bundles. The added value for the members of the 
swarm is created by the exchange with other members and the associated access to 
their knowledge, and by letting customers actively participate in the process of de-
signing meaningful new products that are better tailored to their needs. Based on these 
facts the following research question can be derived: 

 
Firstly, can collective intelligence be used to let customers participate in 
the innovation process, particularly in the design of product bundles, 
and secondly, by what means can this be enabled? 
 

The two questions are addressed in this paper as follows. In the second chapter the 
theoretical framework of swarm intelligence is being described. Different definitions 
of a swarm and how they can be distinguished are presented, and the key factors for 
swarm intelligence are compiled. In chapter 3, the applicable theory to solve the first 
research question is discussed and the characteristics of an appropriate digital swarm 
environment in the form of a prototype are shown. In the fourth chapter, initial test 
results are presented and the prototype is being evaluated with regard to how well the 
problem posed by the first research question is being solved. Chapter 5 contains a 
summary of the results and an outlook on further research. 

1.3   Research Approach 

In the field of economics and social sciences only few studies on swarm intelligence 
can be found, as well as is in the area of information system [3], [4], [5]. In the field 
of biology, are, for obvious reasons, several different studies available [6], [7], [8]. 

The transfer of the swarm mechanisms from biology to a group of people and  
the evaluation of the transformation by using a software prototype is assigned to  
the design-science-research approach used in the field of information systems. This 
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allows for obtaining evidence concerning the behaviour of customers and reviewing 
the defined characteristics of a swarm platform. This work is set within the context of 
design-research [9], which purpose is the development of a meaningful artefact, 
which solves an existing problem. The scientific approach of behavioural-science 
which is the "(reactive) analysis of design and the impact of available IT artefacts on 
companies and markets" [10] is not pursued here. 

2   The Concept of Swarm Intelligence 

In biology, a swarm is generally regarded as a decentralized and self-organized group 
of similar animals [11]. A narrower description of the concept of a swarm assumes 
that individuals are homogeneous, i.e. that they are of the same species [12]. Typical 
examples of such animals are ants, bees, termites and other social insects [9]. In this 
paper the narrower swarm concept is being used.  

2.1   Successful Swarms Consist of Many Individuals 

According to Bonabeau and Meyer [3], and Dorigo and Birattari [12] the following 
typical characteristics are assigned to swarms. (1) A swarm consists of many indi-
viduals: except for Kazadi [13] no exact numbers can be found in literature on how 
many individuals are needed to build a swarm. Kazadi mentions that a swarm consists 
of at least two or more individuals; however, against the background that a minimum 
flock size is necessary for the emergence of a sufficiently strong pheromone1 trail in 
search of food, this low limit does not seem to be appropriate. Therefore, a swarm is 
considered to be composed of many individuals; this means considerably more than 
two or three individuals. (2) The individuals of the swarm are homogeneous, which 
means that they are identical (e.g. robot swarms), or all of the same species (animals). 
In nature, individuals feature, however, even if they are of the same species, different 
sets of genes, have different experiences and slightly different behavioural patterns 
and are therefore heterogeneous regarding their behaviour [6],  its own experiences 
and diverse set of genes. (3) Individuals of a swarm are, compared with the abilities of 
the swarm as a whole, of limited intelligence, and posses fewer capabilities. The 
swarm as a whole is many times more powerful than the single individual. Individuals 
in a swarm act according to simple (swarm) rules [3]. These rules create a sometimes 
completely unexpected behaviour; e.g. in a flock of  birds each individual stays within 
a certain distance to its neighbouring bird and flies slightly to the rear of it. By follow-
ing these two simple rules, the familiar V-shape of bird flocks emerges. Similar be-
haviour can also be observed for schools of fish [14]. Systems, which behave in such 
a way, can best characterized as emergent systems. It is not possible to deduce the 
behaviour of the wholes system from the behaviour of the subsystems [15]. The pecu-
liarity of emergence renders swarms particularly interesting for research. 

                                                           
1 Pheromones are chemical messengers secreted by ants during food transport to the nest. Con-

specifics olfactorily perceive these substances and use them as markers on their way to a food 
source. On the way back to the nest, they also lay down pheromone, and reinforce the track. 
At the same time pheromone evaporates over time. Thus a trail less trodden remains a weak 
pheromone track and is less likely to be followed than a strong trail [3], [6], [16]. 
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Bonabeau and Meyer [3] state three main reasons why swarms are as highly suc-
cessful as they are: (1) flexibility, (2) robustness and (3) self-organization. (1) A 
swarm has the flexibility to quickly adapt to a changing environment. Ants are able 
find a new location for their anthill very quickly if the old one is compromised or 
destroyed [6], [7]. (2) Due to the large number of its individuals a swarm is robust. 
The swarm as a whole continues to exist, even if single individuals fail or perish. 
There are numerous other animals, which can take over the work (3). The most im-
portant aspect for success mentioned by Bonabeau and Meyer is self-organization. 
Ants act independently, i.e. without central coordination, and base their decisions only 
on pieces of information locally available. 

2.2   Swarms are Self-organized and Communicate Stigmergically   

Four conditions [11] must be met for a swarm to be self-organized: (1) positive and 
(2) negative feedback, (3) fluctuations in behaviour, and (4) the opportunity for nu-
merous interactions must exist. (1) If ants lay a pheromone trail, they do so to moti-
vate their peers to follow the trail to a source of food and to reinforce the existing 
trail. This amplification mechanism is called positive feedback, as this increases and 
reinforces an existing behaviour (folling a trail) [6]. (2) While positive feedback mul-
tiplies behaviour, it can be limited by negative feedback. A food source can be located 
so unfavourably that it may be subject to exploitation by only a limited number of 
animals [6]. The same applies to a pheromone trail that dissipates by evaporation 
when it is trodden at a low rate or if the exploitation of a food source is stopped be-
cause the source is depleted. A trail which is no longer used and on which no more 
pheromone is lain down completely evaporates within a certain period of time. Com-
municating with each other with pheromones ants change their environment (laying 
down pheromone). This form of indirect communication is known as stigmergy [17] 
where one animal (e.g. an ant) changes its environment and other animals react to it. 
(3) The behaviour of ants on following an existing pheromone trail is up to a certain 
degree of random nature. This allows for new food sources to be discovered. If ants 
would always follow existing pheromone trails or would never ignore an existing 
trail, no new food sources would be discovered in sufficient quantity. Fluctuation in 
the behaviour of animals and the associated randomness are typical characteristics for 
swarms and necessary for self-organization [11]. (4) A swarm is also characterized by 
numerous interactions among its individuals. The exchange of information takes place 
between only two or at the most a few individuals. This requires a large number of 
interactions to help disseminate information and knowledge [11]. 

In this chapter we have shown that swarms consist of many homogenous individuals 
with heterogeneous behaviour. If these individuals act together as a swarm following 
simple (swarm) rules the behaviour of the swarm is much more powerful than the sum 
of the individuals’ behaviour. The most interesting point concerning swarms is their 
ability for self-organisation. This entails positive and negative feedback mechanisms, 
fluctuation in behaviour and numerous interactions. The fascinating phenomenon of 
swarm intelligence can now be applied to the cooperation of customers. How this can 
be achieved will be demonstrated in the next chapter using a concrete example. 
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3   Application of Swarm Intelligence for the Definition of Product 
Bundles 

Nowadays various phenomena can be observed where customers get involved in 
product innovation and/or sharing ideas and knowledge with each other and compa-
nies. This willingness to engage with and assist in the development of products serves 
customers and companies alike. Companies learn more about their customers’ needs 
while customers get products which better suit their needs. The concept of swarm 
intelligence as described in the previous chapter is an innovative way to bring cus-
tomers and companies together. How this can be achieved is explained using the ex-
ample of bundles consisting of integrated products and services. 

3.1   Customers Need Integrated Products and Services  

When analyzing current customer needs, it can be stated that these often no longer 
consist of just one product or service, but of a number of products and services that 
are combined into an overall package [18] and as such expand into larger customer 
processes. The required integration of the individual products into a coordinated bun-
dle of products and/or services is usually done by the customers themselves.  The 
resulting bundle is a combination of products and/or services from different vendors 
[18], [19], and may be, for example, the realisation of a journey. The main focus of 
such bundles, therefore, is on integration of and not on individual products and ser-
vices. Anderson [20] refers to this kind of bundle as a complete offering which con-
sists of products and services and leaves no additional work to be done for the cus-
tomer (to which we refer as “integrated”). According to Goldman et al. [21] an offer-
ing which consists of products and services can be transferred into a solution which 
satisfies the needs of the customer. Such solutions are much more valuable than a 
number of isolated products and service, which must be integrated by the customer 
himself. We therefore define a product bundle as consisting of products and/or ser-
vices that fully satisfy the specific requirements of a customer (process) while there is 
no additional work left to be done for the customer. Friedman and Langlinas empha-
size that the value provided for the customer for such integrated products and services 
is that the value of a bundle is greater than the sum of the parts [19]. Proposals con-
cerning the composition of such bundles should be made by the customers themselves 
(as they know their own needs best), and should be made available to other customers 
who can learn from this knowledge, when creating their own bundles. Ideally, people 
cooperate with each other and can achieve product bundles of a higher quality. Thus, 
they can learn from each other and get integrated products and/or services by which 
the coordination effort is omitted for customers, e.g. done by a service integrator2.  

                                                           
2 In this paper the the main focus lies on the point of view of the service integrator who pro-

vides a single point of contact for customers for creating bundles of products and/or services. 
Products and services are considered as goods which are “ordered” by a customer and inte-
grated by the service integrator. As such both products and services are treated the same with-
out the main distinction of the so-called customer-integrating process [23]. For the sake of 
simplicity “product” is used as a synonym for “product and/or services” in the future course. 
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3.2   Swarm Behaviour Adapted to Create Product Bundles 

There is a multitude of parallels between 'animal' and 'human' swarms. While a swarm 
in nature is constituted by individuals of one species, one in the business world con-
sists of customers e.g. from one company. While ants live in their natural habitat and 
optimize the trails leading to food, customers need a digital environment in form of an 
online application to act as swarm and optimize product bundles. The pieces of in-
formation produced while a customer chooses products and includes them into his 
bundle can be used to show customers how other customers’ bundles look like. A 
product bundle can be represented as a directed graph with a source (start) and a sink 
(end). The sequence of products corresponds to the order of consumption of the prod-
ucts. In this way, each product has at least one predecessor (start or other products) 
and one successor (other products or the end). Between each two nodes a directed 
edge shows the sequence of consumption. Every time a product is chosen as successor 
to another product, the amount of digital pheromone [22] for this particular product 
combination is increased by one unit. Like natural pheromone digital pheromone also 
evaporates over time. The evaporation rate can be calculated with a half-life function. 
Thus for every product and its successors the amount of pheromone can be deduced. 
The higher a concentration of pheromone is, the more frequently this particular prod-
uct combination was chosen.  

 

 

Fig. 1. Directed Graph of Products and Successor Products to “Einzelversand” 

If several of these product combinations are strung together (Fig. 1) a trail similar to 
an ant trail can be detected. While ants choose their next steps literally because of the 
amount of pheromone found at their current location3, a customer “A” can be displayed 
what products were chosen by other customers who included the same product as cus-
tomer “A” just included. Customer “A” can now choose either from these suggestions 
or from a regular catalogue which contains all available products. In Fig. 1 the last 
product chosen was “Einzelversand” (“ship each good as soon as it is available”). The 
products displayed below the graph are the products other customers have chosen as 

                                                           
3 Ants base their decision on which trail to follow solely on locally available pieces of informa-

tion (pheromones).  Compared with customers putting together product bundles, this means, 
that any available information (digitale pheromone) must transparently be displayed for eve-
ryone [24]. 
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successors to “Einzelversand”. Their order from left to right corresponds to the amount 
of pheromone (how often these products were chosen over time). With the use of digi-
tal pheromone and its accumulation and evaporation a mechanism for positive and 
negative feedback is provided. Positive and negative feedback are alongside with fluc-
tuation in behaviour (not always choosing from the suggested successors but also from 
the regular catalogue) and frequent interactions (perceiving pheromone lain down by 
other customers) the necessary prerequisites for self-organization in a swarm. To en-
hance the possibility of fluctuation, every customer can create new products that he 
finds missing in the existing catalogue. These new products can be incorporated by all 
other customers into their bundles. If a customer creates a new product and this par-
ticular new product is subsequently used a number of times by other customers, a new 
and strong pheromone trail for this product combination is created and gives evidence 
to new products needed.  

In this chapter we introduced the concept of integrated product bundles and we 
have shown how such bundles can be created by customers acting as a swarm (work-
ing together) and learning from each other by means of pheromone trails. In the fol-
lowing chapter we show how this swarm mechanism can be supported by an appro-
priate (digital) environment and describe a prototype of such an environment.  

4   Prototype 

To enable customers to act as a swarm an appropriate swarm environment is required. 
The implementation of such an environment in the form of a prototype and initial test 
results with the prototype are being described in this chapter. 

4.1   Prototype 

For the development of the prototype two main priorities have been pursued. On the 
one hand an easy to use and intuitive interface design was built and secondly the un-
derlying logic of swarm intelligence as described above was implemented. The 
graphical user interface (GUI) was constructed by analogy to the Lego Digital De-
signer (LDD) [25]. The LDD was constructed for children in order to digitally assem-
ble Lego toys, to share the designs with other children over the internet4 and to order 
the used Lego bricks online. The GUI is very easy to use and consists of four main 
areas: there is a header with a menu, a toolbox that contains all available Lego bricks, 
a contextual menu for the use of the bricks and the work space where the Lego toy is 
being assembled.  

The GUI5 of the swarm prototype consists of the same four areas (Fig. 2). At the 
very top (1) is the menu (for saving, deleting etc.) for the whole application. Located 
on the left hand side is the product catalogue (2) which is divided into three areas; at 
the top is the whole catalogue, in the middle all products created by customers are  
 

                                                           
4 In this context Lego uses a similar approach for the use of collective intelligence as it is pro-

posed by Gloor and Cooper [5], [24]. Lego does not follow nor apply the strict swarm mecha-
nisms explained in this paper. 

5 For constructing the GUI the laws from Ehrenfels [26] and EN ISO 9241 [27] have been 
followed.  



70 S. Georgi and R. Jung 

displayed and at the bottom only products created by the particular customer are visi-
ble. Located at the bottom of the screen is a contextual menu, which shows informa-
tion and functions for the product selected on the work space (4).  

 

 

Fig. 2. Screenshot of the Swarm Prototype 

Product bundles can be put together in different ways. To add a new product, the 
predecessor of the new product is selected by a mouse click. In the contextual menu 
the costumer is shown which other products have been chosen as successor to the 
selected product. These recommendations are based on the level of pheromone for 
each product combination (consisting of a predecessor and a successor). The product 
with the highest level is displayed on the far left side. Thus presented products can be 
added by clicking on them. Alternatively the customer can also choose from all three 
parts of the product catalogue by clicking on one of those products.  

Regardless of a product’s origin as successor to an already added product, the level 
of pheromone for this particular product combination is increased by one unit. This 
piece of information disseminated to all other customers in the form of recommenda-
tions for product combinations. By doing so, positive and negative6 feedback mecha-
nisms are established. Furthermore, customers interact by using these pieces of infor-
mation and by creating and using new products. Positive and negative feedback, in-
teraction and communication (realised by displaying important information to all 
customers) are the necessary parts of swarm intelligence and its self-organisation. 

A good example of a simple rule which has to be followed by the members of the 
swarm is, that every product in the bundle can have several successors. Thus created 
                                                           
6 Evaporation (~weakening of the trail) of pheromone is continuously calculated by a half-life 

function as described in chapter 3.  
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branches are considered to be logical AND-connections. This means, that if one prod-
uct has two successors, the two successors must be “consumed” simultaneously and 
consumption must be finished before the two branches are conjoined again. 

4.2   Evaluation of the Prototype  

In order to verify the developed prototype two tests have been carried out so far. Both 
tests were conducted in lab-like situations with university students who were given 
the task to define their favoured process for online shopping (e.g. which steps in 
which order they would prefer to go through, choosing preferred payment options, 
shipping options etc.). The tests were carried out with information systems students, 
who were familiar with using digital design tools and online platforms. As such there 
are no unbiased conclusions possible concerning the usability of the user interface. 
The main focus therefore was on whether swarm behaviour occurs or not. Further-
more, the participants had no real life decisions to make. Their participating could 
best be described as noncommittal. To start the tests the students were given a brief 
introduction on how to use the prototype and were then set to work. In order not to 
influence the participants’ behaviour no explanations were given on the subject of 
swarm intelligence. The first test took place over a period of time of thirty minutes 
(with a half-life value of 6 hours) while the second test lasted twelve hours (with the 
same half-life value as for the first test). The first test group consisted of 17 persons, 
the second group of 30 persons.  

To determine whether the desired swarm behavior has occurred through the use of 
the prototype, the following metrics have been developed. Swarm behavior may occur 
by (1) the use of recommended and latest products, (2) the creation of new products 
and the course of their use and (3) the development of unique pheromone traces of 
predecessor-successor product combinations. 

When creating product bundles customers can choose either products from the 
catalog (~ non swarm element) that do not foster swarm behavior  or products from 
recommendation or the latest products (~ swarm elements),  that enhance swarm be-
havior. Using this distinction makes it possible to determine the frequency of the 
choice of swarm and non swarm elements as a percentage value of all product selec-
tions (the amount of selections amounts to 100 percent). As no such experiment has 
yet been conducted, no data is available to what extent swarm elements should be 
used. Based on the resulting experiences from the work with the prototype, the author 
expected, however, a percentage of use of swarm elements in the range of 20 percent.  

Both tests showed an even higher usage of the swarm elements (Table 1) which is 
preliminary considered to be a good result.  

Table 1. Distribution of the Use of Swarm and Non Swarm Elements 

 Test 1 Test 2 

  Clicks Percent Clicks Percent 

Swarm elements 170 36% 112 26% 

Non swarm elements 306 64% 318 74% 

Total 476 100% 430 100% 
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It was possible to discern in both tests strong pheromone trails for certain product 
combinations and to filter out some clear customer preferences for the composition of 
the required product bundle.  
 

 

Fig. 3. Successors of Product "Komplettversand" 

In Fig. 3 the level of pheromone (~pheromone trails) of three successors of the 
product “Komplettversand” (“group all goods together for shipping”) is displayed. 
While the level for product “Avis fuer alle Artikel” (“shipping notice”) remains low 
throughout the test, significantly higher levels of pheromone can be detected for the 
other two products (“standard shipping rate” and “one-day shipping rate”). With the 
help of these pheromone trails it is possible to discern, that a majority of the test per-
sons prefer the standard shipping rate while less would want “one-day shipping”. 
Only very few prefer to receive a shipping notice. In the light of shipping goods, sold 
in an online store, this insight might seem trivial. But the potential for companies 
having their customers define their preferred process of whatever transaction think-
able, in combination with receiving the information what the process preferred by the 
majority of customers looks like is enormous. This is also what distinguishes the 
proposed method from association rules for the evaluation of shopping baskets as 
proposed by Agrawal et al. [28]. Association rules typically explore which goods are 
bought together. But there are no conclusions on the sequence of the order of goods. 
In order to provide ideal customer processes it is indispensable to know the order in 
which customers intend to “consume” the products (the chronological sequence of the 
process). Using pheromone trails this kind of knowledge is made available while at 
the same time the strongest pheromone trail represents the most favoured customer 
process. Properly applied this can help companies (service integrators) to vastly im-
prove their product bundles and increase their focus towards customers’ needs. Over 
all, those first test results presented are very promising but the prototype must be 
refined and further evaluated.  
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5   Outlook 

We raised the question, whether collective intelligence could be deployed to let cus-
tomers participate in the innovation process, particularly in the design of product 
bundles, and in what form this could be achieved. The objective of the paper has been 
achieved, i.e. to demonstrate that collective intelligence can be successfully applied to 
the definition of product bundles. Further research must now be conducted to improve 
the prototype and refine the underlying swarm mechanisms. The comparison of 
pheromone levels increasing over time with the typical product lifecycle might show 
interesting similarities and patterns respectively. The GUI must be improved in order 
to locate recommendations in a more aggressive manner, so they get better noticed 
and thus the amount of usage of swarm elements can be raised. It should also be in-
vestigated, what kind of expectations customers have of a company for voluntarily 
providing their knowledge. Does it already suffice to provide only a suitable and 
innovative platform or do customers expect financial compensation for their work or 
is the attention and recognition for one’s contribution in such a network key?   
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Abstract. Social bookmarking platforms often allow users to see a list of tags 
that have been used previously for the webpage they are currently bookmark-
ing, and from which they can select. In this paper, the authors analyze the influ-
ences of this feature on the tag categorizations resulting from the collaborative 
tagging effort. The main research goal is to show how the interface design of 
social bookmarking systems can influence the quality of the collective output of 
their users. Findings from a joint research project with the largest Russian social 
bookmarking site BobrDobr.ru suggest that if social bookmarking systems al-
low users to view the most popular tags, the overall variation of keywords used 
that are assigned to websites by all users decreases. 

Keywords: Collective Intelligence, Collaborative Tagging, Folksonomies, Shared 
Knowledge, Social-Bookmarking-Systems. 

1   Introduction 

In recent years, social bookmarking services such as BobrDobr.ru, citeulike.org, 
del.icio.us, and mister-wong.de have gained an increasingly large user base [e.g. 1]. 
By using a social bookmarking service, users can bookmark objects on the World 
Wide Web – identified by their Unified Resource Locators (URLs) – and annotate 
each object with metadata, or so-called “tags”. A tag is a keyword that describes the 
annotated object from the user’s point of view. The process of many users assigning 
arbitrary tags to shared objects is often called “collaborative tagging,” and the set of 
tags that results is typically denoted “folksonomy” [2, 3].1  

Considerable research has been devoted to the suitability of folksonomies for con-
tent classification, and particularly to the tradeoff between the users’ bottom-up ap-
proach of assigning free keywords for classification and the quality of top-down-
defined classifications created by experts [e.g. 5]. However, rather less attention has 
                                                           
1 Since the term “folksonomy is said to have been coined by Vander Wal, the authors reference 

some of Vander Wal’s blog entries. However, there are many other (academic) definitions of 
folksonomies and their characteristics [e.g. 4]. 
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been paid to whether the quality of folksonomies depends on the functionalities of-
fered by the bookmarking system used to create them. In this paper, the authors ana-
lyze empirically the influence of functionalities that allow users to see which tags 
others have assigned to a URL during the process of bookmarking on the resulting set 
of tags of these URLs. 

The remainder of this paper is structured as follows. Section 2, Related Work, re-
views the literature that examines the quality of folksonomies and their suitability for 
content classification, as well as works that deal with the characteristic and effects of 
imitation. Through this, possible scenarios for the effects of imitation in a social 
bookmarking system are drawn. In Section 3, Hypotheses, the authors develop four 
hypotheses to test the impact of the visibility of the most popular tags for a certain 
URL on the variation of tags assigned by the users for this URL. Section 4, Analyses, 
describes the dataset, the methodology, and the operationalization of variables. In 
Results (Section 5), the authors describe the procedures used for the empirical analy-
ses and highlight the findings. Finally, Section 6, Summary and Conclusions, dis-
cusses the implications of the findings, notes their limitations, and provides some 
suggestions for further research. 

2   Related Work 

Folksonomies are one of the current research trends in a variety of academic disci-
plines such as information systems [e.g. 6, 7], computer science [e.g. 8, 9], physics 
[e.g. 10, 11], anthropology, and sociology [e.g. 12]. Hence, a search for “social 
bookmarking”, “social bookmark”, “folksonomy” or “social tagging” in the title / 
keywords or abstract fields in “Web of Science”2  yielded 306 articles published be-
tween 2005 and 2009.3  Since it is not possible to review the entire related literature 
here, the literature review will focus on studies that examine the emergence of folkso-
nomies in social bookmarking systems [e.g. 13]. Before taking this specific focus, the 
authors also provide some insights into the applications and uses of social bookmark-
ing services. 

There are different potential usage scenarios for tags and social bookmarking ser-
vices. The most evident applications might be the use of folksonomies for web search 
optimization [e.g. 14, 15] and knowledge organization [e.g. 16], since folksonomies 
can facilitate detection of non-explicit properties of web objects. For example, a user 
can characterize a web page by annotating it with the tag “funny” [13]. An automated 
system that extracts existing metadata from web pages cannot achieve this, as the 
system cannot comprehend this property. Therefore, folksonomies might also be a 
useful approach for the semantic web [e.g. 17]. 

Social bookmarking services are typically free of charge and require little knowl-
edge to use. This increases active participation by many users [18], who not only 
manage their own bookmarks with social bookmarking services, but also use the ser-
vice to search in other user’s public bookmarks for web objects with specific proper-
ties, represented by tags that serve as a filter. This allows all users of the service to 

                                                           
2 http://apps.isiknowledge.com/. 
3 Note that this keyword search did not include the terms “ontology” or “classification”. 
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benefit from all other bookmarks [19] in addition to the individual benefits of users 
from their own bookmarks [18].  

Folksonomies resemble a “bottom-up” approach for generating a vocabulary. Some 
researchers argue that tags, unlike controlled vocabularies or hierarchical taxonomies, 
more accurately reflect users’ conceptual models. The idea is that every user adds his 
or her individual conceptual model of a piece of content to the pool of tag descrip-
tions, which in turn is accounted for in the aggregated description of the content. Thus 
in social bookmarking systems, a large number of users – each investing their own 
cognitive resources – is collectively making sense of specific web contents. The result 
might be considered a “democratically agreed upon” description of content. 

For the social bookmarking system del.icio.us, Golder and Huberman [13] found 
that after a certain number of bookmarks has been created for a specific URL, a stable 
power law pattern with fixed proportions of frequency for each tag can be observed, 
no matter how many bookmarks are stored for that particular URL after that point. 
They relate the emergence of this stable pattern to two basic explanations. 

The first explanation is “shared knowledge”. Golder and Huberman [13] argue that 
sharing the same experiences that may be universal within a culture or community 
leads to similar ways of sensemaking. As a consequence, categories emerge that are 
widely agreed upon, co-existing with personal categories that are rarely reproduced. 
Accordingly, experiments showed that basic-level categories are the most probable 
classifications made when objects are perceived for the first time [20], although an 
individual’s expertise in a specific field influences what she or he considers to be a 
basic category [21]. As the variation of basic-level categories is lower the more gen-
eral they are, and more general descriptions are preferred, users agree on general 
descriptions but differ on more specific ones. Other researchers trace the users’ be-
havior of preferring broad and simple categories over specific ones back to the aim of 
investing the “least cognitive effort” [e.g. 4]. Thus, following the idea of a shared 
conceptual model, the power law tag pattern for given content may, over time and 
with more users bookmarking, come closer to a realistic representation of what the 
user base collectively “thinks” that content is about.  

The second explanation for this pattern is the presence of imitation behaviour. 
Some tags (e.g., basic categories) are popular; by being imitated, they become even 
more popular over time, eventually forming and amplifying the power law pattern. 
Imitation behaviour can also be traced back to the need to save cognitive ressources 
[4] and is facilitated by a feature common to many bookmarking systems that makes 
it possible to see the most popular tags assigned to a URL. Users are looking for the 
best tag choices without having to think too much about them, and they are often 
indecisive about the right tagging choice. Therefore, they trust the “social proof” [22] 
offered by the decisions of the majority. It is not a wish to conform that explains this 
“rational imitation” [23], but rather the need of the individual user to arrive at a better 
tagging decision. 

What results when users “follow the behaviour of the preceding individual” [24] or 
individuals is an “information cascade”. With every imitated decision, the individual 
puts aside her or his individual tagging choices and the stability of the information 
cascade grows as the popular tags (e.g., basic categories) become even more popular. 
As Bikhchandani et al. [24, pp. 1006, 1009] put it: “Intuitively, cascades aggregate 
the information of only a few early individuals’ actions.” The result: “The social cost 
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of cascades is that the benefit of diverse information sources is lost.” This means that 
only the conceptual models of a few early individuals are the basis of the emerging 
collective tag description. Individual viewpoints expressed or mistakes made in the 
early bookmarks are consequently represented at a disproportionately high rate in the 
eventual distribution.  

Note, however, that an information cascade in a social bookmarking system can 
take two forms, the latter one being different from the described process: 

1. Replacement of individual tags by popular tags: the overall tag variation for a URL 
decreases because users do not think about tags of their own or neglect their own 
tag choices in favor of the tag choices of the majority. Diverse information is lost. 

2. Extension of individual tags by popular tags: When opting for a popular tag or set 
of tags, users still assign their own full sets of tags to the URL. Here, no informa-
tion is lost; there is, however, an overrepresentation of the early assigned tags that 
effects, for example, the display of tag clouds for navigation purposes. 

These two scenarios (see Fig. 1) are not mutually exclusive but rather occur simulta-
neously and interfere with each other even in one single bookmarking process. 

The goal of this study was to find empirical evidence 1) that there is overrepresen-
tation of early-assigned tags because they are imitated, and 2) that this imitation leads 
to a loss of information in the collective description because early tags suppress and 
eliminate individual tags.  

   

Fig. 1. Tag suggestions leading to more tags (H3) vs. suggestions leading to less tags (H4) 

3   Hypotheses 

Looking at the empirical findings and knowledge regarding shared categories high-
lighted in the previous section, the authors assume that there must exist categories or 
tags that users share and agree upon widely, as well as some they agree upon less – 
and the less they agree upon these, the more specific the tags become. The authors 
further assume that the tags that the users share and agree upon, therefore, will not 
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only be assigned more often, but also will have a high probability of appearing quite 
early (compare [13]).4 Hence, 

H1: There is a positive correlation between the time when a tag is first assigned to 
a URL and its overall frequency for that particular URL. 

The authors suppose that H1 is true whether or not users imitate other users’ tags. 
However, the effect postulated in hypothesis H1 should be stronger when imitation is 
made possible by the user interface. Users then agree upon the same tags, but also, 
tags that are assigned frequently and early already are imitated because they are sug-
gested as “most popular”. As pointed out above, it is likely that an information cas-
cade will ensue, resulting in a higher copy rate and thus an eventual overrepresenta-
tion of early-assigned tags. Therefore, 

H2: The positive correlation between the time when a tag is first assigned to a 
URL and its overall frequency for this URL is stronger if users can see tags already 
assigned by other users. 

Under the assumption that different users have different associations regarding a 
URL, it is very likely that the most popular tags contain tags a user had not thought of 
when he or she decided to bookmark a URL. On average, then, the user has a wider 
choice of tags when the most popular tags are displayed than without that functional-
ity. The user may decide to choose some of the displayed tags, sometimes in addition 
to and sometimes instead of his or her own tags, as discussed in the previous section. 
Overall, users should assign more tags to a URL when they have the option to imitate 
(see Fig. 1). Hence, 

H3: A URL receives more tags from a single user if that user can see other users’ 
previously assigned tags. 

A user provided with the most popular tags might, according to the concepts of the 
least cognitive effort and social proof, neglect some of his or her own conceptual 
models and the associated tags. Instead, the user will settle for some of the offered 
popular tags and regard them as a good choice. This leads to a lower degree of varia-
tion in the set of tags a URL receives overall. Therefore, 

H4: A URL receives fewer different keywords in the form of tags overall if that 
user can see other users’ previously assigned tags.  

In the next section, we describe how we tested these hypotheses empirically based on 
the complete dataset of a social bookmarking service. 

4   Analyses 

4.1   Dataset 

To test the proposed hypotheses, the authors conducted a joint research project with 
the Russian social bookmarking platform BobrDobr.ru, which was selected as the 
data source for four main reasons: 
                                                           
4 This may sound trivial, but it is the basic correlation that must be shown to prove the assump-

tions the authors make for the imitation model. 
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First, BobrDobr.ru offers users two different possibilities for adding a bookmark to 
the data base: one allowing for imitation and one that leaves bookmarking up to users 
themselves, individually. These different procedures were crucial for the research 
design of this study. The two bookmarking methods work as follows. The first (“in-
ternal”) method enables the user to copy a bookmark for a certain URL that has al-
ready been bookmarked by other users within the system. When a user chooses to 
copy and add the bookmark to her or his own library, the system displays to the 
bookmarking user the five tags used most often (to date) for that URL. With the sec-
ond (“external”) method, the user can either click on a special button installed in the 
web browser or a BobrDobr.ru-Link implemented by the website itself to bookmark 
the URL the user is currently visiting outside the system. No tags of other users are 
shown if URLs are bookmarked “externally” via the browser button. This setting 
allowed the authors to compare the sets of tags a URL had received from both meth-
ods: one set resulting from the “internal” method, that is, imitation of the most popu-
lar tags; and the other set resulting from the “external” method, which gave no insight 
into popular tags.5 

Second, the authors wanted to analyze a social bookmarking service that is visited 
primarily by users from one language area only (unlike, for example, del.icio.us). 
BobrDobr.ru is the leading Russian social bookmarking platform6 and has a relatively 
homogenous user base in terms of language due to the Cyrillic alphabet. According to 
the operators of BobrDobr.ru, 90 percent of users reside in Eastern Europe and 
80 percent using a Russian system. 

Third, except than the language, the platform has neither a specific target user 
group nor restrictions in terms of content (like, for example, citeulike.org). 

Fourth, the operators of BobrDobr.ru were willing to conduct a joint research pro-
ject and provided the researchers full access to their database. Furthermore, the opera-
tors allowed the researchers to determine which data they would like collected, and 
the operators stored these data persistently for the duration of the research (e.g. the 
time stamps for each action). 

The data collection began on the date of the relaunch of BobrDobr.ru on 1 May 
2008, when the two different bookmarking procedures (“external” and “internal”) 
were introduced, and ended on 20 August 2008. The dataset contained logs for all 
user activity during the observation period. At the end of the data collection period, 
the platform had about 61,000 registered users who created about 4,000 bookmarks 
per day. As the authors only analyzed URLs that were first bookmarked after the 
relaunch date, they were able to observe the development of tag sets assigned to 
URLs right from the first bookmark they ever received and still analyze a large sys-
tem with many users. Before analyzing the imitation of tags, the researchers also had 
to account for the fact that BobrDobr.ru offers users the option of saving bookmarks 
as either “public” or “private”, the latter resulting in saved bookmarks not being  
displayed to other users nor being included among the “most popular tags” feature. 
                                                           
5 Users of BobrDobr.ru also have a third option to add a bookmark to the database: they can 

import their collections of browser bookmarks. The system then automatically creates tags 
from the directory names in which the imported URLs were formerly stored in the browser. 
The authors explain how they dealt with the analysis of imported bookmarks and their related 
tags in the following paragraphs of this section. 

6 For example, Bobdobr.ru’s traffic rank on alexa.com is 471 (accessed on 3/12/2009). 
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Private bookmarks and their tags were, therefore, removed from the dataset, as their 
analysis would not contribute to the research questions. After their removal, a total of 
110,740 stored URLs remained.  

The authors also had to consider how to deal with imported bookmarks that were 
automatically tagged by the system (option 3). The automatic tagging process works 
as follows. If a URL has not been stored in a specific browser folder, the bookmark 
receives a single tag when imported to BobrDobr.ru, indicating that the URL belongs 
to “no category”. If a URL has been stored in a specific browser folder, the directory 
and sub-directory names are assigned as tags. Since Veres [25] and Golder and 
Huberman [13] showed that hierarchical and taxonomical descriptions for URLs – 
equivalent to those that result from the automated tag creation taking the directory 
names of browser bookmarks as a basis – correspond to common tag choices, and as 
the authors found no indicators for assuming that these tags have a lower probability 
to be imitated, the authors decided to keep those bookmarks and tags in the dataset. 
Since URLs that were solely tagged automatically by the import mechanism of the 
system do not allow any statements about imitation of tags – that is, since no tags 
were created manually for these users by any user inside the system – the authors 
removed all URLs from their further analyses that solely received imported book-
marks. Furthermore, all “no category” tags were removed, because they were never 
assigned by hand – and, accordingly, never imitated – in the dataset and only ap-
peared in imported bookmarks. In total, the authors removed 32,739 URLs; the result-
ing dataset contained 78,001 URLs and 299,786 tags. 

In the next step, the authors selected all URLs that had received both types of 
bookmarks, “internal” and “external” ones. Some 661 URLs (.85%) met this require-
ment. The majority of URLs (77,282, or 99.08%) had received only “external” book-
marks. A small number of 58 URLs (.07%) had received no other bookmarks except 
for “internal” ones. Bookmarks that were created only internally or only externally 
were excluded from further analysis, because they would have distorted the results 
due to the fact that they are not two randomly assembled groups but rather had the 
risk of a self-selection bias by containing specific types of URLs linked to specific 
tagging behaviour. The composition of these groups and the resulting differences in 
tag sets would have always mixed with the effects of the bookmarking method. The 
authors, therefore, confined themselves to analyzing the 661 URLs (and their associ-
ated 5,799 unique tags) that provided clear insights into these effects.7 

Table 1 depicts the distribution of bookmarks and tags for these 661 URLs. Each 
URL is represented in both columns, in the internal bookmarks as well as in the ex-
ternal bookmarks, as the URLs had received both types of bookmarks. However, a 
URL could have received 20 internal bookmarks, for example, but 30 external book-
marks and was therefore to be found in a different row for each column. A high pro-
portion of URLs had only one or very few bookmarks. This is typical of the power 
law distribution of bookmarks over URLs [e.g. 13]. The table also shows that many 
more external bookmarks than internal ones were created. 

                                                           
7 Although the number of 661 URLs might seem low in comparison to the total of 110,740 

URLs in the original dataset, the sample size is still sufficiently large enough to draw mean-
ingful statistical inferences about imitation behaviour and, hence, do not limit the analysis. 
Rather, this was a necessary step to ensure high data quality. 
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Table 1. Distribution of bookmarks and tags within the URLs8 

 Internal bookmarks  
(copy method) 

 

External bookmarks  
(browser button method) 

No. m of 
received 
bookmarks  
for a URL 

No. of URLs 
with m book-

marks 

No. of tags that 
had been  

assigned to these 
bookmarks 

(through copy 
method) 

No. of URLs 
with m book-

marks 

No. of tags that 
had been assigned 

to these  
bookmarks  

(through browser 
button method) 

1  492 1320 485 2009 

2-10 75 367 146 1203 

11-20 46 405 3 56 

21-30  48 505 3 102 

31-40 0 0 2 115 

41-50 0 0 19 979 

51-60 0 0 3 184 

Total 661 2597 661 4648 

4.2   Methodology and Operationalization 

The proposed hypotheses were tested using bivariate correlation analysis and the non-
parametric Wilcoxon signed rank test. The variables used for these analyses were 
operationalized as follows. 

For the test of H1, the authors had to correlate the temporal order of tag assignment 
and the tag assignment frequencies of a URL.9 

Concerning the operationalization of overall tag frequency, the authors had to con-
sider that the absolute tag frequencies of a certain tag could not be compared between 
different URLs, because each had been assigned a different number of tags and a 
different number of unique tags. Ignoring the different group means could have led to 

                                                           
8 Table 1 refers to the remaining dataset with both types of bookmarks (after eliminating private 

bookmarks and bookmarks for URLs that had received only imported bookmarks), examined 
in separate groups. One URL with 32 bookmarks was moved to the group with 21-30 book-
marks, as there was only one with more than 30 internal bookmarks. 

9 The bivariate distribution of the variables showed an unknown, non-linear relationship that 
differed between URLs. Other authors who have discussed social bookmarking with a focus 
on statistics [e.g., 28] have proposed transforming tag variables using the natural logarithm; 
this recommendation is based on many observations that tag distributions typically follow a 
power law / scale free distribution. The result would be linear relationships between the trans-
formed variables and the applicability of linear models. For most of the URLs in the dataset 
analyzed, though, a logarithmic transformation was not viable, because no consistent scale 
free distribution could be observed for the URLs. This problem was then bypassed through 
the eventually used non-parametric transformation of the variables. 
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false conclusions regarding the overall relationship, on the aggregated level, of all 
URLs [26]. Thus, the absolute “internal” and “external” tag frequencies were rescaled 
as follows (for a detailed rationale for rescaling, such as “avoiding regression to the 
mean”, see, e.g., [27]). First, the frequencies were transformed into ranks. The tag 
most often assigned to a URL received rank “1”. When tags had been assigned in 
equal numbers, the resulting rank numbers were averaged for tied observations. Af-
terwards, percentile ranks were calculated using the formula (r-1/2)/w, where w is the 
number of observed tags for the underlying URL, and r denominates the rank of the 
value, with values from 1 to w. Finally, to obtain normal scores, the z-scores of the 
percentile ranks were computed, which result from standardizing the percentile ranks 
with respect to the mean and standard deviation of all the tags assigned to the underly-
ing URL. 

The point in time in which a tag t has been assigned to a specific URL u for the first 
time was measured as date in minutes. These timestamps were rank-transformed and 
standardized just as described for the frequencies, with the first assigned tag getting 
rank “1”. This way, both of the rank orders were relative to the remaining ranks within 
the same URL and were then analyzed as two variables of a bivariate distribution.10  

For the test of H2, a variable was needed that would represent the difference of the 
internal and external assignment frequency of each tag for each URL. This variable 
was calculated by subtracting the absolute external tag frequency from the internal tag 
frequency. The differences were then rank transformed. High ranks were given to tags 
that were assigned internally much more often in absolute numbers than externally. 

For the tests of H3 and H4, the variables tint and text indicate the average amount of 
tags assigned to a specific URL per bookmark, and dtint and dtext indicate the average 
amount of unique tags for that same URL per bookmark; the index always shows 
whether tags assigned internally or externally are considered. 

5   Results 

Hypothesis H1 postulates a positive correlation between the rank of temporal order in 
which a tag t has been assigned to a specific URL u for the first time and how many 
times t has been assigned to u overall in respect to all other tags of that URL.  

For the hypothesis test, the authors first analyzed the “internal bookmarks”. In a 
first step, the dataset was split into the four groups highlighted in Table 1 (i.e., one 
group for URLs with one bookmark, one group for URLs with 2-10 bookmarks, and 
so on). This decision was taken because the proportions of the tags frequencies of a 
URL shift as the URL gets more and more bookmarks (compare [13]). For example, 
the postulated effect of H1 cannot occur at all if a URL had received only a single 
bookmark. Therefore, the pooled analysis of a URL with one or two bookmarks with 
a URL with 40 bookmarks could not give meaningful insights, because the emerging 
                                                           
10 Due to space limitations, the univariate distributions of the internal tag frequencies are not 

discussed here in detail. The univariate distribution (also for various groups as highlighted in 
the next section) showed a high concentration around the normal rank “0”, similar to the dis-
tribution of the temporal ranks. This is plausible when considering that a large number of 
URLs had received only one bookmark with n tags, so that each of the tags had a total inter-
nal tag frequency of “1” and a normal rank of tag frequency (internal method) of “0”. 
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descriptions for each URL were in different “stages of development”. To reduce the 
number of groups, URLs with similar amounts of bookmarks were combined, as 
shown in Table 1.  

 

 

Fig. 2. Bivariate distribution “normalized rank of temporal order – normalized rank of tag 
frequency” for groups of internal tags. From left to right: Group with 11-20 and group with 21-
30 bookmarks. 

In line with the authors’ expectations, for the group with one bookmark only, there 
was no statistically significant correlation between the normalized rank of tag fre-
quency and the normalized rank of temporal order (r(1320)=.02; p=.50). A broader 
spectrum of tag frequencies was observed for the group with 2-10 bookmarks, show-
ing, as expected a slightly positive correlation between temporal rank order and tag 
frequency (r(367)=.24; p=.00), but also a broad dispersion with no obvious linearity. 
For the group with 11-20 bookmarks, the resulting correlation came closer to the 
expected linear relationship (see the left graph of Figure 2) with a relatively high 
coefficient (r(405)=.71; p=.00). This group also contained a number of outliers, tags 
that had been assigned seldom but had been assigned relatively early to the observed 
URL. The results of the group with 21-30 bookmarks were similar (r(505)=.59; 
p=.00), only that outliers occurred more often, and in another form as well: there were 
some tags that were assigned relatively late but were still quite common; the oval in 
the second graph of Figure 2 highlights them. In summary, H1 is supported for the 
internal bookmarks. 

In a second step, the authors tested H1, analyzing the external bookmarks for the 
groups from Table 1 (see Figure 3). 

As for the internal bookmarks, the result for group 1 (URLs with only one book-
mark) of the external bookmarks did not indicate a correlation between the rank of 
temporal order in which a tag t has been assigned to a specific URL u for the first time 
and how many times t has been assigned to u overall (r(2009)= -.00; p=.84). The  
distribution of the group with 2-10 bookmarks showed no linear relationship (see  
Figure 3) although Pearson’s r was significant (r(1203)=.32; p=.00). Many tags re-
ceived high frequency ranks (i.e., they were rarely assigned), independently from the 
point in time they had been assigned. A considerable amount of tags had only been  
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Fig. 3. Bivariate distribution “rank of temporal order – rank of tag frequency (external 
method)” for the groups of external tags. From left to right, from above to below: Group with  
a) 2-10, b) 11-20, c) 21-30, d) 31-40, e) 41-50, f) 51-60 bookmarks. 

assigned once (marked by the dotted-line brackets in the figures). They may be very 
individual tags, so specific that no other user would associate them with the underlying 
URL, independently from the point in time they were assigned. We call these values 
“tf1-values” for “tag frequency 1”. When excluding these values from the analysis, the 
correlation coefficient rose to r(403)=.39, p=.00, which could be an indicator for the 
appropriateness of the authors’ interpretation. For the group with 1120 bookmarks, the 
correlation was positive (r(56)=.29; p=.03) and the exclusion of the tf1-values did not 
lead to a higher coefficient. In group 21-30, tf1-values were highly represented and 



86 F. Floeck et al. 

their exclusion, therefore, had a high impact: before their exclusion, the correlation 
coefficient was r(102)=.29, p=.00; after their exclusion, the correlation coefficient was 
r(33)=.52, p=.00. For all the remaining groups, the analysis was run twice as for the 
other groups. Table 2 presents the results of these analyses. 

Table 2. Correlation between “rank of temporal order” and “frequency”  

Group Results before exclusion of tf1 Results after exclusion of tf1 

31-40 r(115)=.240, p=.01 r(35)=.59, p=.00 

41-50 r(979)=.46, p=.00 r(372)=.61, p=.00 

51-60 r(184)=.35, p=.00 r(57)=.82, p=.00 

 
In summary, H1 is also supported for the external bookmarks. 
The authors now turn to hypothesis H2, which assumes the correlation postulated 

in H1 to be stronger for the bookmarking method allowing for imitation. To test this 
hypothesis, the authors calculated the correlation between the rank of temporal tag 
order and the rank of differences between absolute tag frequencies of external and 
internal bookmarks. 

Figure 4 does not show any linear relationship; instead, it shows a broad, regular 
distribution. Also, the exclusion of the tf1-values leads to a slightly higher negative 
correlation coefficient (r(687)=-.09; p=.02), but changes in the distribution or a par-
ticular pattern could not be observed. Hence, the authors cannot conclude whether the 
results argue for or against the presence of imitation and hence cannot decide whether 
H2 is supported. 

 

 

Fig. 4. Bivariate distribution “rank of temporal order – rank of differences between absolute tag 
frequencies (external-internal)” 

H3 postulates that the average amount of tags a user assigns to a URL increases 
when the system allows that user to see other users’ tags, while H4 postulates that the 
average amount of different tags assigned to a URL by all users decreases.  

A Wilcoxon signed rank test was conducted to compare the 661 URLs that re-
ceived both the internal and external types of bookmarks. For this test, the authors 
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calculated the differences between the values “number of tags” and “number of dif-
ferent tags” resulting from the internal and the external method for each URL. The 
Wilcoxon signed rank test showed that fewer tags were assigned through the internal 
than through the external bookmarking method (z=-7.80; p=.00), that is, more URLs 
received more tags from the external method than the other way around. Hence, when 
imitation was possible, users did not assign more tags to a URL, even if they may 
have had more choices. H3, therefore, is not supported. In contrast, the test results of 
the second Wilcoxon signed rank test (z=-13.54; p=.00) point favourably to hypothe-
sis H4, which assumes that the variation of assigned tags decreases when imitation is 
possible. More URLs received less diversified tags from the internal method than the 
other way around. H4, therefore, is supported. Of course, the lower tag variation for 
the internal method is due in large part to the smaller number of tags assigned. Note, 
however, that the negative value of z is considerably larger for the different tags as-
signed, which speaks to a second cause, namely imitation. 

6   Summary and Conclusions 

The aim of this study was to analyze the impact of a feature allowing for imitation 
provided by a social bookmarking system on its resulting metadata. The authors were 
able to show that tags that were assigned early were assigned more often, coming 
closer to a linear relationship the more bookmarks were assigned to a URL. This was 
true for internally as well as for externally assigned tags (H1). The authors were not 
able to show a clear increase in the correlation of the time of assignment and the fre-
quency of a tag when the imitation feature was present, meaning that popular tags get 
more popular when imitation is possible (H2). Nonetheless, comparing the bivariate 
distributions in the internal and external case, it became clear that with the internal 
method tags that were assigned only once were largely lacking. This is an indicator 
that users neglect some of their personal, very individual tags when tag recommenda-
tions are available.  

The authors’ assumption that users assign more tags when provided with other us-
ers’ tag choices clearly had to be rejected (H3), since the results indicated the oppo-
site. One reason for this may be that users see little or no need to think about tags of 
their own when presented with a choice of popular tags from which to choose conven-
iently. This would be in line with the principle of least cognitive effort described by 
Munk et al. [4]. Consequently, users adopt only the suggested set of tags. This expla-
nation fits with the findings that, when imitation is possible, the number of different 
tags assigned to a URL decreases partly due to the drop in the number of tags as-
signed overall (H4). The other element of the decrease of different tags could then be 
explained by users constraining themselves to the sole use of suggested tags.  

Overall, these findings point to strong effects of imitation on the emerging folkso-
nomies, leading to a less pluralistic collective description of content. This might be 
interpreted as an overrepresentation of early tags leading to the elimination of indi-
vidual information and thus a decreasing quality of the folksonomy. But, as this effect 
could not be shown unequivocally, the less different keywords can also mean a unifi-
cation of synonyms or different spelling. In such a case, users who used different tags  
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for the description of exactly the same concept would align their tags with the “stan-
dard” for that concept set in the most popular tags. This could be seen as a positive 
effect of imitation. 

Still, these findings have important implications for researchers and practitioners 
who analyze or intend to use folksonomies for content classification. The feature of 
the system analyzed in this study, for example, aimed only at increasing convenience 
for users during the tagging process. However, this feature also had a large impact on 
the imitation of tags, and hence also on the variety of tags and the resulting folkso-
nomy as a whole. Therefore, the authors recommend that system designers always 
consider how features they implement may affect the quality of the resulting folkso-
nomies, particularly when they would like to utilize full cognitive input of all users. 

The simplest solution to ensure a higher quality of collective tagging would be the 
general omission of tag suggestions based on aggregated taggings. This, however, is 
not viable in systems that face tough competition and that rely on simple, effortless 
usage to attract users. Another option would be a “type-ahead” feature that requires 
users to begin typing two to three letters and then offers suggestions for completion 
from the pool of most popular tags. In this way, users would have to tap into their 
own cognitive models and would not be guided in one direction or the other before 
they think themselves about possible tags. To benefit from positive imitation effects, 
the suggestion for a tag should be the most popular synonym and spelling form. More 
elaborate mechanisms produce tag suggestions based on the content of bookmarked 
websites or files; others draw on the tri-partite links between resources, tags, and 
users (i.e, graph-based tag suggestion). These solutions rely on the most popular tags 
only to a small part or not at all and are therefore not likely to produce information 
cascades. 

In addition to this managerial insight, this study provides some insights for future 
scientific work on the subject. The authors are not aware of any study that tests statis-
tically any formal hypotheses of imitation of tags in social bookmarking systems with 
empirical field data. 

As with any empiricial study, this work is subject to limitations. The authors do not 
consider these limitations to void any results so long as the reader remains aware of 
them when interpreting the results. In fact, they suggest either some future research 
that examines collective intelligence in social bookmarking systems or provide addi-
tional insights about user behavior in social bookmarking systems. 

First, indicators speak to the presence of spam in the raw data (cf. also [13]); for 
example, a large number of tags were never copied with respect to one URL but as-
signed to a great number of different URLs. No method to avoid spam completely in 
social bookmarking systems exists, so only an experimental design or a system that 
can guarantee a human-only userbase could provide a folksonomy created completely 
absent the influence of spam.  

Second, the small number of internally created bookmarks and the resulting small 
number of URLs with both types of bookmarks (661 URLs; 0.85%) was surprising. 
The majority of URLs (77,282 URLs, i.e. 99.08%) had received only “external” 
bookmarks. The low affinity to the copying of other users’ bookmarks could be ex-
plained by the users’ preference to inspect website content themselves before tagging 
it, and therefore having a preference for the external bookmarking method. It seems 
that far fewer users than expected browse the system to "stumble upon" bookmarks 
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that might interest them, but use the external bookmarking button only to save ad-
dresses they found for themselves on the web.  

Third, considering these findings, it is also legitimate to raise objections to the im-
plicit assumption that the two bookmarking methods do not just differ only with re-
spect to suggesting or not suggesting tags. For example, one could argue that some 
people browse for bookmarks internally and then click on a link to inspect the website, 
after which they bookmark the website using the external method. Still, in this case, the 
user would not see the most popular tags either, as these are only displayed when 
bookmarking internally. One might also argue that these users would remember those 
tags they saw beforehand and assign them as well when bookmarking URLs with the 
external method. Both threats to reliability would lead only to a higher than postulated 
similarity rate between externally and internally assigned tags. This would reduce the 
power of the tests employed, and hence it would be more difficult to find support for 
the hypothesized effects of imitation. However, if significant effects of imitation are 
found (as in this study), the reader can have confidence in these findings, because the 
reliability threat does not threaten validity when a difference is found.11 

Fourth, it should be mentioned that the cultural background of the userbase of 
BobrDobr.ru could have influenced the results. It cannot be precluded that a different 
affinity for imitation is present in different cultural contexts.12 Still, as none of the 
literature on information cascades or rational imitation reviewed by the authors offers 
any hints as to cultural influences on the postulated effects, we assume that the basic 
mechanism of imitative behavior is universal in such systems even if the extent of 
imitation can be different. 

Fifth, one might argue that users are heterogeneous regarding their preferred book-
marking method. In this case, imitation behavior linked to the internal bookmarking 
method could be an effect of the user type preferring this method and their affinity to 
imitation rather than an effect of the bookmarking method itself. Future research 
should analyze whether preferences for a certain bookmarking method are linked to a 
certain type of user. The best way to factor out such effects unambiguously would be 
an experimental design with randomly assembled groups of users, one bookmarking 
with and one without suggestions. The authors suppose that such a lab experiment 
would provide additional confidence in the findings from this field experiment. 

The authors hope that this research will assist other researchers in conducting these 
types of studies and form the basis for substantial future research into imitation of 
tags and information cascades in social bookmarking services. Further, the authors 
hope that this research provides useful insights for managers, librarians, and other 
practitioners who use folksonomies for content classification and who must design 
social bookmarking systems that will lead to high-quality folksonomies. 
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Abstract. Web2.0 users can create new services by combining existing Web2.0 
services that offer open programming interfaces. This system of service compo-
sition forms a network, which we call the Web2.0 service network. A node of 
the Web2.0 service network represents a service. A link between two nodes ex-
ists, if another Web2.0 service (i.e. mashup) uses the linked services. The 
Web2.0 service network can be understood as an innovation system that creates 
value through the composition of services, representing the collective intelli-
gence of users. Within this paper, we analyze the openness of the Web2.0 ser-
vice network. Openness, which is an indicator for the innovation potential of a 
network, is measured using the Enhanced-EIS-Indexes. These indexes are based 
on Krackhardt and Stern’s EI-Index. The analysis results of the indexes show 
that the Web2.0 service network is not as open as the evolutionary analysis of 
the Web2.0 service network suggested. The slight closeness of the Web2.0 ser-
vice network has been identified by the Agent Behavior Index EISa, which 
highlighted that relatively more links are created within subgroups than be-
tween subgroups. It indicates that factors such as service ownership and type of 
service have an impact on innovation within the network. 

Keywords: Social network analysis, index, network science, subgroup struc-
ture, Web2.0 system, service composition, collective intelligence, Web2.0 ser-
vice network, performance evaluation, innovation, empirical data analysis. 

1   Introduction 

In the Web2.0 system, users can combine Web2.0 services that offer open application 
programming interfaces (APIs). The composed Web2.0 services (which are called 
mashups) provide content, which can again be shared with other Internet users if it 
provides an open API as well. For making Web2.0 service creation simple, service 
providers such as Google and Yahoo provide platforms that enable users to create a 
variety of Web2.0 services based on their ideas and content [1] [21] [22]. 

The Web2.0 system evolves because of the interactions between the stakeholders 
in the system. These interactions of the agents organize the Web2.0 service network, 
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which consists of nodes representing Web2.0 services and links their use by other 
services. The analysis of the evolutionary trends of this network could identify the 
drivers behind it [3]. Initial work on this topic has been performed [4] [10]. The au-
thors analyzed the network to understand the mechanism of its structural evolution. 

However, since the Web2.0 service composition itself also represents value crea-
tion, further investigation is needed. In particular, it needs to be analyzed whether the 
collective intelligence can be fully utilized for Web2.0 service composition, since the 
Web2.0 system is considered a typical example of harnessing collective intelligence 
[1]. The Web2.0 system enhances the pool of knowledge by allowing users to partici-
pate, create ideas, and realize their ideas through simple passing of knowledge [19]. It 
allows users to be innovative. 

A key enabler of collective intelligence (and, therefore, innovation) is openness. It 
is a prerequisite together with three other enablers, namely sharing, acting globally, 
and peering, in order to allow participants to exchange information freely [20]. 

The openness of Web2.0 services distinguishes it from the first generation Web 
[1], in which service providers only published their service offerings and, after a con-
tractual agreement with a customer, provided a service [2]. However, no study of the 
Web2.0 system has addressed the aspect of openness of the Web2.0 system in detail. 
In particular, no research exists that investigates the importance of openness on the 
full utilization of collective intelligence of Web2.0 users.  

The openness of the Web2.0 service network is important since collective intelli-
gence (and consequently innovation) can only work through the exchange of re-
sources. Even if technology promotes user interaction, social and economic barriers 
may prohibit the perfect openness between competitors. For example, if the Web2.0 
system has limited openness, then Web2.0 innovation is achieved in separated groups 
(subgroups) only but not across subgroups. In this case, the Web2.0 system is nothing 
but a collection of partitioned innovation groups, limiting harnessing the collective 
intelligence of the Web2.0 users. 

In order to address this issue, this paper analyzes the impact of subgroups on the 
actual openness of the Web2.0 service network. The Web2.0 service network defines 
Web2.0 services as nodes. A link between two nodes exists, if a mashup between 
those two Web2.0 services has been constructed. Subgroups, which are defined 
through criteria such as ownership of Web2.0 services (e.g. Google, Yahoo, and 
Amazon) and the type of service (e.g. shopping services, map services), classify 
Web2.0 services into different subgroups.  

In particular, we introduce the Enhanced-EIS-Indexes to measure the openness of 
the Web2.0 service network. The three indexes are based on Krackhardt and Stern’s 
EI-Index. The idea behind these indexes is to compare their values, which represent 
the ratios of links that are generated between subgroups (i.e. external relationships), 
within subgroups (i.e. internal relationships), and for sole nodes (i.e. self relation-
ships). The ratios indicate how open a network is.  

The following section provides background on the Web2.0 system as an innovation 
system, its interrelation with collective intelligence, and how social network analysis 
can help to analyze it. In Section 3, we introduce the Enhanced-EIS-Indexes. Based 
on these indexes, the Web2.0 service network is analyzed in Section 4. The paper 
concludes with an analysis of the results in Section 5, stating that the Web2.0 service 
network is not as open as suggested by the industry but rather slightly closed.  



 Measuring and Analyzing the Openness of the Web2.0 Service Network 95 

2   Innovation, Collective Intelligence, and Network Analysis 

2.1   Innovation Capacity of the Web2.0 System through Collective Intelligence 

As many examples have shown, high quality and high quantity of innovation emerges 
in an environment, in which agents can exchange resources beyond the boundaries of 
formal organizations [6] [7]. For example, in the Silicon Valley, innovation is high, 
since knowledge flows freely between R&D centers and start-up companies due to 
high mobility of human resources [5]. Chesbrough analyzed this in 2003 and defined 
innovation that is based on knowledge sharing as Open Innovation [6]. It differs from 
the old way of innovation, which achieves innovation through vertical integration of 
research, development, and marketing. 

Companies that follow the open innovation approach do not open all their re-
sources they have produced [7] [9]. For example, some open source developers for 
embedded Linux code reveal part of their code in order to attract potential customer. 
Code that provides more functionality is sold, helping them to be competitive [8]. In 
this system, the proprietor of core technology gains profit from an increased market 
size that cooperators utilizing its free resources have cultivated [7]. The proprietor, 
who shares its resources, benefits through collective intelligence. In information sci-
ence, collective intelligence is defined as “the capacity of human collectives to engage 
in intellectual cooperation in order to create, innovate and invent” [23]. It requires 
opening access to a resource and sharing it with competitors [20]. 

Considering the Web2.0 System, the technology of the Web2.0 system promotes 
cooperation between competing firms on a single platform, enabling the use of collec-
tive intelligence of all users of the Web2.0 system and, therefore, fostering innovation. 
The innovation within the Web2.0 system (i.e. development of mashups) increases user 
utility and, if a mashup comes with open APIs, even benefits the development of fur-
ther Web2.0 services. Therefore, mashups (i.e. relationships between Web2.0 services) 
of different firms represent innovation while the Web2.0 services can be independent 
and belong to different firms. 

2.2   Value Chain of the Web2.0 System 

The Web2.0 value chain has two types of stakeholders: the Web2.0 service provider 
and the user (Fig. 1). The service providers, which provide a platform for executing 
the Web2.0 services, can be further grouped into providers that offer Web2.0 services 
with open APIs and those that offer Web2.0 services without APIs (which is similar 
to the first generation Web). Both kinds of Web2.0 services are open to all users. 
While Web2.0 without an open API can only be consumed, Web2.0 services with 
open APIs allow users to create new services by combining the Web2.0 service with 
other Web2.0 services and their own content. If they do so, those users (Commercial 
Developer of Fig. 1) become practically Web2.0 service providers. If users only add 
their own content to an existing Web2.0 service, they are not considered service pro-
vider in this model (Consumers Developing Web Sites of Fig. 1). 

The motivation of users to participate in this value creation system varies, ranging 
from enjoying it as a hobbyist to earning money as a commercial developer. For ex-
ample, Web2.0 service providers that offer services with open APIs can generate 
revenues by sharing profit with commercial developers, who utilize their services.  
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Fig. 1. Provider-user relationship model for Web2.0 services 

2.3   Quality of Innovation through Openness 

By allowing users to participate in the development of Web2.0 services, value is created 
within the Web2.0 system. The innovation comes from combining Web2.0 services in 
new ways. Assuming that the combination of Web2.0 services can be rated according to 
the number of Web2.0 services per subgroup and the type of Web2.0 services (i.e. sub-
group), the quality of innovation can be illustrated in an 2n-dimensional space, where n 
is the number of subgroups. That means each 2-dimensional plane represents one sub-
group. Fig. 2 depicts an example in the 3-dimensional space. 

 

 

Fig. 2. Example of two mashups located in two service subgroup planes 
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Fig. 2 shows a mashup A, which has been developed by combining two Web2.0 
services of the same subgroup (i.e. subgroup 1). The mashup is located in one plane. 
Fig. 2 also depicts another mashup B, which has been developed with three Web2.0 
services belonging to two different types of services (i.e. subgroup 1 and subgroup 2). 
The mashup B can be considered more innovative than mashup A, since it requires 
openness between subgroup 1 and subgroup 2.  

2.4   Social Network Analysis of the Web2.0 Service Network 

After we have described how innovation is created and innovation flows are estab-
lished, we need to investigate how innovation of the Web2.0 system can be measured. 
We need to analyze whether subgroups are open or not, i.e. whether the industry al-
lows innovation to happen freely across different Web2.0 service subgroups (e.g. the 
ownership of Web2.0 services). 

Essential innovation activities are not only the result of the creation of resources 
but also the result of the combination of resources [6]. For analyzing the resource 
combinations (e.g. resource sharing between firms), a network approach is useful. 
This approach measures the position and role of agents in a social network as well as 
the characteristics of the network structure [11] [12]. An agent’s position within a 
social structure and the structural characteristics of the network can be regarded as 
social capital, since they determine the interactions between agents [13] [14]. For 
example, an agent with many social relationships can influence other agents and dis-
seminate information quickly. 

To distinguish different characteristics of social capital, Walter et al. (2007) sur-
veyed prior research on structural indicators (e.g. network density, structural hole,  
and centrality) with respect to inter-firm and intra-firm innovation [15]. They argued 
that a hub-client structure with a small number of core firms as hubs is most efficient 
for inter-firm innovation activities while a structure with many redundant ties between 
departments (e.g., subgroups) is an effective structure for intra-firm innovation  
activities. 

To investigate the effect of openness of subgroups on the performance of an entire 
organization, Krackhardt and Stern (1988) developed the EI-Index [16]. The EI-Index 
is defined as the difference between the number of external and internal links divided 
by the total number of links. An external link is defined as a link between subgroups 
while an internal link is defined as a link within a subgroup. The index is 1, if all 
members only have relationships between their subgroups, and -1 if the relationships 
exist only within subgroups. Krackhardt and Stern applied this index to friendship 
networks of organizations [16]. The result showed that organizations, in which sub-
group members interacted with members of other subgroups, yielded a high perform-
ance in a crisis. For analyzing the effect of interaction across boundaries of subgroups 
on the innovation of organizations, the EI-Index has also been applied to the commu-
nication network of the Knowledge Management Group at Fraunhofer-Gesellschaft 
[17] and to the research collaboration networks of multi-national R&D centers in 
Scandinavia [18]. 
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3   An Index for Measuring Openness 

3.1   The Web2.0 Service Network  

The Web2.0 service network is defined as a set of nodes, representing Web2.0 ser-
vices with open APIs, and links indicating the existence of a mashup that uses the 
nodes being connected [4]. In addition to belonging to the Web2.0 service network, 
Web2.0 services are also classified into groups (subgroups). The classification crite-
rion allocates each Web2.0 service into exactly one subgroup.  

Within this paper, we consider two subgroup classification criteria. First, Web2.0 
services are classified according to their type of service (e.g. subgroup Map Services, 
subgroup Picture Storage Services, and subgroup Shopping Services). For example, 
the Web2.0 services Google Maps and Yahoo Maps belong to the subgroup Map 
Services, and Google Checkout and Yahoo Shopping are grouped into the subgroup 
Shopping Services. 

Second, Web2.0 services are grouped according to their ownership, i.e. the com-
pany that owns the Web2.0 service. With respect to this classification, the Web2.0 
services Google Maps and Google Checkout are classified into the subgroup Google, 
and Yahoo Search and Yahoo Shopping are placed in the subgroup Yahoo. 

3.2   Characteristics of the Links of the Web2.0 Service Network 

Our model distinguishes the types of relationships between Web2.0 services of a 
Web2.0 service network. The types are self-relationships, internal relationships, and 
external relationships (Fig. 3). A Web2.0 service has a self-relationship, if a mashup 
exists that has been developed based on only this Web2.0 service. A link between two 
Web2.0 services represents an internal relationship, if both Web2.0 services, which 
have been used by a mashup, belong to the same subgroup. A relationship between 
two Web2.0 services is considered to be an external relationship, if these two Web2.0 
services belong to different subgroups. In Fig. 3, the italicized numbers next to the 
links (ties) represent weights of the ties. For example, the value of 3 next to the exter-
nal relationship means that the two nodes are connected through three mashups. 

 

 

Fig. 3. Example of self relationships, internal relationships, and external relationships in a 
social network such as the Web2.0 service network 
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3.3   Measures for Evaluating the Openness of Networks 

In order to analyze the Web2.0 service network, we use two types of measures. The 
first type of measure is used to compare the relative relationships of the three types of 
links (i.e. self relationship, internal relationship, external relationship). The second type 
of measure, which is an enhancement of the Krackhardt and Stern Index, is used to 
investigate the ratio between external links and the internal and self links (Section 3.4). 

3.4   Relative Relationship Value  

The first type of measure, which is called relative relationship value, helps weighting 
the relative importance of the three types of links. It ranges between 0 and 1. The 
relative relationship value of the self (or internal or external) links is defined as the 
ratio of the number of self (or internal or external) relationships and the total number 
of links in the network.  

In order to explain the structural characteristic of the network through a compari-
son of these relative relationship values, we also introduce the two terms dominant 
and superior. A relative relationship value is called superior, if it is larger than an-
other relative relationship value. A relative relationship value is called dominant, if it 
is larger than the sum of the other two values. That is, a superior (or dominant) rela-
tive relationship value indicates that its characteristic is strongly (or very strongly) 
represented in the network. 

3.5   The Enhanced-EIS-Indexes 

Applying Krackhardt and Stern’s EI-Index to the Web2.0 service network has two 
limitations. First, binary link weights, as used by Krackhardt and Stern’s EI-Index, 
only show the existence of relationships but do not represent the strength of ties be-
tween nodes. Therefore, the same combination of Web2.0 services used for develop-
ing different mashups would not be considered. However, since the strengths of links 
express the importance of nodes, this information is valuable for the analysis of the 
Web2.0 service network. 

Second, the EI-Index, which identifies only internal and external links, does not al-
low representing mashups that have been developed based on one single Web2.0 
service. These mashups have been created by simply adding information to one exist-
ing Web2.0 service. For the analysis of the Web2.0 service network, self-relationships 
represent a significant fraction and, therefore, have to be considered in the analysis of 
the network. 

The Web2.0 service network can be analyzed comprehensively, if we enhance 
Krackhardt and Stern’s EI-Index by including self-relationship and weighted links. 
Following the format of Krackhardt and Stern’s EI-Index, we can define the En-
hanced-EIS-Index EISr as: 

EISr = (E – I – S) / (E + I + S) , (1) 

where, E, I, and S are the number of external, internal, and self-relationships of the 
network, respectively. 

To distinguish the effects of the social network structure on the Enhanced-EIS-Index 
EISr, we introduce two more indices, which are similar to the Enhanced-EIS-Index. The 
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first index considers the network size (i.e. the number of nodes) and the subgroup struc-
ture by determining the maximum possible number of dichotomous external (internal, 
and self) relationships that a network can generate at most. For example, the network in 
Fig. 3 has 5 nodes, of which 3 nodes belong to subgroup 1 and 2 nodes to subgroup 2. 
Therefore, the network can at most generate 6 external dichotomous relationships, 4 
internal dichotomous relationships, and 5 self dichotomous relationships. By using the 
maximum possible number of external E*, internal I*, and self S* links of the dichoto-
mous network [16], we define the Enhanced-EISs-Index as: 

EISs = (E* – I* – S*) / (E* + I* + S*) . (2) 

The resulting EISs value indicates the openness of a network that the subgroup 
structure of the network allows. Since the maximum possible number of links depends 
on the distribution of the size of the subgroups, we also call this index Subgroup 
Structure Index. Considering our example, we get EISs = (6-4-5) / (6+4+5) = - 0.2. 

The second index considers the normalized numbers of relationships, while exclud-
ing the effect of the subgroup structure. The normalized number of external (internal, 
and self) relationships e (i, and s) is defined as ratio of the number of external (inter-
nal, and self) relationships and the maximum possible number of external (internal, 
and self) relationships. For example, the network shown in Fig. 3 has 1 external rela-
tionship, 3 internal relationships, and 2 self relationships. And it can hold at most 6 
external relationships, 4 internal relationships, and 5 self relationships. Hence, the 
normalized number of external (internal, and self) relationships is 0.166 (0.75, and 
0.4). By applying the normalized numbers of external, internal and self links (e, i, and 
s), we can define the Enhanced-EISa-Index as: 

EISa = (e – i – s) / (e + i + s) . (3) 

Since the effect of the subgroup structure is neutralized in this index, the resulting 
EISa value represents the openness of a network without the subgroup structure effect. 
Since the normalized numbers of links represent the average numbers of relationships 
of agents in the network, we also call this index Agent Behavior Index. In our exam-
ple, the Index EISa = (0.166-0.75-0.4) / (0.166+0.75+0.4) = -0.7468. 

4   Analysis 

4.1   Description of Empirical Data 

Data has been gathered from the Web site http://www.programmableweb.com, which 
lists Web2.0 services that have been registered by the owners of the services. In total, 
2374 Web services had registered between September 1st, 2005 and May 31st, 2007, 
of which 445 are Web2.0 services that offer open APIs and 1929 are mashups. Be-
sides, 8 mashups also provide open APIs. However, 226 Web2.0 services were elimi-
nated from the data set, since they are not used in any mashup during the survey pe-
riod. As a result, only 219 services with open APIs are used in the analysis. 

The resulting Web2.0 service network can be classified into 143 subgroups with 
respect to the ownership criterion and into 47 subgroups with respect to the type of  
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service criterion. The size of these two sets of subgroups is heterogeneously distrib-
uted. Among the 143 subgroups created through the ownership criterion, 134 compa-
nies provided only one Web2.0 service. Only nine companies (e.g. Google, Yahoo, 
and StrikeIron) provided more than two Web2.0 services (Fig. 4).  

 

 
Fig. 4. Distribution of the subgroup size for subgroups based on the ownership criterion 

The results that are shown in Fig. 4 indicate that the distribution of Web2.0 ser-
vices is not uniform over all companies. That is, a small amount of subgroups have a 
majority of Web2.0 services with open APIs, and a large part of subgroups includes 
only few Web2.0 services. It reflects that the Web2.0 service industry is influenced by 
a few companies. 

Among the 47 subgroups that are created through the type of service criterion, 34 
subgroups provide less than 5 Web2.0 services. Only one subgroup consists of more 
than 20 Web2.0 services (Fig. 5).  

 

 
Fig. 5. Distribution of the subgroup size for subgroups based on the type of service criterion 

Fig. 5 illustrates that the distribution of Web2.0 service is also uneven for the type 
of service criterion. A majority of Web2.0 services belong to a few service types (e.g., 
Map Services and Shopping Services). It mirrors that Web2.0 system is constituted 
through a few focal services (e.g., Mapping Service) which are supported through 
peripheral services. 
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4.2   Trend Analysis of Relative Relationship Values 

In order to illustrate the trend of the relative relationship values across time, we calcu-
late the relative relationship values for the self, internal, and external relationships for 
each month during the period from September 2005 to May 2007. The relative rela-
tionship values that are shown in Fig. 6 and Fig. 7 for each month are based on the 
cumulated data up to the month shown. For example, the self relationship value in 
July 2006 is the total number of self relationship in the Web2.0 service network from 
September 2005 to July 2006. 
 

 
Fig. 6. The trend of relative relationship values calculated for the self, internal, and external 
links with respect to the ownership criterion 

 
Fig. 7. The trend of relative relationship values for the self, internal, and external links with 
respect to the type of service criterion 

With respect to the ownership criterion, Fig. 6 shows that the relative relationship 
value of the internal links increases steadily (The curve is named Relative I in Fig. 6). 
This means that the number of mashups developed with Web2.0 services belonging to 
a same subgroup increases over time. However, it is low during the entire period, and 
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reaches only a value of about 0.2 at the end of the observation period in January 2007. 
The relative relationship values of the self and external links are equal during the 
initial period (The curves are named Relative S and Relative E in Fig. 6). In the later 
period, however, the relative relationship value of the external link is superior. This 
implies that the Web2.0 service network is open in the later periods. In particular, we 
can state that there are Web2.0 services of different ownership subgroups, which are 
not bound by the ownership of the Web2.0 service. 

With respect to the type of service criterion, the comparison of the relative rela-
tionship values shows that the relative relationship value of the external links is supe-
rior and dominant at the end of the observation period (The curve is named Relative E 
in Fig. 7). Furthermore, the relative relationship value of the self links decreases after 
being superior in the initial period (The curve is named Relative S in Fig. 7). This 
trend shows that the structure of the Web2.0 service network is independent of the 
types of services. The Web2.0 service network evolves such that it destructs the barri-
ers of service types. 

4.3   Analysis of Enhanced-EIS-Indexes 

The Enhanced-EISr-Indexes for the Web2.0 service network under both subgroup 
criteria, the ownership criterion and the type of service criterion, are about - 0.12 for 
the period of May 2007 (Fig.8).  
 

 

Fig. 8. The Enhanced-EISr-Indexes, the Subgroup Structure Indexes EISs, and the Agent Be-
havior Indexes EISa for the Web2.0 service network of May 2007 with respect to the ownership 
criterion and the type of service criterion 

The Subgroup Structure Indexes EISs for both subgroup criteria are very high, 
namely 0.9386 and 0.9017. It shows that the Web2.0 service industry is organized 
such that new Web2.0 mashups can be created through the combination of existing 
Web2.0 services that belong to different subgroups. It exhibits openness. 

However, looking at the Agent-Behavior-Index EISa for the ownership criterion 
and the type of service criterion, we can see that they are -0.9917 and -0.9914. That 
implies that Web2.0 services have been used to establish relatively more links within 
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subgroups than across subgroups. It suggests that users are captivated within sub-
groups. This complies with the theory that agents are more likely to make relation-
ships with colleagues of the same subgroup, with who they share a common culture 
and a strong communication channel [16]. Similarly, we can suspect that a user, who 
is familiar with a service type or with the programming interface of a particular com-
pany, may tend to apply Web2.0 services of the same service type or the same com-
pany. In both cases, the cost for developing new Web2.0 services is low, since the 
user can reuse his/her existing knowledge about a type of service and programming 
interfaces of a company, respectively. 

Consequently, these results show that the Web2.0 service network is not as open as 
expected and suggested by the comparison of the relative relationship values of Sec-
tion 4.2. The Enhanced-EIS-Indexes, that have been introduced, helped identifying 
that there are preferences for establishing links within the same subgroup. This also 
explains the low EISr value of the Web2.0 service network (EISr = -0.12), revealing 
that the Web2.0 service network is even slightly closed. 

5   Discussion of the Openness of the Web2.0 System 

In this paper, the Web2.0 service network was defined as a network of innovation 
activities impacted by subgroups of Web2.0 services. The network is driven by the 
development of Web2.0 services through users, exhibiting the collective intelligence 
of the Web2.0 system. The openness of the Web2.0 service network stands for creat-
ing combinations of Web2.0 services of different subgroups. This openness of re-
sources promotes sharing of Web2.0 service between subgroups. 

Many of our measures (i.e. the relative relationship values (Fig. 6 and Fig. 7), the 
Enhanced-EISr-Index, and the Subgroup Structure Index EISs) indicate that the net-
work is actually open. Therefore, we may say that the Web2.0 service network is 
open, fostering innovation.  

However, one of our Enhanced-EIS-Indexes reveals that the Web2.0 service net-
work is not completely open, rather slightly closed. The Agent-Behavior-Index EISa 
showed that the creation of links within subgroups is preferred to the creation of links 
between subgroups. This shows closeness, which has not been identified before. 

Therefore, we can state that type of service subgroups and ownership subgroups 
negatively impact the use of the collective intelligence, limiting innovation. New 
compositions of Web2.0 services are preferably created within subgroups. Users pre-
fer subgroups, with which they are already acquainted.  

In the future, we will extend our research by considering the original Krackhardt 
and Stern Index in conjunction with the Enhanced-EIS-Indexes. In addition to this, an 
evolutionary model, which considers the behavior of agents and the impact of sub-
groups, is planned to be simulated. 
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to Develop Transactive Memory 
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Abstract. The socio-cognitive approach to teamwork has gained a lot of atten-
tion recently. Especially the concept of transactive memory (i.e., knowledge 
about each other’s knowledge) has been fruitfully applied to the team level. 
First, we extend the concept of transactive memory by considering a wider 
range of interpersonal aspects (e.g., personal traits, external relations, back-
ground knowledge). Second, we delineate practical approaches to develop 
transactive memory quickly. We distinguish between two training sequences: 
knowledge disclosure and knowledge updating. Whereas cross-training is an 
appropriate training approach at the beginning of teamwork, we refer to the af-
ter action review as an effective tool to update knowledge about each other in 
ongoing teamwork activities. Finally, open questions are discussed. 

Keywords: transactive memory, cross-training, after action review. 

1   Introduction 

Teams have become a cornerstone of modern organizations. Bringing together experts 
from different domains can help to create synergies and to put forth new ideas. Inno-
vative teamwork is widely viewed as a means to effectiveley combine individual 
knowledge, skills, and abilities (KSA) (e.g., to develop new products, to restructure 
organizations, or to foster the quality of strategic decision making). 

We use and extend the concept of transactive memory, which describes the knowl-
edge about who knows what within a team setting. Transactive memory has been 
identified as an essential prerequisite for teams to cooperate efficiently. We first pre-
sent a holistic conception of transactive memory and then show how to develop this 
kind of knowledge quickly. The latter question has not gained the attention it deserves 
so far. Thus, we want to deepen our understanding not only about the concept of 
transactive memory but also about the practical mechanisms underlying the develop-
ment of transactive memory, for it is not sufficient to simply strengthen communica-
tion efforts to achieve high levels of transactive knowledge. On the contrary, there is a 
need for an elaborate training program in high-performance teams. 

Thererfore we distinguish between two phases or training sequences, which are 
both necessary to develop und to maintain transactive memory in teams: knowledge 
disclosure and knowledge updating. Finally, we identify key directions for future 
research. 
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2   Extending the Concept of Transactive Memory in Teams 

Originally, psychologist Daniel M. Wegner used the concept of transactive memory to 
explain patterns of behavior in close relationships [1]. Whereas the husband is usually 
responsible for technical issues such as repairing the car or mowing the lawn, the wife 
is responsible for networking, planning anniversaries and so on. As a result there is an 
often unquestioned division of labor among partners. They rely upon each other’s 
special competencies. Hence, it is not necessary to know or to learn everything. To 
put it on another way: each partner has detailed knowledge in his or her domains of 
expertise, but the knowledge about the domains of expertise of his or her partner can 
be thought of as meta-knowledge. This knowledge about the knowledge of the part-
ner, however, is essential to coordinate behavior and to jointly solve problems. 

Applied to the team level, transactive memory has become a key concept to de-
scribe and to explain coordination processes and information behavior in general. 
Transactive memory helps team members to assess whom to ask, to whom to pass 
information, and how to evaluate incoming information. This is especially useful 
under high work load conditions because team members hold shared expectations 
which in turn reduce the amount of communication necessary to adjust each other. 
Team members are “aware of situations in which individual teammates may require 
assistance and to anticipate what type of assistance those teammates prefer” [2]. 

According to Wegner transactive memory is primarily knowledge about team 
members’ domains of expertise [1]. Certainly, expertise is crucial to understand col-
lective behavior in teams concentrated on common goals. But there are other aspects 
of interpersonal knowledge which should be considered as well. Member familiarity, 
e.g., is an important concept related to the notion of transactive memory. It describes 
knowledge about eacht other’s “preferences, habits, and values” [3]. Not only does 
friendship or prior contact lead to more effective coordination processes between 
teammates, but it may also be related to “an increase in requests for and acceptance of 
backup” [4]. Following these results, we think that transactive memory should be 
defined more broadly to include other facets of personal traits and patterns of behav-
ior. So we propose five core elements of transactive memory: 

 

- Knowledge about knowledge, skills, and abilities: This knowledge fosters an 
efficient information processing in teams: “The study of transactive memory is 
concerned with the prediction of group (and individual) behavior through an 
understanding of the manner in which groups process and structure informa-
tion” [1]. To know who possesses a respective talent and how to use that talent 
strengthens not only the quality, but also the speed of team decision making. 
Transactive memory is embedded in a collective system of encoding, storing, 
and retrieving information. Both – organizations and teams face similar chal-
lenges, i.e. they have to establish common rules for managing their knowledge 
effectively, and they have to define standards for orchestrating their communi-
cation and interaction processes. Knowledge about KSA is pivotal in this con-
text. It serves as an implicit coordination mechanism which has been defined 
as “the ability of a team to act in concert by predicting the needs of the task 
and the team members and adjusting behavior accordingly, without the need 
for overt communication” [5]. 
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- Knowledge about nominal characteristics such as gender, status, or race: This 
knowledge arises automatically when people meet first. Because this knowl-
edge is created more or less accidentally, it is normally too superficial to lead 
us to accurate conclusions on people: “The simplest, and often most inaccu-
rate, way to form directories is stereotyping” [6]. To avoid that this knowlede 
becomes the only source about one another, geographically dispersed team 
members, for instance, should meet face-to-face from time to time, especially 
early in their life cycle. 

- Knowledge about personal traits: Personal traits refer to the style or manner in 
which people interact with their environment, e.g., how they deal with criti-
cism, how they act under stress, how they learn from defeat, or how they are 
willing to admit to mistakes. This knowledge is very important to work to-
gether smoothly and to create an atmosphere of psychological safety [7]. It 
helps to avoid relational conflicts between team members which have been 
shown to be detrimental to workgroup performance [8]. Personal traits as part 
of transactive memory have been largely ignored in comparison to KSA. Nev-
ertheless, they are intensively discussed in conjunction with questions about 
team composition. Consequently, it makes sense to integrate these findings 
within the framework of transactive memory research, because it is not only 
important to know what others know but also how they use their knowledge 
daily. The “big five” factors of personality can provide a basis for further re-
search findings. These factors are openness, conscientiousness, extraversion, 
agreeableness, and neuroticism [9]. 

- Knowledge about team members’ personal background: This knowledge stems 
from the fact that the western culture does not value silence. Silence makes 
people feel uncomfortable. In periods of low work load, during lunch time, or 
when people greet one another they talk about their families, their hobbies, 
their activities during the last weekend, or other personal aspects of their life 
(e.g., their mood and feelings or their well-being). Although this knowledge is 
not really necessary for attaining the team’s goal, it – nevertheless – fulfils cer-
tain functions for the team as it contributes to a positive and supportive work-
ing culture. It should be mentioned, however, that sharing this kind of knowl-
edge is voluntary in nature, i.e., team members cannot be coerced to share. 

- Knowledge about team members’ social capital: This knowledge is useful  
to gain knowledge from outside of the team. It can be defined as “shared 
awareness of group member external ties” [10]. As team members normally 
belong to many other groups (e.g., communities of practice or any other kind 
of social networks) this knowledge can be used to widen the team’s horizon: 
“An effective transactive memory system should have bridges spanning struc-
tural holes such that information can flow from each group within the network 
to every other group” [11]. If problems arise which the team itself is unable to 
resolve these external ties become especially valuable as they extend the 
team’s knowledge base and probably also its innovative power. Some authors 
assume that the external orientation accounts for the success of outstanding 
teams. Teams embedded in dense networks of contacts inside and outside the 
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organization “develop a clear understanding of the environment (scouting), 
build support with key executives (ambassadorship), and coordinate with other 
groups that can contribute to their project (task coordination)” [12]. 

 

If we integrate all these elements we will get to a more comprehensive view of trans-
active memory (cf. Fig. 1). It is not only important to consider hard facts of interper-
sonal knowledge, such as domains of expertise, but also to look at more soft facts, 
such as personal traits and background, which may invoke feelings of friendship and 
solidarity among team members. Topical research findings from Ferriani, Corrado 
and Boschetti can help to clarify this view. In their longitudinal study on the U.S. 
feature film industry they found that many directors collaborate with a stable nucleus 
of key members over subsequent projects: “In a context constantly in flux, due to the 
free-lance market-based organization of labor and the short-term nature of the produc-
tion process, reiterated collaborations provide stability and continuity” [13]. Whether 
driven by friendship or by functional demands, these strong ties are certainly charac-
terized by high levels of transactive or idiosyncratic knowledge about each other. This 
knowledge reduces transaction costs, i.e. it shortens the time needed to get along with 
one another or, as the late Sydney Pollack put it: “When you find people you can 
work with you never want to give them up” [13]. 
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Fig. 1. Holistic Conception of Transactive Memory [14] 

3   The Development of Transactive Memory 

It has to be mentioned first that there is no panacea to develop transactive memory. 
On the one hand, there are many factors which influence the need for transactive 
memory (e.g., different levels of task interdependence, diversity and longevity of a 
team, team member stability, trust, and the willingness to share information), on the 
other hand transactive memory is a complex theoretical construct. Hence, training 
measures cannot be reduced to a single method but should encompass different as-
pects of interpersonal and interpositional knowledge. Another hurdle to overcome can 
be found in structural constraints (e.g., budgetary restrictions, time pressure, and an 
urge for results) which often prevent sophisticated training programs or workshops for 
newly formed teams. 

Moreover, scientists are unanimous in their recommendation to install measures for 
team building right at the beginning to be effective. Some authors, however, question 
that view argueing “that team skills develop naturally through time spent together, 
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implying that specific team process training is not required” [15]. We state, however, 
that such unplanned development makes initial coordination processes more error-
prone, triggering intragroup conflicts and slowing down work progress. Above that, 
the less systematic training measures are, the more it takes time to get to a teamwide 
mutual understanding. In Tuckman’s words: Training teams at the beginning helps 
them to get soon into the performing stage, i.e. to avoid the storming stage [16]. 

While there is consensus on when to apply training methods and on how these 
training methods should be designed (i.e., normally team-based, not individual-
based), there is no consensus on the question which training methods are really ap-
propriate to develop transactive memory yet. Certainly, asking teams to communicate 
as often as possible cannot be questioned. The same is true for collaborative informa-
tion technologies which have become an indispensable part of teamwork: “The learn-
ing channels or communication media used to convey transactive knowledge play a 
crucial role in facilitating knowledge transfer” [17]. In an overarching analysis 
Kozlowski and Ilgen, however, conclude that “beyond familiarity, shared experience, 
and face-to-face-interaction, the research base to help identify techniques for enhanc-
ing transactive memory is as yet not sufficiently developed to warrant specific rec-
ommendations for how to enhance it in teams. This is an obvious target for vigorous 
and rigorous research” [18]. They propose that “the use of interpositional cross-
training, which has proven useful in the development of shared mental models, may 
also help to foster the development of better transactive-memory systems” [18]. Fol-
lowing this proposal, we will take a closer look at cross-training as a means to de-
velop transactive memory at the beginning of teamwork. 

3.1   Knowledge Disclosure through Cross-Training  

As mentioned before, cross-training is not a single method but more an umbrella term 
capturing different training approaches and training levels. It consists of positional 
clarification, positional modeling, and positional rotation. Figure 2 shows how these 
training modules are connected. 
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Fig. 2. The Three Modules of Cross-Training [14] 

Orignially designed for developing interpositional knowledge, cross-training has 
the potential to develop interpersonal knowledge as well. Especially in project-based 
work, roles and responsibilities are not that fixed as they are in an organizational, 
more hierarchical setting. They have to be much more flexible to adapt to environ-
mental changes. It makes sense to combine interpositional knowledge with elements  
 

 



112 M.W. Busch and D. von der Oelsnitz 

of interpersonal knowledge. To know what others have to do is nearly congruent with 
the knowledge about what they have to know on their assigned job. 

The three types of training should be seen as a sequence. The complexity and depth 
of knowledge increases from module to module. Whereas positional clarification and 
positional modeling give only a superficial impression of team members’ job re-
quirements (which should not be confused with actual mastery), the question whether 
positional rotation is possible at all depends on the cognitive distance between team 
members’ specialties: “It would be overly optimistic to think that a designer could 
easily educate an engineer to understand design with the same level of sophistication 
that the designer has gained after years of training and experience” [19]. So it is nei-
ther feasible nor necessary to fully cross-train all team members. The choice depends, 
first and foremost, on the team’s task: “The prototypical work team from a manufac-
turing setting often has people cross-trained on a full set of team skills. Full cross-
training is inappropriate for most knowledge-work teams, however, because the in-
depth, specialized knowledge required is expensive to obtain (...) Teams require 
members to have, at a minimum, enough understanding of the skills of their team-
mates to be able to discuss issues and trade-offs as the team goes through the cycle of 
considering divergent views and arriving at convergence on a direction. Familiarity 
across disciplines provides a basis for communicating across the thought-worlds of 
the different disciplines” [20]. Cross-training in knowledge-work teams aims to de-
velop – what Marco Iansiti called – T-shaped skills which he conceives to be essential 
for any type of integration team involved in the R&D process. Members possessing a 
T-shaped combination of skills “are not only experts in specific technical areas but 
also intimately acquainted with the potential systemic impact of their particular tasks. 
On the one hand, they have a deep knowledge of a discipline like ceramic materials 
engineering, represented by the vertical stroke of the T. On the other hand, these 
ceremic specialists also know how their discipline interacts with others, such as 
polymer processing – the T’s horizontal top stroke” [21]. As claimed before, these 
more interpositional aspects of knowledge should be amalgamated with the more 
interpersonal aspects of knowledge. Both types of knowledge can be found in our 
holistic conception of transactive memory and both types of knowledge should be 
integrated in a cross-training program consequently. 

Looking at each training sequence, positional clarification uses primarily informa-
tion-based methods, positional modeling demonstration-based methods, and posi-
tional rotation practice-based methods. This classification depends on how one deliv-
ers the training, i.e. “whether training primarily facilitates the delivery of concepts, 
facts, knowledge, or theories – information based methods; or illustrates by visual 
behaviors, actions or strategies to be learned – demonstration-based methods; or 
whether training allows the trainee hands-on practice and provides feedback on pro-
gress – practice-based methods” [22]. 

As the words express, positional clarification wants to create transparency about 
team member’s knowledge. In self-managing work teams (e.g., in manufacturing or in 
service settings) positional clarification unfolds the variety of skills of each team 
member. Figure 3 shows a simplified skill chart of a work team. 
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Fig. 3. Simplified Skill Chart of a Work Team [23] 

In knowledge-work teams positional clarification helps to raise awareness about 
each other’s position. A workshop preceding teamwork may help to clarify interposi-
tional and interpersonal knowledge. In such workshops sheets containing individual 
competency profiles can be handed out and discussed or team members can talk about 
their professional background and their experiences. It leads to the general question 
on how knowledge can be made visible. Knowledge about one another may either be 
transferred from team member to team member or by using codified knowledge like 
knowledge maps. Knowledge maps are graphic directories of knowledge “-sources 
(i.e., experts), -assets (i.e., core competencies), -structures (i.e., skill domains), 
-applications (i.e., specific contexts in which knowledge has to be applied, such as a 
process), or -development stages (phases of knowledge development or learning 
paths)” [24]. 

A facilitator may help the team to understand the general importance of team trans-
active memory und put it in the context of shared mental models of which transactive 
memory is an essential part of. Shared mental models in teams are common or over-
lapping cognitive representations of the team’s reality: “[O]ne that describes the 
equipment (equipment model), one that describes the task (task model), and two that 
describe the team – one that describes the roles, responsibilities, and interactions of 
team members (team interaction model) and one that describes the team members 
themselves (team model)” [25]. The facilitator should be supported by a skilled and 
experienced project manager who can give a more vivid picture of what the team is 
going to expect in daily work. 

Compared to positional clarification, the sequence of positional modeling is less 
theoretical, i.e. positions or team members’ roles are observed in their natural setting. 
The tasks of another teammate may be either observed in a simulated situation or in 
real work situations. We think that it could be beneficial to use think-aloud techniques 
to accelerate mutual understanding and to foster the explication of tacit knowledge. 
Ericsson and Simon [26] distinguish between concurrent and retrospective reporting.  
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The retrospective report is given by the subject immediately after the task is com-
pleted. Compared to concurrent reporting the process that is completed, however, 
cannot be altered and influenced any more. In addition to think-aloud techniques more 
indirect ways of observing teammates’ behavior can be used (e.g., shadowing), simi-
lar to a mentor/mentee relationship. All these methods are labor and time-intensive. 

Finally, positional rotation is experientially based training i.e., team members ac-
tually perform all of the duties or different parts of the duties of their teammates. 
“This method is similar to job rotation in that team members gain first-hand knowl-
edge and experience in the specific tasks of others (...) Ideally, team members would 
be trained in those tasks that demand cooperation and high interdependency among 
teammates” [27]. Within this training sequence an overall task should be decomposed 
into components to be separately trained: “Segmentation involves breaking up a task 
into a temporal series of stages and designing part-task training around these individ-
ual stages. Simplification involves making the task initially easier to perform in some 
manner (...) prior to having the trainee move to the full version of the task (...) Frac-
tionation involves decomposing a complex task into a set of individual activities that 
are performed in parallel in the overall task” [28]. Apart from these general questions 
concerning the appropriate design of positional rotation, Salas and Cannon-Bowers 
point out that “to be effective, practice needs to be guided by cuing, feedback, coach-
ing, or any other mechanism that helps the trainee to understand, organize, and as-
similate the learning objectives” [22]. 

3.2   Facilitating Knowledge Updating through After Action Reviews  

The development of situation awareness (SA) becomes crucial when a team starts 
working. Individual outputs need to be integrated, interdependencies to be identified, 
and the team as a whole has to adapt to changing conditions. “Most simply put, SA is 
knowing what is going on around you. Inherent in this definition is a notion of what is 
important” [29]. Team situation awareness can be understood as a dynamic shared 
conception of the changes taking place within and outside the team. These changes 
include changes of team members’ duties and competencies as well as changes of the 
team’s constituencies or other stakeholders. A constant flow of information is needed 
to maintain situation awareness. This is not only a technological question but also a 
question concerning the team’s behavior and interaction processes. As individual 
progress is directly linked to the team’s progress, a team should install mechanisms to 
ensure that knowledge, ideas, and observations of team members are shared within 
the team. Thus, teams should learn how to provide feedback effectively. 

One device to facilitate such feedback processes is the use of the after action re-
view which has proven an effective tool in the U.S. Army. At a first glance the after 
action review seems quite trivial, because it uses only four questions again and again 
to review events and to reflect upon measures that should be taken to improve the 
team’s performance (cf. Figure 4) [30]. 

But if we take a closer look at feedback processes, we will find that each team has 
to learn it from scratch, because “[d]etecting and correcting error is psychologically 
non-trivial as it involves loss of face and possible loss of confidence” [32]. So the 
team leader has to play the role of a facilitator who initiates and monitors feedback  
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Step 1

What was planned?

Step 2

What really happened?

Step 3

Why did it happen?

Step 4

What can we do?

Step 1

What was planned?

Step 2

What really happened?

Step 3

Why did it happen?

Step 4

What can we do?

 

Fig. 4. The After Action Review as a Learning Cycle [31] 

processes in ongoing after action reviews. Collison and Parcell provide practical  
advice [33]: 

 

- Focus on the process rather than the content. 
- Watch people’s body language – it will tell you more than their words alone. 
- Ensure a balanced contribution from all staff – ask questions of the quiet ones. 
- Trust your instinct to ask the ‘unasked questions’. 
- Clarify distinctions between facts and opinions. 
- Get the participants to focus on what actions they will take, rather than on 

what others will do. 
 

Accordingly, the after action review is not something that can be imposed on team 
members, instead it “is a characteristic that team members nurture over time through a 
variety of self-development processes” [34]. A team has to learn how to use the after 
action review effectively. Transactive memory can contribute to accelerate this learn-
ing process, because the more we know about each other, the better we can learn from 
each other, and the more we are willing, to give and to accept feedback from one 
another. So transactive memory is both a precondition of successful after action re-
views, and a consequence of after action reviews, because these reviews deepen and 
broaden the knowledge about each other. 

In order to gain knowledge about changes in each other’s domains of expertise 
quickly, critical incidents are highly important because they obviously unfold individ-
ual strengths and weaknesses [35]. They result in feelings of frustration or happiness. 
Thus, attention of participants is focussed when analyzing these incidents during an 
after action review session. It is only human to concentrate on mistakes and failures, 
yet successes should be analyzed, too, in order to replicate them. Ellis and Davidi 
showed for the Israel Defense Forces that explanations of successes at the beginning of 
a training session were rather simple and straightforward, but over time “participants’ 
mental models of successful events became increasingly more complex and included 
increasingly more causal explanations that did not reflect situational reasons but in-
stead reflected issues relating to their prior knowledge and task planning” [36]. To ask 
team members to reflect upon especially successful events therefore may lead to more 
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fine-grained knowledge about oneself and about each other. Whereas simple explana-
tions of events only look for external causes, more complex explanations also look 
inside participants’ heads and this is exactly what transactive memory is about. After 
action reviews are indeed forward-looking to improve the team’s overall competencies 
and interactions, but looking back they need to be both success- and failure-driven. 

4   Conclusion and Open Questions 

Research on transactive memory in teams has made significant progress during the 
last ten years. But there are many interesting questions still unresolved. A short over-
view of promising research topics which should be addressed in the near future are 
among others: It is necessary to get to a more comprehensive view of transactive 
memory as we have pointed out before; this comprehensive view itself needs to be 
integrated in an even more comprehensive view, i.e., results from transactive memory 
research must be integrated with results from the research on shared mental models in 
teams. “[S]ocial sharedness is central to understanding group decision-making, pro-
vides a tie between past and current group research, and can serve a unifying function 
for future endeavors” [37]. Thus, future research should examine the linkage between 
different components of shared mental models (of which transactive memory is cer-
tainly one of the most important ones), as well as the amount of commonality or the 
degree of integration necessary for each component [38]: “Teams do need to share 
some overlapping knowledge in order to coordinate their actions and perform well. 
What we do not know is how much knowledge must be overlapping, and how much 
specialization is too much” [39]. 

To choose the right level of analysis is another question to be solved. Transactive 
memory is certainly especially insightful at the team level, but it could also be applied 
to the organizational level [40]. Combined with social network theory [41] it provides 
the basis for analyzing the roots of the knowledge creating company. It allows the 
organization to know what it knows [42]. Transactive memory is, metaphorically 
speaking, a kind of human web search engine. This personalized meta-knowledge 
supplements technical web search engines like Google, Yahoo, Bing, or any other 
kind of intranet solutions. Whereas the latter give quick answers to knowledge re-
quests, a holistic conception of transactive memory contains elements such as intui-
tion, mental associations, moods, or knowledge about human nature, which help to 
evaluate individual achievement levels, making staffing decisions more accurately, 
and advancing the organization’s information processing capacities in general. This 
aspect is of high importance to the inter-organizational level, too. Strategic networks 
face even more information-based as well as interpersonal challenges. In summary, 
multi-level approaches to transactive memory seem most promising. 

But transactive memory research is not only confronted with theoretical questions. 
Practical issues should receive much more attention in future research. Advances in 
training research are to be considered (e.g., blended learning, Web 2.0 technologies 
such as Wiki systems or tagging) to make the design of transactive memory training 
more effective and more interactive in nature. The new generation of technologically 
socialized people will call for collaborative, non-hierarchic ways to develop transactive  
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memory. First steps in this direction have already been taken [43]. The role of technol-
ogy also comes to the fore in virtual teams whose members work across boundaries 
(e.g., organizational, industrial, or cultural) and correspondingly have to cope with 
diversity in a more effective way. Finally, membership dynamics must be taken into 
consideration, because many teams are characterized by a high rate of turnover as 
functional demands change. In these cases “team training should focus on developing 
knowledge and skills that are transportable and that do not need to be repeatedly re-
trained and unlearned” [44]. If team composition often changes, management should at 
least make sure that there will be a stable nucleus of team members who know each 
other very well. Gratton and Erickson, e.g., discovered “that when 20% to 40% of the 
team members were already well connected to one another, the team had strong col-
laboration right from the start” [45]. This “transactive” nucleus accelerates team devel-
opment and serves as a behavioral model for newcomers. 

Researchers on transactive memory should feel much more obliged to cross their 
disciplinary boundary. The concept of transactive memory is predisposed to be ana-
lyzed from different angles. Neuroscience, e.g., would advance our understanding in 
this field tremendously. Therefore, it is not only important to know what is known in 
your own research field, but also to know what other research fields have to offer in 
order to deepen our knowledge about the complex mechanisms underlying the evolu-
tion of collective intelligence in teams. 
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Abstract. Knowledge representation is a key task of both computing science 
and programming practice. Suffice it to say that any program is a knowledge 
representation of a certain problem solution. However till now there are no 
means for the representation of application problems' decision methods, for the 
representation of the environments making these problems, and for the repre-
sentation of the communications between different knowledge environments. 
Today’s evolution of IT requires such knowledge representation tools. This pa-
per proposes a knowledge representation language that allows a system of 
knowledge to be represented in a comfortable way for wide range of users and 
for automatic and semi-automatic problem solving in a suitable form.  

Keywords: semantics, ontology, reasoning, domain knowledge representation, 
Need Satisfaction Domain, constructive element, a target activity, a local target 
activity, resource, Need Language. 

1   Introduction 

In daily life people continuously solve problems. Herewith, new problems seldom 
occur. In most cases we deal with problems that are available in the scope of own or 
common experiences. By experience we mean a collection of knowledge and skills 
that are resulted from activities. This collection contains knowledge about domain 
situations and domain processes which produce these problems. Generally speaking, a 
decision is reduced to the detection of a problem, to the synthesis of solution using 
available experiences and to control of solution: 

Decision = Recognition + Synthesis + Control (1) 

Equation (1) would be useful, if some information technologies would model (or 
just support) the human decision approach. 

Traditional computing distinguishes two styles of programming: declarative and 
imperative. With the imperative style we must write rigorous instructions for the 
computer to follow, step-by-step. In the declarative style we just inform the computer 
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about the problems. A declarative program is essentially a specification. Using R. A. 
Kowalski’s equation [6] 

Algorithm = Logic + Control (2) 

It is possible to say that declarative programming describes the logic of algorithms, 
but not necessarily the control, whereas imperative style of programming deals with 
both logic and control. Herewith both these styles realize the synthesis of algorithms. 
That is, the process of algorithm synthesis is outside computing. Moreover, both de-
clarative and imperative styles of programming allow describing the decisions of 
separated problems, which have been extracted from a situational context. Herewith 
the remaining domain reality is left out. In other words, it is possible to say that the 
representation of domain knowledge and software synthesis logic is beyond the capa-
bilities of traditional programming. 

Attempts to represent a domain environment by means of existing programming 
languages have been unsuccessful also for another important reason that the concept 
of domain knowledge is not rigorously defined. Usually, programmers rely on intui-
tion and (domain theory) a collection of types, operations, laws, and inference rules 
that are structured arbitrarily. The lack of a strict definition of domain entails the 
absence of criteria for completeness and correctness of its description. Since any spe-
cific domain knowledge is oriented to certain need (or needs) satisfaction and consists 
of several various domains, we focus on the representation of the Need Satisfaction 
Domain that includes all necessary knowledge for satisfying the given need (or 
needs).   

Since the decision is, mainly, a process of recognition and synthesis, Need Satis-
faction Domain should be presented as data including both declarative and imperative 
information. 

Thereby, the present paper deals with a knowledge representation language de-
signed for the representation of domain knowledge. The domain of need satisfaction 
is in the form of data that includes both declarative and imperative information. The 
rest of the paper is organized as follows: in Section 2, we introduce work related to 
this paper. In Section 3 we introduce briefly the basic principles of domain knowledge 
representation. In section 4 we present the NL language syntax in a general form. In 
Section 5 we present the implementation of the NL language. Lastly, the paper ends 
with a short conclusion. 

2   Related Work 

The research on domain knowledge representation has last for many years. Some stud-
ied domain knowledge representation including rules, integrity constraints, type defini-
tions, policy decisions and the applications of domain modeling to support specific 
operational goals [17]. However, it is not simply knowledge representation; applica-
tions also need knowledge reasoning and most application knowledge acquired from 
experts. Similar to open frame systems like RLL[22] and KODIAK[23], CreekL[18], 
presented by Agnar Aamod, makes an inference by property inheritance and constraint 
enforcement and enables a tight integration of case-specific and domain knowledge by  
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emphasizing a through, explicit representation of all concepts. A knowledge represen-
tation system attempting to integrate case-specific and general domain knowledge 
usually is object-oriented and frame-based. While some people represent domain 
knowledge with xml on semantic web (e.g. [19]), XMLKR is an object-oriented 
method of xml for knowledge representation [19]. Ontology-based domain knowledge 
representations were introduced in some papers (e.g. [20], [21]). A kind of formalism 
was presented based on three-level, ontology-based knowledge representation struc-
tures (i.e., subject ontology level, knowledge concept ontology level and learning ma-
terial ontology level) [20]. Another representation framework for domain knowledge 
based ontology was proposed in [21]. By defining class nodes and instance nodes, a 
description method for data nodes was presented and the class node properties are used 
to describe the domain knowledge formally. The system obtains results by reasoning 
about the semantic relations between class nodes, instance nodes and properties. How-
ever, the applicability is limited because of the lack of different domain integrations, 
and is not simple enough for users. 

3   Domain Knowledge Representation 

We consider target knowledge as the knowledge which a target system operates on to 
satisfy a given need. We define Environmental Knowledge as the knowledge about 
environmental needs. 

By Environmental Knowledge we mean knowledge about the environment that 
both motivates and governs the existence of the target system. This knowledge about 
an external environment contains the cumulative knowledge of all external factors 
that influence the target system’s life cycle or/and the knowledge about the external 
processes (activities) that produces the environmental needs (optional). By Target 
Knowledge we also mean the knowledge about the target system itself, which serves 
the satisfaction of Human needs and is represented by the description of the related 
target activities and situations. Generally speaking, by target activity we mean a 
human activity aimed to satisfy certain social need and operate with the target 
knowledge. 

In the context of software synthesis the target knowledge is the knowledge about 
the resources of the target activities and the structures of the target activities that de-
fine the usage of their constructive elements. 

Fig. 1 provides the content of a Need Satisfaction Domain in a general form. Any 
social need is associated with one of more ways of its satisfaction through a certain 
target activity. Every target activity belongs to a certain target environment and is 
represented by its resources, a configuration of its constructive elements and the 
known situations which are related to the target activity’s execution process. 

Any NL data destined for a Need Satisfaction Domain description belongs to the 
same type of data, namely, any NL data is a Reasoning Resource. Depending on do-
main situations the NL language allows users to qualify every reasoning resource as a 
missing resource (hereinafter a need), an available resource (hereinafter a resource) or 
a constructive resource (hereinafter a constructive element or an activity). 
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Fig. 1. Need Satisfaction Domain’s content 

4   Need Language Syntax 

4.1   Semantics and Ontology 

Any NL language sentence consists of an NL’s reserved word (semantic_tag) that is 
separated by a colon from a list of domain concepts and/or assertions: 

semantic_tag: (domain_concepts/assertions)  

A domain concept/assertion here represents a domain constructive element or its 
attribute. In case a domain concept is compound, its elements are grouped by round 
brackets. 

The semantics of a domain concept is defined by semantic tags. Semantic tags are 
reserved words of NL that are separated by a colon from an NL sentence that contains 
the names of the domain concepts. In case of necessity the semantics of a domain 
concept may be specified by additional conditions and restrictions that provide local 
constraints on the properties of the concepts via the semantic tags VIZ and DEF. 

Depending on the domain situation, the same Reasoning Resource may be a miss-
ing, an available or a constructive one. Thus NL provides a semantic polymorphism. 
In other words, the same reasoning resource has at least three different semantics. It 
implies that the same name of reasoning resource is associated with at least three 
meanings. Names of reasoning resources constitute the needs ontology. Every need 
satisfaction’s domain provides a specific ontology mapping. Each need satisfaction’s 
domain provides a specific ontology distribution, assigning to ontological units the 
semantics defined by the given conditions. 

4.2   NL Program as Data 

A complete NL program consists of a description of the missing needs, of the avail-
able resources and of the constructive resources. 

 

NL program: 
Needs 
Resources 
Activities 
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The architect of the Need Satisfaction Domain Knowledge Base (knowledge archi-
tect) is responsible for the completeness of an NL program. The customer, working 
with the Need Satisfaction Domain Knowledge Base, must be aware of the origins of 
his needs. He must know the purpose to meet his needs, and he should be able to 
describe its properties, major components and resources. However he is not required 
to have complete information; his information may be uncertain. Both knowledge 
architect and the customer are not obliged to know the NL language syntax; they are 
only obliged to answer questions and fill out the templates provided by the system. 

1) NL Syntax for Describing a Missing Need 

NEED: name_of_need 

Synonym: (synonyms) 

Location: (Why: … 

  For: … 

  Causer: …) 

VIA ListOFneeds: (sub_needs) 

Constructive comment: 

  (Viz: … Def: …) 

Synonyms help to recognize the semantics of customer specification. The syntax 
for the need location defines a set of possible triples (Why, For, Causer) that repre-
sents the coordinates of a need’s semantics that are marked by the semantic tags 
WHY, FOR and CAUSER: 

• WHY: These are the anteceding needs that is a nonempty set of nonempty lists, 
which contain logical sequences of the anteceding needs 

• FOR: These are the ensuing needs that is a nonempty set of nonempty lists which 
contain logical sequences of the ensuing needs 

• CAUSERS: These are the Need causers (optional) that list the subjects or objects 
whose current state requires a satisfaction of the given need. 

ListOFneeds denotes a list of generic sub-needs or disordered set of needs whose 
satisfaction leads to the given need satisfaction. Constructive comment extends the 
semantics of an NL sentence. It is marked by the semantic tag Viz. The attributes of a 
resource, the conditions of its usage and their previous states, the current state that 
motivates the given need are published using the semantic tag Def.   

2) NL Syntax for Describing the Available Resources 
NL allows resource descriptions for the following objectives: 

1. Description of the generic resources for need satisfaction 
2. Description of the generic resources for activity implementation 
3. Description of the customer’s available resources for need satisfaction 

Knowledge architects are responsible for the development of the knowledge related 
to a certain need and must describe as many variants as possible of the given need 
satisfaction. Every variant includes a description of a typical resource configuration 
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and a typical activity which satisfies the given need. This implies that for different 
resources the same need is satisfied by the different ways. Herewith the domain’s 
experts separately describe the resources required for an activity implementation, and 
activities are carried out in separate domain environments. A customer lists the re-
sources allocated for the given need satisfaction. Optionally he may input the re-
sources required for implementing an activity aimed to his need satisfaction. 

The NL Resource syntax includes the semantic tags BY MEANS OF, CEL, CE, 
DOC, TIME, PLACE, and BUDGET. 

NEED resources: 

BY MEANS OF:  

CEL: (CE: …CE: …) 

Doc: … 

Time: … 

Place: … 

Budget: … 

Constructive comment: … 

The semantic tag CEL is aimed to list constructive resources (enterprises, depart-
ments, subdivisions, agents, software agents, equipment, hardware, ingredients, build-
ing blocks, ingredients, etc.) that are the subjects or objects of a need satisfaction 
activity. The semantic tag CE is aimed to list the constructive elements that are the 
subjects or objects of a need satisfaction strategy. The semantic tag DOC is aimed to 
list the instructive elements (contracts, laws, specifications, Charter Company, etc.) 
that ground the given need satisfaction. The semantic tag TIME is aimed to indicate 
the time resource for the need satisfaction. Semantic tag Place is aimed to indicate the 
resource of place for the need satisfaction. Semantic tag Budget is aimed to indicate 
the scope of financing resource allocated for the need satisfaction. 

3) NL Syntax for Describing the Constructive Resources 
NL allows description of generic constructive elements (target activities, local activi-

ties and objects) and precedents of the activities. A generic activity represents a general-
ized experience that involves the typical variants of the given need’s resources and 
appropriate activities in the general form. Precedents of an activity represent the known 
experiences of the generic activity under some known resources and other conditions. 

Constructive element: 

 name_of_ce | 

 satisfaction_ behaviour 

Synonym: synonyms 

Type:  

 [target activity | 

 local activity | 

 object] 
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Location: … 

VIA ListOFneeds: … 

Constructive comment: … 

Need: …satisfaction_plan … 

Precedent of activity: … 

NL allows descriptions of semantic coordinates, marked by the semantic tag Loca-
tion, not only for missing resources but also for any other NL resource. The semantic 
coordinates define the locations of an NL resource in the Need Satisfaction Domain 
knowledge base by a list of semantic tags and their meanings. A satisfaction plan 
represents a program of sub-needs’ satisfaction. The list of needs represents the top 
operational resource. Every list of needs must be accompanied by an allocation of the 
need condition resources. A generic activity describes a given need satisfaction by the 
following steps: 

1. definition of the operational resources (i.e., of all the constructive elements and 
their attributes that meet the given need condition resources in accordance with the 
initial list of needs) 

2. description of the operational list of needs that mirrors the initial list of needs (top 
operational resources).  

3. description of the actions aimed to obtaining the missing data that is necessary for 
the sub-need satisfaction (In particular, it means the coding of those actions in a 
programming language or the calling of the corresponding software methods). In 
other words, in this step the preconditions of the corresponding constructive ele-
ments are obtained. 

4. description of the actions aimed to processing those preconditions into required 
preconditions (In particular, it means the coding of those actions in a programming 
language or the calling of the corresponding software method). 

5. listing situations of incompleteness (related to the found postconditions) together 
with the descriptions of the corresponding ways of the missing data (In particular, 
it means the coding of those actions in a programming language or the calling of 
the corresponding software methods).  

6. applying steps 3-5 for all the sub-needs as well as for all the constructive elements 
allocated for every sub-need. 

The semantic tag Precedent of an activity marks a record of the typical activity im-
plementation under the concrete conditions and resources. In other words, it repre-
sents an experience. 

4.3   Example 

Suppose a customer needs to make a plan for traveling from Tel-Aviv to Wuhan dur-
ing Jan 12th and Jan 18th in 2010. In addition, he/she also wants to visit Moscow on 
Jan 12th, Rostov-on-the-Don on Jan 14th, Beijing on Jan 17th and Shanghai on Jan 
18th. He/She also needs to have a day spent in Hon-Kong. The customer picks up a 
need travel. The query-answering engine generates the following dialogue: 
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• Which means of transportation do you need? 
• Plane. 
• What is your point of departure? 
• Tel-Aviv. 
• How many destinations do you need? 
• 6. 
• What is the first destination? 
• Moscow. 
• When you need to arrive in Moscow? 
• 12/01/2010 
• … 
• When you need to arrive in Wuhan? 
• 18/01/2010 
• What budget do you plan for travel? (Possible answers are: minimum, middle, 

unlimited). 
• Minimum 

The query-answering engine translates the customer’s answers to the following NL 
specification: 

NEED•travel (flight)travel (flight) 

BY MEANS OF: 

Time:  

 from Y(2010).MO(01).D(12)  

 to Y(2010).MO(01).D(18) 

Place: 

 from Tel-Aviv 

 to Wuhan 

Budget: min 

VIA ListOFneeds: 

 ( 

sub-need: travel(flight) 

BY MEANS OF: 

Time: Y(2010).MO(01).D(12) 

Place: Moscow 

sub-need: travel(flight) 

BY MEANS OF: 

Time: Y(2010).MO(01).D(14) 

Place: Rostov-on-the-Don 
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sub-need: travel(flight) 

BY MEANS OF: 

Time: Y(2010).MO(01).D(17) 

Place: Beijing 

sub-need: travel(flight) 

BY MEANS OF: 

Time: Y(2010).MO(01).D(18) 

Place: Shanghai 

sub-need: travel(flight) 

BY MEANS OF: 

Place: Hon-Kong 

sub-need: travel(flight) 

BY MEANS OF: 

Place: Wuhan 

) 

Construct: TSPsolver 

call TSPFare () 
 

An example result is shown below: 

Table 1. Example of result 

Flight NO Company Departure Arrival Cost ($) 
Flight 238 
Flight 415 

AeroSvit Airline Tel-Aviv Moscow 326 

Flight 367 UT Air Moscow Rostov-on-the-Don 86 
Flight 602 
Flight 910 
Flight 111 

Aeroflot-Don 
Air China 

Rostov-on-the-Don Hon-Kong 610 

Flight 304 Air China Hon-Kong Beijing 362 

Flight 333 
China Eastern 
Airlines 

Beijing Shanghai 184 

Flight 2508 
China Eastern 
Airlines 

Shanghai Wuhan 143 

5   Future Implement 

5.1   NL as an Information Retrieval Query Language 

As an information retrieval query language, NL is used to help the customer to  
ask questions (concerning both its service and knowledge base contents) and also to 
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obtain customer's knowledge for satisfying his needs. The semantics of the customer’s 
specifications that the customer describes in form of query/answer is interpreted into 
NL specifications. The NL search engine interprets the customer’s queries into NL 
specifications and searches the most suitable results. To resolve semantic uncertainty 
of the results the NL search engine generates clarifying questions, based on the se-
mantic surroundings of the obtained results.  After clarifying the sub-needs and avail-
able resources the NL search engine looks up in the NL-knowledge base for ready 
solutions or new assemblage of software on the basis of the solutions found for the 
sub-needs. 

5.2   Activity of the Knowledge Architect 

The activities of a knowledge architect are regulated in accordance with the scheme 
shown in Fig.2 

 

 

Fig. 2. Knowledge architect activity 

A knowledge architect is responsible for carefully filling out NL forms. He is 
obliged to accurately describe the typical variants of the semantic locations of the 
needs and all possible combinations of the available resources. Using this information 
the system engine produces questions to the customer to generate a specification in 
NL. For any new resource the knowledge architect is obliged to describe its interpre-
tation for all stages of its processing in a multi-domain environment. In other words 
the knowledge architect grounds the translation of the customer’s specification from 
his professional slang into the terms of API. The knowledge architect describes as 
many satisfaction activities as possible for every need, either generic or (proved) 
private.  

In describing a generic activity, the knowledge architect provides a sequence of all 
typical events, connected with shortage of data or with their incorrectness. A descrip-
tion of the satisfaction activity obligatorily includes instructions which control the 
adequacy of its execution by computers and by other performers. These instructions 
ground the processing of the intermediate results, asking the questions, answering and 
an adequate behavior making. The knowledge architect includes in any place of the 
description the instructions that contain pairs of queries and possible answers as well 
as a description of the corresponding behavior of the system. Herewith he includes 
both standard queries and custom ones. The query-answering engine uses these que-
ries and answers and generates additional queries based on the semantic context. 
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5.3   Satisfying Customer’s Needs 

The satisfaction of the customer’s needs starts from need detection (a customer picks 
up his need on the so-called Need map) and is supported by the query-answering 
engine. 

 
Customer’ s

available resources
detection

Customer’ s need
detection

Customer’ s
preferences of need

satisfaction

Privatization of generic
target

Satisfaction activity
generation

Satisfaction activity
control Synthesis of new target

 

Fig. 3. Customer’s need satisfaction 

The system engine detects the knowledge contexts which are adequate to a given 
need and generates the corresponding query-answering interface for discovering the 
available resources and preferable (for the customer) ways of the given need satisfac-
tion. The system engine is responsible for filling the found satisfaction activity’s 
framework by the available resources (precisely, by properly interpreting the available 
resources) as well as it is responsible for the reconstruction of this operational frame-
work in accordance with the given semantic context. This procedure is called the 
Privatization of the generic target activity. In absence of an appropriate target activity 
the system engine assembles the new satisfaction activity based on the discovered 
local activities that satisfy the sub-needs of the given need. Finally, the system engine 
uses the control instructions provided by the knowledge architects for the control of 
the satisfaction activity. 

6   Conclusion 

The NL language is a knowledge representation language to describe customers’ 
needs. It has the following advantages: 

• To give an opportunity for professionals in various subject areas to represent their 
experiences in a form that is equally accessible both to the automatic semantic 
search system and to customers. 

• To give an opportunity both for professionals and for every one to use their cus-
tomized slang to communicate with the computer; in particular, this concerns the 
description of the current situation and its forerunner.   

• To ground a representation of a Need Satisfaction Domain for any private person, 
for any professional or for the society as a whole. 

• To provide an opportunity of building a Global Knowledge Platform that supports 
different social activities. 
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• To represent data as a program, and to represent a program as data with the pur-
pose of solving problems using the equation 

Decision=Recognition + Synthesis + Control  

The NL language is designed more as an intermediate language for capturing and 
accumulating knowledge and for maintaining man-machine communications, than as 
a means of to directly control the computer as done in a programming language. 

We have in mind that the syntax of NL will be used for guiding an intelligent inter-
face with the following purposes: 

• discovering of the semantics of the current situation of the customer, 
• determination of the current needs, 
• separation of the real needs from the imaginary ones, 
• offering different options for adequate behavior, and 
• simulating different behaviors in the light of possible consequences. 

The future system engine will be responsible for the building of an adequate model 
of a customer’s business (and/or any other) activities. This model will provide prompt 
reactions to changes of the external conditions. 

In addition we can say that the NL language provides along with others the follow-
ing key needs of the customer: 

• need for background information, 
• need for training courses, 
• need for decision support, 
• need for pervasive support of business, educational and/or any other activities. 

The result of NL-based processing of the customer’s specifications will be a new 
software product, but more often it will be information that does not require further 
processing. Thus the NL language will ground the building of software systems of 
new generation that are capable of managing all resources to satisfy customer’s needs. 
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Abstract. This paper introduces a novel method to analyze the con-

tent of communication in social networks. Content clustering methods

are used to extract a taxonomy of concepts from each analyzed com-

munication archive. Those taxonomies are hierarchical categorizations

of the concepts discussed in the analyzed communication archives. Con-

cepts are based on terms extracted from the communication’s content.

The resulting taxonomy provides insights into the communication not

possible through conventional social network analysis.

1 Introduction

People increasingly publish information on their social networks on the Internet
and on social network sites in special [1]. Various sources can be used to obtain
the data on relations between different actors. Email archives as well as publicly
available online-forums may serve, among others, as the sources of data to be
analyzed [2]. Those interaction networks can be studied through measures of
social network analysis (SNA). Analyzing social networks with these measures
reveals the structure of the networks. The information needed to model the
network is often explicitly given or can easily be obtained.

The aim of this work is to combine the analysis of (electronically available)
communication structures by means of social network analysis with the analysis
of communication content by means of information retrieval (IR) and to intro-
duce a software tool performing these tasks. This tool has been implemented
as a module of the Condor toolkit. The content of communication sent in so-
cial networks is analyzed using information retrieval. The topics discussed in
those communication messages are extracted and visualized. The automated
construction of a taxonomy from the extracted topics helps to understand the
relationships between them.

In contrast to the data representing the network structure, the content of the
communication is usually unstructured. Interactions in the surveyed networks are
often unstructured documents sent from one actor to one or more other actors,
sometimes enriched with additional attributes like a timestamp. IR methods help
to analyze the unstructured message content. Essential to those methods, like

T.J. Bastiaens, U. Baumöl, and B.J. Krämer (Eds.): On Collective Intelligence, AISC 76, pp. 135–146.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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flat- or hierarchical clustering, is the introduction of a similarity measure on the
words used in the communication content.

The idea behind the proposed approach is twofold: On one hand, the for-
mal analysis of the communication structure by SNA methods is enriched with
information on the communication content. Supplementary to the key insights
gained by SNA methods, statements on the topics discussed by certain actors
can be made. On the other hand, satisfying information needs using information
retrieval can be supported by the formal knowledge on the network structure.
SNA offers methods to assess the centrality of each actor in a network. Those
key figures of actors are used to weight the information retrieved from messages
they sent. Extraction of topics from the messages should not only be based on
the topics’ importance in the “flat text-file” but also show the context they are
used in. A person’s information acquisition is influenced by their social network
[3]. Weighting in key data on those networks into the information retrieval pro-
cess reflects the importance of those people’s role in the information acquisition
and diffusion process.

2 Related Work

Although the role of social network structures in document corpora is well known
and utilized for information retrieval tasks, surprisingly little work deals with
the extraction of term relations from the content of social networks. Usually the
social network structure of documents is used to improve the document weights.
Those weights modify the sorting order of retrieved documents in a search engine.
A typical example of such a social network structure to be utilized to improve
document ranking is the hypertext structure of web documents [4].

When focussing on the extraction of terms and leaving out the SNA com-
ponent different information retrieval approaches can be identified. Supervised
learning methods like the support vector machine are a prominent example [5].
This classifying technique was adapted to diverse purposes and requirements.
One enhancement to the SVM relevant to the scope of this paper is the hier-
archical support vector machine proposed in [6]. Instead of constructing a “flat
classification”, this technique allows to create hierarchical taxonomies.

Another important way of extracting topics from text corpora can be achieved
by utilizing latent semantic indexing (LSI) [7]. It is an enhancement to the vec-
tor space model described in [8]. LSI is based on a singular value decomposi-
tion (SVD) of the term-document matrix. After calculating the SVD, the term-
document matrix can be approximated with a lower-rank matrix. With this step
a dimension reduction of the term-document vector space can be achieved. In-
stead of using the term-document vector space, IR methods can work on the
reduced concept space defined by the SVD. The clustering algorithms applied
to the problem of finding taxonomies of terms can work on the reduced con-
cept space instead of using the original vector space. But more important to the
goals of this paper is the ability to reveal hidden structures in the original vector
space. Those hidden structures to be uncovered are polysemes and synonyms.
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Having access to this information on terms may help to improve the quality
of taxonomies obtained by clustering algorithms. Preprocessing with a stemmer
can also be avoided since LSI will identify words with similar meanings as related
concepts.

3 Semantic Social Network Analysis

SNA provides methods to analyze the interactions and relationships between
actors in a network. The field of SNA emerged in behavioral science where in-
teractions of people were analyzed. At the beginning there was the insight that
interactions between individuals have influence on the individuals themselves [9,
ch. 2]. Analyzing different relations between actors has been applied to different
fields of study [10]. The methods have been successfully applied to Organisational
Behavior [11] and the analysis of the spread of diseases [12].

Semantic social network analysis factors in content analysis of the relational
data into the analysis of social networks. Therefore, it can be applied to social
network data where interaction takes place by exchanging textual information.
These can be found in email archives and networks built of websites and their
linkage among each other. Another prominent example of textual interaction
shared in a social network are the messages exchanged in online forums.

Semantic social network analysis as introduced in [13] allows to analyze the
content of textual interaction in social networks together with the network struc-
ture. Techniques from information retrieval are used to extract important terms
from the interaction’s content.

Analyzing networks can be conducted in a static or a dynamic way. Traditional
SNA focuses on a static view on the available data. The key measures used
in SNA reflect a social network in a static way. However, networks analyzed
with the means of SNA can be of dynamic nature. Networks might evolve over
time. Identifying and understanding patterns in an evolving network can help
to understand the nature of the whole network [14]. One possibility to gain
insight into the dynamic structure of a network is to divide the data on the
social network into several timeframes. The next step is to calculate SNA key
measures for each of those timeframes and compare them over time [15].

4 Our Approach: Clustering

The goal of this work is to extract a taxonomy of terms and concepts from
the interaction’s content. This taxonomy should give an overview of the dis-
cussed topics in the content of the interaction in the analyzed social network.
The elements to be categorized are the terms extracted from the interaction’s
content. A taxonomy created on top of those terms should help to understand
the most important topics discussed in the interactions between actors of the an-
alyzed social networks. Different ways of obtaining a (hierarchical) classification
of a set of discriminable objects are known. In this section clustering methods
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are introduced. Generally, these methods are used to assign discriminable ob-
jects into groups. Clustering methods are applied in different fields of research.
Those methods are used to group unlabeled data. Although the underlying idea
of clustering methods is identical in all those fields, various terminologies and
assumptions emerged [16]. In information retrieval clustering is often used to
locate information. Using clustering to find information is used for a long time
in libraries where books are classified by the topic they discuss [17].

Besides calculating the similarity of terms by utilizing their distribution
among the analyzed documents, the similarity of terms can also be obtained
from external sources. The idea behind this approach is to measure the similar-
ity of terms in the analyzed documents by obtaining the semantic similarity of
those terms from an existing taxonomy. Those taxonomies, or generally speak-
ing lexical networks, can be obtained from different kinds of sources. The way
on how to calculate the semantic similarity between two words might differ de-
pending on the source of the lexical network used [18]. However, the similarity
measures can be categorized into two different approaches [19]. The first cate-
gory combines edge counting based methods whereas the second category roots
in information theory based methods. Both approaches are described later on in
this section.

The base of the similarity measures described in this section are lexical net-
works or lexical taxonomies. A lexical taxonomy is a tree-like structure with its
nodes representing concepts. One source of background knowledge for measuring
semantic similarity of words is the Wikipedia online encyclopedia. Wikipedia is
an encyclopedia built on user generated content. It has a general scope with
more than 3,222,261 articles in the English Wikipedia.1 In Wikipedia authors
are encouraged to add existing or new pages to categories and create new cate-
gories when necessary. The categories are arranged in a category network with a
tree-like structure. This network of categories can be used to derive a semantic
taxonomy. Several ways of extracting semantic taxonomies from Wikipedia are
known. In [20] Wikipedia categories are used to identify topics of documents by
relating the documents’ content to category titles and to the titles of articles
in categories. In [21] the structure of the Wikipedia’s category network as well
as the titles of the categories are used to extract semantic relations between
different concepts.

4.1 Edge Counting Based Similarity

The first family of semantic similarity measures are edge counting based mea-
sures. Those similarity measures use the number of edges between two concepts
in the graph representing the semantic network to calculate the similarity of
those concepts. In [19] the basis of the edge counting measures is seen in [22].
A simple approach to calculate the similarity of two concepts is to use the path
length of the shortest path from one concept to the other as the measure of
similarity [23].

1 Number from http://en.wikipedia.org/wiki/Special:Statistics in March 2010.
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4.2 Information Based Similarity

Instead of using the edge counting similarity measures described in the previ-
ous section, an information based approach is introduced in [23] to calculate
the distance between different semantic concepts. How much information two
concepts share in common is the intuition of this similarity measure. The idea
behind this approach is based on the information theoretical notion of infor-
mation content of a concept. For each concept c in the taxonomy, p(c) is the
probability of encountering an instance of concept c. The higher a concept ci

is placed in the taxonomic tree the higher is its probability p(ci). If the taxon-
omy has one single root node its probability is 1. The information content of a
concept c is ic(c) = − log p(c) and serves as the foundation for the calculation
of the information based similarity. This information content decreases with the
increasing of its probability. That means the more general a concept is the lower
is its information content. The concept embodied by a single root node in a
semantic taxonomy therefore has an information content of 0. In order to gain
specific values for the probabilities of the concepts the frequencies of words in
natural language corpuses can be used. The similarity of concepts based on the
information content is defined by:

simRES(ci, cj) = max
c∈S(ci,cj)

− log p(c) (1)

with S(ci, cj) being the set of concepts subsuming both ci and cj [23]. With this
definition the similarity of two concepts ci and cj in a semantic taxonomy is
measured by the information content of the lowest common subsumer (LCS) of
ci and cj . The lowest common subsumer of ci and cj is the lowest node in the
semantic taxonomy that subsumes concepts ci and cj and thus is a hypernym of
both concepts.

A notable generalization of information based similarity measures was in-
troduced in [24]. The aim was a universal and theoretically justified model of
similarity. Whereas other measures are bound to a particular domain or applica-
tion, Lin’s measure is only based on information theory. This omits assumptions
based on the underlying domain. The definition of Lin’s similarity is rooted in
assumptions on the concept of similarity not in any specific formula. Different
similarity measures for specific domains can be derived from those assumption.
The derived semantic similarity is similar to Resnik’s similarity measure:

simLIN(ci, cj) =
2 ∗ log p(LCS(ci, cj))
log p(ci) + log p(cj)

(2)

with LCS(ci, cj) defining the lowest common subsumer of ci and cj .

4.3 Boosting Similarity of Terms with the betweenness Centrality
of the Actors

Although the corpuses analyzed with the introduced implementation can be
of different nature they all have a social network structure in common. Social



140 H. Fuehres et al.

network analysis provides information on the structure of a network and on the
position of actors in such a network. One powerful tool to assess the importance
of an actor in a social network is the betweenness centrality of each actor. This
measure reveals an actor’s degree of centrality in a social network. Centrality
thus can be interpreted as the importance of an actor. A message send by an
actor can be linked to the importance of the sending actor. Thus a message can
be weighted with the centrality of its sending actor.

Messages of less important actors can now be identified. In this way it possible
to take only messages of important actors into account. The basis of analyzing
terms and their similarity in this work is built on the vector space model. In
a term-document vector space the distinction between different levels of im-
portance of documents can be used for pruning the dimensionality of the vec-
tor space. Documents with a low importance can be ignored in the following
analysis.

Besides reducing the dimensionality of the term-document vector space the
importance weights of the documents can be used to calculate an importance
weight for each term. Such an importance weight for a term is based on the
importance weights of the documents and therefore is based on the betweenness
centrality of the actors in the social network.

The hierarchical methods can work either by pooling all objects into one clus-
ter and splitting up this cluster recursively or by starting with single objects and
merging them into clusters. Top-down clustering, although less frequently used,
has some advantages over merging algorithms. It is possible to stop the calcula-
tion when the clusters are fine-grained enough. Also, the global distribution of
objects to cluster is taken into account [25, p. 396]. When using bottom-up or
hierarchical agglomerative clustering (HAC) algorithms all decisions in the clus-
tering process are made on a local basis without taking the global distribution
into account. On the other hand, the top-down algorithms are more complex
since flat clustering techniques are applied for each cluster to be split. In each
step of an HAC algorithm the most similar clusters are merged. This procedure
iterates till only one cluster is remaining that holds all terms. Alternatively the
algorithm might be designed to stop when a certain number of top-level clus-
ters remain. The more common hierarchical agglomerative clustering algorithms
are discussed in the following sections and are the foundation of the described
implementation.

Complete-Link Clustering. The clustering algorithms depend on similarity
measures on the terms to cluster. The introduced similarity measures are defined
as functions sim : T×T → [0, 1] with T being the space of terms to be compared.
Since these functions are defined on the binary Cartesian product of the term
vector space, new similarity measures are needed for comparing similarity of
clusters of terms. Such a similarity measure of clusters needs to compare more
than two terms with each other. These similarity measures on clusters yield the
clusters to merge in each step by determining the most similar clusters.
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A simple way of calculating the similarity of two clusters is single-link clus-
tering. In each step, this algorithm merges the clusters with the nearest neigh-
boring members. The single-link clustering is a local criterion since only one
singleton member of each cluster is relevant to the calculation of the similarity.
The similarity of the most similar members is the similarity of both clusters.
The single-link clustering was introduced in [26]. Another way of calculating the
similarity of clusters is the complete-link clustering algorithm. Instead of only
paying attention to the most similar members of two clusters to calculate the
cluster similarity, the diameter of the merged cluster is the crucial measure. The
similarity of two clusters is the diameter of the merged cluster. This similarity
can be calculated by assigning the similarity of the two most dissimilar single-
tons. In contrast to the single-link clustering the complete-link clustering is not
local since the diameter of the whole cluster is taken into account. Therefore, the
resulting clusters are more compact; clusters with small diameters are preferred
by this method.

Group-Average Agglomerative Clustering. The complete-link clustering
introduced in the previous section chooses only one representing member of each
cluster to calculate the similarity with the other clusters. Even though the diam-
eter of each cluster is taken into account by the complete-link clustering, obsta-
cles like the sensitivity against outliers persist. The group-average agglomerative
clustering (GAAC) method uses the similarity of each member of the clusters
to calculate the similarity of clusters. The aim of the GAAC algorithm is to
build compact clusters. The average of the pairwise similarities of all members
of both clusters is calculated [25]. It is important to mention that the similarity
of members already in the same cluster is also taken into account.

By using the GAAC algorithm, the behavior of single-link clustering algo-
rithms to create chains of clusters is avoided as well as the strong sensitivity
towards outliers of complete-link clustering.

Since each member of each cluster is factored in in each step of calculating
similarities and merging the most similar clusters, the time complexity can not
be reduced with priority queues, as it is possible for single-link and complete-
link algorithms. Thus the time complexity of the GAAC algorithm is in O(N3).
[27] shows how the complexity can be reduced to O(N2), although with several
constraints. This simplification only holds when the objects to cluster are repre-
sented by vectors in R

N and the applied similarity measure is the dot product.
The key to the simpler calculation of the similarities of cluster Ci and cluster
Cj is the definition of cluster similarity by: [25, p. 389]

simGAAC(Ci, Cj) = Norm(Ci, Cj)

⎡
⎣(

∑
tm∈Ci∪Cj

tm)2 − (|Ci| + |Cj |)
⎤
⎦ (3)

with:
Norm(Ci, Cj) =

1
(|Ci| + |Cj |)(|Ci| + |Cj | − 1)

(4)
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5 Implementation and Evaluation

In this implementation the semantic social network analysis [13] module of Con-
dor, the successor of TecFlow [28], is extended. Condor analyzes and visualizes
communication and interaction networks. The data representing the network
structure needs to be available in electronic format. Condor natively supports
different data sources. Email archives can be imported from Eudora, Microsoft
Outlook, or directly from an IMAP server. Weblinks and blogs can be accessed
via Google’s blogsearch and Microsoft’s live search API. Data gathered with So-
cial Badges can also be loaded into Condor [29]. Not natively supported data
sources can be loaded into Condor via flat files or by parsing the data directly
into a MySQL database. In extension to a static analysis of interaction networks,
Condor and its predecessors can be used to study dynamic networks and their
evolution over time. Monitoring social networks over time helps understanding
the evolution of relationships in the networks [15]. Condor visualizes the social
networks with a spring-embedder model developed by Fruchterman and Rein-
gold [30]. This algorithm enhances Eades method [31] to places the nodes and
the edges of a network on a two-dimensional plane. The screenshot in figure 3
shows the resulting structure of the force-directed algorithm.

An important feature of Condor is its ability to process and visualize temporal
information on social networks. Especially when analyzing the content of the
communication the temporal distribution of terms used by actors in the network
is of interest. An increased use of terms pooled in certain clusters at one moment
in time could point to the topics discussed in the social network during that time.
To support users in assessing the prominence of single nodes in the taxonomies
and the concepts these nodes represent this implementation allows to view the
temporal distribution of each node in a chart. Figure 1 shows an example of such
a distribution chart.

Fig. 1. Screenshot of the temporal distribtion chart
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In order to contrast the cluster scrutinized by the user to all the other clusters
in the taxonomy the distribution of all terms is shown in each chart too. Values
used in the temporal distribution chart are weighted with the terms’ importance
scores as described in section 4.3. By using those importance scores instead of
the bare numbers of term occurrences, the betweenness centrality of the actors
using the terms is factored in. Utilizing the betweenness based importance of
each term punishes those terms and concepts used by less important actors.

An additional view on the data in each cluster is the list of the most important
documents shown in figure 2. For each document a summary as well as the
sender’s name and the submission date is given. The documents are ordered by
their importance for the terms in the selected cluster. On the left side of figure
2 an additional window with the content of the selected document can be seen.

Fig. 2. Screenshot of the list with the most-important documents

The evaluation of clustering algorithms can be conducted with statistical mea-
sures as introduced in [32]. Those methods assess the quality of the clustering
algorithms. However, the quality of the resulting clustering needs to be judged
by human users. A reduced Enron dataset2 is used to show the functionality of
the developed module. This dataset consist of emails collected from Enron em-
ployees during the Enron scandal. Figure 3 shows the top-level clusters of this
dataset. Important facts on the Enron scandal can be grasped at a glance with-
out further knowledge on the background of this dataset. The system identifies
Enron’s Executive Vice President Steven J. Kean as one of the key players in
the scandal in which attorneys and New York played a crucial role.

2 Available at http://www.cs.cmu.edu/~enron/.

http://www.cs.cmu.edu/~enron/
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Fig. 3. Screenshot of the SNA-weighted top-level term clusters in the Enron dataset

6 Discussion and Conclusion

A combination of information retrieval means and social network analysis tech-
niques is introduced in this paper. The aim is to reveal discussed topics in social
networks like email archives and their relationships among each other. Instead of
relying only on information retrieval techniques the structure of the underlying
social network is taken into account.

Foundations of information retrieval and social network analysis are described,
techniques of both fields are combined to obtain taxonomies of the topics dis-
cussed in the communication of social networks. Instead of solely relying on meth-
ods of IR when determining concepts discussed in the communication archives,
the structure of the underlying network is respected by factoring in SNA key
measures.

Unsupervised clustering algorithms are used to scrutinize the content of com-
munication in social networks. Classification of terms with those algorithms is a
new approach to gain insights on communication networks. The resulting tax-
onomies of terms can be used to obtain an overview on the whole communi-
cation network at a glance. A temporal analysis module allows assessing the
development of discussed topics over time. Finally, the design and details of the
implementation are presented.

The aim of this paper was to provide users of social network analysis packages
like Condor with an automated method to reveal topics discussed in analyzed
networks and their hidden relations among each other. First steps were made
in this paper to allow users to gain an impression on the nature of discussions
in analyzed networks. This work can only serve as a step in the right direction
of automatically revealing discussed topics in social networks. Supporting users
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with enhanced automated or semi-automated methods to analyze the content of
social networks is crucial with more and more data available on social networks.
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Abstract. Forecasting the demand for new products is becoming increasingly 
difficult in many markets. A new method to decrease the flop rate of new prod-
ucts is the idea to integrate customers deeply into the innovation process. This 
method of integrating the commitment of users to screen, evaluate and score 
new designs as a powerful mechanism to reduce flops of new products. The 
process starts when an idea for a product is posted on a dedicated web site by 
either a (potential) customer or just the designer of a product. Second, reactions 
and evaluations of other consumers towards the posted idea are encouraged in 
form of internet forums and opinion polls. Based on the results of this process, 
the manufacturer investigates the possibility of commercialization of the most 
popular designs. Is this evaluation positive, the company decides about a mini-
mum amount of purchasers necessary to produce the item for a given sales 
price, covering its initial development and manufacturing costs (and the desired 
margin). The new product idea is then presented to the customer community, 
and interested customers are invited to express their commitment to this idea by 
voting for the design or even placing an order. Accordingly, only if the number 
of interested purchasers exceeds the minimum necessary lot size, investments in 
final product development are made, merchandising is settled and sales are 
commenced. 

1   Introduction 

The manufacturer’s nirvana is to develop and produce exactly what its customers 
want and when they want it – ideally with no risk of overstocks or inventory. The 
increasing heterogeneity of demand, a rapid change of preferences, and the resulting 
micro-segmentation of many product categories however prevents manufacturers to 
reach this state easily. In many consumer goods markets, manufacturers today are 
forced to create fitting assortments for smaller market niches than ever, as these mar-
kets frequently are the only way for growth and to escape from heavy price competi-
tion. In such a situation, new product development projects often cause enormous 
investments and are highly risky. While new products or product variants have to be 
developed and introduced at high pace, forecasting their exact specification and po-
tential sales volumes is becoming more difficult than ever. Recent research studies 
confirm large failure rates in new product commercialization.1 Newly launched prod-
ucts have shown notoriously high failure rates over the years, often reaching fifty 
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percent or more. The primary reason for these flops has been found to be inaccurate 
understanding of user needs. Many new product development projects are unsuccess-
ful because of poor commercial prospects rather than due to technical problems.  
Research found that timely and reliable information on customer preferences and 
requirements is the most critical information for successful product development.2 
Conventionally, heavy investments in market research are seen as the only measure to 
access this information. Especially the Apparel Industry with its fast changing trends 
and collections, where companies like H&M get new designed clothes every 3 weeks 
and therefore the assortment no longer only changes four times a year, is faced with 
huge challenges. How will one identify perfectly the customers’ needs to forecast 
their future desires and design and produce on this basis optimal fitting apparel? One 
opportunity to handle these challenges is shown by an extraordinary company called 
Threadless. Besides reducing inventories, eliminating of markdowns and increasing 
customer loyalty, they do a marvelous thing: producing exactly what the customer 
wants – by asking him. So far it does not seem like there is any difference to a com-
mon company- most of them “ask” their customers “what they want” by market re-
search. The clue on Threadless’ “asking the customer” is, that they ask to score every 
single product that is online, moreover to decide if the customer would buy it- and 
after all please him to change the product itself to more fit the customer’s needs. 

Contrast Threadless’ model of collecting customer purchase orders in advance of 
expenditures on detailed design and production with the conventional model of con-
ducting market research and building agile manufacturing systems. Common wisdom 
says that to learn about customer preferences and requirements, companies should 
invest in market research activities. To transfer this information into fitting assort-
ments with short lead times, many companies have built large systems of quick re-
sponse manufacturing or even mass customization. But these measures are often 
costly and do not deliver what companies expect. 

Consider market research: Questionnaires, surveys, or interviews ask consumers 
what they like and dislike. Among the methods for testing new concepts, the most 
common are focus groups. They are popular because the results are easy to interpret 
and the method is fast, inexpensive, flexible, and confidential. Unfortunately, focus 
group research has a number of severe limitations.3 One problem is that the results 
from a test with a few consumers are not a reliable indicator of the reactions of the 
broader population. In addition, focus groups lack realism. Consumers have to react to 
verbal descriptions of concepts or a rendering of a product. As a consequence, this 
research method tends to underestimate the benefits of a truly unique new product 
concept. Focus group research – and most other common market research methods – 
also does not measure real consumer purchasing behavior. It reveals information about 
the consumers’ attitudes toward new products or their intentions to purchase them. But 
it does not provide quantitative estimates of sales, market share, product cannibaliza-
tion, and profitability. More reliable and accurate measures like test markets are de-
manding expensive set-ups and take very long to deliver results. Also, there is a high 
level of noise in these tests like competitors' activities, manufacturers' advertising, and 
economic change. Finally, most market research measures demand background data to 
calibrate forecasting or to correct for biases in stated purchase intentions. This data 
may be available in established categories for consumer packaged-goods, but not for 
radical innovations or products targeting highly heterogeneous market segments. 
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Anticipating these problems, many companies perform no market research at all. 
Studies of the actual practice of market research report that companies regularly fail 
to undertake thorough market research and use only very few of the available tools 
and methods to include customer input in the development process. A survey of For-
tune 500 firms found that only the focus groups method was used by more than the 
half of the companies studied, and only two other methods (limited rollouts and con-
cept tests) were used by more than 25% of the respondents.4 This is rather surprising, 
given the huge amount of scholarly study and a whole industry providing these mar-
ket research services. One frequent excuse is that customers are difficult to predict: 
they often cannot express what they want or are internally inconsistent, often many 
people with different needs are involved in one purchase decision, and it is likely that 
customers have changed their mind by the time the product is launched. As a result, 
many manufacturers tend to stick with existing assortments, building their new prod-
ucts first of all on a revision of the existing offerings. This may improve the capability 
to forecast demand for new variants, but places suppliers in a persistent danger to 
miss important trends. It also prevents them to surprise their customers with really 
new products and innovative applications. 

2   Threadless.com’s Idea to Substitute Market Research 
Expenditures by Sales 

But Threadless, a young Chicago-based fashion company follows an innovative busi-
ness model that allows it to create a high variety of products without risk and without 
heavy investments in market research to access customer preferences before produc-
tion starts. In fact, it follows a strategy that turns market research expenditures into 
quick sales. Started in 2000 by designers Jake Nickell and Jacob DeHart, Threadless 
focuses on a hot fashion item, t-shirts with colorful graphics. This is a typical hit-or-
miss product. Its success is defined by fast changing trends, peer recognition, and 
finding the right distribution outlets for specific designs. Despite these challenges, 
none of the company’s many product variants ever flopped. But Threadless has nei-
ther sophisticated market research or forecasting capabilities nor a complicated flexi-
ble manufacturing system.  

Rather, all products sold by Threadless are inspected and approved by user consen-
sus before any larger investment is made into a new product. Only after a sufficient 
number of customers have expressed their explicit willingness to buy a new design, 
the garment is produced. If this commitment is missing, a potential design concept is 
dismissed. But if enough customers pledge to purchase the product, the design will be 
finalized and go into production. In this way, market research expenditures are turned 
into early sales. New designs regularly sell out fast, but are reproduced only if a large 
enough number of additional customers commit to purchase a reprint. Some custom-
ers are even integrated deeper in the new product development process. All new de-
signs are submitted entirely by the community, which includes hobbyists, but also 
professional graphic designers. The company exploits a large pool of talent and ideas 
to get new designs (much larger than it could afford if the design process would have 
been internalized). Creators of submissions which are selected by other users get a 
$2000 reward, and their name is printed on the particular t-shirt’s label. Actually 
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Threadless has over one million registered users and receives approximately 800 
submissions per week, six of these are offered a week. 

This method of customer co-design, exploits the commitment of users to screen, 
evaluate and score new designs as a powerful mechanism to reduce flops of new 
products by empowering them to help. The method breaks with the known practices 
of new product development. It utilizes the capabilities of customers and users for the 
innovation process.5 Together with just 20 employees, the company’s founders sell 
more than fifty thousand t-shirts and earn profits amounting to over one hundred 
thousand dollars per month. This is achieved by transferring all essential productive 
tasks to their customers who, in turn, fulfill their part with great enthusiasm. Custom-
ers design their own t-shirts and help improve the ideas of their peers. They screen 
and evaluate potential designs, selecting only those that should go into production. 
Since customers (morally) commit themselves to purchase a favored design before it 
goes into production, they take over market risk as well. Customers assume responsi-
bility for advertising, supply models and photographers for catalogues, and solicit 
new customers. The process starts when an idea for a product is posted on a dedicated 
web site by either a (potential) customer or the developers of a manufacturer. Second, 
reactions and evaluations of other consumers towards the posted idea are encouraged 
in form of internet forums and opinion polls. Based on the results of this process, the 
manufacturer investigates the possibility of commercialization of the most popular 
designs. Is this evaluation positive, the company decides about a minimum amount of 
purchasers necessary to produce the item for a given sales price, covering its initial 
development and manufacturing costs (and the desired margin). The new product idea 
is then presented to the customer community, and interested customers are invited to 
express their commitment to this idea by voting for the design or even placing an 
order. Accordingly, only if the number of interested purchasers exceeds the minimum 
necessary lot size, investments in final product development are made, merchandising 
is settled and sales are commenced.6 

At Threadless, the entire business model is based on customer co-design. Users can 
evaluate each week between 400 and 600 new designs on a scale from zero (“I don’t 
like this design”) to five (“I love this design”). In average, each design is scored by 
1500 people. A good score corresponds to a value above 3.0. But in addition, custom-
ers not only express their marked preference for specific designs, but can also opt-in 
to purchase the design directly once it has been chosen by the collective. For this, they 
check a box “I’d buy it” next to the scale. From the designs receiving the top votes 
and largest commitment of users to purchase, Threadless is producing today between 
four to six new products each week. To keep the competition interesting and encour-
age users to participate continuously, the number of designs at one give time has to be 
limited so that users don’t get confused. Usually, each design gets seven days to be 
scored. But if a new design has received a low arbitrary score (made up of multiple 
variables including the number of “I'd buy it” requests and the design's average score) 
within the first 24 hours of its positing, it will be dropped from the running. This 
happens to about one third of the submissions. The early user feedback has proven to 
be a very strong indicator of the success of a design in the competition and enables 
the company to increase the usability and experience for users who vote. Motivated 
by its success in the fashion market, Threadless’ founders have recently extended 
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their categories to formal wear like ties or polo shirts (NakedandAngry.com) or music 
(15MegsofFame.com). 7 

3   Collective Customer Commitment versus Postponement and 
Mass Customization 

Thus, manufacturers had to find new ways to increase the probability in meeting het-
erogeneous and fast changing customer needs. Studies have shown that the forecast-
ing accuracy can be improved dramatically after observing just twenty percent of the 
initial sales of an item.8 Companies have reacted on this insight by delaying some 
activities, rather than starting them with incomplete information input, to cope better 
with environmental uncertainty inherent to dynamic markets. In such a postponement 
strategy, manufacturing is split into two phases: in an initial phase, (generic) compo-
nents are build-to-stock, and in a second stage, these components are transferred into 
the final product specification once more information about the market demand is 
available.9 Connected with postponement, but different in nature, is mass customiza-
tion. While in a postponement system the products are typically pre-defined by the 
supplier, with mass customization this process is reversed. It starts with customers co-
designing their products, using a configuration system to specify their preferences. 
The individualized product is then manufactured on-demand. 

Postponement and mass customization offer additional flexibility to minimize the 
new product development risk, but this flexibility does not come without costs. Both 
strategies require a redesign of the products and processes. This includes the creation 
of modular product family structures and often heavy investments in new flexible 
machinery equipment. For mass customization, also an elicitation system has to be in 
place to access the preferences of each individual customer and to transfer them into a 
precise product definition. On the operational level, postponement and mass customi-
zation imply costs of less efficient processing. As a result, mass customization and 
postponement are discussed broadly in the management literature, but rather few 
companies have implemented these strategies successfully today. 10 

Now compare Threadless’ method to postponement and mass customization (see 
Figure below). Threadless has substituted conventional market research by deep con-
tinuous interactions with its customers. It does not ask its customers what they want to 
wear, but gives them a platform where they can express themselves and design these 
products. But most important and contrarily to earlier observations of customer or 
user driven innovation (see below), Threadless also transfers the decision process 
about what will be produced or not into the customer domain. Threadless provides its 
customer community the capability to organize themselves and collect consensus over 
the most favorable upcoming products. Therefore we call this method “collective 
customer commitment”. Remember: Only if enough customers pledge to purchase a 
new product design, the design will be finalized and go into production. In this way, 
market research expenditures are turned into early sales. 

Threadless also needs less flexibility in its manufacturing system. Instead of invest-
ing in highly flexible manufacturing systems and dealing with individual custom de-
signs, the company focuses its energy to motivate creative designers to submit new 
designs and facilitates the evaluation and voting process in its customer community. 
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Contrarily to postponement, it only starts the full manufacturing cycle after customers 
have shown their real commitment to purchase a particular item, eliminating the risk of 
product flops while allowing still for economies of scale. It also has not to make risky 
decisions about pre-fabrication or the optimal point of postponement. Compared to mass 
customization, Threadless has not to interact with individual customers and to run 
manufacturing lots of one. The costly elicitation process is substituted by an early in-
volvement of some (expert) customers in development and the refinement of their ideas 
and pre-order taking by a larger group of customers. Likewise from the customers’ 
perspective, the effort and risk to decide about a custom design – mandatory in a mass 
customization configurator – is replaced by the security of peer-evaluated products. 

 
Postponement  
Strategy 

Mass  
Customization 

Collective  

Customer  
Commitment Method 

new product  
development by  
manufacturer (based 
on market research 
input) 

development of  
product architecture  
and customization  
options by  
manufacturer 

development of new 
product design by some 
(expert)  
customers 

▼ ▼ ▼ 

prefabrication of  
(some) components 

customer co-design 
process (elicitation) 

evaluation and  
refinement of design by 
manufacturer and  
customer community 

▼ ▼ ▼ 

access to better  
market information  
(based on market  
research input) 

placing of order by 
each individual  
customer 

presentation of  
selected design  
concepts and obtaining 
commitment of potential 
customers 

▼ ▼ ▼ 

final assembly of  
product variant 

custom (on-demand) 
manufacturing 

only if minimum lot  
size is pre-sold, (mass)  
production of product  
starts 

▼ ▼ ▼ 

mass distribution custom distribution mass distribution 

Fig. 1. The collective customer commitment method combines ideas of postponement and mass 
customization, but adds own characteristics as well 
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4   When Deep Integration of the Customer Makes Sense 

Integrating customers in the innovation process and collecting customer purchase 
orders in advance of expenditures on detailed design and production: What may 
sound like an obscure idea of a small company in a niche market is becoming an in-
creasingly popular approach with large companies as well. Indeed, in some markets 
this is the dominating way to make business: Consider the real estate market: here, 
condominiums are often sold like Treadless t-shirts: The developer will only start the 
construction when a given number of buyers have shown their willingness to purchase 
an apartment by placing a down payment. But what has been an approach for very 
costly products like condos in the past is passing downwards to fast-moving consumer 
commodities. We see two situations when the collective customer commitment 
method provides most value: (1) to test really innovative products where little cus-
tomer experience exists and thus market research is very fuzzy, and (2) to create fit-
ting products for rather small and very heterogeneous market segments. 

Yamaha, a large manufacturer of musical instruments, employed the collective cus-
tomer commitment method in the first situation. Yamaha’s design team had envi-
sioned an innovative electronic guitar, based on the feedback of frustrated, but lazy 
hobby musicians who wanted to play an instrument just without practice. The team 
came up with an instrument where, once fed with a song, small lights would tell the 
user where to press the fingers. This idea was breaking with the traditional design of a 
guitar and was considered too risky to be produced and developed in the conventional 
system. Thus, Yamaha used an existing user community to find out if there would be 
enough customer commitment for this design.11 Users quickly draw on the idea and 
provided suggestions for improvements (like adding an amplifier and making the 
device battery-powered). Once the final design was posted by Yamaha, the minimum 
order quantity was reached almost immediately, motivating Yamaha to produce this 
product. Until today, it sold more than 20,000 units, five times more than the average 
product in this category. 

The second situation relates to a market where customer demand is very heteroge-
neous, a common situation today in many markets due to fast changing trends and 
more diverse needs.12 Also the borders of formerly local markets are diminishing, and 
customer needs become geographically broadly distributed. In heterogeneous and 
distributed markets, however, information about the demand for (new) products is 
distributed in an extremely diverse way, leading to large information asymmetries 
between individual customers and manufacturers. For manufacturers who want to 
provide an offering fitting exactly into such a market segment in order to exploit this 
differentiation opportunity promising high margins, it will become very costly to 
access all required information.13 If the knowledge of manufacturers about the needs 
of an emerging market is scare and costly to achieve via conventional market re-
search, user contributions are becoming a valuable source of innovation. The possibil-
ity of open contributions encourages a self-screening by potential contributors.  

Research on customer or user innovators has identified that in many markets users 
with so called lead user characteristics exist.14 These users realize a need for a new 
product (or functionality) ahead of the average users, or might be trendsetters or opinion 
leaders with regard to esthetic attributes. In our work with companies we often found 
that these customers are willing to disclose new ideas openly to the manufacturer and 
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other users. They expect that their contribution will be of interest for others who will 
adopt the idea, develop it further, and make the resulting product cheaper when a manu-
facturer can produce the good for a larger group instead customized for just one client. 

In such a situation – a specific new need is distributed highly heterogeneously 
among a large population of geographically spread customers – customers benefit 
from (i) becoming active by their own and develop and explore own ideas to fulfill a 
specific desire or need, and (ii) from organizing themselves as a group of users with 
similar needs in terms of the said product idea. While for high-involvement products 
customers may organize and foster this process by their own (consider patient groups 
who initiate, organize, and fund new research for new pharmaceuticals15), many users 
lack the motivation to transfer their need into a new product by themselves, but rely 
on manufacturers to do so. But a manufacturer has to be confident that a feasible 
demand for the proposed new product exists. He could try to investigate this demand 
by conducting costly and risky market research, but could also facilitate this group 
and organize the generation of collective commitment. This allows the manufacturer 
to profit from first-hand secure information about the scale of this need. He gets a 
first-mover advantage to step ahead with producing this product and harvest the new 
market segment. Instead of generating market research expenditures, collecting early 
customer commitment generates instant sales. The capabilities of online interaction 
via the internet enable this process today for almost all product categories, independ-
ently of their overall market value. Thus, the strategy of powerful real estate develop-
ers to hedge their risk by pre-selling apartments can now be repeated for almost every 
product and by every manufacturer.  

The collective customer commitment method further recognizes that not everyone 
wants to actively participate in product development activities. Not all customers are 
lead users. Customers can decide about the degree of their involvement: At Threadless, 
most new designs are submitted by young professional designers, i.e. users with typical 
lead user or trendsetting characteristics. They contribute not only because the monetary 
incentive of $1000 is higher than the average honorarium paid for a commissioned 
design by a conventional clothing company (about $300 to $500). Their main motiva-
tor is to get larger exposure in the professional design scene, a rather closed market 
which is difficult to enter for newcomers. The openness of Threadless’ community 
makes it easy for designers to present their work and to get immediate feedback. But 
Threadless allows also pure hobbyists to submit a design as the screening activities by 
its community enable this openness at no risk and with no costs. Others users just 
comment on the submissions and propose amendments or additions. The majority of 
Threadless’ users, however, just screens the proposals and contributes to the elicitation 
of demand by polling for the designs they like most. For these customers, browsing 
through the ideas is often a novel experience and a welcomed change from traditional 
shopping activities.16 They discover new potential products, exchange comments, and 
feel empowered by their authority to make a favorite idea happen. 

5   Implementing the Collective Customer Commitment Method 

Collecting customers’ commitment and taking pre-orders before production starts is 
not new. This has been a common pattern in specialized industrial markets where a 
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customized solution is produced for a specific buyer. Also real estate developers work 
according to this scheme, starting a new building development only after a specific 
numbers of units have been sold in a pre-signing phase. But what is new is that gath-
ering collective customer commitment is becoming a much larger phenomenon, being 
applied on fast-moving consumer goods. What is also new is the strong integration of 
consumers not only in the evaluation of a product idea, but their intense participation 
in the design process itself. There are several benefits for manufacturers to implement 
the collective customer commitment method in such a way. By creating an open line 
for their customers, manufacturers get access to ideas for new products or even com-
plete designs. Especially in markets targeting rather specialized segments or in very 
volatile markets influenced by fast moving fashion trends, supporting recent and po-
tential customers to organize themselves as a group and to express commitment for a 
specific design turns market research expenditures into sales. Once this commitment 
is explicit, manufacturers can exploit this collective demand and serve the market 
very efficiently without the conventional costs of identifying this segment and the risk 
of developing and producing a not appealing offering.  

An important condition to make collective customer commitment a success is the full 
disclosure of the entire process from initial consumer comments to final product com-
mercialization. Often designers develop their products in secrecy, fearful of the prying 
eyes of competitors, for an ideal customer who may not actually exist. The collective 
customer commitment method builds on the integration of customers in an open innova-
tion process. If development process is kept confidential, it is impossible to synchronize 
the activities of the developer and the consumers. For example, potential customers have 
to obtain a virtual picture of the prototype as early in the design process as possible so 
that both the developers and the users have the same mental picture of the concept. This 
demands an open, transparent development process contrarily to the conventional prac-
tice of keeping innovation closed and secret. From our interviews with designers and 
management of the companies practicing the method we learned that switching from a 
closed to an open mode is often difficult and requires sincere change management activi-
ties. To master this mental change is one of the largest success factors when a firm wants 
to profit from collective customer commitment.  

But it is important to note that in the end management keeps the final word. 
Threadless learned that the collective input of their customers has to be combined 
with the companies’ internal market knowledge to succeed successfully with the 
commercialization of the selected products. At Threadless, the winning designs are 
chosen from the top scoring designs, but they are not necessarily the top scoring  
designs. Important factors are the originality of the design (is it somehow timeless, 
not too similar to other recent winners), legal issues (are there any copyright related 
issues), and assortment policy (will the design contribute to a wide assortment of 
products).17 For this decision process however the community provides again impor-
tant input: The often long list of user comments about each design provides helpful 
information if a design is plagiarism, but also if it could be modified to look better. 

Conventional product development and the collective customer commitment 
method thus have to be seen as supplementary − not as substitutes. Successful innova-
tion management is like any other management task, first of all, a decision about 
trade-offs, choosing what to do and what not to do. There will be contingency factors 
in favor of a manufacturer-dominated innovation process without any participation of 
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the customer. But there is no doubt that customer integration matters in the new prod-
uct development process. We believe that collective customer commitment holds 
plenty of opportunities for companies to reduce the risks of new product development 
and overcome the obstacles of conventional market research (see Box: Why we expect 
more companies to be using the collective customer commitment method).  

Manufacturers who want to utilize these benefits have to decide about several build-
ing blocks of the collective customer commitment method. They express alternatives to 
what extent a company wants to substitute conventional market research and product 
evaluation measures by customer participation (see Box: The building blocks of the 
collective customer commitment method). We expect that promising fields to apply 
the collective customer commitment method include fashion items, household uten-
sils, sports goods, home appliances and consumer electronics, but also the develop-
ment of future prefabricated houses, automotives or machinery of specialized applica-
tions. The beauty of the method is that exploring it does not come at much cost: If no 
customers opt-in to give their commitment for one particular design, the company has 
not lost much. This experience, even if it may be disappointing, comes much cheaper 
than producing and distributing high volumes of products which in the end no one 
wants – quite a familiar situation for many product managers today. 

Notes: 
 

1 Balachandra & Friar (1997); Urban & Hauser (1993); Poolton & Barclay (1998); 
Redmond (1995); Tollin (2002). 

2 Henkel & von Hippel (2005). Refer also to Adams et al. (1998); Bacon et al. (1994); 
Teas (1994). 

3 Burke (1996) provides a good review of the inefficiencies of traditional market  
research. 

4 Adams et al. (1998); Mahajan & Wind (1992). 
5 A good review of research on customers as sources of innovation provides von Hip-

pel (2005). Sawhney, Prandelli and Verona (2003) show that these customers are of-
ten organized in communities by a manufacturer or intermediary. Piller et al. (2005) 
comment on the opportunities to perform co-design activities in a community. 

6 The origins of the idea can be traced back to Kohei Nishiyama and Yosuke Masu-
moto, two industrial designers from Tokyo. In the 1990s, they pioneered the idea 
with their company Elephant Design. The core element of the company is its web-
site cuusoo.com (cuusoo means "ideal" or "daydream" in Japanese). Here consumers 
can post ideas for desired products. One idea, for example, came from a copyeditor 
who used his home as an office and wanted a discreet microwave, a plain white box. 
This seems to be an odd request, but when the company showed a virtual prototype, 
many users expressed consent. In the academic literature, Elofson and Robinson 
(1998) describe a similar system called “custom mass production“: Users first nego-
tiate on a particular product design, find consensus about a solution that is fitting the 
desires of all, and auction the resulting common to interested manufacturers. 

7 A company with a very similar business model is Buutvrij from The Netherlands 
(www.buutvrij.com). 

8 Fisher & Raman (2001). 
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9 McCutcheon, Raturi & Meredith (1994). 
10 See with regard to postponement Gupta & Benjaafar (2004); Skipworth & Harrison 

(2004); with regard to customization Agrawal et al. (2001); Zipkin (2001). 
11 Yamaha teamed up with Engine, Inc., a competitor of Elephant Design (see note 6). 

Engine focuses on fashion items and the merchandizing of movie and comic charac-
ters (its 2004 sales topped 570 Million Yen). Registered users can submit “please, 
make this” posts, i.e. ideas for new products, on its web site tanomi.com (the name 
derives from the Japanese term tanomikomu, meaning requesting, referring both to 
the consumers’ requests to produce a design and the manufacturers’ request to pur-
chase the product before production). Once copyright and production feasibility are 
cleared by a company board, the idea is published to the whole community for 
evaluation, together with a price and minimum order quantity for its commercializa-
tion. In addition, Engine offers other manufacturers to post innovative product con-
cepts directly to its community. 

12 See Zuboff & Maxmin (2002) for an analysis of the reasons why markets are be-
coming more heterogeneous. 

13 Von Hippel (2005:72-75) calls these domains where large information asymmetries 
between individual users and manufacturers exists “low-cost innovation niches”, 
i.e. fields where information held locally by individual users strongly motivates 
them to contribute actively to a new development. With regard to this information 
transfer problem, see also von Hippel (1994) and Ogawa (1998). 

14 Von Hippel, Thomke & Sonnak (1999). 
15 An example for such a patient group is ALS Association (also.org). Here, patients 

with Amyotrophic Lateral Sclerosis commission own research to find treatments for 
their disease. 

16 On the internet, a growing number of websites serves this demand of innovation-
seeking consumers (e.g., gizmodo.com, coolhunting.com or boingboing.net). They 
allow, however, only discovering existing new products, but do not provide any 
open line to the manufacturers or product developers. 

17 The Threadless team also goes through each short listed design to make sure there 
was not any cheating involved by analyzing IP addresses and IP chains for voters 
and the respective scores given. 
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