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Preface 

The International Symposium on Distributed Computing and Artificial Intelli-
gence 2011 (DCAI 2011) is a stimulating and productive forum where the scien-
tific community can work towards future cooperation on Distributed Computing 
and Artificial Intelligence areas. This conference is the forum to present applica-
tion of innovative techniques to complex problems. Artificial intelligence is 
changing our society. Its application in distributed environments, such as internet, 
electronic commerce, environment monitoring, mobile communications, wireless 
devices, distributed computing, to cite some, is continuously increasing, becoming 
an element of high added value with social and economic potential, both industry, 
life quality and research. These technologies are changing constantly as a result  
of the large research and technical effort being undertaken in universities, compa-
nies. The exchange of ideas between scientists and technicians from both aca-
demic and industry is essential to facilitate the development of systems that meet 
the demands of today's society.  

This edition of DCAI brings together past experience, current work and promis-
ing future trends associated with distributed computing, artificial intelligence and 
their application to provide efficient solutions to real problems. This symposium is 
organized by the Bioinformatics, Intelligent System and Educational Technology 
Research Group (http://bisite.usal.es/) of the University of Salamanca. The present 
edition has been held in Salamanca, Spain, from 6 to 8 April 2011. 

This symposium continues to grow and prosper in its role as one of the premier 
conferences devoted to the quickly changing landscape of distributed computing, 
artificial intelligence and the application of AI to distributed systems. This year’s 
technical program presented both high quality and diversity, with contribution in 
well established and evolving areas of research. This year, 72 papers were submit-
ted from over 13 different countries (Spain, Japan, Germany, India, Brazil, France, 
USA, Russia, Thailand, Poland, Qatar, Portugal, Egypt), representing a truly 
“wide area network” of research activities. The DCAI’11 technical program has 
55 selected papers (50 long papers, 5 short papers). 

We thank the Local Organization members and the Program Committee mem-
bers for their hard work, which was essential for the success of DCAI´11 and the 
support obtained by Junta de Castilla y León (Spain). 

 
Salamanca   
April 2011 

Ajith Abraham 
Juan M. Corchado 

Sara Rodríguez 
Juan F. De Paz 
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Intelligent Decision Support and Agent-Based Techniques
Applied to Wood Manufacturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Eman Elghoneimy, William A. Gruver

Multiple Mobile Agents for Dependable Systems . . . . . . . . . . . . 89
Ichiro Satoh

A Multi-agent System for Resource Management in GSM
Cellular Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Jamal Elhachimi, Zouhair Guennoun

MISIA: Middleware Infrastructure to Simulate Intelligent
Agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
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Juan J. Villacorta, José A. de la Varga
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José Luis Ochoa, Maria Luisa Hernández-Alcaraz,
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Intelligent Electronic Nose System
Independent on Odor Concentration

S. Omatu and M. Yano

Abstract. Conventional odor classification methods have been considered
under steady state conditions of temperature, humidity, density, etc. In real
applications, those conditions may not occur and they will be variable from
time to time. Therefore, it is necessary to find some features which are inde-
pendent on various environmental conditions. In this paper, using a derivative
of odor density and odor sensing data in log scale, we will find a feature of the
odor which is independent on the density. Using this feature, we construct
an electronic nose which is independent on odor density based on a neural
network. The neural network used here is a competitive neural network by
the learning vector quantization (LVQ). Various odors are measured with
an array of many metal oxide gas sensors. After removing noises from the
odor data which are measured under the various concentrations, we take the
maximum values among the time series data of odors. to reduce the effect of
concentration, we use a normalization method to reduce the fluctuation of the
data due to the concentration levels. Those data are used to classify the vari-
ous odors of tees and coffees. The classification results show the effectiveness
of the proposed method.

Keywords: Odor robust features, neural networks, learning vector quanti-
zation, odor classification.

1 Introduction

Recently, electronic nose (EN) systems have been studied and much progress
has been developed from viewpoints of technology and commerce. The ex-
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pression of the EN refers to the capability of reproducing human sense of
smell using sensor arrays and pattern recognition systems.

James A. Milke [1] has proved that two kinds of MOGS have the ability to
classify several sources of fire more precisely than with conventional smoke
detector. However, his results achieve only 85% of correct classification.

Despite the growing number of applications, much development work is
still required. There are a number of limitations to current commercial
instruments, including the high cost, large size and weight, humidity and
temperature dependence, poor reproducibility and repeatability, high power
consumption, relatively low sensibility, long response times and recovery pe-
riods. For example, some applications to be used in the field usually require
short response time and robust against environmental changes, including hu-
midity and temperature changes, such as fire detector, gas leakage detector.

This paper proposes a new type of an EN system to classify the vari-
ous odors under the various densities based on a competitive neural network
based on the learning vector quantization (LVQ) method. The odor data are
measured by an odor sensor array made of semi-conductor metal oxide gas
sensors (MOGSs). We have used fourteen MOGSs of FIGARO Technology
Ltd in Japan. We consider two types of data for classification in the exper-
iment. The first type is four kinds of tees and the second one is five kinds
of coffees of similar properties. The classification results of tees and coffees
are about 96% and about 89%, respectively, which is much better than the
results in [1]–[5].

2 Princple of MOGS

MOGS used in this paper is the most widely used sensor for making an array
of artificial olfactory receptors in the EN system. These sensors are com-
mercially available as the chemical sensor for detecting some specific odors.
Generally, an MOGS is applied in many kinds of electrical appliances such
as a microwave oven to detect the food burning, an alcohol breath checker to
check the drunkenness, an air purifier to check the air quality, and so on.

Various kinds of metal oxide, such as SnO2, ZnO2, WO2,T iO2 are coated
on the surface of semi-conductor, but the most widely applied metal oxide is
SnO2. These metal oxides have a chemical reaction with the oxygen in the
air and the chemical reaction changes when the adsorbing gas is detected.
The scheme of chemical reaction of an MOGS when adsorbing with the CO
gas is shown as follows:

1
2
O2 + (SnO2−x) → O−ad(SnO2−x) (1)

CO + O−ad(SnO2−x) → CO2 + (SnO2−x) (2)
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The relationship between sensor resistance and the concentration of deoxi-
dizing gas can be expressed by the following equation over a certain range of
gas concentration [3]:

Rs = A[C]−α (3)

where Rs =electrical resistance of the sensor, A = constant, C =gas concen-
tration, and α =slope of Rs curve.

Generally, it is designed to detect some specific odor in electrical appliances
such as an air purifier, a breath alcohol checker, and so on. Each type of
MOGS has its own characteristics in the response to different gases. When
combining many MOGS together, the ability to detect the odor is increased.
An EN system shown in Fig. 1 has been developed, based on the concept of
human olfactory system. The combination of MOGS, listed in Table 1, are
used as the olfactory receptors in the human nose.
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Fig. 1 Structure of the electronic nose system
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Table 1 List of MOGS used in the Experiment from FIGARO Technology Inc.

Sensor No. Sensor model Main detecting gas
1 TGS2600 tobacco, cooking odor
2 TGS2602 hydrogen sulfide, VOC, ammonia
3 TGS2610 LP gas, butane, propane
4 TGS2611 methane
5 TGS2620 alcohol, organic solvent

6,7 TGS826 ammonia, amine compounds
8,9 TGS816 methane, propane, butane(flammable gas)
10 TGS821 hydrogen gas
11 TGS832 chlorofluorocarbon gas
12 TGS825 hydrogen sulfide
13 TGS830 chlorofluorocarbon gas
14 TGS822 alcohol, organic solvent

3 Experimental Data Collection

The odor data used here are shown Table 2, which is measured by the EN
system explained in the previous section and used in the later classification.

Table 2 Kinds and number of samples used the classification.

Tea Coffee
Label Materials No. of samples Label Materials No. of samples

A English tea 20 A Mocha coffee1 35
B green tea 20 B Mocha coffee2 35
C barley tea 20 C Mocha coffee3 35
D oolong tea 20 D Kilimanjaro coffee 35

E char-grilled coffee 35

Note that in Table 2 Mocha coffees of the labels A,B,and C are selected
from different companies.

The sample of the raw data of Experiment1 is shown in Fig. 2. From the
beginning of experiment, we use clean gas and during 2,200s and 2,600s. Then
we use the clean gas to erase the odor during 2,600s and 3,800s. After that
the same process has been continued. For each data set, the sampling period
is 1s and the voltage signal in the clean gas is measured at the beginning of
the repetition of experiment. To reduce the noise, we use smoothing filter to
the measurement odor data v′s(t) such that

v̄s(t) =
1
3

3∑

i=0

v′s(t − i). (4)
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Fig. 2 Full time series data v′
s(t) from a coffee odor in Experiment 1

Then we take the difference Δv̄s(t) = v̄s(t)−v̄s(t−1) and if this Δv̄s(t) ≥ θ for
more than N sensors where N is a predetermined number, we assume that the
odor has been transported to the odor sensors. Here, we take θ = 0.001 and
N = 7. We assume that the standard value v̄std

s to determine the deference
of the odor voltage and the clean gas voltage is an average of the clean gas
voltages for five seconds before the odor data begins, that is,

v̄std
s =

1
5

5∑

i=0

v̄s(t). (5)

Then the effective voltage of the odor vs(t) is given by

vs(t) = v̄s(t) − v̄std
s (6)

After testing one odor the MOGS need to be cleaned by removing the tested
odor and supplying only the clean gas until the output of the MOGS returns
to a stable point. Then a new sample can be tested, repeatedly. This process
is just like the human nose which needs to breathe the fresh air before being
able to recognize a new odor accurately. Some time series data from the
experiment show that all odors approach the saturation stages within the
measuring periods.

The levels of odor data are different according to the concentration values
of the odor. Generally, we take the maximum value of the time series data
as the representative characteristic of the odor for the sensor, which means
that the maximum value reflects the steady state of the time series due to
the mechanism of the sensing devices of MOGSs. Figure 3 shows the relation
of the concentration levels and measurement data.
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Fig. 3 Sorted data according to the concentration levels from a coffee odor in
Experiment II

In order to delete the dependence on the concentration of the odors, we
arrange those data such that the horizontal axis is the maximum values of a
typical sensor (TGS2600) for experimental trials and the vertical axis show
the ratio of the measurement values of the different sensors to those of the
typical sensor (TGS2600) selected above. To classify the linear regression
lines into some groups, we will define some notations. Let the maximal value
of the odor c data for the measurement trial p denote vc

p,s. we denote the
average of vc

p,s with respect to s by μc
p, that is,

μc
p =

1
S

S∑

s=1

vc
p,s, c = 1, 2, ..., C, p = 1, 2, ..., P (7)

where C is the total number of odor kinds and P is the total number of
experimental trials.

For a fixed odor c, we plot the data μc
p, v

c
p,s in the logarithmic scale in the

plane. Then we can get a group of several kinds of lines given by the following
regression lines as shown in Fig. 4:

f c
s (μc

p) = αc
sμ

c
p + bc

s, c = 1, 2, ..., C, p = 1, 2, ..., P. (8)

Therefore, we can regard f c
s (μc

p) or their regression coefficients αc
s, b

c
s as the

representative parameters of the odor data vc
p,s for the odor c, c = 1, 2, ..., C,

the sensor s, s = 1, 2, ..., S,and the experimental trial p, p = 1, 2, ..., P .
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4 Classification Algorithm

We must train the regression coefficients αc
s, b

c
s for training samples. We as-

sume that some part P ′ of total experimental trials P is the training data
and the remaining one is the test data. For training phase, we adopt the
competitive neural network based on LVQ, which has been used to train the
regression coefficients αc

s, b
c
s with respect to p.

After training, we calculate the value μp by the following equation:

μp =
1
S

S∑

s=1

vp,sforallp (9)

where vp,s, s = 1, 2, ..., S are the maximal values of vs(t), s = 1, 2, ..., S for
the measurement trial p. Using μp, we get the estimated value v̂c

p,s by the
following equation:

v̂c
p,s = f̂ c

s (μc
p) = αc

sμp + bc
s, s = 1, 2, ..., S, c = 1, 2, ..., C. (10)

Furthermore, we find co such that

co = arg min
c

d(vp, v̂
c
p) (11)

d(vp,s, v̂
c
p,s) =

√√√√
S∑

s=1

(vp,s − v̂c
p,s)2 (12)

Then the measurement data vp,s, s = 1, 2, ..., S have been classified into the
odor co which satisfies (11).
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5 Classification Results

We have examined two examples, Experiment 1 and Experiment II stated
in Section 3. In Experiment I, the training sample number P ′ = 15 and
test sample number is five. By changing the training data set for 100 times
and checked the classification accuracy for the test data samples. Thus, the
total number of classification of 500 test samples is checked. The results
are summarized in Table 3. Average of the classification is 96.15% and the
classification is sufficient for real applications.

Table 3 Classification results for Experiment I

Classification results(96.15%)
odor data A B C D Total Correct %

A 500 0 0 0 500 100.0%
B 0 494 6 0 500 98.80%
C 0 71 429 0 500 85.80%
D 0 0 0 500 500 100.0%

Experiment II is to classify the different kinds of coffee. As mentioned
in Section 3, odor data A, B, and C are the coffees of Mocha made from
different companies. If we regard those cluster as the same, the classification
rates become more. Roughly speaking, the classification of coffee is also very
good for real application although those data look similar.

Table 4 Classification results for Experiment II

Classification results(88.80%)
odor data A B C D E Total Correct%

A 1190 253 29 27 1 1500 79.33%
B 225 1237 9 10 19 1500 82.47%
C 142 7 1325 26 0 1500 88.33%
D 9 14 3 1437 37 1500 95.80%
E 0 18 0 11 1471 1500 98.07%

6 Conclusions

We have presented the reliability of a new EN system designed from various
kinds of MOGS. The EN has the ability to identify various sources with more
than 90% of accuracy. It can be concluded that the EN is suitable for various
applications in real world to classify the difficult odors.
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Building Biomedical Text Classifiers under
Sample Selection Bias

R. Romero, E.L. Iglesias, and L. Borrajo

Abstract. Scientific papers are a primary source of information for investigators to
know the current status in a topic or compare their results with other colleagues.
However, mining biomedical texts remains to be a great challenge by the huge
volume of scientific databases stored in the public databases and their imbalanced
nature, with only a very small number of relevant papers to each user query. Clas-
sifying in the presence of data imbalances presents a great challenge to machine
learning. Techniques such as support-vector machines (SVMs) have excellent per-
formance for balanced data, but may fail when applied to imbalanced datasets. In
this paper, we study the effects of undersampling, resampling and subsampling bal-
ancing strategies on four different biomedical text classifiers (with lineal, sigmoid,
exponential and polynomial SVM kernels, respectively). Best results were obtained
by normalized lineal and sigmoid kernels using the subsampling balancing tech-
nique. These results have been compared with those obtained by other authors using
the TREC Genomics 2005 public corpus.

Keywords: Biomedical text mining, classification techniques, SVMs, imbalanced
data.

1 Introduction

Currently there are many resources that store on-line biomedical publications. The
most widely used is the PubMed database of the National Center of Biotechnology
Information (NCBI). It contains more than 16 millions of abstracts of the medical
publications database Medline, and is requested by millions of users everyday.

In the last decade several text mining methods have been proposed to auto-
mate the process of searching and classifying information in the on-line biomedical
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publications. However, to the best of our knowledge, results are not enough good
mainly due to the imbalanced nature of the biomedical papers.

The data imbalance problem exists in a broad range of experimental data, but
only recently has it attracted close attention for researchers [4, 17]. Data imbalance
occurs when the majority class is represented by a large portion of all the examples,
while the other, the minority class, has only a small percentage [14]. When a text
classifier encounters an imbalanced document corpus, the performance of machine
learning algorithms often decreases [11].

Sampling strategies such as over and subsampling are popular in tackling the
problem of class imbalance [1, 7, 15, 19]. In this work, we study their effects on
four different SVM kernels (lineal, polynomial, exponential and sigmoid) when
used to classify biomedical texts. The subsampling algorithm decreases artificially
the number of samples that belongs to majority class, while the oversampling algo-
rithm redistributes the number of samples that belongs to minority class regarding
the majority one. Finally, we apply both concepts at the same time increasing or
decreasing the number of instances that belongs to each class to obtain a balanced
dataset. In this case we are talking about resampling.

2 Methods

2.1 Text Classification Process

The biomedical text classification process proposed here is divided into four tasks:

1. Annotation: This task processes the documents extracting the most relevant key-
words. The annotation process can be quite complex depending on the techniques
to apply. In this research we have used a tool called GATE [9] with an annotation
plugin called Abner-Tagger [12]. The entity recognizer (Abner) uses a dictionary
in order to preprocess the documents. Our proofs are based on the NLPBA dic-
tionary [8]. The annotation task applies these tools in order to create a dataset
(the sparse matrix) compounded by vectors. In this matrix each row is a mathe-
matical representation of a document. On the other hand, in order to increase the
data usability, we applied a tf-idf normalizer. As a result of this task, we create
test and train sparse matrices.

2. Operation sets: During the classification process, train and test matrices must
have the same number of attributes in a particular order. When the applied dic-
tionaries are too large, as in our case, may occur that a lot of relevant attributes
belonging to train matrix do not belong to the second one. This situation gener-
ates a test matrix with meaningless data.
We have solved this problem applying an intersection over these matrices in order
to reduce their dimensionalities and make them computable.

3. Instance filtering and attribute selection: These tasks permit to balance the
number of instances that belong to each class and apply algorithms in order to
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decrease the number of attributes. In our case, subsampling, oversampling and
resampling techniques, before mentioned, have been used.

4. Classification: In this task different reasoning models to classify texts in rele-
vant or not relevant are applied. Specifically, we have used an implementation
of a SVM with four kernels (lineal, polynomial, radial and sigmoid), as detailed
below.

2.2 Dataset

To perform tests and to compare results with those obtained by other authors we
have used the Text Retrieval Conferences (TREC) [16] public corpus. In 2005, TREC
provided a set of evaluation tasks to know the state of the art of applying information
extraction techniques to problems in biology. Specifically, the goal of the TREC
Genomics Track was to create test collections for evaluation of information retrieval
and related tasks in the genomics domain [10].

2.3 Model Evaluation

In this section we are going to explain the measures used in order to represent the
results in the whole process. In this way, Precision (1) represents the percentage of
relevant documents correctly classified over all documents. Recall (2) represents the
percent of relevant documents which were correctly classified. F-Measure (3) stab-
lishes a relation between Recall and Precision that represents the weighted harmonic
mean and shows the correlation between them.

Latest measure, Utility (4), is often applied in text categorization. This measure
contains coefficients for the utility of retrieving a relevant and a nonrelevant doc-
ument. It is composed by the best possible score Umax and the raw score Uraw(5),
where Ur (6) is the relative utility of relevant document and Unr is the relative utility
of nonrelevant document. For our purposes, we assume that Unr is −1.

Precision =
|{relevant documents}∩{retrieved documents}|

|{retrieved documents}| (1)

Recall =
|{relevant documents}∩{retrieved documents}|

|{relevant documents}| (2)

F −measure = 2 · Precision ·Recall
Precision + Recall

(3)

Unorm =
Uraw

Umax
(4)

Uraw = (Ur · relevant docs retrieved)+ (Unr ·nonrelevant docs retrieved) (5)

Ur =
all possible negatives
all possible positives

(6)
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3 Experimental Results

The tests were based on the process explained in the previous section.
For the subsampling we used different distribution values, {10,5,4,3,2,1}.

These values represent the distribution factor between classes; i.e., a distribution
of 10 means that the majority class will be reduced until it contains a number of
instances 10 times more than the minority class. Thus, a distribution with a factor 1
represents an uniform distribution. The random selection algorithm was chosen in
order to remove the number of instances.

For the resampling process we used a distribution bias between { 1.0, 0.75, 0.5,
0,25, 0.0 }. A distribution factor of 1.0 means an uniform distribution, and a distri-
bution of 0.25 means that the number of relevant document would be increased in a
factor of 0.25 compared with the majority class.

At last, in the classification process we used an implementation of a SVM with
four kernels (lineal, polynomial, radial and sigmoid). In order to support the soft-
ware we employed a library called LibSVM [6] that implements a kernel method
based on costs (C-SVM). Furthermore, we used some parameters like probability
estimates to generate probabilities instead of [−1,+1] values for SVM output clas-
sification, or normalize to scale attribute values between [−1,+1].

The kernels used for testing part are represented by the following equations.

Lineal : U ·V (7)

Polynomial : (Gamma ·u · v +Coe f )Degree (8)

Exponential : exp(−Gamma · |u− v|2) (9)

Sigmoid : tanh(Gamma ·u′ · v +Coe f ) (10)

In the polynomial kernel (8) we tested the Degree and Gamma values between 1
to 7. With exponential (9) and sigmoid kernels (10) we made tests using values
for the Gamma parameter between 1 to 15. Other parameters that appear in kernel
equations like Coef, which means a single coefficient, was set to the default value
0.0. Finally, the cost parameter associated to this SVM, namely C-SVM, was set to
1.0.

In the figures we used the following acronyms: N means Normalize, P means
Probabilistic, NP is equal to both Normalize and Probabilistic, and G[X ] is the
Gamma parameter with X corresponding to the different values of the parameter.
In order to represent each plot, boundaries for all measures (Utility, Precision, Re-
call and F-Measure) are denoted between 0 to 1, where a value close to 1 is much
better than a value close to 0.

In Fig. 1 we use the utility measure to compare the effect of balanced and non-
balanced techniques. As shown, the poor results are obtained when any class of
balance is used.

Regarding resampling and subsampling, we got the best results with an uniform
distribution between classes, i.e., subsampling factor equal to 1 and resampling
equal to 1.0. To calculate the utility measure we used these parameters.
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Fig. 1 Comparative between classificators using balanced and non-balanced sampling
techniques

In Fig. 1 we also can see a global peak using a normalized polynomial kernel.
Normalized kernels got good results in general, between 0.5 and 0.724, except in
case of radial. It is interesting to note that the use of normalization in sigmoid kernel
did not improve the results. Therefore, we do not include it in plots.

Regarding the balance techniques we can observe that subsampling got bet-
ter results than resampling. In this situation we can conclude that if we have an
overtrained class with samples too similar, it is very difficult to make a good
classification.

Comparing statistical measures, in Fig. 2 and Fig. 3 we can see some plots based
on Utility, Recall, Precision and F-Measure. Each plot belongs to subsampling and
resampling, respectively. As can be seen, the best results were obtained by poly-
nomial kernel for the utility measure. Regarding to this measure is only based on
relevant documents retrieved, is highly recommended to take also a look to recall
and precision, or directly F-Measure. If we analyse the results based on these lat-
est measures, we can conclude that best results were obtained by the normalized
lineal and sigmoid kernels, not by the normalized polynomial, even using different
balancing techniques.

Fig. 2 Results for classification task using the subsampling balance technique
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Fig. 3 Results for classification task using the resampling balance technique

Respect to the sigmoid kernel, this kernel got good results in almost all tests with
small variations.

4 Discussion

In order to appraise our results, we have researched on similar works published in
the TREC Genomics 2005 communications. In Table 1 we show the run results by
run name, group name and performance measures. The first two entries in the table
correspond to the best values obtained in the competition.

As we can see, our results are similar to [5]. They used a SVM based on a RBF
kernel adapted to each situation, and a kernelized Naive Bayes classifier.

Table 1 Comparative based on TREC Genomics 2005 results, sorted by utility measure

Tag Group Precision Recall F-Measure Utility

aibamadz05[2] ibm.zhang 0.4669 0.9337 0.6225 0.8710
ABBR003SThr[13] ibm.kanungo 0.4062 0.9458 0.5683 0.8645
ASVMN03[13] ibm.kanungo 0.4019 0.9127 0.5580 0.8327
aNLMB[3] nlm-umd.aronson 0.3391 0.9398 0.4984 0.8320
aQUT14[20] queensu.shatkay 0.3582 0.8675 0.5070 0.7760
aMUSCUIUC3[18] uiuc.zhai 0.4281 0.8072 0.5595 0.7438
SVM Poly N uvigo.es 0.0510 0.9530 0.0970 0.7238
aUCHSCnb1En3[5] ucolorado.cohen 0.5080 0.7651 0.6106 0.7215
SVM Lineal N uvigo.es 0.0700 0.7550 0.1290 0.5643
SVM Sigmoid G10 uvigo.es 0.0780 0.7310 0.1410 0.5452
SVM Lineal NP uvigo.es 0.0800 0.6760 0.1430 0.5005
SVM Poly NP uvigo.es 0.0650 0.6090 0.1170 0.4463
aUCHSCsvm[5] ucolorado.cohen 0.7957 0.4458 0.5714 0.4391
aNLMF[3] nlm-umd.aronson 0.2219 0.5301 0.3129 0.4208

Minimum 0.2191 0.2500 0.2387 0.2009
Median 0.3572 0.8931 0.5065 0.7773
Maximum 0.7957 0.9578 0.6667 0.8710
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On the other hand, it is interesting to note that these studies have used prepro-
cessing techniques like chi-square [20] to reduce features dimensionality or another
kind of thresholds like Rcut, Pcut or Scut [13, 3], but in any case balance techniques
have been used.

Finally, we have made a comparative between classification techniques and we
have demonstrated that our balancing techniques are effective, because in some
cases we have achieved better results than similar works.

5 Conclusions

In this research we apply four different SVM kernels to build a biomedical text
classification system. Due to the unbalanced nature of this information, various data
balancing techniques are also applied.

The experimental results show that, regarding to the utility measure, the best
classifier is based on the polynomial kernel. On the other hand, if we take in ac-
count other measures (precision, recall and f-measure) the best balanced result were
achieved by linear and sigmoid kernels.

These results demonstrate the advantages of the polynomial SVM techniques to
classify biomedical texts handling the imbalance problem with subsampling.
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A Multi-agent Model with Dynamic Leadership 
for Fault Diagnosis in Chemical Plants 

Benito Mendoza, Peng Xu, and Limin Song * 

Abstract. Timely fault detection and diagnosis are critical matters for modern 
chemical plants and refineries. Traditional approaches to fault detection and diag-
nosis of those complex systems produce centralized models that are very difficult 
to maintain. In this article, we introduce a biologically inspired multi-agent model 
which exploits the concept of leadership; that is, when a fault is detected one agent 
emerges as leader and coordinates the fault classification process. The proposed 
model is flexible, modular, decentralized, and portable. Our experimental results 
show that even using simple detection and diagnosis methods, the model can 
achieve comparable results to those from sophisticated centralized approaches.  

Keywords: Multi-agent systems modeling, distributed data fusion, fault diagnosis, 
collective consensus.  

1   Introduction 

A highly effective fault management system for modern complex plants plays an 
important role in avoiding unplanned capacity loss, increasing plant efficiency,  
and improving operator safety. Key features of a successful fault management sys-
tem include short fault detection and diagnosis delay time, high accuracy, high  
reliability, good maintainability, and robustness. In addition, the system’s archi-
tecture and its modules should be portable so that transferring a system developed 
for one plant to many other plants can be easily done. Conventional fault man-
agement follows a centralized approach that achieves a good balance between 
high accuracy and delay time. However, they are very rigid and hard to maintain 
to reflect plant changes. More important, having a single central point for decision 
making raises great concerns about the system’s reliability and robustness.  

In this paper, we present a biologically inspired multi-agent model that is able 
to overcome these problems. Specifically, our work is inspired by fish, birds, and 
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other species in which a few informed or knowledgeable individuals influence the 
schooling behavior of the entire group [4]. Similarly, in our approach, each agent 
acquires measurements from one or a few sensors and detects faults based on the 
acquired data; the first agent that detects a fault becomes the leading agent and 
collects fault detection/diagnosis information from other agents. It performs fault 
diagnosis and abandons its leadership once the fault is mitigated. We believe that 
this mechanism for dynamic coordination and information fusion is more efficient 
and reliable than conventional centralized approaches.  

This paper is organized as follows. Section 2 details the proposed approach. 
Section 3 shows how we implement our model for a specific plant model and pre-
sents experimental results. Finally, Section 4 concludes the paper and points out 
future research directions.  

2   The Proposed Approach 

Our work is inspired by the group behavior of some animal species. Specifically, 
we are motivated by the mechanism of fish schooling and bird flocking. It is well 
known that these complex behaviors are results of relatively simple and local in-
teractions among group members [4]. Typically, a few informed or knowledgeable 
individuals emerge as “leaders” and influence the entire group by persuading their 
neighbors. Similarly, the initial followers induce other followers, which form the 
observed collective behavior. This kind of coordination has been exploited in 
some multi-agent models [10]. These models are very attractive because of their 
natural capabilities to adapt to changes in the environment, resulting in high reli-
ability and robustness.  

In our proposed model, each agent monitors a sensor or a group of sensors in a 
plant. Each agent is able to determine the plant’s local state (normal or abnormal) 
and communicates it to other agents. The first agent that detects an abnormal event 
assumes the leader role. A leader agent is in charge of aggregating all other 
agents’ state information.  As a result of the communication process, a spatio-
temporal pattern of abnormal events or disturbances emerges. The leader agent 
identifies the corresponding type of the fault by comparing the emerged pattern 
against existing fault templates that are stored in its local knowledge base.  

Fig. 1 illustrates our proposed solution. The bottom layer shows that each agent 
is connected to one or a few sensors. At time 1, one agent (black filled) detects a 
disturbance and becomes the leader agent. As time progresses, more agents (gray 
filled) detect disturbances and they send their state information to the leader. The 
upper layer shows that at time t+i, the leader agent declares that the plant is back 
to its normal state and abandons its leadership; as a result, agents are not commu-
nicating with each other any more until a new fault emerges.  

2.1   Communication and Coordination  

We assume that the physical communication channels allow communication 
among all the agents. The messages among agents contain the following  
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Fig. 1 Illustration of the proposed solution. 

components: sender’s ID, receivers’ IDs, time stamp, and content. The content de-
termines the purpose of the message as follows. 

• Declaration of leadership. An agent declares leadership to all other agents if it 
detects a disturbance and there is no leader in the system.  

• Acceptance or rejection of leadership declaration. An agent accepts the declara-
tion if it has not detected the disturbance. Agents that simultaneously declare 
leadership roles will reject other agents’ declarations. They will negotiate with 
each other until one leader is elected.  

• Plant’s state. Each non-leader agent sends information about the local plant 
state and the leader agent announces whether the entire plant is normal or not.  

2.2   Agent’s Knowledge Base 

Each agent’s knowledge base consists of two components. The first component is 
a local model for fault detection and diagnosis based on the local data it acquires 
from the plant. During the design phase, one has the flexibility to choose from 
various fault detection algorithms. They might be simple algorithms like control 
charts, Principal Component Analysis (PCA) [8] or any of its variations (e.g., dy-
namic PCA), or more sophisticated algorithms like support vector machines or ar-
tificial neural networks [1]. The second component is a global fault diagnosis 
model, which is used only when the agent assumes the leader role. Each agent 
stores a few templates for the faults that it- is very likely to detect earlier than 
other agents. In this way, the fault templates are stored in a distributed manner and 
none of the agents is overloaded with templates. As mentioned before, once an 
agent assumes the leadership role, it uses these templates for fault diagnosis. In 
this paper, we describe a specific type of spatio-temporal template (see the next 
section) for fault detection and diagnosis. The strength of agent based approaches, 
however, allows different type of templates to be incorporated into the model.  
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2.3   Spatio-Temporal Fault Detection and Diagnosis 

Imagine that the patterns in Fig. 2 (a) and (b) are two known types of faults in a 
plant. Each row corresponds to the local plant states that an agent is monitoring. 
The filled cells represent abnormal states at different time and the black row cor-
responds to the leader agent. We can transform the rows in each pattern into a bi-
nary string, where 0 and 1 represent normal and abnormal states respectively. For 
example, row T3 from the pattern of fault type f1 forms the string 0001101100. 
We can use a simple distance metric like Hamming distance, which counts the 
number of different bits of two equal length strings, to compare an observed  
pattern with a stored template. 
 

 

(a) Pattern of fault type f1 (c) Noisy instance of f2(b) Pattern of fault type f2  
 

Fig. 2 Graphical representation of fault patterns.  (a) and (b) are fault patterns, and (c) is a 
noisy instance of (b). 

 

(b) (a)  
 
Fig. 3 Fault diagnosis illustration. (a) Hamming distance for the observation given in Figure 
2 (c) to normal and fault patterns as a function of time, (b) Posterior probabilities for the 
same observation using the Naïve Bayes method.   

Fig. 3 (a) shows the Hamming distance between the pattern in Fig. 2 (c) and the 
normal state  (i.e., a pattern with no colored cells) and the fault patterns in Fig. 2 
(a) and (b) as a function of time. It shows clearly that as time progresses the diag-
nosis converges to the ground truth, which is fault 2. Note that Hamming distance 
is just one of the many methods our model can incorporate. Other candidates in-
clude Bayesian methods (see Fig. 3 (b) as an example), Dynamic Time Warping, 
and other popular information fusion methods.  
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2.4   Discussion 

Our model is different from existing agent approaches [2, 5, 7, 9] in that each 
agent can be treated as a smart virtual sensor in a distributed sensor network and 
each agent’s functionalities are essentially the same to other agents. These func-
tionalities are: a) acquiring data from one or a few sensors, b) providing diagnostic 
information based on the acquired data, and c) accumulating diagnostic informa-
tion from other agents if it is the first one detecting a fault, and making the final 
diagnostic decision. The advantages of our approach are as follows.  

1. It is portable and easy to maintain.  Since agents are fungible, they can be eas-
ily transferred to a new monitoring system. Each agent can be maintained 
(e.g., updated, added, removed) easily to reflect local changes.  

2. It is flexible because it can incorporate a large variety of detection and diag-
nostic methods. Since each agent is working independently, one can choose 
the best method for that agent based on the characteristics of the data.   

3. It requires less communication capacity compared to centralized methods and 
many other agent-based methods because agents share processed information 
instead of raw sensor data. Such a design ensures that the critical information 
will be transmitted in a timely manner. It also reinforces the maintainability of 
the system since adding new sensors will not significantly overload the com-
munication network. The system may still function well during a partial com-
munication interruption.   

Our approach, however, does not take the full advantage of the bio-inspired 
method described in [4]; that is, no agent is trying to influence other agents. We 
have envisioned that an agent, once it has detected a fault, should be able to pass 
corresponding information to its neighbors (defined by the topology of the plant) 
so that the neighbor agents can be in a more “alert” mode (e.g., adjusting detection 
threshold, invoking more sophisticated detection algorithms)  for fault detection 
and diagnosis. This will be investigated in our future work.  

3   Implementation and Experiments 

We implemented our multi-agent model using JADE1 for fault detection and diag-
nosis of the Tennessee-Eastman Process (TEP) [3], a well known challenging 
problem for industrial process monitoring. The TEP simulates an industrial plant 
with 41 measured variables and 12 manipulated variables.  

In this implementation, an agent monitors only one variable or sensor. The de-
tection method is a simple six-sigma approach, which defines upper and lower 
normal operation limits by μ ± 3σ (μ is the mean and σ is the standard deviation 
of the variable) and any value out of these limits is considered abnormal. Data of 
the normal state are used to calculate the corresponding mean and standard devia-
tion; data corresponding to faults are used to create the templates in the agents’ 
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knowledge bases. In this implementation, we assume all types of possible faults 
are known a priori. The templates are distributed among the agents based on the 
training data, where for each training example a corresponding template is added 
to the database of the agent(s) that first detected the fault. 

A non-leader agent only communicates with the leader agent if the monitored 
local state changes (e.g., from normal to abnormal). In this implementation each 
agent has a numeric ID related to sensor it is monitoring. To resolve conflicts 
when more than one agent claims the leadership, a simple rule is put in place: 
when more than one agent claim leadership simultaneously, the one with the low-
est ID prevails as leader and the rest give up. Since other agents will follow the 
same strategy, they would only coordinate with the resultant leader of this tie 
break rule; there is no incentive for any agent to try to remain as leader. We have 
developed a simple similarity metric similar to Hamming distance in our imple-
mentation. This metric requires less computation and less storage space for tem-
plates. For details, refer to [6].    

There are twenty-one types of fault in TEP. Faults 3, 9, 15, 19, and 21 are very 
subtle disturbances and nearly all methods in the literature fail to detect them re-
liably [1]. Thus, they are not included in our experiment. Our training data set 
consists of 10 simulation runs for each of the remaining types of faults and 10 runs 
of the normal operation. Each simulation run contains 1920 data points with sam-
pling rate as 1 point every 3 minutes. Note that in TEP each data point is a vector 
containing 53 elements (41 measurement variables and 12 manipulated variables). 
For each simulation containing a fault, the fault is introduced right in the middle; 
that is, starting from data point 961, the plant is at the faulty state.  
 

 

 

Fig. 4 Diagnostic result for fault 6. 

Fig. 4 illustrates the fault diagnosis result for fault 6. The vertical line indicates 
the time the fault is introduced. Before that, most of the time our model deter-
mines that the system is at normal state. The system does produce a few false 
alarms; however, they are too short to be considered individually. The average 
false alarm rate is around 0.01%. Starting from point 961, the system consistently 
indicates that fault 6 occurs in the plant.   

We evaluate our method’s performance in terms of fault classification accuracy 
and detection delay time, which is the interval between the time when a fault is in-
troduced and the time when it is detected. Some faults have longer delay diagnosis 
time as they are either subtle or they need longer time to propagate through the 
plant. Table 1 shows our experimental results compared against a holistic central-
ized method based on support vector machine (SVM). Faults 6, 7, 14 and 17 are  
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Table 1 Average results on ten test simulations 

Fault MAS SVM 

 Accuracy Delay Accuracy  Delay 

1 0.89 13 0.98 3 

2 0.89 13 0.98 11 

4 0.89 12 0.95 2 

5 0.88 9 0.97 2 

6 1 3 0.98 1 

7 1 3 0.98 1 

8 0.77 27 0.90 33 

10 0.56 47 0.81 28 

11 0.65 10 0.86 8 

12 0.8 14 0.90 16 

13 0.84 64 0.90 72 

14 0.96 6 0.97 3 

16 0.26 81 0.77 19 

17 0.95 25 0.94 25 

18 0.86 51 0.92 46 

20 0.74 56 0.91 40 
 

 
classified with high accuracy (95% to 100%) and faults 1, 2, 4, 5, 12, 13, and 18 
are classified with accuracy between 80% and 90%.  

In our experiment, we have purposely chosen a naïve method (i.e., six-sigma) 
for fault detection to test the limitation of our model’s fault classification capabil-
ity. Our analysis shows that by incorporating the temporal information, the results 
are comparable to more sophisticated pattern classification algorithms like SVM. In 
addition, our SVM uses a more sophisticated feature extraction method than the 
six-sigma approach. This partially explains why its performance is better. If we in-
corporate this feature extraction capability and advanced pattern classification 
methods into the agents, our agent based model will have much better performance.  

4   Conclusions and Future Work 

We present a multi-agent model for fault detection and diagnosis that is decentral-
ized, robust, and flexible. In this model, agents having simple computational tasks 
are distributed across the plant and monitor local equipment. A leader agent, who 
collects information from other agents, progressively classifies the fault by match-
ing the emerging spatio-temporal pattern with known patterns stored in its knowl-
edge base. Since each agent has a potential to be the leader, our approach avoids 
having a fixed central point of failure or bottleneck, making it more robust to  
handle unexpected situations such as malfunctioning of a few agents.  
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Our experiments show that even using simple detection and classification 
methods in the agents, the performance of our model can be comparable to that of 
a centralized approach. In addition, agents can be easily modified to reflect local 
changes on the plant without affecting the overall architecture of the system.  

One potential shortcoming of our approach is that an agent may assume a lead-
ership role due to a false alarm. For most situations, it will give up its leadership 
quickly since the false alarm will not last long. However, if this false alarm is right 
before a true fault whose diagnosis should be led by other agents, the leader may 
fail to classify it since it does not have the right knowledge. In this case, it should 
give up its leadership and let the more appropriate agent be the leader. We will in-
corporate this mechanism into our model in the future.  

In the future, our model will also incorporate a collective consensus protocol, 
similar to the one presented in [10], where a group of leaders jointly make the de-
cision. In addition, we will investigate a mechanism for grouping the sensors and 
assigning them to an agent dynamically so that data correlation within a group of 
sensors can be exploited.  
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Matching and Retrieval of Medical Images  

Amir Rajaei and Lalitha Rangarajan* 

Abstract. Digital imaging has revolutionized the field of medical imaging and has 
led to the development of sophisticated computer hardware technologies and spe-
cialized software that empower physicians to better distinguish abnormalities, 
characterize findings, supervise interventions and predict prognosis. In fact, CAD 
is one of the major research subjects in medical imaging and diagnostic radiology. 
These benefits have motivated researchers to develop dedicated systems to spe-
cific medical domains from clinical decision making to medical education and re-
search. The medical imaging field has generated additional interest in methods and 
tools for the management and analysis of these images. It is important to extend 
such applications by supporting the retrieval of medical images by content.  

Keywords: Computer Aided Diagnosis, Health Database Management, Medical 
Image Retrieval, Semantic, Relevance Feedback. 

1   Introduction 

Content Based Medical Image Retrieval (CBMIR) is quite different from Content 
Based Image Retrieval (CBIR) as the retrieval similarity must consider the medi-
cal context, recognizing the specific organs with their relative locations as well as 
the user’s individualized subjectivity. Consequently, general CBIR systems cannot 
guarantee a meaningful query completion when used within the medical context. 
The results are rather poor when CBIR systems are used to retrieve medical image 
[12]. CBMIR ranges from clinical decision support to medical education and re-
search. In medical research, researchers can use CBMIR to find images with simi-
lar pathological areas and investigate their association. Medical education can lead 
lectures to easily fin images with particular pathological attributes that can imply 
particular diseases [31]. Medical images are multimodal, heterogeneous and high-
er dimensional with temporal properties which distinguish them from images in 
the other domains. In Computer Aided Diagnosis (CAD), the basic objective is to 
provide diagnostic support to the physicians or radiologist by displaying relevant 
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past cases. Different types medical images like X-ray, Ct, MRI, SPECT, PET, Ul-
trasound are playing an important role in detecting anatomical and functional  
information of the body part for diagnosis. The physicians and radiologists are 
provided by medical images for diagnosis and therapy [4]. However, handling a 
large number of images in the health Database Management is to integrate imag-
ing modalities and interfaces with hospitals and department information systems 
in order to mange the storage and distribution of images to radiologists, physi-
cians, specialist, clinics and imaging  centers [29]. Most traditional medical image 
retrieval systems exploit adding metadata such as captioning, keywords or de-
scriptions to the images. So, retrieval can be performed over the annotated words. 
Annotating process of images is not only time-consuming, laborious and expen-
sive but also a subjective task due to the experts and keywords are inadequate to 
represent the image content. CBMIR systems can be used for searching and re-
trieving different kinds of medical images from large databases on the bases of the 
visual content of the images. In this context, the design of efficient matching and 
retrieval techniques in medical image database becomes an important issue. Quick 
accessing and referencing to the specific organ of the body in real time require 
perceiving some spatial topologies and understanding the high-level semantic in-
formation of the images. In addition, images should be categorized according to 
the imaging modalities and be classified based on the body organs and orientation 
for a better kind of matching and retrieval.  

The rest of the paper is organized as follows: In section2, we have a brief re-
view on segmentation of medical images. Various methods for feature extraction 
are discussed in section 3. Feature selection and representation are explained in 
section 4. In section 5, we present the methods which have been used for classifi-
cation of medical images. Matching and Retrieval which are the main issue of this 
doctoral paper are covered in section 6. Finally, overall conclusions are presented 
in section 7.  

2   Segmentation  

Segmentation is a basic operation in medical image processing and it involves the 
recognition and localization of sub patterns within an image. Low resolution and 
strong noises are two common characteristics which medical images cannot be 
precisely segmented and extracted for the visual content of their features. Many 
attempts have been done in this area but still segmentation is a challenging task. 
Dynamic Edge Tracing with Recovery and Classification (DTRAC) was introduc-
ing by Withey et al. [33].In [28], the employed Minimum Spanning Tree (MST) 
for determining the set of nodes representing the connected components. They 
represented silent objects of an image by proposing an efficient procedure for ex-
tracting the boundary of visual objects from connected components. Li et al. [34] 
used watershed, gradient based segmentation technique. 2D discrete cosine trans-
forms which has high computational efficiency and accuracy in segmentation was 
exploited by Pun and Zhu [21].   



Matching and Retrieval of Medical Images 29
 

3   Feature Extraction 

In literature, different modalities of medical images could be discriminated using 
basic low-level characteristics such as particular colors, textures or shapes and they 
are at the base of most image analysis methods. In[24], they used the concept of 
color conversion to add color to gray scale images. Since the majority of medical 
images are in gray level, the general retrieval based on color feature is useless. The 
retrieval based on texture and shape features are adapted wide spread. Texture is a 
primary feature of medical images which supplies us with much clinical texture in-
formation and most kinds of diseases can be automatically distinguished by distri-
bution of texture feature. Spatial Gray LEVEL Dependence (SGLD) method was 
employed by Shshadri et al. [26]. However, this technique is the worst in terms 
speed and its computational complexity depends on the size of co-occurrence ma-
trix. In [32], they recommended a Gabor filtering method,. Gray Level histogram 
moment statistical texture analysis method was used by Pharwaha and Singh [19]. 
In their method, they applied Non-Shannon measure to compute entropy. 
In[22],exploited texture feature (energy and entropy) based on Ridgelet transform. 
Traditional Gray- level Histogram texture descriptor obtained from the Harlick de-
scriptors to perform homogeneity, energy, contras and correlation was proposed by 
Bugatti et al. [3]. The shape of the objects plays an essential role among the differ-
ent aspects of visual information. It is a very powerful feature when used in similar-
ity, search and retrieval. Liu and Tong [14] proposed a novel salient detector based 
on spectrum energy variation. In [36], they optimized the feature extraction based 
on geometrical shape, Edge Chain Code (ECC) and Geometric Moment Invariant 
(GMI). Vijay et al. [30] used the Generic Fourier Descriptor (GFD) with brightness 
as additional parameter to have good retrieval accuracy. 

The combination of different feature extractors of an image can improve the 
performance of medical systems. In [1], they combined rotation invariant Contour-
let transform and Fourier descriptors to extract shape feature. Youssif et al. [37] 
approach was based on color (HSV using quadratic distance equation), texture 
(pyramid structure wavelet) and shape (Fourier descriptor). A medical image may 
implicitly require various kinds of visual reasoning about the meaning or the pur-
pose of different objects in an image. The discrepancy between the actual informa-
tion and its representation using the computed feature values is known as semantic 
gap. One approach to solving this problem is to associate high-level semantic in-
formation with low-level visual data. The local Fuzzy Fractal Dimension (LFFD) 
was proposed to extract local fractal feature of medical images [38]. Fractal fea-
ture was applied in medical images retrieval by Wu et al. [34]. In [8], they applied 
kernel density estimation statistical model to describe the complicated medical 
image data. Finally, the hill climbing strategy of artificial intelligent was proposed 
to extract the semantic features.  

4   Feature Selection and Representation  

Improving an image retrieval technique requires modifying the image  
representations. 
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It is well known that the choice of an adequate feature vector develops the accu-
racy of image retrieval. Feature selection is achieved by removing irrelevant, re-
dundant and noisy features, selects the subset features which can achieve the best 
performance in terms of accuracy and computation time. The methodology used in 
[20,24] was comprised of continuous and probabilistic image representation 
scheme using Gaussian Mixture Modeling (GMM) along with information-
theoretic image matching measure (KL). Texture based symbolic feature for  
medical image representation was proposed by Florea et al. [9] to assess the per-
formance of a new image symbolic descriptor for image modality, anatomic, region 
and view angle image categorization. Their approach achieved high recognition 
rate. In [27], they employed a wrapper strategy that searches for best-reduced fea-
ture set. The quality of feature subset was evaluated in term of measuring the rank-
ing quality which was evolved by genetic algorithm. 

5   Classification  

The medical image classification is an important issue for computer-aided diagno-
sis. Traditionally, medical images have been classified by experts. Problem of 
medical image classification is a new and great challenge, because of great imbal-
ance between classes, visual similarities between some classes, variety in one 
class and difficulty to define discriminative of visual features. Mueen et al.[17] 
were focused on Support Vector Machine(SVM). In [13], the presented a novel 
method for medical image classification using Fuzzy Support Vector Machine 
(FSVM). In[10, 23], they provided a technique for the determination of optimal 
cluster number form the supplied set of initial cluster centers in K-mean clustering 
algorithm. Their proposed technique had low complexity, high transparency and 
accuracy. Sharma et al. [25] analyzed medical images based on hybridization of 
syntactic and statistical approaches using Artificial Neural Network (ANN). 

6   Matching and Retrieval 

Knowledge base is created through construction of multilevel classification. The 
process of object recognition consists of matching features extracted from a given 
input image with those models. The accuracy of the system can be improved by an 
iterative refinement process of retrieved images guided by user’s interaction 
known as the relevance feedback mechanism. Web MIRS system proposed by 
Long R et al. [15] retrieved X-ray image based on automated image segmentation, 
image feature extraction and organization along with associated textual data.  Im-
age Retrieval in Medical Application (IRMA) system could handle retrieval from 
a large set of radiological image obtained from hospitals based on various textural 
features [12]. Med GIFT retrieved divers medical images. High- dimensional fea-
ture space of various low-level feature was used as visual terms analogous to the 
use of keywords in a text-based retrieval approach [18]. Some other existed medi-
cal images system can be named as ASSERT, CasImage, NHANES II, FSSEM, 
COBRA, I2C. In [16], they presented an intermediate level image representation 
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based on category membership scores, feature-level fusion by probabilistic classi-
fier combinations and an adaptive similarity fusion scheme. Cheng et al. [5] ex-
tended the concepts of SIFT technique for extracting and matching discriminative 
feature. Jing and Yang [11] used the Discriminate Adaptive Nearest Neighbors 
(DANN) metric to identify the similar cases from a library for a given query. Xu 
et al. [35] proposed an innovative Partial Shape Matching (PSM) technique using 
Dynamic Programming (DP) for the retrieval of X-ray images. In [6,7], they ex-
ploited Latent Semantic Indexing (LSI) technology to implement image retrieval. 
It was based on its semantic information. Bueno et al. [2] presented the Fractal 
Scaled Product Metric(FPM) as a similarity assessment. 

7   Discussion and Conclusion  

The goals of medical systems have often been defined to deliver the needed in-
formation at the right time, right place  and too the right person for improving the 
quality and efficiency of care processes. We are going to develop a system to as-
sist in healthcare and clinical decision making for diagnosis of diseases. It is  
understood through a detailed survey that many contributions are reported on seg-
mentation of medical images and low-level visual feature extraction on color, tex-
ture and shape. However, in specific medical domain applications, the semantic 
content is more desirable since it facilitates the physicians to have better and more 
accurate classification and retrieval system through retrieving the relevant cases of 
particular diseases. Therefore, one key issue to be faced is the identification and 
extraction of semantic information from the visual data through very little work is 
reported on high-level semantic feature extraction in medical images. 
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Advanced System for Management and 
Recognition of Minutiae in Fingerprints 

Angélica González, José Gómez, Miguel Ramón, and Luis García* 

Abstract. This article briefly describes the advanced computer system designed 
for the recognition of minutiae in fingerprints digital images. The system provides 
both automatic and manual extraction of relevant data from the fingerprints im-
ages, storing that information in a database. Provides statistical calculations,  
including calculations for cumulative frequency analysis; this is an important pa-
rameter for calculating distinction rates. The system is enabled to differentiate by 
sex, finger, fingerprint type and sector that has been divided the dactylogram. 

Keywords: Minutiae recognition, Automatic minutiae extraction, Fingerprints  
statistical calculation, AFIS (Automated Fingerprint Identication System),  
Dactylogram. 

1   Introduction 

The main objective is developing a comprehensive management system for fin-
gerprints digitalized images and minutiae; extracting the minutiae automatically 
and providing functionality to system users to make manual corrections at any 
time. All these operations will be recorded in the system database, which will 
compile the information of the minutiae and fingerprints for subsequent statistical 
analysis. 

The second objective is to seek a complementary method for fingerprint  
identification by the automatic calculation of frequencies of the characteristic 
points, the minutiae are located by determining the number of ridges that are 
crossed by an imaginary line that connects each minutia and fingerprint center 
and also by a Cartesian grid that can generate a variable size environment  
defined by the user. 
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2   System Description 

The system for management and minutiae recognition has been implemented as an 
application that lets the user interact with digital images of fingerprints of many 
kinds, including WSQ format designed by the FBI, which is a compressed format 
specially dedicated to fingerprints;. The application consists of a main program in-
corporating a number of libraries where all the features of the system are imple-
mented, there is also a communication with a database that stores information of 
individuals, their fingerprints stored into digital images and the minutiae extracted 
of the fingerprints. 

3   Processing Digital Images of Fingerprints 

The application can perform a complete fingerprint image processing; including a 
large number of filters and operations to carry out treatment and enhancement of 
the images. It is very important that the quality of the images managed by the sys-
tem is high, meaning as quality tha the images are not damaged and, therefore, 
that the ridges and valleys of the fingerprints are well differentiated. Ideally, the 
dactylogram presents this quality from the source for high rates of success in ex-
tracting minutiae; otherwise the filtering functions can overcome some shortcom-
ings of the image source. Among the filtering techniques are include: [1] 

• Smooth: This filter repair damaged or low quality fingerprints images, soften-
ing gray boundaries of the entire image. The smoothing filter, as others used in 
the system, can be viewed as a 2D linear filter. The filters in two dimensions, 
using a convolution matrix whose form is generally 3x3 or 4x4 matrixes where 
the filter coefficients are stored. 

• Medium: A medium-type filter is a nonlinear filter that calculates the median 
value of replacing each image by the median of the values that surround it in a 
window. The window size is usually 5x5. This filter has been used in the sys-
tem to clean the smudges from the edges of the ridges and valleys contained in 
the image of dactylogram. 

4   Extraction of Minutiae in Fingerprints Images  

The application enables automated and manual minutiae extraction in a dactylo-
gram. Before the system user can extract the minutiae, the user must manually en-
ter the center of the dactylogram generating a Cartesian axes grid, typically of 
0.75 mm, because to 1 mm can be more than 1 minutia point [2,3] this value is 
configurable by the system user. For automatic extraction some operations are per-
formed in the fingerprint image, which consist of preprocessing, which cleanses 
the image of its imperfections, getting the last item on the thinning image, at this 
point the image is prepared to search automatically the characteristics that make it 
unique from any other. 
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Fig. 1 Extracting minutiae operations of a dactylogram. 

This technique is known as classical extraction [4], it performs a preprocessing 
of the image before detecting the minutiae. Once done the system look for patterns 
to identify the fingerprint image, in which the width of the ridges is one pixel. 
Dactylogram preprocessing operations make the extraction algorithm can work 
with a wide range of qualities; the price paid is the time to perform this preproc-
essing. To extract the characteristic points first a sweep of the entire image  
preprocessed is made to detect those points that are candidate sites by analyzing 
patterns around them that make up a resizable window, and after each point  
determines its orientation to identify the subtype. 

 

          

Fig. 2 Minutiae extracted by the system on a section of a dactylogram 

The system is able of distinguishing between eighteen different characteristic 
points, as shown in figure 3. 
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Fig. 3 Morphology of minutiae 
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Information concerning the minutiae is stored in the system database, the most 
important aspects that are saved are the type of minutiae, point location within the 
dactylogram, this location is stored in different scales; in pixels of the image on 
the grid X and Y axis of the Cartesian grid whose center is identified by the user 
on the image of dactylogram also calculated and automatically stores information 
on the number of ridges crossing a imaginary line connecting the minutia with the 
center of dactylogram. 

 

Fig. 4 Minutiae with Cartesian axes and grid lines at the center of a dactylogram 

There are not a large number of computer systems that manage and work on al-
ternative methods that are raised in this paper. However, studies [5] that have a simi-
lar approach to the application of filters to reduce noise dactylogram image, but 
about the minutiae extraction using wavelet transformation in analysis of sub win-
dows of the image around the Core Point of the dactylogram. In the system de-
scribed in this paper we opted for a classical approach of pattern matching, because 
it was identified the need to work with partial fingerprints where the Core Point 
could not be present and the range of types of minutiae to be extracted was large. 

Comparative minutiae detection algorithms based on the quality of the source 
image [6] indicate that the ridge valley clarity approach, as used in the system pre-
processing of the image fingerprint implemented with local thinned clarity score, 
have the advantage of that clarity between ridges and the valleys can be calculated 
by counting the misclassified pixels, while the weakness is in the region of high 
curvature as in some points of singularity. This extraction technique is among the 
best results for a wide range of fingerprint image qualities. 

5   Generation of Statistics 

With the  minutiae extraction data stored the system is capable of generating a 
wide range of statistics that allows further study of the fingerprints processed by 
the system to obtain relevant information to indicate whether the fingerprints  
oscillate significantly between men and women, each of the fingers or by classifi-
cation of the same fingerprint. The computer application is able to elaborate the 
following statistics: 

1. Graphs and tables of the frequencies of different minutiae as the number of 
ridges that separate them from the central point. 
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Fig. 5 Graph and frequency data by the number of ridges 

2. Graphics and percentage frequency tables of individual minutiae as the number 
of ridges that separate them from the central point. 

 

  

Fig. 6 Graphic and percentage frequency data the number of ridges 

3. Graphs and tables of the frequencies of different minutiae by their location in 
grid. 

 

  

Fig. 7 Chart and data grid frequency 
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4. Graphs and tables of percentage frequencies of the characteristic points by their 
location in grid. 

 

  

Fig. 8 Graphic and percentage frequency data of the number of ridges 

5. Calculation of cumulative frequency of the selected points as they are marking. 
[7]. 

 

  

Fig. 9 Cumulative frequencies 

Regarding the above tables and graphs can discriminate by sex (man and 
woman), finger (between 10 fingers), type (plain, central pocket, double loop, ac-
cidental) and that sector has been divided dactylogram and for each of the  
estimated minutiae. 
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Fig. 10 Dialog for statistical discrimination 

6   Conclusions and Lines of Future Work 

The most important and complex process of implementation is the extraction of 
the minutiae of fingerprints; This automatic process is based on a minutiae detec-
tion algorithm on the preprocessed image using features of automatic pattern  
recognition in digital images. As success rates of these automated processes are 
moderate, especially if dactylogram quality is not high, can be further improved in 
future work. Besides the characteristic points shown can be manually edited by the 
user and the centre of dactylogram to make corrections if consider necessary. 

The generation of stored data statistics can be considered as the ultimate goal of 
the system. Thus, the application offer the possibility to make  statistical studies o 
fingerprints stored in the system to obtain important information on whether the 
characteristic points oscillate significantly between men and women, each of the 
fingers or according to their classification. You can also calculate the frequency of 
each of the minutiae and also the cumulative frequencies of a set of selected 
points, the calculation to ascertain the rates of discrimination in fingerprint identi-
fications. When dactylogram also has a classified, allowing comparison with other 
fingerprints stored in the database, showing some statistics indicating the degree 
of similarity between compared fingerprints. 

It is recommended further improve of the automatically extraction of minutiae 
to be more precise, accurate and efficient, here is expected that the use of neural 
networks is the best option [8] especially in low-quality images, but is also ex-
pected that the high success rates cannot be generalized to all fingerprints, since 
the results are not guaranteed. The evolution of the application also goes for using 
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it in a client-server environment with different users access to a common database, 
strongly considering the security requirements for remote access [9]. 
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Associative Watermarking Scheme for
Medical Image Authentication

Neveen I. Ghali, Lamiaa M. El Bakrawy, and Aboul Ella Hassanien

Abstract. With the widespread and increasing use of internet and digital
forms of image; and the convencience of medical professionals that the fu-
ture of health care will be shaped by teleradiology and technologies such
as telemedicine in general. In addition to the various radiological modalities
which produce a variety of digital medical files most often datasets and im-
ages. These files should be protected from unwanted modification of their
contents, especially as they contain vital medical information. Thus their
protection and authentication seems to be of great importance and this need
will rise along with the future standardization of exchange of data between
hospitals or between patients and doctors. In this paper, an associative wa-
termarking scheme is conducted to perform associative watermarking rules to
the images which reducts the amount of embedded data, vector quantization
indexing scheme is used to embed watermark for the purpose of image authen-
tication. The vector quantization decoding technique is applied to reconstruct
the watermarked image from the watermarked index table. The experimental
results show that the proposed scheme is robust. The watermarked images are
resistant to severe image processing attcks such as Gaussian noise, brightness,
blurring, sharpening, cropping, and JPEG lossy compression.

Keywords: Vector quantization, Association rules, Edge block detection
method.
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1 Introduction

In digital watermarking techniques, some types of watermarks such as logos,
labels, trademark, or random sequence, representing the author’s ownership,
are embedded into the desired digital image. Generally, a registration to the
authentication center is necessary, which helps to solve ownership disputes
by identifying the owner of the disputed media. If necessary, the embedded
watermark in the digital image can be used to verify ownership [11], [4].

In general, any watermarking algorithm consists of three parts as fol-
lows [8]: The watermark, which is the information to be embedded into the
original image such as text or an image. The embedding algorithm which is
the process to include the watermark into the original image. and the extrac-
tion algorithm which is the process to recover the watermark information
from the watermarked image using the key and with the help of the original
image. In this paper the concept of association rules in data mining based
on vector quantization (VQ) and Sobel operator are employed to propose a
robust watermarking technique for medical images by embedding the finger-
print as a watermark.

The remainder of this paper is organized as follows. Section (II) reviews
the related work. Brief introduction of VQ, association rule, and edge block
detection are respectively introduced in section (III). Details of the proposed
scheme are presented in section (IV). Section (V) shows the experimental
results. Finally, conclusions are discussed in Section (VI).

2 Related Work

Wu et al. in [13] presented a novel digital image watermarking scheme based
on VQ technique. During the encoding process of the VQ compression tech-
nique, the proposed scheme embeds a representative digital watermark in the
protected image so that the watermark can be retrieved from the image to
effectively prove which party is in legal possession of the copyright in case an
ownership dispute arises. In their method, the codewords in the VQ codebook
are classified into different groups according to different characteristics and
then each binary watermark bit is embedded into the selected VQ encoded
block. El-Bakrawy et al., in [4] proposed an associative watermarking scheme
which is conducted by the concept of association mining rules and the ideas
of VQ and Sobel operator. Unlike traditional watermarking techniques the
association rules of the watermark are hidden instead of the watermark itself.
The reconstructed images has robustness against aggressive image processing
as as cropping, blurring and sharpening. It has effective resistance to noise.

Shih and Wu in [10] presented a technique for embedding the signature im-
age and the fragile watermark into the frequency domain of RONI part of a
medical image by using improved genetic algorithms. By compressing the ROI
part using lossless compression and the RONI part using lossy compression,
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they could obtain a higher compression rate. Furthermore, the fragile water-
mark is embedded to detect any unauthorized modification.

In this paper, the concept of association rules in data mining based on VQ
and Sobel operator are employed to propose a robust watermarking tech-
nique. It achieves more effective resistance against several images processing
such as sharpening, JPEG lossy compression especially in case of adding in
Gaussian noise and blurring.

3 An Overview

3.1 Vector Quantization (VQ)

VQ is a simple data compression technique which was first proposed by Gray
[14]. In the beginning, an image is segmented into several blocks with the
same size, such as 4 × 4. Each block consists of 16 pixels. These pixels, from
left to right and top to bottom, can form a vector v = {v1, v2, ..., vk}, where k
represents number of dimensions. The pixel value of each block is different, so
before encoding, representative vectors, called codeword c, should be collected
to form a codebook CB = {ci : i = 0, 1, ..., L − 1}, where L denotes the
codebook size and i denotes the index value. The well-known LBG algorithm
[5] can be employed to form the codebook. By clustering code words, it
finds a representative codeword from each cluster and uses the representative
code words to form a codebook. Through Euclidean distance, we can find
code words nearest to the input vector and record the index value of each
code word. Once the closest codeword for v is found, the index i of the best
matching codeword is assigned to the input vector v for the basis of future
VQ decoding [14, 2].

3.2 Association Rules

Association rule mining, which was first proposed by Agrawal et al. [1], is
one of the most important topics in the area of data mining. It has many
successful applications, especially in the analysis of consumer market-basket
data [9, 12].

An association rule is a probabilistic relationship, with the form X ⇒ Y
between sets of database attributes, where X and Y are sets and termed
as itemsets, and x

⋂
y = Φ. It is inferred empirically from examination of

records in the database. Such a rule reveals that transactions in the database
containing items in X tend to contain items in Y , and the probability, mea-
sured as the fraction of the transactions containing X also containing Y , is
called the confidence of the rule. The support of the rule is the fraction of
the transactions that contain all items in both X and Y [6].
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3.3 Edge Block Detection Method

Edge detection is the task of finding the boundaries between the objects that
appear in a digital image [7]. Sobel operator is used to detect image edges by
calculating partial derivatives in 3 × 3 neighbourhoods. The reason of using
Sobel operator is that it is insensitive to noise and it has relatively small
masks than other operator such as Robert operator, two-order Laplacian
operator and so on [3].

4 Proposed Scheme

In the proposed method both the original image X with size AX × BX and
the watermark W with size AW ×BW are divided into non-overlapping blocks
with size k×k, and for each block, the codebook C (including Lk2-dimensional
codewords) is utilized to find the closest codeword so as to obtain the index
tables of the original image and watermark, XT and WT , respectively. The
size of XT and WT are (AX

k × BX

k ) and (AW

k × BW

k ). Subsequently, association
rules defined upon 4-itemset are exploited to mine association rules from XT

and WT , respectively. Then we embed the association rules generated from
the watermark into the original image.

4.1 Mining Association Rules of the Original Image
and Watermark

For each index in the index tables of original and watermark images the 4-
itemset association rules can be illustrated as (item1, item2, item3)⇒(item4).
The first three items are utilized to find the nearest original image rules for
the watermark rules, and by changing the fourth item’s value of the rule,
which is derived from some selected original image blocks, such that the wa-
termark can be embedded. The four items for each block’s rule are defined in
Algorithm 1.

4.2 Embedding Process

The detailed procedure of hiding association rules WR in XR being derived
from XT and WT is described as follows:

1. The first three items play a role as the matching pattern in XR and WR

until each rule in WR has found one matched rule in XR.
2. By replacing the index of this block with the item4 value of wr, the

purpose for watermarking is successfully achieved.
3. VQ decoding is performed on the watermarked index table, which has

been embedded with all the rules in WR, to reconstruct the watermarked
image.
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Algorithm 1. The four items for each block’s rule
Input Parameters: T, S, Imagearray, ImageCells, Normalizedfactor
Phase-I Embedding :

1: Calculate the mean of its index and the indices of its neighbouring eight
blocks

2: if the mean value >= T1 then
3: Item1 =1
4: else
5: Item1 = 0
6: end if
7: Calculate the variance of its index and the indices of its neighbouring

eight blocks
8: if the variance value >= T2 then
9: Item2 =1

10: else
11: Item2 = 0
12: end if
13: Sobel is applied to do convolution on this block to determine whether its

corresponding codeword is an edge block or not
14: if any value of those two computed values >= T3 then
15: this block is an edge block, and Item3 = 1
16: else
17: it is = 0
18: end if
19: The item4 value is the corresponding index value indicated in the index

table, Where T1,T2,T3 are given threshold.

4.3 Extracting Process

For extracting the watermark from the watermarked image Y . Four keys
should be recorded.

1. key1: the set of all selected XT ’s blocks’ locations.
2. key2: the set of original indices of these blocks.
3. key3: the MSE values between the codewords of original indices of these

blocks, and the codewords of indices of these blocks after embedding.
4. key4: for each element of key2, record all of its corresponding blocks in

WT

Then the detailed process is described as follows:

1. Perform VQ encoding on the test image Y to obtain the index table YT .
2. Use key1 to pick out the watermarked blocks YTW from YT .
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3. key2 and key3 are used to examine Y as indicated in [9]. If it is treated
as a watermarked image goes to 4, Otherwise, Y is not watermarked, and
the extraction is terminated.

4. According to key4, restore each element in key into its corresponding
locations on the watermark index table and perform VQ decoding with
the above results to reconstruct the extracted watermark

5 Experimental Results

In this paper, PSNR (Peak Signal-to-Noise Ratio) is used to evaluate the dif-
ference between the watermarked and the original medical image; we imple-
mented the proposed algorithm over three different kinds of medical images:
CT, MRI and interventional image with size 512×512 as given in Figure (1),
respectively. NC (Normalized Correlation) is applied to determine the degree
of similarity between the original watermark and the extracted watermark,
where the watermak image size is 64×64. For convenience, the thresholds T1

and T2 are set as the half of the codebook size which is 128. The threshold
T3 applied to determine whether an image block is an ”edge block” is set
to 70,

(a) CT Image (b) MRI image (c) Interventional

Fig. 1 Medical Images

Figure (2) shows watermarked images and the corresponding extracted
watermarks of the proposed method. Also the well-known image processing
software, Photoshop, is applied to perform different image attacks (including
JPEG lossy compression (quality level 0) sharpening (3 times), and adding in
Gaussian noise (σ= 20), blurring (3 times) on the interventional watermark
images. Then NC is used to compare the difference between the original wa-
termark and the extracted watermark. Table (I) shows that no matter which
kind of attacks the watermarked images suffer from, extracted watermarks are
still similar with the watermark extracted from non-attacked watermarked
image.
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(a) Watermarked CT (b) Extracted watermark
PSNR = 30.8078(dB) NC = 0.9962

(c) Watermarked MRI (d) Extracted watermark
PSNR = 30.8620(dB) NC = 0.9783

(e) Watermarked Inter. (f) Extracted watermark
PSNR = 31.8363(dB) NC = 0.9794

Fig. 2 Watermarked Medical Images and Extracted Watermarks

Table 1 NC values of watermarks extracted from attacked watermarked images
of proposed method

Experiments NC
JPEG lossy compression (quality level = 0) 0.9712
Sharpening three times 0.9708
Adding in Gaussian noise ( σ = 20) 0.9757
Blurring three times 0.9743

6 Conclusions

In this paper, a robust watermarking technique is used depending on vec-
tor quantization (VQ) and association rules depending on Sobel operator to
detect edge of image as proposed in [4]. This study is implemented to hide bio-
metric data, fingerprint image, over three different types of medical images:
CT, MRI and Interventional radiology images. Experimental result shows
that the proposed scheme achieves an effective resistance against several im-
ages processing such as JPEG lossy compression, sharpening, blurring, and
adding in Gaussian noise. Future work in the area should include considering
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invertible techniques, or ROI techniques if increased robustness is required,
and that different watermarks should be applied to different medical image
types.
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Static Mutual Approach for Protecting Mobile
Agent

Antonio Muñoz, Pablo Anton, and Antonio Maña

Abstract. In terms of the mobile agent paradigm, multi-agent systems represent a
promising technology for emerging Ambient Intelligent scenarios in which a huge
number of devices interact. Unfortunately, the lack of appropriate security mech-
anisms, both their enforcement and usability, is hindering the application of this
paradigm in real world applications. In this paper, we present a software based
solution for the protection of multi-agent systems. Our solution is focused on the
cooperative agents model and the core of this concept is the protected comput-
ing approach. Finally, one of the most appealing aspects of this approach is based
on its user friendly style for agent based system developers who are not security
experts.

1 Introduction

In the area of information systems, security is one of the most interesting topics.
Recently, with the huge growth in the number of distributed systems, the number
of computing attacks has increased and therefore so has the number of protection
systems. This paper focuses on mobile agent based systems and the security within
them. More specifically, our work deals with static mutual security schemes [8].
First works in software agents arose in the mid 1970s from Carl Hewitt [4]. Hewitt
created an agent model (named Actor) which he defined as an autonomous object
that interacts and executes concurrently with an internal state and communication
capability. Since that initial conception, and due to works developed in Distributed
Artificial Intelligence (DAI), a new concept has arisen known as the Multi-Agent
System. The main appeal of these systems is that they allow two or more enti-
ties to join forces to perform a common task, which is very difficult to complete
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individually. Nowadays a huge variation of software agents exists according to their
features, abilities or properties.This work addresses the multi-agent systems based
on mobile agents, and particularly the security of these systems.

Several protection approaches exist for each of the above points, but this paper
will address the related with the protection of agents against the host. We have de-
cided that we do not trust the agencies that host mobile agents when these migrate,
producing security risks in the whole multi-agent system. One strategy that helps to
solve these security problems, as well as add a higher level of security to the whole
system, is based on the protected computing concept [7]. The core of this strategy
is based on the idea of dividing the code in two or more mutually dependent parts
that will be executed in a trusted processor, while remaining parts can be executed
in any other processor, whether trusted or not. In the application of this strategy for
the security of multi-agent systems, we have achieved a model in which each agent
collaborates with one or more remote agents that are executed in different agencies,
trusted or not. Thus a unique successful attack requires the cooperation of every
agency in the system, which, in practice, does not make sense. In mutual protection
we can differentiate between two schemes. The static mutual protection is the sim-
plest solution fully implemented and described along this paper. And the dynamic
mutual protection is an evolved solution more flexible and applicable for any real
multi-agent system.

According to protected computing we have developed mutual protection. Fur-
thermore, we have designed and developed tools to carry out this strategy by means
of an automatic process. The objective of this tool is that it might be possible to au-
tomatically get a secure multi-agent based system on a regular multi-agent system
and the mutual protection scheme. This is very useful in testing the efficiency of
the system. This paper is organized as follows: in section 2 we review related works
and we introduce the MAS (multi-agent system), mobile agents, JADE platform and
security schemes. Section 3 presents the main approach of this paper; the automatic
generation of a MAS making use of the mutual static strategy. In section 4, we de-
scribe the features and architecture of the tools developed, and finally we conclude
with some reflections.

2 Related Work

In previous sections we stated that the Protected Computing approach is based on
the division of code in two or more parts. Some of these parts will be executed in
a trusted processor, but the others will be executed in a regular processor. These
divisions are performed in such a way that the execution of the application is not
possible without the collaboration of the trusted processor. One of the most impor-
tant aspects of this technique is the way in which the code is divided. This might
be carried out in mutually dependent parts, but it is essential that the public part of
code will not be able to be used to get information from the protected one and any
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communication trace is possible between both parts to get information from the
protected part.

A huge number of potential applications exist for this scheme. For instance, we
use this idea to protect mobile agents in a MAS where several agents will be sent to
different non-trusted agencies to carry out collaborative tasks. It is seriously difficult
to warrant the correct execution of the agent and its integrity, chiefly because of the
unacknowledged agencies. Thus, the main goal of this scenario is the protection of
the agents for potentially malicious agencies. Every agent interacts with one or more
remote agents, and these will be executed in different agencies. Then the agents will
protect among them and one by one. We previously pointed out that the unique pos-
sible attack of this scheme consists on the collaboration of every agency to hack the
system, but this case is outside the scope of this paper due to its irrelevance in real
applications. Mutual protection strategy presents two different schemes according
to the requirements of the system static and mutual strategies.

2.1 Static Mutual Protection

The work presented in this paper is based on this static scheme. Its name is settled
by the fact that the protected parts of the agent might be directly included in the
agent or in the protector’s agents prior to the execution, which main appeal is the
increased performance of the system in efficiency terms. However, the system is
very restricted and the previous setting of the system is mandatory, thus agents are
protected before their execution.

Henceforth we have described the theoretical part of our contribution. However,
to achieve a complete solution, a practical basis and tools that implement those
concepts are required. We need a platform to develop and execute agents. Due it
being the most widely used in the agent development community, we have used
JADE[11].

2.2 Dynamic Mutual Protection

The Static Mutual Protection strategy can be successfully applied to many different
scenarios. However, there are scenarios where it is not possible to foresee the po-
tential interactions between the agents; where the agents are generated by different
parts, or involve very dynamic multi-hop agents. In these cases the Static Mutual
Protection strategy will be difficult or impossible to apply. In the Dynamic Protec-
tion Strategy each agent is able to execute arbitrary code sections on behalf of other
agents in the society. In this strategy each agent includes a public part, an encrypted
private part and a specific virtual machine similar to the one described in [7]. This
virtual machine allows agents to execute on-the-fly code sections (corresponding to
the private parts) received from other agents. The scalability of this scheme is very
good since only a few agents (one in most cases) are involved in the protection of
any other agent.
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2.3 SecureAgent Library

The SecureAgent library consists of a library that implements the static mutual
scheme described in previous sections. This library is fully developed in Java and is
completely integrated in the JADE platform.

However, the main appeal of this library is the facilities provided in the devel-
opment of a secure MAS. In fact, when we build a secure MAS system with the
properties and functionalities of the static mutual scheme, we only create an object
of SecureAgent class. Inheriting agents of this class have behavior descriptions in
order to perform the protection tasks. Fortunately it is not necessary to use the li-
brary to know the function of each behavior. Another important point relates to the
PrivateCode interface, in which only one method is described. In such a way, the
part of the private code of every agent is included in the execute() method belonging
to the specific class that implements the PrivateCode interface. The code is trans-
parent for the agent, therefore this only executes the code calling to execute() with
the appropriate parameters, being unaware of its implementation.

3 Methodology for Agent Protection: Solution

The main goal of this solution consists of facilitating the tasks of protecting agents
to the MAS developers, that is, a developer should be able to protect his MAS using
the mutual static libraries producing an equivalent version of MAS. However, this
task implies recoding some classes and selecting parts of data and instructions to
protect. The tasks derived from repeating these steps once or twice are not very
complicated, but it is tedious and certainly not efficient. Let us suppose the case
that after a couple of hours protecting the MAS we realize that the protected and
equivalent version of MAS is very heavy and its efficiency quite low, or even that the
security level is not appropriate. We consider the possibility of changing the security
setting, studying results and deciding the most appropriate settings for our concrete
MAS to be interesting points. For this reason, our tool is focused on speeding up and
automating the whole process. Once we have described the starting scenario and the
main target we will list the structure related requirements of the system and select
the needed tools. An overview of the system scheme is shown in figure 1.

We noticed that the feedback of our application is the unsecured MAS. This sys-
tem is composed of a set of agents defined by Java classes (. class files). Evidently,
the output of this tool is an equivalent MAS in functionality but a secure one, that
are a set of java classes. Therefore, the work of this tool is composed of several se-
quential tasks: read, analyze, modify and create .class files. Thus, we need a tool that
allows us to handle these kind of files. We found several tools for this purpose such
as BCEL [3], Javassist [1] or ASM [2]. Among these, we choose BCEL due to it
being the most popular in the community, more documentation being available, full
development in Java and being developed by Apache software foundations, which
provides more facilities in the integration.
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Fig. 1 Secure Agent Generator Tool

3.1 Byte Code Engineering Library (BCEL)

A “.class” file has a quite complex and hard to manage internal structure. A huge
number of references and the low level code they have make a it a hard and tedious
task to analyze and create. To work with these files we use BCEL library. This
consists of an Apache Software Foundation project that provides a wide API, clearly
differentiated in three parts:

• A pack containing classes that describe the “static” limitations of class* files.
In this case, classes might be used to read and write class files to and from a
specified file. It is especially useful to analyze Java classes when the source code
is not available for any reason. Finally, the main class of this pack is JavaClass.

• The second pack is to generate or dynamically modify class files. It can be used
to add or analyze code from class files, etc.

• The third pack contains a set of code samples and utilities, a viewer for class files
and a converter tool from class to HTLM and Jasmin assembler language.

The static component contains several classes to model the internal .class file struc-
ture. JavaClass is the main class that is built from a .class file and offers a huge num-
ber of functions to browse in different components, fields, methods, local variables,
internal classes, and so on. Also, several patterns are provided for the controlling and
analyzing of elements, for instance the visitor pattern or the observer pattern. In our
case, and especially for the instruction analysis, the visitor pattern has been widely
productive. The bytecode instructions hierarchy fits perfectly to the visitor pattern
and allows an easy organization of the classes. For instance, a LOAD/STORE in-
struction is needed to know the field to read or the method to call in an INVOKE
instruction. At this point we have described the tool that analyzes the input files,
that is the set of unprotected agents and the output is the set of classes that represent
secure agents using the SecureAgent library.
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4 Architecture

Throughout this section we provide an in-depth description of the most important
features and characteristics of the functionalities provided by our tool. It is impor-
tant to highlight the fact that we are focused on the development of a tool for the
automatic generation of secure MAS, implementing the mutual static strategy that
as input has a set of agents that compound the non secure MAS.

It is important to note that the feedback files, the set of non secure agents, must
fulfil a set of restrictions (preconditions) as described every file must be precom-
piled and stay in “.class” format; every file must represent a class inherited from
jade.core.Agent and internal anonymous classes are not allowed in these files.

Similarly, there are some output conditions to take into consideration that each of
these new agents will have a protector agent pre-assigned, which cannot be changed
at runtime. Our aim is that the output MAS is equivalent to the input MAS, meaning
the behavior of the new MAS with the security incorporated will be exactly the same
that the input MAS. The architecture of the system is built using the model view
controller pattern. However, the view is a simple graphic user interface to facilitate
the use of the tool and we will focus on the data model and in their working phases.

Our tool has three clearly differentiated phases: the loading of original agents,
security settings that meet requirements and the final creation of secure agents. Each
of these phases was implemented with a set of classes in charge of providing a
correct execution. Thus we illustrate the whole process by means of an example.
The class contains the code of a non not protected agent, which inherits from Agent
class. It is necessary that each agent has associated an agent protector. Following,
every phase of the process is described by means of a concrete example.

4.1 Phase I: Load

This is the first phase in the generation of the secure agents process. The goal of
this step is to load class files and parse their content. For this purpose, we have
selected the set of non secure agents and then we have identified and analyzed all its
elements, that is, methods, fields, instructions, internal classes, etc.

In this .class files analysis stage, we have used the static component of the BCEL
libraries. Exactly as we previously stated, this part of the API provides the methods
to load a .class file and the automatic generation of the structure of a class file [5].
This process is repeated until, for each of the elements from the file class (methods,
fields, internal classes, instructions, etc), a modeling object is created and is used to
handle it.

Every element generated with BCEL component is a read only one. However, it is
important to save information from each of these elements by means of annotations.
Thus we created classes that inherit directly from the BCEL classes that include all
the useful information for the next phases. In this analysis process we clearly noticed
the special case of the instructions, this is a more complex case than the rest of the
elements. Inside these classes files there is a section dedicated to class methods.
Among other elements inside these methods we found bytecode instructions. These
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instructions are useless if they are executed separately; they depend on the previous
one and the next one.

Once all agents are loaded in the system we progress to the setting phase. This
phase is very important because we indicate the degree of security and describe the
protection links in it. The information of this phase is very relevant due to it selecting
the elements to be protected.

4.2 Phase II: Setting

The second phase of this process is the simplest of the three and easiest to imple-
ment. This stage controls the specification of security parameters for the creation of
the new secure agents. Among the compounding parts of a JADE agent there are
two elements to be protected instructions and data (Class fields).

The information needed to determine the security degree is indicated in the per-
centage of instructions and data to protect. All this information is modeled with a
class called SecureAgentConfiguration. Regarding how to indicate the security pa-
rameters, we have implemented two separate ways. The first method is needed in
order to specify for each of the loaded agents (first phase) the security parameters
in the system. This fact implies the selection of every agent and the insertion of the
percentage of instructions and selection of fields to protect. This method is a bit
more tedious due to the number of agents loaded and the number of testing proofs
to perform. For this reason, we have implemented an option that allows us to apply
a security template to all agents by means of an XML file. We have developed three
basic templates and the possibility to build a customized template. Then it is essen-
tial to establish protection links. This task can be automatically performed since this
functionality is integrated in the graphic tool. In our case, we only have two agents,
then one protects the other and vice versa.

4.3 Phase III: Creation of Secure Agents

Finally, we have the secure agent creation phase. Thanks to the previous stages,
in this stage we collected all the information needed for this creation. For each
of the original agents, at least two new classes may be created, one related to the
new secure agent with its public code (data and instructions) and the other with
the private code. In addition to these classes, as many internal classes contain the
original agent as new more classes will be created. To create these new precompiled
classes we make use of the dynamic component of BCEL. This part of the BCEL
API will facilitate the creation of the skeleton of class files and, depending on the
security parameters set in the previous phase, the original code is inserted in one
part or the other.

A new class is created for code protected implementing the PrivateCode inter-
face, but in this new class it is essential to insert protected fields (in our example
they do not exist), the “execute()” method that contains the protected code divided
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by sections. The information to know which section to execute is in the method
arguments.

5 Conclusion and Ongoing Work

In this paper we provide a method based on the protected computing approach to
protect mobile agents in multi-agent systems. Previous sections show how our con-
tribution provides some graphic tools to easily implement the mutual protection
among agents by means of a friendly interface. These graphic tools open up a new
field of research that concerns performing a number of analytical and statistical
studies about the kind of protection to implement, depending on the system require-
ments. At this point we have implemented automatic tools for the administration
of the static mutual protection scheme. The next logical step is to develop auto-
matic tools for the implementation of the dynamic mutual protection scheme. This
proposal is more complicated due to the necessary implementation of a small java
virtual machine, but a secure one. We are currently working in this field.
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Dynamic Assignation of Roles and Tasks in 
Virtual Organizations of Agents 

Carolina Zato, Ana de Luis, Juan F. De Paz, and Vivian F. López * 

Abstract. Nowadays, a common problem that affects the workflow and the results 
of an entity is the planning and distribution of tasks. Doing this manually implies 
anticipate workloads and employee characteristics, which is inefficient and almost 
uncalculated in high dynamic environments. In this paper, a model that generates a 
planning of tasks, minimizing the resources necessary for its accomplishment and 
obtains the maximum benefits is presented. Within this proposal, genetic algo-
rithms, queuing theory, and CBR are used in different stages to obtain an efficient 
distribution. To test the system, the chosen case study that fits the scenario, is the 
e-Government where an elevated number of tasks must be solved in a precise term 
using the minimal resources. 

Keywords: multiagent systems, virtual organizations, queuing theory, genetic  
algorithm, scheduling, e-Government. 

1   Introduction 

Planning and distribution of tasks is a problem that can be encountered in various 
activities [1] [2]. The goal of these works is optimize the quantity of resources 
needed, minimize costs and moreover, get the maximum benefits possible. In this 
aspect, several variables has to be considered such as the high dynamism of the 
scenario that forces to find a balance between time spent on frequently planning 
and on implementing plans to adapt the organization. Therefore, it is necessary to 
create a system that predicts demand for resources so it can perform tasks alloca-
tion maximizing benefits and minimizing delays. 

Traditionally, the techniques used for planning and resource allocation are per-
formed using exact methods. The exact methods like linear programming [21], 
nonlinear [13] [15] programming and graph theory, ensure that you get optimal 
solutions in execution times depending on the number of existing variables. Thus, 
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such are not suitable to problems of the NP-Hard type and have difficulties defin-
ing constraints and objective functions. It is therefore advisable for such types of 
problems to use metaheuristics [17] [18] [19] [20] techniques that allow obtaining 
efficient solutions in reasonable execution times. 

This paper proposes a system able to estimate work demands in order to esti-
mate the number of resources needed and according to these claims carry out a 
work-resources distribution to maximize benefits and minimize delays. The plan-
ning model is performed by applying CBR systems [6]. The CBR system inte-
grates into the various stages of reasoning techniques to estimate resources based 
on queuing theory and planning using genetic algorithms. This planning mecha-
nism is applied to virtual organizations [5] of agents [3] to simulate the behaviour 
of organizations in planning and allocation of work in the case study selected e-
Government, when given the large number of procedures and users of this entity it 
is essential to have a good system of planning that can do the work successfully 
and on time, devoting staff just enough to meet the challenges ahead. 

This article is divided as follows: section two describes multi-agent systems 
and planning mechanisms used for assigning dynamic tasks, section three presents 
the proposed model, sections four and five describe the results obtained and the 
conclusion 

2   Multi-agent Systems 

A multi-agent system (MAS: Multi-Agent System) is basically a network of or-
ganizations focused on solving problems and working together to find answers to 
problems that are beyond the individual capabilities or knowledge of each entity 
[3]. In our case, these entities are CBR-BDI agents, which get its name from the 
BDI architecture with a CBR reasoning system [6] [7]. A CBR manages cases 
(past experiences) to solve new problems. The way cases are managed is known as 
the CBR cycle, and consists of four sequential stages which are recalled every 
time a problem needs to be solved: retrieve, reuse, revise and retain. Each of the 
steps of the CBR life cycle requires a model or method in order to perform its  
mission. 

The open MAS [22] should allow the participation of heterogeneous agents, 
which change over time, with architectures and even with different languages. For 
this reason, we cannot rely on agents’ behaviour, when it is necessary to establish 
controls on the basis of norms or social rules. For this and because of the charac-
teristics of open environments, new approaches are needed to support the evolu-
tion of systems, and to facilitate their growth and run-time updates especially due 
to the dynamics of open environments. This is one of the reasons that encourage 
the use of virtual organizations (VO). A VO [5] is an open system designed for 
grouping, for the collaboration of heterogeneous entities and where there is a sepa-
ration between form and function that defines their behaviour. The concept of  
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organization is seen as a promising solution to manage the coordination of the 
agents and control their behaviours and actions.  

3   Planning Tasks 

Planning problems are usually performed by exact techniques such as linear pro-
gramming which can be used as in the Simplex algorithm [21], quadratic pro-
gramming or by using other nonlinear programming techniques such as Lagrange 
multipliers [13], Kuhn-Tucker [15] or allocation problems in graph theory and 
application of algorithms such as Ford-Fulkerson [4]. The nature of this type of 
problems is combinatorial and therefore the time required to find the optimal so-
lution grows exponentially with the number of tasks considered. These problems 
are included within the area known as combinatorial optimization and in most 
cases these problems belong to the NP-hard family problems. This situation  
justifies the application of heuristic algorithms for the search of solution in a  
reasonable time. 

Heuristic algorithms, which are easily generalized to several types of problems, 
are called metaheuristics. Metaheuristics are smart strategies to design, improve 
and optimize very general heuristics, giving high performance with respect to tra-
ditional heuristics. Among these algorithms are the GRASP algorithm, taboo 
search, simulated annealing or genetic algorithms. Greedy algorithms (AVM) like 
GRASP generate solutions iteratively from a randomly generated greedy solution, 
which is modified to optimize it [17] [16]. Taboo search [18] [19] adjust itera-
tively a particular solution from the local search of optimal solutions. These algo-
rithms have the problem of local minima and due to this, the simulated annealing 
algorithms [20] [18] explore alternative solutions to local optimum in a probabilis-
tic way in order to avoid local minima. Genetic algorithms [10] include character-
istics of the previous metaheuristics and initially generate multiple random  
solutions, which are iteratively altered by mutation and crossover operators, and 
explore solutions locally by mutations to avoid falling into local minima. 

In recent years, a number of approaches [12] have been proposed to model and 
solve several problems of scheduling tasks, with varying degrees of success. Re-
viewing various comparisons [11] [14] of the efficiency of different metaheuristics 
methods shows that any single case a method is clearly distinct from another. 

4   Proposed Model 

The model proposed in this paper focuses on developing a planning mechanism to 
coordinate the agents included in the VO. The roles of the agents are: 

1.   Processor role. Responsible for carrying out the activities required for each 
specific task. For this reason, the responsible agent will specialize depending 
on the type of tasks the system must solve. 
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ID of the agent that performed the task. The application of the different stages of 
reasoning is performed as follows: 

Recovery. During this stage the most similar cases to the current case cn+1 are re-
trieved. The most similar cases are those containing more tasks of the same type 
as the tasks, which are currently queued in the system. The number of cases  
retrieved is predefined to subsequently implement the adaptation phase. The set of 

recovered cases are called . 

Adaptation. During this stage, the recovered information Cr is adapted from cases 
of memory to generate the entire plan corresponding to the case cn+1. The infor-
mation recovered is adapted by applying queuing theory and genetic algorithms. 
On one hand, the recovered information is used to determine the arrival rate and 
service for each of the tasks and thus using queuing theory we can determine the 
number of agents needed to run the indicated tasks. Recovered cases are the basis 
for constructing initial chromosomes in genetic algorithms. 

Review. The review stage is performed automatically as the agents are finalizing 
tasks. The agent updates the duration of the tasks as they are completed and in 
turn, makes new plans if any notice is received from the processor agents on the 
inability to complete a plan under time constraints provided. 

Learning. The learning phase is limited to store the case when the day is finished. 

The new case memory C 'is defined as follows:  To limit the size 

of cases of memory, some are removed from memory if exceeded a predefined 
age. 

4.1   Dynamic Planning Roles 

The number of agents that should be available in the system is estimated dynami-
cally. It is intended that the number of agents suits demand to ensure that the sys-
tem utilization factor  is less than 1. This estimate will be done through the use 
of queuing theory in a model M/G/s, where the arrival rate follows a Poisson dis-
tribution (the most commonly used in similar work [9]), the exponential service 
and the existence of multiple servers (agents) 

The problem of planning multiple tasks can be reduced to the case of planning 
for a single task of each type. Thus, for each task a planning is performed inde-
pendently so as to calculate the average waiting time and average queue length in-
dependently. The average waiting time and the overall average length is reduced 
to calculating the average values calculated for each of the tasks. In the case of the 
M/G/s model where s = 1,2,3, ... is the number of agents and given an arrival rate 

= = cte, the service rate when there are n processes is defined by the follow-

ing equation (2) [8]. 

CCr ⊆

1' +∪= ncCC

ρ

nλ λ
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 (2) 

Where represents the average service rate for s available agents. This value de-

pends on both the agents and the machine found. 
Assuming that the system is in a stable condition, i.e. it meets the utilization 

factor , the queuing theory [8] allows to calculate the probability 

that n tasks exists (Pn) in the system, the number of tasks (L) in the system. 
To determine the optimal number of agents, an estimation that minimizes the 

cost function is calculated and it depends on the number of agents used and on the 
waiting time in the queue. The function is defined in a particular way for each ser-
vice depending on the actual costs of each agent in the system, though the follow-
ing benefit function is provided (4). 

  
 (3) 

 

(4) 

Where k is a constant associated with the cost of having an agent working, the 

average benefit of performing the task,  is the average time to complete the 

task obtained from the service rate,  the average time to execute a task. If  
the conditions of stability are overpass, fb is counted only up to the utilization fac-
tor 1. The utilization factor  varies according to the new services added to the 
queue till it reaches the utilization factor of 1. 

Following the cost function given in (4), a global cost function is introduced (5) 
that takes into account the implementation of the various services. 

 (5) 

Where  is calculated from equation (4). Because sometimes you might not be 
given the stability conditions, it is necessary to calculate the terms in order of 
benefit depending on the type of the task so that when you reach the utilization 
factor of 100%, the process ends calculating the summation terms. Once the opti-
mization function defined in (5) the maximum value is calculated iteratively start-
ing with number of agents equal to 1, the fixed value is the first local maximum 
that corresponds to the global maximum. 
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4.2   Task Assignment 

Once the number of starting agents is considered to minimize costs, an allocation 
of tasks between the available agents has be done. If the system utilization factor 
does not exceed the value of 1, the distribution of tasks among agents is performed 
so as to ensure as far as possible that it can perform assigned tasks in case of de-
lays or the time to perform a task increases. It is performed so as to maximize the 
following function (6): 

 (6) 

Where  with  the maximum time for completion of the task 

i,  the cumulative time to perform the tasks i-1 above and finally  the time 

to run the task i, which is customized according to the agent selected and calcu-
lated from the average value of previously executed tasks. Minimizing the differ-
ences get all the tasks to have a uniform distribution of the remaining time so it 
gets easier to achieve them. 

If the system utilization factor is greater than 1, the aptitude function is rede-
fined to minimize possible losses of the work already done. 

 (7) 

As in the previous case to know the value of each Bi it is necessary to establish the 
order of execution of the procedures. If at the time of completing this task the 
value of Bi was not taken into account. 

The chromosome encoding is performed so that each gene is composed of the 
elements listed by ti identified in (1). The crossover operator is defined similarly 
to the multi-junction used in other problems such as TSP. The operator is defined 
as follows: 

• Select a partial route 
• Exchange of direct segments of tasks where ID matches  
• The exchanges define a series of matches that relates each of the genes of a 

chromosome with which occupies the same position in the other parent 

Mutation operators define various modes that will be executed randomly, and just 
those mutations that improve the aptitude of chromosomes will be selected. The 
defined mutation operators are: exchange order of tasks, exchange of assigning 
contiguous tasks and changing the allocation of a task. 

Elitism operator is defined to keep the percentage of efficient solutions in every 
generation of population and population size as a constant this involves the  
replacement of parents by the children chromosomes in generations with the  
exception to remain with elite chromosomes. The roulette selection is the criteria 
chosen for this. 
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The initiation of chromosomes is based on the received tasks; each chromo-
some is initiated with the tasks of the new case. For each task of the chromosome 
a sequential search is made in the case and assigns the task to an existing agent so 
that this association is maintained for the remaining tasks. 

5   Case Study and Results 

The case study presents a society oriented system to process all cases that reach 
the public administration by electronic means. The implemented system simulates 
the behaviour of the Planner agent within the VO. In order to assess the mecha-
nism of the proposed planning, taking into account that the final goal is to process 
all the records within time limits or, if not possible, to maximize the benefit being 
carried out by different tests. The system was tested with two different records for 
four simulation Modes: Mode 1 – Without planning, Mode 2 - Calculating the 
number of agents needed within queuing theory, Mode 3 - Planning (including 
queuing theory and genetic algorithms), Mode 4 – The whole planning with CBR. 
In the first case (Test 1) a list of 500 records were entered within a period of 120 
minutes and the second case (Test 2) had 1500 records into the system within 210 
minutes. Previously it had a memory of 700 cases, based on cases where values 
were altered randomly following a normal distribution. 

Table 1 Results obtained during the simulation  

 Number of cases not proc-
essed in time 

          Benefits obtained 

Plan Test 1 Test 2 Test 3 Test 4 
Mode 1 5 25 1100 4100 
Mode 2 4 20 1350 4500 
Mode 3 2 9 1640 5060 
Mode 4 1 5 1720 5290 

Table 1 shows that the qualitative leap occurs in both cases by the introduction 
in the third mode of simulation, with genetic algorithms to carry out the distribu-
tion. The introduction of the CBR also produces an improvement in the last mode 
so as to work with parameters that fit closer to reality due to learning by the sys-
tem. Test 2 for Mode 4 shows that the number of unprocessed cases on time is 
higher than Test 1, this is mainly because the recovered arrival rate exceeded the 
records retrieved from the memory of the CBR. 

The benefits obtained in different modes are even more significant. To assign a 
value to the benefit field for each record a point system is used taking into account 
various aspects such as the type of record, the economic gain expected, previous 
work, etc. As expected, the worst benefit is obtained without planning mode. In 
the second case, the use of queuing theory improves the benefits being able to bal-
ance between the number of agents required and ordination benefit and thus  
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assigning priority to improve the figures. In the third mode, as the above chart 
shows, the introduction of a task distribution based on genetic algorithm is the 
strong point of planning. Finally, still better benefits are obtained taking into ac-
count the adaptation from past cases provided by the CBR. 

6   Conclusions and Future Work 

Throughout this article a model of VO with a mechanism for planning and distrib-
uting tasks in a dynamic environment is presented. A genetic algorithm is  
introduced as a mechanism for the exploration of the search domain and for opti-
mization has been effective within the proposed problem characterized by its 
complexity, given the large number of available combinations. Using queuing the-
ory allowed setting the number of agents required for resource optimization. Both 
methods have been successfully incorporated into the reasoning cycle of CBR, 
specifically, in the adaptation phase. The results confirm that planning leads to an 
improvement and by the refinement of the cases included in the reasoning cycle of 
CBR, it will be possible to achieve a high level of learning and adaptation in a dy-
namic environment. In the short term, the proposed future work is to explore other 
heuristics and metaheuristics methods in order to try different formulas for the al-
location of tasks, setting an efficiency value to each method and recommending to 
the user different planning methods associated with its success rate. 
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Agent Simulation to Develop Interactive and
User-Centered Conversational Agents�

David Griol, Javier Carbó, and José M. Molina

Abstract. In this paper, we present a technique for developing user simulators which
are able to interact and evaluate conversational agents. Our technique is based on a
statistical model that is automatically learned from a dialog corpus. This model is
used by the user simulator to provide the following answer taking into account the
complete history of the interaction. The main objective of our proposal is not only
to evaluate the conversational agent, but also to improve this agent by employing
the simulated dialogs to learn a better dialog model. We have applied this technique
to design and evaluate a conversational agent which provides academic information
in a multi-agent system. The results of the evaluation show that the conversational
agent reduces the time needed to fulfill to complete the the dialogs, thereby allowing
the conversational agent to tackle new situations and generate new coherent answers
for the situations already present in an initial model.

1 Introduction

As we move towards a world where all the information is in the digital domain, it
becomes necessary to provide straightforward ways of retrieving it. To achieve this
goal it is necessary to provide an effective, easy, save and transparent interaction
between the user and the system. Thus, it is important to identify which modality
or combination of modalities would be optimal to present the information and in-
teract with the user. To do so, in the last years there has been an increasing interest
in simulating human-to-human communication, including the so-called conversa-
tional agents in multi-agents system [8]. There is a high variety of applications in
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which conversational agents can be used, one of the most wide-spread of which is
information retrieval. One of the most recent applications of these agents is for the
development of e-learning and tutoring systems [7].

Multi-agent systems are designed as a collection of interacting autonomous
agents, each having their own capacities and goals that are situated to a common
environment. This way, the development of multi-agent systems offers the capa-
bility of simulating autonomous agents and the interaction between them. In the
literature, there are several corpus-based approaches for developing user simulators,
learning optimal dialog strategies, and evaluating conversational agents [10, 9, 6, 3].
The construction of user models based on statistical methods has provided interest-
ing and well-founded results in recent years and is currently a growing research
area. A probabilistic model to emulate the user agent can be trained from a corpus
of human-computer dialogs to simulate user answers. Therefore, it can be used to
learn a dialog strategy by means of its interaction with the conversational agent.
A summary of user simulation techniques for reinforcement learning of the dialog
strategy can be found in [9].

In this paper, we present a technique to develop a user agent simulator to au-
tomatically interact with a conversational agent and generate the dialogs required
to learn an enhanced dialog model for a conversational agent. Our user simulation
technique is based on a classification process in which a neural network is employed
to take into account the previous dialog history to select the next user answer. We
have applied this technique to develop a conversational agent which provides aca-
demic information in Spanish. The results of the evaluation of the conversational
agent show that the conversational agent reduces the time needed to fulfill the dif-
ferent tasks, thereby allowing the conversational agent to tackle new situations and
generate better answers for the situations already present in an initial model.

2 Design of an Academic Conversational Agent

The design of our conversational agent is based on the requirements defined for a
dialog system developed to provide spoken access to academic information about
the Department of Languages and Computer Systems in the University of Granada
[1]. To successfully manage the interaction with the users, the conversational agent
carry out six main tasks: automatic speech recognition (ASR), natural language un-
derstanding (NLU), dialog management (DM), database access and storage (DB),
natural language generation (NLG), and text-to-speech synthesis (TTS).

The dialog manager of the the conversational agent has been developed using
VoiceXML documents that are dynamically created using PHP. This way, it can
adapt the system responses to the context of the conversation and the dialog state,
which improves the naturalness of the interaction. For example, the help messages
provided by the conversational agent take into account the topic that the user and the
agent are addressing at a particular moment. The context is used as well to decide the
confirmation strategy to use. In addition, we have implemented a statistical module
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to automatically select the next system response (i.e, a VoiceXML file by using a
model which is learned from a dialog corpus for the task [2].

The information that the conversational agent provides has been classified in four
main groups: subjects, professors, doctoral studies and registration. The information
that the agent provides for each of these categories is shown in Table 1. As can be
observed, the conversational agent must have gathered some data by asking the user
about the name of the subjects, the professors, etc. The way in which the user is
queried for this information follows in most cases a system-directed initiative.

Table 1 Information provided by the academic conversational agent

Category Information provided by the user (names and ex-
amples)

Information pro-
vided by the system

Subject
Name Compilers Degree, lecturers,

responsible lecturer,
semester, credits, web
page

Degree, in which it is taught
in case that there are several
subjects with the same name

Computer Science

Group name and optionally
type, in case he asks for in-
formation about a specific
group

A
Theory A

Timetable, lecturer

Lecturers
Any combination of name
and surnames

John
John Smith
Mr. Smith

Office location,
contact information
(phone, fax, email),
groups and subjects,
doctoral courses

Optionally semester, in case
he asks for the tutoring
hours

First semester
Second semester

Tutoring hours

Doctoral studies
Name of a doctoral program Software development Department, professor
Name of a course if he asks
for information about a spe-
cific course

Object-Oriented Pro-
gramming

Type, credits

Registration Name of the deadline Provisional registration
confirmation

Initial time, final time,
description

As in many other conversational agents, the semantic representation that we have
chosen for the task is based on the concept of frame, in which one or more con-
cepts represent the intention of the utterance, and a sequence of attribute-value
pairs contains the information about the values given by the user. In the case of
user turns, we defined four concepts related to the different queries that the user
can perform to the system (Subject, Lecturers, Doctoral studies, Registration), three
task-independent concepts (Affirmation, Negation, and Not-Understood), and eight
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attributes (Subject-Name, Degree, Group-Name, Subject-Type, Lecturer-Name,
Program-Name, Semester, and Deadline). The labeling of the system turns is simi-
lar to the labeling defined for the user turns. A total of 30 task-dependent concepts
was defined:

• Task-independent concepts (Affirmation, Negation, Not-Understood, New-Query,
Opening, and Closing).

• Concepts used to inform the user about the result of a specific query (Subject,
Lecturers, Doctoral-Studies, and Registration).

• Concepts defined to require the user the attributes that are necessary for a spe-
cific query (Subject-Name, Degree, Group-Name, Subject-Type, Lecturer-Name,
Program-Name, Semester, and Deadline).

• Concepts used for the confirmation of concepts (Confirmation-Subject, Con-
firmation-Lecturers, Confirmation-DoctoralStudies, Confirmation-Registration)
and attributes (Confirmation-SubjectName, Confirmation-Degree, Confirmation-
GroupName, Confirmation-SubjectType, Confirmation-LecturerName, Confirma-
tion-ProgramName, Confirmation-Semester, and Confirmation-Deadline)

A set of 100 dialogs was acquired with the conversational agent by means of its
interaction with real users using an initial version of the system [1]. The acquisition
process resulted in a spontaneous Spanish speech dialog corpus with 60 different
speakers. The total number of user turns was 422. The recorded material has a du-
ration of 150 minutes. Figure 1 shows an example of a dialog extracted from this
corpus. Turns with S refer to system turns, and turns with U refer to user turns.

S1: Welcome to the university information system. You can consult information about sub-
jects, lecturers, doctoral studies and registrations.
U1: I want to know information about subjects in Computer Science.
S2: Which subject do you want to consult?
U2: Language Processors I.
S3: Here you can consult the information of the subject. Anything else?
U3: Can you inform me about the schedules of Group D?
S4: I give the information for the Group D of Language Processors I: Monday 9:00-11:00,
Wednesday 11:00-13:00. Anything else?
U4: Can you tell me the name of the lecturer?
S5: I give the information for the Group D of Language Processors I. The name of the
lecturer is David Griol. Anything else?
U5: No, thank you.
S6: Thank you for using the system.

Fig. 1 Example of a dialog acquired with the interaction of the conversational agent with real
users

3 Our Proposal to Develop a User Agent Simulator

Our proposed architecture to provide context-aware services by means of conver-
sational agents is described in [5]. It consists of five different types of agents that
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cooperate to provide an adapted service. User agents are configured into mobile
devices or PDAs. Provider Agents supply the different services in the system and
are bound to Conversational Agents that provide the specific services. A Facilita-
tor Agent links the different positions to the providers and services defined in the
system. A Positioning Agent communicates with the ARUBA positioning system to
extract and transmit positioning information to other agents in the system. Finally, a
Log Analyzer Agent generates user profiles that are used by Conversational Agents
to adapt their behaviour taking into account the preferences detected in the users’
previous dialogs.

The user simulator replaces the user agent in our architecture. This agent simu-
lates the user intention level, that is, the simulator provides concepts and attributes
that represent the intention of the user utterance. Therefore, the user simulator car-
ries out the functions of the ASR and NLU modules, i.e., it generates frames in the
same format defined for the output of the NLU module.

The methodology that we have developed for user simulation extends our work
for developing a statistical methodology for dialog management [4]. The user an-
swers are generated taking into account the information provided by the simulator
throughout the history of the dialog, the last system turn, and the objective(s) pre-
defined for the dialog.

In order to control the interaction, our user simulator uses the representation the
dialogs as a sequence of pairs (Ai, Ui), where Ai is the output of the dialog system
(the system answer) at time i, expressed in terms of dialog acts; and Ui is the seman-
tic representation of the user turn (the result of the understanding process of the user
input) at time i, expressed in terms of frames. This way, each dialog is represented
by (A1,U1), · · · ,(Ai,Ui), · · · ,(An,Un), where A1 is the greeting turn of the system
(the first turn of the dialog), and Un is the last user turn. We refer to a pair (Ai,Ui)
as Si, the state of the dialog sequence at time i.

In this framework, we consider that, at time i, the objective of the dialog manager
is to find an appropriate user answer Ui. This selection is a local process for each
time i and takes into account the sequence of dialog states that precede time i, the
system answer at time i, and the objective of the dialog O . If the most probable user
answer Ui is selected at each time i, the selection is made using the maximization:

Ûi = argmax
Ui∈U

P(Ui|S1, · · · ,Si−1,Ai,O)

where set U contains all the possible user answers.
As the number of possible sequences of states is very large, we establish a par-

tition in this space (i.e., in the history of the dialog preceding time i).This data
structure, that we call User Register (UR), contains the information provided by the
user throughout the previous history of the dialog. After applying the above consid-
erations and establishing the equivalence relations in the histories of the dialogs, the
selection of the best Ui is given by:

Ûi = argmax
Ui∈U

P(Ui|URi−1,Ai,O)
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We propose the use of a multilayer perceptron (MLP) to make the assignation of
a user turn. The input layer receives the current situation of the dialog, which is
represented by the term (URi−1,Ai,O) in the previous equation. The values of the
output layer can be viewed as the a posteriori probability of selecting the different
user answers defined for the simulator given the current situation of the dialog. The
choice of the most probable user answer of this probability distribution leads to the
previous equation. In this case, the user simulator will always generate the same
answer for the same situation of the dialog. Since we want to provide the user sim-
ulator with a richer variability of behaviors, we base our choice on the probability
distribution supplied by the MLP on all the feasible user answers.

A real corpus includes information about the errors that were introduced by the
ASR and the NLU modules during the acquisition. This information also includes
confidence measures, which are used by the conversational agent to evaluate the relia-
bility of the concepts and attributes generated by the NLU module. This way, an error
simulator agent has been designed to perform error generation. This agent modifies
the frames generated by the user simulator once the UR is updated. In addition, the
error simulator adds a confidence score to each concept and attribute in the frames.

4 Results of the Evaluation

A dialog corpus of 3000 successful dialogs was acquired using the proposed user
simulation technique following the same set of scenarios defined for the acquisition
with real users. A maximum number of 14 user turns per dialog was defined for the
acquisition. A user request for closing the dialog is selected once the system has
provided the information defined in the objective(s) of the dialog.

We have considered three dimensions in order to evaluate the initial conversa-
tional agent and its evolution once the simulated dialogs are incorporated to learn a
new dialog model: high-level features (dialog and turn lengths), dialog style (speech-
act frequency and proportion of goal-directed actions), and dialog efficiency (goal
completion rates and times). Table 2 shows the comparison of the different high-
level measures defined for the evaluation. As it can be seen, after the incorporation
of the simulated dialogs there is a reduction in the average number of turns required
to fulfill the complete set of objectives defined in the scenarios. This reduction can
also be observed in the number of turns of the longest, shortest and most seen di-
alogs. Figure 2 shows the previously described evolution of the average duration in
terms of total dialog turns (duration). It also shows the reduction in the number of

Table 2 High-level dialog features defined for the comparison of the conversational agents

Initial Convers. Agent Final Convers. Agent
Average number of user turns per dialog 4.99 3.75
Number of turns of the most seen dialog 2 2
Number of turns of the shortest dialog 2 2
Number of turns of the longest dialog 14 12
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Fig. 2 Evolution of the number of unseen situations, number of errors, and average number
of turns

responses provided by the conversational agent which cause a failure of the dialog
(#error) and the number of unseen situations for which there is not a system response
in the dialog model (#unseen). As it can be seen from these results, the final conver-
sational agent not only reduces the time required to fulfill each one of the objectives
of the dialog, but also it reduces the possibility of selecting an erroneous response.

Finally, Table 3 shows the frequency of the most dominant user and system dia-
log acts in the initial and final conversational agents. From its comparison, it can be
observed that there are significant differences in the dialog acts distribution. With
regard to user actions, it can be observed that users need to employ less confirma-
tion turns in the final agent, which explains the higher proportion for the rest of
user actions using the final conversational agent. It also explains the lower propor-
tion of yes/no actions in the final agent, which are mainly used to confirm that the
system’s query has been correctly provided. With regard to the system actions, it
can be observed a reduction in the number of system confirmations for data items.

Table 3 Percentages of different types of user [up] and system [down] dialog acts

Initial Convers. Agent Final Convers. Agent
Request to the system 31.74% 35.43%
Provide information 20.72% 24.98%
Confirmation 10.81% 7.34%
Yes/No answers 31.47% 28.77%
Other answers 3.26% 3.48%

Initial Convers. Agent Final Convers. Agent
Confirmation of concepts and attributes 13.51% 10.23%
Questions to require information 18.44% 19.57%
Answers generated after a database query 68.05% 70.20%
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This explains a higher proportion of turns to inform and provide data items for the
final agent. Both results show that the final conversational agent carries out a better
selection of the system responses.

5 Conclusions

In this paper, we have described a technique for simulating user agents and evaluate
conversational agents. Our technique is based on a statistical model which takes the
complete history of the interaction into account to decide the next user answer. This
decision is modeled by a classification process in which a neural network is used. In
addition, the simulated dialogs are used to automatically reinforce the dialog model
of the conversational agent. We have described the application of this technique to
develop an enhanced academic conversational agent. The results of the evaluation
of this agent show that the proposed user simulation methodology can be used not
only to evaluate Conversational agents but also to explore new enhanced dialog
strategies. As a future work, we are adapting the proposed user simulation technique
for its application in more difficult domains in our multi-agent architecture.
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A Survey on Quality of Service Support on  
Middleware-Based Distributed Messaging  
Systems Used in Multi Agent Systems 

Jose-Luis Poza-Luján, Juan-Luis Posadas-Yagüe, and José-Enrique Simó-Ten* 

Abstract. Messaging systems are widely used in distributed systems to hide the 
details of the communications mechanism to the multi agents systems. However, 
the Quality of Service is treated in different way depending on the messaging sys-
tem used. This article presents a review and further analysis of the quality of ser-
vice treatment in the mainly messaging systems used in distributed multi agent 
systems. The review covers the issues related to the purpose of the functions pro-
vided and the scope of the quality of service offered by every messaging system. 
We propose ontology for classifying and decide which parameters are relevant to 
the user.  The results of the analysis and the ontology can be used to select the 
most suitable messaging system to distributed multi agent architecture and to es-
tablish the quality of service requirements in a distributed system. 

1   Introduction 

To make a transparent connection in a distributed system is necessary to hide the 
details of the communications system to the applications. To make this work, ap-
pears the concept of middleware. The scope of middleware is very extensive. 
Therefore, middleware is commonly defined as an intermediate layer between the 
application and the communications system that facilitates all aspects related with 
the connection [1]. The distributed messaging systems (DMS) paradigm has be-
come increasingly popular in recent years to implement the middleware layer. 
There are a lot of middleware systems based on this paradigm; mainly due to the 
excellent adaptation of the DMS to provide support to the large number of distrib-
uted intelligent multi-agent systems (MAS) architectures.  

There are many proposed architectures to cover the middleware in a MAS or in 
a DMS. From the most used architectures, the proposal of the Foundation for In-
telligent Physical Agents (FIPA) [2] is the closest to the MAS, Java Message Ser-
vice (JMS) [3] and Common Object Request Broker Architecture (CORBA) [4] 
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are considered architectures used in MAS but also middleware systems. Finally 
Data Distribution Service (DDS) [5] is considered mainly a middleware. 

Communications in MAS are particularly important; so that, the Quality of 
Service (QoS) is one aspect that middleware must cover. Because of this, the 
management of the QoS in a middleware is one of the main objectives in a MAS 
system. 

This article provides that review of systems above cited. The review focuses on 
the QoS support offered in each system and emphasizes the consequences of using 
either system, as well as the features needed in future proposals. 

The article is organized as follow.  Section two describes the main features of 
the systems considered and discusses the role of each system. Section three con-
textualizes the systems in the communication process between agents and organ-
izes the QoS features. Section four discusses the results of the previous section. 
Finally the article reports the conclusions of the study. 

2   Messaging Systems Used in Multi Agent Systems 

The four systems analyzed (Table 1) are the most supported by standardization or-
ganizations and commercial companies. FIPA is a proposal of the organization 
with the same name. Currently the Institute of Electrical and Electronics Engineers 
(IEEE) continues the standard. FIPA is used in several agent platforms as JADE 
[6], JACK [7], ZEUS [8] or Grasshopper [9]. JMS is a part of the Java Platform 
Enterprise Edition (J2EE) [10] and is used by well known commercial products as 
ActiveMQ [11] or MQSeries [12]. CORBA is a standard defined by the Object 
Management Group (OMG) [13] an organization aimed at setting standards for 
distributed systems and model-based standards. CORBA is widely used for aca-
demic and commercial purposes. DDS is a specification of a middleware for dis-
tributed systems. The aim of DDS is standardize the programming model for  
distributed systems. Like CORBA, DDS is an OMG specification but DDS is Real 
Time oriented and allows the user to specify QoS parameters by means a set of 
policies. DDS is used in critical systems as aerospace or military products and is 
supported by robust commercial systems as RTI [14] or OpenSplice [15] 

Table 1 Systems compared with the corresponding standardization organization, the main 
scope or use of the system (agents, middleware or both) and the year of the first version. 

System Standardization  
organism 

Scope 1st version

CORBA OMG Middleware  Agents architecture 1991 

FIPA IEEE Agents architecture 1996 

JMS Sun (Oracle) Agents architecture  Middleware 2001 

DDS OMG Middleware 2003 
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Fig. 1 Location in the MAS communications model of each system analyzed. 

CORBA appears in 1991, focused on Object-Oriented Programming (OOP), the 
programming paradigm used in that time. When the Agent-Oriented Programming 
model is consolidated appears FIPA. Although is not his main role, CORBA is 
used as middleware of a great amount of MAS systems, coinciding with the ap-
pearance of the agents model. When the concept of middleware is extended, ap-
pears JMS. The distributed messaging paradigm is used by JMS and his paradigm 
is also employed by the DDS model. DDS is the latest model appears and is inten-
tionally a model to be used as middleware. 

Figure 1 organizes the scope in the communications process between agents of 
each system analyzed. JMS is designed to provide to the component the attributes 
to control the QoS, while FIPA is more focused on the parameters of the agent. 
CORBA adds the control of the QoS by means the policies, even if the attributes 
on which it works are more oriented to the communication connection. Finally 
DCPS is focused on managing the communication of all the distributed system. 

3   Quality of Service Supported in Messaging Systems 

QoS is a concept that defines a set of parameters to evaluate a service offered. In 
the field of control architectures, there are many definitions of QoS. From the 
viewpoint of processing, QoS represents the set of both: quantitative and qualita-
tive characteristics of a distributed system needed to achieve the functionality re-
quired by an application [16]. From the communication viewpoint, QoS is defined 
as all the requirements that a network must meet to message flow transport [17]. 
In the communication layer, QoS provides temporal parameters like messages de-
lay or easy message flow control like congestion control. 

In FIPA, QoS is considered optional, so it is the responsibility of the program-
mer develops the functions to obtain and manage the QoS parameters. However, 
[18] proposes 14 relevant QoS parameters. The parameters proposed are similar to 
the traditionally used in communication systems without taking into account as-
pects like the message flow or the metadata interchange. Due to FIPA specifies 
parameters; the model only offers a static idea of the communications. 
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JMS does not provide QoS parameters. However, different implementations 
based on the JMS model uses the concept of QoS attributes to manage the com-
munications specified in [19]. In JMS is possible to control 6 attributes, princi-
pally specialized in message flow and the temporal characteristics. Nevertheless, 
JMS don’t provide attributes to the handling of the communications faults.  

The concept of attributes, offers a dynamic vision of the communications, be-
cause some aspects of the message interchange, like the deadline required by the 
receiver or the deadline that the service can provide, can be configured by the 
user. 

Table 2 QoS areas and parameters included in the systems analyzed. 

QoS area Parameter / Policy FIPA JMS CORBA DDS 

Connection management Connection delay Yes    

 Connection errors or liveliness Yes   Yes 

 Connection mode  Yes   

 Connection status Yes    

 Reconnection   Yes  

Error handling Error rate / Reliability Yes   Yes 

 Mean up time Yes    

Message flow Delivery order   Yes Yes 

 Max hops   Yes  

 Persistence  Yes  Yes 

 Priority  Yes Yes Yes 

 Routing   Yes  

 Synchronization   Yes  

 Topology    Yes 

 Transaction type  Yes   

Metadata Metadata    Yes 

 Presentation    Yes 

Performance Bandwidth Yes    

 Resource limits    Yes 

 Throughput Yes    

Time management Delay Yes    

 Delivery mode / Durability  Yes  Yes 

 Lifespan    Yes 

 Round trip time / Latency Yes   Yes 

 Temporal filter    Yes 

 Timeout / Deadline  Yes Yes Yes 

 Time to live  Yes   

 Timestamp  Yes   
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CORBA introduces the concept of QoS policy [20] that works in a communica-
tions quality environment. CORBA specifies 13 different policies. The scope of 
CORBA policies is very wide including policies to manage the message routing.  
Like CORBA, DDS uses the concept of QoS policy, but DDS defines 22 different 
QoS policies, covering almost all aspects of the communications. The use of poli-
cies by CORBA and DDS offers both visions, static and dynamic, of the commu-
nications. A QoS policy can be viewed as a function that returns the state of the 
communications. Moreover, the QoS policy can be viewed as a function that al-
lows the user to change some aspects of the message interchange. 

The middleware isolates the components of the distributed system in time, 
space and message flow, accordingly, the QoS parameters or policies related with 
the middleware must contemplate mainly this areas. Table 2 organizes the parame-
ters or policies in the main different QoS areas. Areas are based on the fields cov-
ered usually by middleware systems. Detailed definitions of each parameter can be 
located in the references mentioned above. In a few words, connection manage-
ment refers to components aspects. Error handling is related with the communica-
tions failures. Message flow, performance and time management are classical  
areas in middleware. Finally, metadata is the additional information that the mes-
sage syntax can’t cover.  

4   Analyses and Proposals 

As expected, the main areas covered by the QoS parameters are time and message 
flow management. FIPA focuses on communications aspects as the connection 
management or the communications performance. JMS is centred on the message 
flow and time management parameters. CORBA works mainly with message 
flow, and DDS cover all aspects analyzed. 

The parameters most used are priority and deadline. With the priority is possi-
ble provide a minimal message flow control in a communications system. In the 
same way, the deadline provides the minimal time control to messages. These two 
parameters are the minimum requirements to define the QoS in a communications 
system. Therefore, in real-time systems is common to find only priority and dead-
line as QoS parameters. 

To increase the QoS support is necessary to provide more QoS parameters, es-
pecially to manage the connection among the distributed components. As the 
number and type of QoS parameters is increased, the complexity of the admini-
stration of the system, especially in the middleware, grows. A large number of pa-
rameters may be difficult to implement and use the QoS, so the concept of QoS 
policy can help to user with to program the communications with a set o perform-
ance constraints. 
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Fig. 2 QoS ontology, where the parameters are organized in function of the system  
requirements. 

It is difficult to determinate the most important or necessary QoS parameters  
to implement in a distributed MAS; so that, it is necessary organize the parame-
ters. Figure 2 shows an ontology that organizes the parameters in the areas and 
fields where the QoS parameter is applied. With this ontology, is possible to infer 
from the type of QoS required which type of QoS parameters are necessary to 
provide. 

The QoS parameters dedicated to manage the components connections, as con-
nection status or liveliness, usually are responsibility of the communications  
protocol. The performance parameters (throughput, bandwidth or resources man-
agement) are highly recommended in all distributed system. Priority, durability, 
synchronization and deadline, guarantee a minimum QoS in real-time based dis-
tributed systems. 

The ontology can be organized as a table where the rows describe the main 
QoS areas (message flow and time management) and columns determine the ob-
ject to manage (messages or components). Besides, for each QoS area, some pa-
rameters can be classified as required while others are only recommender. The  
table 3 shows the organization described above. 
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Table 3 QoS parameters recommendations 

QoS area Type of availability Message management Component management 

Message flow Required Priority Synchronization 

 Recommended Delivery order, Persistence Transaction type, Routing, 
Max Hops 

Time management Required Durability Deadline 

 Recommended Time to live, Lifespan. Timestamp, Delay,  
Latency,  
Temporal filter 

5   Conclusions 

On distributed systems, is possible to cover a minimum of the QoS requirements. 
Depending on the implementation of the system will be more appropriate to use 
one of the system described in this article. FIPA covers the requirements of the 
connection on communications systems. In FIPA, other QoS aspects and parame-
ters are the responsibility of the agents.  JMS and CORBA provide more QoS pa-
rameters than FIPA, JMS is focused on the message flow management, and 
CORBA offers more parameters to time management, although CORBA diversi-
fies more his parameters.  

Finally DDS cover all aspects of the QoS parameters, except the connection 
management. DDS is the latest standard proposed based on publish-subscribe 
paradigm, so has taken into account the relevance of the QoS management in the 
distributed systems. As the complexity of the distributed system grows, the QoS in 
the middleware is more necessary. 

At the time of implementing the QoS in a distributed system, it is necessary to 
determine the area of communications to manage: the message flow or the time is-
sues. The ontology presented, in combination with the table 3, can help to designed 
to choose the most appropriate distributed messaging based middleware. To man-
age a great amount of QoS policies, is recommended use the concept of policies.  

From the analysis offered in this article, we can deduce that the QoS support of-
fered by the middleware to the MAS it is increasingly necessary to ensure coher-
ence between the agent communications. 
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Intelligent Decision Support and Agent-Based 
Techniques Applied to Wood Manufacturing 

Eman Elghoneimy1 and William A. Gruver2 

Abstract. A rough mill is a manufacturing facility where loads of lumber of ap-
proximate dimensions are cut into components of specific sizes, priorities and 
qualities. By improving the processes in the rough mill, the cost is reduced and the 
waste of natural material is decreased. In addition, the rough mill scheduling of 
components on machines on the chop-line is a challenging problem that cannot be 
solved by traditional methods because the defects in the wood are not known in 
advance and the wood sizes are approximate and often inaccurate. In this research, 
a multi-agent system for decision support and simulation is designed, imple-
mented and evaluated. Scheduling algorithms for the rough mill are implemented 
using constraint satisfaction and heuristic methods. 

Keywords: multi-agent systems, scheduling algorithms, wood manufacturing,  
decision support, rough mill operations, intelligent distributed systems. 

1   Introduction 

In a rough mill, bundles of lumber (jags) are stored in a warehouse, and then 
transferred to a ripsaw which cuts the boards into strips. Strips are cut by a chop-
saw into components of specific lengths (cutlist). Components are then processed 
to produce manufactured products such as furniture, windows and doors.  

Lumber is a natural material which has a variety of defects that are not known 
in advance. A schedule for cutting the material into defect-free fixed-size compo-
nents cannot be done in advance since the processing time of each task cannot  
be calculated in advance. Therefore, scheduling cannot be done using traditional  
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methods. Moreover, the schedule has to be dynamically updated; once one task is 
done, the next is scheduled. In addition to the above challenges, most factories re-
quire flexibility for addressing adding or canceling orders, and jammed machines 
(breakdowns). As factories grow and upgrade its machines and tools, new solu-
tions are required to be flexible, adaptable and expandable. 

Current solutions in the rough mill depend on a human operator to create a 
schedule and dynamically schedule a component on a machine once the previous 
component is done. Material selection is also based on human operators. Such de-
cisions are rarely optimal, which leads to wasted time and materials. 

Agent-based systems [1] are hailed as the next technology for manufacturing 
systems due to their flexibility, fault-tolerance and expandability. Agents have 
been used for manufacturing applications ranging from control, scheduling and 
planning to enterprise operations and supply-chain management [2]. There is no 
existing agent-based solution that is fit for naturally-defective materials. 

2   Agent-Based Decision Support and Simulation System 

Fig. 1 shows the architecture of the system. The purpose of this system is to 
present recommendation for the operators to select material and schedule orders 
and to view the simulation. An application-specific ontology is developed for de-
fining the concepts and agent actions. JADE framework is used for implementa-
tion, as it is compliant with FIPA IEEE standards [3]. There are three categories of 
agents used in the proposed system: user interface, decision support and simula-
tion agents. This design has a modular architecture where agents represent differ-
ent physical and logical entities in the rough mill. The system was designed to 
mimic the functionality of the real-life system. First, a prototype system is verified 
and validated using JADE sniffer agent, as well as a debug output. Another proto-
type for two lines of production is implemented using FIPA-PROPOSE negotia-
tion protocol. Finally, the third system RMDSSS (Rough Mill Decision Support 
and Simulation System) uses the prototype to implement a complete system with 
real data, simulation and decision support algorithms and two GUIs.  
 

 

Fig. 1 Rough Mill Decision Support and Simulation System.  
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The RMDSSS is verified using the JADE GUI (for agent communication) and 
debug status statements as in prototype evaluation. In addition, the simulation re-
port and the information displayed on the two GUIs and are both used for verifica-
tion. The simulation is validated against a simulation model, which was used and 
tested for several years by researchers and rough mill staff. 

The advantages of using agent-based design are as follows: (1) modeling rough 
mill operations, (2) communication using ontology elements, (3) integration of 
new agents and connecting them to existing agents, (4) expandability by adding 
more lines or other rough mill operations, and (5) mobility and remote/web moni-
toring supported by the JADE framework. 

The disadvantage of using agent-based systems is the difficulty of the synchro-
nization of a decentralized system. Synchronization of the simulation is done us-
ing the conveyor, which mimics the real conveyor behaviour that detects jamming 
and stops the ripsaw. Simulation time is calculated using bottleneck detection. 

3   The Rough Mill Scheduling Problem (RMSP) 

The rough mill scheduling problem can be divided into two sub-problems. The 
first is initial scheduling in which the chop line is empty, so we attempt to sche-
dule as many components as possible on the line at once. The second sub-problem 
is replacement scheduling where the required quantity of one of the components 
scheduled on the line is completed, and we need to replace it with another compo-
nent from the order list. 

Natural defects in the wood and inaccurate dimensions result in unknown 
processing times, therefore traditional scheduling methods cannot be used to solve 
this problem [4]. The problem can be formulated as a constraint satisfaction and 
search problem [5].  

Backtrack search is implemented and evaluated to discover feasible cutlists. 
The number of feasible solutions and the runtime grow exponentially when in-
creasing the number of components and machines. 

A heuristic method for scheduling is developed. It can be viewed as a best-first 
search method. Pre-sorted components are assigned to the first valid machine with 
the smallest range. If the number of components on the list is small, the search is 
repeated with relaxed parameters. A randomized heuristic method is also imple-
mented that assigns pre-sorted components to the first valid random machine, and 
n-solutions are presented to the user. 

Three replacement scheduling algorithms are also developed to dynamically re-
place components done on the line with new ones. The first method presents all 
the feasible replacement components, the second method selects one component, 
and the third method presents n-components based on heuristics. 

The backtrack algorithm is tested on the rough mill data. As the number of 
components and the number of machines increase, the number of feasible cultists 
and the runtime increase exponentially. For scheduling of a small test order list on 
25 machines, 4.4*108 feasible lists were discovered in 17 hours. This makes this 
method not useful for large numbers, since it is impossible go through all the 
nodes of the search tree, as well as the impractical runtime. The results show the 
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complexity of the RMSP, as it can be solved by complete search methods. It is es-
sential to develop other methods that find a reasonable number of cultists in ac-
ceptable time. All the heuristic initial and replacement algorithms provide instant 
results, scheduling 19-20 of the 25 available machines. The results are validated 
by tracing debug statements, and analyzing the order list and machine information. 
The randomized heuristic algorithm provides more choices of cultists, some with 
more components than the heuristic method. Similarly, the heuristic n-replacement 
provides more choices for replacement components, starting with components of 
the same length as the component that was done. 

4   Conclusion and Future Work 

A multi-agent decision support and simulation system is implemented to address 
the challenges of rough mill operations. A rough mill ontology is designed and 
used by the agents. The system provides a model, simulation, material selection 
decision support and scheduling. The problem of scheduling components on the 
chop-line is addressed. Backtrack, heuristic and randomized heuristic scheduling 
methods are developed and evaluated using rough mill data. Backtrack provides a 
large number of feasible lists in a very long run time. The heuristic algorithm is 
based a best-fit search method provides one feasible cut list, while the randomized 
heuristic method provides n results, all of which meets the heuristic criteria. 

Future research involves extending the agent-based system to add more opera-
tions and provide remote or web monitoring. Learning algorithms can be used to 
improve the simulation agents. Scheduling can gather data from the simulation 
and improve on existing heuristics. Several local search methods with various ob-
jective functions can be implemented and compared using the simulation. 
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Multiple Mobile Agents for Dependable Systems

Ichiro Satoh

Abstract. This paper presents a framework for enabling mobile agents to be orga-
nized dynamically and autonomously with two unique compositions and interagent
interactions on distributed systems. The first enables an agent to contain other agents
inside it and migrate to another agent or computer with its inner agents. It provides
a powerful approach to composing and deploying large-scale mobile software. The
second enables an agent to define its destination according to another agent’s loca-
tion with several policies to support adaptation on distributed systems. It also intro-
duces several higher-level coordinations between mobile agents, e.g., master-slave
and redundancy, which are useful for implementing systems. This paper also de-
scribes a prototype implementation of the framework with mobile agent technology
and several applications of it.

1 Introduction

Distributed systems are constructed as an organization of software components,
which may be running on different computers connected through networks, in co-
ordination patterns, e.g., client-server and peer-to-peer. For example, MapReduce,
which was introduced by Google [3], is a pattern for computing large data sets on
clusters of computers and has been used in cloud computing. Distributed systems
need unique coordination patterns, e.g., master-slave and those that are redundant
ones. Distributed systems, on the other hand, are dynamic in the sense that comput-
ers are dynamically added to or removed from the systems, the network topology is
changed, and the requirements of applications running on the systems are changed.
Distributed systems need to adapt to changes in them. However, most existing work
on distributed systems has assumed the organization of components is statically
defined and remains at computers.
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This paper addresses a framework for dynamically deploying and organizing
software components in coordination patterns at distributed computers. The frame-
work is unique to other existing work, because it enables software components to
define their own policies without any global policies and components are imple-
mented as mobile agents, where mobile agents are autotomous and self-contained
programs that can travel from computer to computer under their own control. Mobile
agent technology was explored by many researchers fifteen years ago. We believe
that the technology can still provide a powerful technique of implementation for dis-
tributed systems, particularly adaptive and sustainable ones. However, researchers at
the time addressed the mobility of agents and their agents were designed as isolated
entities. This is serious because existing mobile agent platforms cannot be used to
compose large-scale and dynamic mobile software as a mobile federation between
multiple mobile agents.

Our framework offers the notion of self-defined policies to mobile agent tech-
nology. This is because the deployment of components is needed to adapt coor-
dinations between components to a dynamic distributed system whose comput-
ers may be dynamically added to or removed from the system and networks are
(dis)connected. The framework can provide various coordination and deployment
patterns among software components, including mobile agents, running on different
computers.

2 Basic Approach

The framework presented in this paper introduces two novel compositions of mo-
bile agents, called containment and traction, and higher-level agent coordination, to
support distributed systems. These are introduced as policies between agents.

2.1 Containment Composition of Mobile Agents

The containment composition enables each mobile agent to have one or more slots,
where each of the slots can contain at most one agent that satisfies their specifica-
tions.1 Like the data types in programming languages, each slot can only hold the
agent that has its specified properties inside it. When an agent can have more than
one slot, it is called a container agent. This composition consists of two policies,
called injection and extraction (Fig. 1). The first means that an agent can enter an-
other agent and the second means that a visiting agent can be left behind by its
current agent. Each agent can have actions defined as policies when another agent
enters or leaves it. As composition provides a mechanism for dynamically assem-
bling and deploying a group of services at computers, it is useful in supporting the
availability and reliability of distributed systems.

1 Containers cannot become their own descendent agents to avoid to problem of cycle
containing.



Multiple Mobile Agents for Dependable Systems 91

C
Mobile agent A

Mobile
agent B

Mobile
agent C

Mobile
agent D

Mobile
agent C

Mobile
agent D

Mobile agent A

Mobile
agent B

Mobile
agent C

Mobile
agent D

Mobile
agent C

Mobile
agent D

D

C

D

Agent
injection

Agent
extraction

Agent
injection

Agent
extraction

Fig. 1 Containment relationships and migration between agents.

2.2 Traction Composition

The framework also enables each agent to explicitly specify a rule, called a traction,
for agent migration. The current implementation provides two types of tractions, as
shown in Fig. 2. The first enables an agent to follow another agent and the second
enables an agent to migrate to the source location of another agent. They can put
off the deployment of agents for a specified time after other agents have migrated.
Therefore, they can be treated as dynamic friction between agents and the source
locations of the agents. Each traction is declared a relocation between its target
agent and another agent. It is defined as a container agent that can have at most
one agent inside it. This composition is useful in supporting the confidentiality and
integrity of distributed systems.

• If one agent declares a follow policy for another, when the latter exists or migrates
to a host, the former migrates to the latter’s current or destination host.

• If an agent declares a dispatch policy for another, when the latter migrates to an-
other host, a copy of the former is created and deployed at the latter’s destination
host.

• If an agent declares a shift policy for another, when the latter migrates to another
host, the former migrates to the latter’s source host.

• If an agent declares a fill policy for another, when the latter migrates to another
host, a copy of the former is created and deployed at the latter’s source host.

The framework allows each agent to have at most one policy for at most one agent.

2.3 Higher-Level Coordination of Interagents

The framework provides two levels of interactions between agents. The first, called
interaction, offers a meeting place for multiple agents that are contained in the same
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Fig. 2 Agent migration with traction composition.

container agents. Each container agent can define coordination between its inner
agents. The current implementation provides two types of built-in coordination:

• Multicast coordination: When a container agent receives a message from one
of its inner agents or an external agent, it multicasts the message to all its inner
agents.

• Selective coordination: When a container agent receives a message from one of
its inner agents or an external agent, it selects one of its inner agents according to
the following three sub-policies and forwards the message to the selected agent.

where the sub-policies are static assignment selective coordination forwards mes-
sages to a specified inner agent, random assignment selects one agent among the
inner agents randomly and forwards messages to the selected agent, and alternate
assignment selects one agent among the inner agents as a master agent in turn and
forwards messages to the current master agent.

The second level, called delegation, supports two kinds of coordination between
agents that are not contained in the same agents. It is defined as a container agent that
can have at most one agent inside it and it is useful to organize software components
in distributed systems:

• Master-slave coordination: When an agent receives a message from an external
agent, it forwards the message to its inner agent if the agent is not busy or is
present. Otherwise, it forwards the message to a specified external agent.

• Redundancy coordination: When an agent receives a message from an external
agent, it forwards the message to both its inner agent and a specified external
agent.

3 Implementation

This section describes our mobile agent platform for supporting the agent compo-
sition and coordination presented in the previous section. It was implemented with



Multiple Mobile Agents for Dependable Systems 93

Java language and operated on the Java virtual machine. Each runtime system runs
on a computer and is responsible for executing agents at the computer and migrating
agents to other computers through networks (Fig. 3). Each system also establishes
at most one TCP connection with each of its neighboring systems in a peer-to-peer
manner without any centralized management server and exchanges control mes-
sages, agents, and inter-component communications with these through the connec-
tion. When the life-cycle state of an agent is changed, the runtime system issues
certain events to the agent and its descendent agents. We tried to contain the im-
plementation within the framework as much as possible. Each agent in the current
implementation of the framework is a collection of Java objects in the standard JAR
file format. It has its own name based on the agent hierarchy and a message queue
for incoming messages.

Management of agent hierarchy: Unlike other mobile agent platforms, our plat-
form organizes multiple agents hierarchically. Each runtime system manages an
agent hierarchy as a tree structure in which each node contains an agent slot and
its attributes. Each agent slot contains at most one agent. Each runtime system also
corresponds to the container agent that contains all the agents running on it and
maintains the root agent between other runtime systems. Therefore, every agent,
which is not the root agent, is contained in at most one agent. This framework as-
sumes that each agent is active but subordinate to its container agent. Therefore,
each agent has direct control of its descendent agents. That is, an agent can instruct
its descendent agents to move to other agents, and serialize and destroy them. No
agent has direct control over its ancestral agents.

Management of agent execution: Each agent is provided with its own Java class
load, so that its namespace is independent of other agents in each runtime system.2

Therefore, even when two agents are defined from different classes whose names are
the same, the runtime system disallows agents from loading other agents’s classes.
To prevent agents from accessing the underlying system and other agents, the run-
time system can control all agents in its agent hierarchy, under the protection of
Java’s security manager. Each agent can have one or more activities, which are im-
plemented by using the Java thread library. Furthermore, the runtime system main-
tains the life-cycle of agents: initialization, execution, suspension, and termination.
When the life-cycle state of an agent is changed, the runtime system issues certain
events to the agent and its descendent agents. The system can impose specified time
constraints on all method invocations between agents to avoid being blocked forever.

Agent migration: When an agent is moved inside a runtime system, the agent and
its inner agents can still be running. When an agent is transferred over a network,
the runtime system stores the state and the codes of the agent, including the agents
contained in it, into a bit-stream formed in Java’s JAR file format, which can support

2 The identifier of each agent is generated from information consisting of its runtime sys-
tem’s host address and port number, so that each agent has a unique identifier in the whole
distributed system.
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digital signatures for authentication. The current system basically uses the Java ob-
ject serialization package for marshaling agents. The package does not support the
capturing of stack frames of threads. Instead, when an agent is saved or migrated,
the runtime system issues events to it and all its descendent agents to invoke their
specified methods, which should be executed before they migrate, and it then sus-
pends their active threads and migrates them to the destination.

Traction composition management: The traction composition of agents is man-
aged by each runtime system without any centralized management server. Each
runtime system periodically advertises its address to the others through UDP multi-
casting, and these runtime systems then return their addresses and capabilities to the
system through a TCP channel.3 When an agent migrates to another runtime sys-
tem, the destination sends a query message to the source of the visiting agent about
agents that declare policies to the moving agent.

Higher-level agent coordination: Most interactions between agents in object-
oriented systems within a computer can be covered by three primitives: event pass-
ing, method invocation, and stream communication. Our framework enables these
primitives to be available in partitioned systems on different computers. Achieving
syntactic and (partial) semantic transparency for remote interactions requires the use
of proxy objects that have the same interfaces as the remote agents. The framework
introduces such objects, called references, to track possibly moving targets and to
interact with the these through the three primitives. Each runtime system offers an
RMI mechanism through a TCP connection. It is implemented independently of
Java’s RMI because Java’s RMI lacks any mechanisms for updating references for
moving agents. Each runtime system can maintain a database that stores pairs of
identifiers of its connected agents and the network addresses of their current run-
time systems. It also provides agents with references to others that belong to the
same application federation. Each reference enables one agent to interact with an-
other it specifies, even if the agents are on different computers or move to others.

Current Status and Performance: A prototype implementation of this framework
was constructed with Sun’s Java Developer Kit version 1.5 or later versions. The im-
plementation provided graphical user interfaces to operate the mobile agents. These
interfaces allowed us to easily load and migrate mobile agents via full drag-and-drop
operations.

Although the current implementation was not constructed for performance, we
evaluated that of several basic operations in a distributed system where eight com-
puters (Intel Core Duo 2 1.8 GHz with MacOS X 10.5 and J2SE version 5) were
connected through a fast Ethernet. The cost of agent migration in an agent hierar-
chy was measured to be 3 ms, including the cost of checking whether the visiting
agent was permitted to enter the destination agent or not. The cost of agent migra-
tion between agents allocated on two computers was measured to be 28 ms. The

3 We assumed that the agents comprising an application would initially be deployed at run-
time systems within a localized space smaller than the domain of a sub-network.
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moving agent was simple and consisted of basic callback methods and contained
two inner agents. Its data capacity was about 7 Kbytes (zip-compressed). The cost of
agent migration included that of opening TCP-transmission, marshaling the agents,
migrating the agents from their source computers to their destination computers,
unmarshaling the agents, and verifying security.

4 Experience

This section presents several agent organizations to illustrate how the framework
works based on our experience.

4.1 Tracing Mobile Agents

When an agent tries to visit or communicate with another agent, the latter agent may
have moved to another computer. Our runtime systems do not offer mechanisms for
communicating between agents contained in different container agents, which may
be running on a computer. Instead, the framework introduces forwarder agents, to
support inter-agent communications between agents. Forwarder agents are also used
for tracking the current locations of moving agents. Immediately before each agent
migrates to its destination, i.e., another agent or computer, it can explicitly leave
an agent, called a forwarder agent, corresponding to the master-slave coordination
policy. When each forwarder agent receives messages or other agents that want to
visit the moving agents, it automatically transfers the message or visiting agents to
the destination according to this policy.

4.2 Dynamic Deployment for Duplicated Servers

We constructed a fault-tolerant HTTP-based server to illustrate the utility of the
policies presented in this paper. An agent for the HTTP-based server makes a clone
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of it and creates two container agents corresponding to the redundancy coordination
policy. The agent itself enters one of the container agents and the clone agent enters
the other container agent. This occurs where the container agents corresponding to
redundancy coordination forward their receiving messages to their target agents and
one another. Therefore, when one of the container agents receives a message, the
target agent and its clones can receive the message. After the agent duplicates itself,
the cost of deploying its clone in another runtime system is about 180 ms for the
distribution system presented in the previous section. This does not include the cost
of terminating and restarting the HTTP server. The cost of forwarding a message is
about 22 ms, where this is measured as the round-trip time and the message has no
value.

4.3 Mobile Agent-Based MapReduce System

MapReduce is a framework for computing certain kinds of distributable problems
using a cluster consisting of a large number of computers [3]. The original MapRe-
duce consists of two elements: a master node and workers and is processed in three
phases:

• Map phase: The master node divides a problem into smaller sub-problems and
then distributes those to worker nodes.

• Worker phase: Each worker node processes that smaller problem, and passes the
answer back to its master node.

• Reduce phase: The master node then takes the answers to all the sub-problems
and combines them.

Mapper mobile agent

Worker
mobile agent

Computer

Task Sub-task

duplicate

Clone Worker
mobile agent

Clone Worker
mobile agent

Clone Worker
mobile agent

Clone Worker
mobile agent

Clone Worker
mobile agent

Answer

Computer

Sub-answers

Composing
sub-answers

SSuS

Clone Worker
mobile agent

Computer

Agent
migration

Computer

Computer

Computer

Agent
migration

Fig. 4 Mobile agent-based MapReduce system

We tried to implement the MapReduce pattern by using three kinds of mobile agents,
Mapper, Worker, and Reducer, with our framework (Figure 4). The Mapper agent
is a container agent corresponding to the master node in the MapReduce pattern.
It supports multicast coordination and contains at least one worker agent inside it.
When it receives a task message from the external system, it forwards the message
to all its worker agents. If the task can be divided into smaller sub-tasks by using
a function specified by users like the original MapReduce, the agent forwards sub-
tasks to worker agents. Each Worker agent migrates from the mapper agent to its
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target computer to process its own task by using its internal program after being
deployed at the worker node. When it finishes the task, it migrates into the reducer
agent. The Reducer agent is a container agent that can receive worker agents. To
collect the results from the worker agents, it can strand its inner worker agents until
it can satisfy specified conditions, e.g., the number of worker agents.

Since the mapper and reducer agents are still mobile, we can change the com-
puters at which the agents are located in addition to worker agents, unlike these
in the original MapReduce pattern. We evaluated our mobile agent-based MapRe-
duce system with ten computers (Intel Core Duo 2 1.8 GHz with MacOS X 10.5
and J2SE version 5), where the first was for the mapper agent, the second was for
the Reducer agent, and the remainders were eight worker agents. After the mapper
agent received the task, the cost of collecting the answers from the eight worker
agents was about 780 ms, where the worker agents’ programs for processing the
sub-tasks were null functions. Since map, reduce, and worker agents were mobile,
the system could dynamically distribute them over a distributed system unlike that
in the original MapReduce system.

5 Related Work

Numerous mobile agent systems have been released, e.g., Aglets [5], Mole [8], and
Telescript [9]. Several mobile agent systems, e.g., Telescript, have introduced the
concept of places in addition to mobile agents. Although places are agents that can
contain mobile agents and places inside them, they are not mobile. Our mobile agent
system, on the other hand, allows one or more mobile agents to be dynamically or-
ganized into a single mobile agent, and thus we do not have to distinguish between
mobile agents and places. Therefore, a distributed application, particularly a mobile
application that is complex and large in scale, can easily be constructed by com-
bining more than one agent. Of these, the FarGo system introduces the notion of
a dynamic layout for distributed applications [4] in a decentralized manner. This
is similar to our relocation policy in the sense that it allows each agent to have its
own policy, but it is aimed at allowing one or more agents to control a single agent,
whereas ours aims at allowing one agent to describe its own migration. This is be-
cause our framework treats agents as autonomous entities that travel from computer
to computer under their own control. This difference is important, because FarGo’s
policies may conflict if two agents can declare different relocation policies for one
single agent. Our framework is free of conflict because each agent can only declare
a policy to relocate itself but not that for other agents.

6 Conclusion

This paper described a framework for dynamically organizing multiple mobile
agents for computing. It is unique to existing mobile agent systems because it pro-
vides three mechanisms for organizing multiple mobile agents. The first enables
a mobile agent to contain another mobile agent inside it and migrate to another
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mobile agent or computer with its descendent agents. It is useful in developing
large-scale mobile software from a collection of mobile agents. The second supports
higher-level coordination between mobile agents, e.g., master-slave and redundant
approaches, which are useful in distributed computing. The third enables mobile
agents to be dynamically replaced by other agents without any coordinations be-
tween agents. We designed and implemented a prototype system for the framework
and demonstrated its effectiveness in several practical applications.
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A Multi-agent System for Resource 
Management in GSM Cellular Networks 

Jamal Elhachimi and Zouhair Guennoun* 

Abstract. This paper presents a new experience in designing and developing a 
multi-agent system for managing frequency resources in a Regional Access Net-
work (RAN) in GSM system (Global System for Mobile Communications). In our 
approach, a group of agents are distributed in the network with each regional net-
work overseen by a supervisor agent; i.e. combining a cooperative agent to each 
cell called the station agent that handles the assignment of a frequency. Within a 
Radio Area Network – RAN and at each step, an agent is elected by all its 
neighbors: The election is based on empirical rules for calculating the degree of 
separation of an agent, the degree of saturation and the improvement claimed by 
the neighbors for an assignment. The elected agent assigns the smallest frequency 
in the spectrum that meets all its constraints. In the case of a non permitted as-
signment, the agent may be served by a neighboring RAN, through a mechanism 
of cooperation between supervisor agents of both RANs. All RANs are handled in 
a localized region regardless of the operating band. Our multi-agent system has 
been implemented in JADE, a well-known multi-agent platform based in JAVA 
[4]. Experimental evaluations using standard benchmarks of frequency assignment 
problems show that this approach can find optimal solutions and exact solutions 
for some instances of these problems and the results obtained are equivalent to 
those of current methods using simulated annealing, constraint satisfac-
tion/optimization techniques, or neural networks. These results show that our ap-
proach is more efficient in terms of flexibility and produces an excellent degree of 
optimality in terms of flexibility, autonomy and resource requirements. 

Keywords: Multi-agent systems, Frequency assignment problem, constraint opti-
mization techniques, JADE. 

1   Introduction 

Recent demand for mobile telephone service has been growing rapidly. At the 
same time, the electromagnetic spectrum or frequencies allocated for this purpose 
                                                           
Jamal Elhachimi · Zouhair Guennoun* 
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Engineers (EMI), Rabat, Morocco 
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are very limited and getting more and more scarce. This makes solving the fre-
quency assignment problem (FAP) more and more critical. The main goal of this 
problem is to be able to obtain an efficient use of the scarcely available radio spec-
trum on a network. The available frequency band is assigned into channels (or fre-
quencies) which have to be allocated to the transceivers installed in each base  
station of the network. Both these components have an important role in the defi-
nition of this problem. This work is focused on the concepts and models used by 
the current cellular frequency planning, while it considers the following three con-
ditions as the electromagnetic compatibility constraints as in [1] and [2]:  

• Co-Channel Constraint: the same frequency cannot be assigned co-channel 
constraint (CCC) where the same channel cannot be assigned to certain pairs 
of radio cells at the same time. 

• Adjacent Channel Constraint (ACC): similar frequencies cannot be simulta-
neously assigned to adjacent cells. 

• Co-Site Constraint (CSC): any pair of frequencies assigned to the same cell 
must have a certain gap. 

The goal is to find a frequency plan that satisfies the above constraints using a 
minimum number of frequencies. An optimal solution is sought to facilitate the 
subsequent addition of new links [3]. This problem has been undertaken in various 
ways: Some approaches, based on mathematical programming techniques and 
Heuristic techniques, can be used to solve the problem to optimality but computa-
tional time is usually excessive. These approaches have been found less efficient 
and more costly towards the rapid emergence of the connected devices with wire-
less links and the current trends of a telecommunication network to use effectively 
and fully radio resources and multimedia applications. 

Connect at best anywhere, anytime and with any network, Customize the more 
powerful features stimulated by the increasing consumers’ demand, Find solutions 
for the mobile business, and Tend toward several access technologies whose as-
signment is local and continuously and independently updated, rending impossible 
any overall control. Hence there are needs to a highly dynamic adaptable distrib-
uted system architecture based on a paradigm of distributed agents for modeling 
and simulating a complex system. This architecture involves different entities in-
teracting with each other and with their neighborhood in order to maintain real-
time reactions when sudden changes happen. 

This paper is structured as follows. In the next section we provide the state of 
the art of frequency assignment problem in GSM mobile networks. The mathe-
matical formulation is described in section III. Section IV presents our intelligent 
resolution approach based on a distributed multi-agent system. The results of the 
experiments are analyzed in Section V. Finally, conclusions are in the last section. 

2   The State of the Art of Frequency Assignment Problem  

This problem arises in GSM phone networks where the network is subdivided into 
cell areas. Each cell is covered by base station transceivers (BTSs) and a number 
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of transmitters (or TRXs) whose locations are known. Therefore, transceivers are 
the main element to be considered. A BTS can be viewed as a set of TRXs, which 
are organized in sectors. The TRX is the physical equipment responsible for pro-
viding the communication link between the mobile terminal and the network. The 
frequency assignment problem arises because the number of available frequencies 
(or channels) to be assigned to each TRX is very scarce. Therefore, the available 
frequencies need to be reused by many transceivers of the network [1] and [6]. 
The reuse of these frequencies can compromises the quality of the service (QoS) 
of the network. Hence, it is extremely important to make an adequate reuse of 
these frequencies to several TRXs, in such a way the total sum of interferences 
occurring in the network is minimized. Consequently, it becomes extremely im-
portant to quantify the interferences provoked by an assignation of a frequency to 
a TRX and its influence on the remaining TRXs of the other sectors of the net-
work. To quantify this value an interference matrix is used, called compatibility 
matrix and denoted C or M [4]. Each element, M(i,j), of M represents the degrada-
tion of the network quality if sector i and j operate with the same frequency value. 
This represents the co-channel interferences. Moreover, adjacent-channel interfer-
ences need to be considered. Adjacent-channel interferences occur when two 
TRXs, in two different sectors, operate on adjacent channels (i.e., when one TRX 
operates on channel f and the other on channel f+1 or f-1). Therefore, the interfer-
ence matrix plays an import role in the computation of the cost function and the 
formulation of the FAP problem, which aims to minimize the sum of interferences 
occurring in the network (see Eq. 1). 

3   Mathematical Formulation  

Let T={t1, t2,…,tn} be a set of n transceivers (TRXs), and let Fi={fi1,..., fik} ⊂ N be 
the set of valid frequencies that can be assigned to a transceiver ti∈T, i=1, ..., n 
(the cardinality of  Fi could be different to each TRX). Furthermore, let S = {S1, 
S2, …, Sm} be a set of given sectors (or cells) of cardinality m. Each transceiver 
ti∈T is installed in exactly one of the m sectors and is denoted as s(ti)∈S. It is 
also necessary to consider the interference matrix, M, defined as: M = {(μij, σij)} 
of cardinality m*m. The two elements μij and σij of a matrix entry M(i,j) = (μij, σij) 
are numerical values greater than or equal to zero and they represent respectively, 
the mean and standard deviation of a Gaussian probability distribution used to 
quantify the interferences ratio(C/I) when sector i and j operate on a same fre-
quency. Therefore, the higher the mean value is, the lower interferences are, and 
thus it will have a superior communication quality. A solution to the problem lays 
in assigning to all the TRXs (ti) a valid frequency from its domain (Fi), in order to 
minimize the following cost function: 
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Where Csig will compute the co-channel interferences (Cco) and the adjacent-
channel interferences (Cadj), for all sectors st and su, in which the transceivers t and 
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u are installed, that is, s(t) and s(u), respectively. p∈ nFFF ××× ...21  denotes a 

solution (or frequency plan), where p(ti)∈Fi is the frequency assigned to the 
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Where K is a very large value defined in the configuration files of the network. 
The K value makes it undesirable to allocate the same or adjacent frequencies to 
TRXs that are installed in the same sector. In our approach, this restriction was in-
corporated in the creation of the new solution (frequency plan) produced by the 
algorithm. Therefore, we assure that the solution does not have this severe penalty, 
which causes the most undesirable interferences as shown in [1]. 

4   Resolution Approach and Development 

The approach comes in the form of a group of distributed agents in the network 
where each regional network is overseen by a supervisor agent, combining an 
agent to each cell called a station agent. 

4.1   Station Agent 

An agent can be defined as a computer system located in an environment and 
which can act autonomously and flexibly to achieve the objectives for which it 
was designed. To each station li is associated an agent Ai responsible of assigning 
a value fi in its domain Di. Two data are sufficient to characterize the agent in out-
side its environment: 

1-The frequency value of the corresponding station - The agent chooses among 
the values in the frequency domain corresponding to this station:  For each Ai in 
A, the fi is in Di, where Di is the frequency domain of li. 

2-The difficulty of an agent defined as a quantitative measure that reflects the 
current status of this agent. It is the decision criterion used to choose an agent as 
the elected agent. This measure is expressed in the form of two essential and suffi-
cient entities that are the degree of separation and the degree of saturation. These 
two entities are intuitively and experimentally determined. For any agent Ai in A, 
we note D(Ai) the degree of separation of the corresponding link li as the sum of 

the incident constraints values to stations: D(Ai) = {∑
≠ ji

ijC ,   Cij in C } 
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The degree of saturation at step p is determined from the banned intervals for 
those stations that are not yet assigned. It can be deduced by the number of unsat-
isfied constraints. For Ai in A, NIS(Ai) is the number of unsatisfied constraints 

with its value fi:    NIS(Ai) ={∑
≠ ji

ijC for each Aj such as fj != 0 and Cij != 0} 

At step p and for each Ai in A,   D_SATp(Ai) = NIS(Ai) ; The agent who has 
the greatest degree of saturation will be considered as the most on difficulty. 
Each agent operates in a physical environment that is its frequency domain. Even 
though, for several agents, these domains may be identical but not shared. Simi-
larly an agent has an unshared copy of constraints that allows it to be independent 
of other agents.  The social Environment consists of all neighbors of an agent from 
which it has only a partial view; i.e., it knows about its neighbors only their values 
and their difficulties, but it has no idea about its neighbors’ constraints, views, and 
domains. The communication is performed by sending messages and a mailbox is 
associated with each agent that stores the received messages from other agents [7]. 
The neighborhood of an agent Ai is defined by all agents connected by a constraint 
to this agent:   

For each Ai in A, V(Ai) = {Aj in A /  Cij in C ,  Cij != 0 } 

Any change of view leads to an immediate update of the state of constraints. The 
agent will be in a consistent state at any time. 

4.2   Behavior 

The behavior of an agent takes place in three phases: 

Step 1:  Determine V(Ai); V(Ai)={Aj∈A (j ≠ i)/ Cij ≠ 0};  Calculate D(Ai);  
 For all Aj∈ V(Ai) (j ≠ i) {Ai sends D(Ai) to Aj;  Ai Receives D(Aj) ;  End For 
If {∀ Aj∈V(Ai), D(Ai) > D(Aj)} then  Ai is elected ;  Ai:  fi  f such as   
f = min {fi, ∀ fi∈ Di / ∀ Aj∈ V(Ai)   such as fj ≠ 0 and  |fi – fj| >Cij (Cij is true)};  
Ai sends fi to all Aj∈ V(Ai) ; Ai deactivates; goto step 3;  
Else {Receives fj};   goto step 2; 
Step 2:  Calculate D_SATp(Ai);  //the degree of saturation on step p 
For all Aj ∈V(Ai)  such as  fi=0  (j ≠ i): do  Ai sends D_SATp(Ai) to Aj ;  
  Ai receives D_SATp(Aj) ; End For 
If { ∃ Aj ∈V(Ai) / D_SATp(Aj) > D_SATp(Ai)} goto  Step 2; 
Else If { ∃  Aj∈V(Ai) / D_SATp(Aj) = D_SATp(Ai)} 
    If {D(Ai) > D(Aj)}  then  Ai is elected ; 
     Ai : fi f such as f = min {fi, ∀ fi∈ Di / ∀ Aj∈ V(Ai)  
     such as fj ≠ 0 and |fi – fj| > Cij (Cij is true)}; Ai sends fi  to all Aj∈ V(Ai) ;  

Ai deactivates;  go to step 3;     Else  Goto Step 2;        
 Else   Aj is  elected ;   Ai :  fi  f such as f = min{fi, ∀ fi∈ Di / ∀ Aj∈ V(Ai)  
  such as fj ≠ 0 and |fi – fj| >Cij  (Cij is true)};  Ai sends fi to all Aj∈ V(Ai);  
  Ai deactivates; goto step 3;  
 Step 3:   Exit;   // Elimination of the agent 
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4.3   Supervisor Agent 

First, the supervisor agent is in charge of the cooperation between other neighbors 
RANs supervisor agents. Second, the supervisor agent oversees the management 
of assignments by: 

• Initializing agents associated to stations: called station agents. 
• Sending all RAN data associated to station agents: associated Frequency 

Domain, re-use matrix, stations rentals. 
• Holding and collecting responses (until triggering a timeout). In case of a 

non permitted assignment within its RAN, the agent may resort to an-
other supervisor agent. 

The supervisor agent can communicate with other resources outside of its fre-
quency domain through a cooperation procedure similar to all supervisor agents of 
various RANs. In the case of a blockage, a Taboo search is performed on the 
overall allocation to achieve an optimal allocation of all stations of the associated 
RAN. This part will be considered in details in our forthcoming publications. 

5   Result 

For testing our approach we have used the Philadelphia problems as a benchmark. 
The Philadelphia problems have been used widely in previous researches includ-
ing [1]and[5]. These problems are formulated based on an area in Philadelphia, 
Pennsylvania-The network consists of 21 cells as shown in Figure 1. 

 

Fig. 1 Cellular Geometry of Philadelphia Problems 

Our experiments were conducted on an Intel Pentium M (with 512MB of 
RAM). There are many variations for setting constraints and demands and several 
competing teams of researchers have worked on the same instances of problem. 
We present in Table 1 the parameter setting used both in some approaches and 
adopted by our evaluations. In this table, "Nc" means the square of required dis-
tance for co-channel constraints, assuming that the distance between adjacent cells 
is 1. For example, if Nc=12, while cell 1 and cell 5 can use the same frequency 
(the distance is 4), cell 1 and cell 4 cannot (the distance is 3). "acc" represents the 
separation required for adjacent channel constraints, and "cii" represents co-site 
constraints. The demand vectors used in the table are as follows: 

Case 1: (8 25 8 8 8 15 18 52 77 28 13 15 31 15 36 57 28 8 10 13 8) 
Case 2: (5 5 5 8 12 25 30 25 30 40 40 45 20 30 25 15 15 30 20 20 25) 
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Case 3: (16 50 16 16 16 30 36 104 154 56 26 30 62 30 72 114 56 16 20 26 16) 
Case 4: (32 100 32 32 32 60 72 208 308 112 52 60 124 60 144 228 112 32 40 52 32). 

Table 2 shows the results obtained with our approach. We consider the theoretical 
lower-bounds as it is represented in [6]. We use the best solution obtained so far. 
Ours results are compared with results of the best three methods, from seven re-
ported methods. The three methods are respectively a constraint satisfaction 
method (CS), a neural network method (NN), and a simulated annealing method 
(SA). The last row in the table shows our results. 

Table 1 Philadelphia Specification 

Instance Nc acc cii Demand 
vector  

P1 12 2 5 Case 1 

P2 7 2 5 Case 1 

P3 12 2 7 Case 1 

P4 7 2 7 Case 1 

P5 12 2 5 Case 2 

P6 7 2 5 Case 2 

P7 12 2 7 Case 2 

P8 7 2 7 Case 2 

P9 12 2 5 Case 3 
P10 12 2 5 Case 4  

Table 2 Comparison of solution quality 

Instance Lower 
bounds 

CS NN SE MAS 

P1 427 427 427 460 427 

P2 427 427 427 447 427 

P3 533 533 536 536 533 

P4 533 533 533 533 533 

P5 258 258 283 283 258 

P6 253 253 270 270 253 

P7 309 309 310 310 309 

P8 309 309 310 310 309 

P9 856 856 … … 856 
P10 1714 1714 … … 1714  

As shown in the Table 2, our algorithm obtains optimal solutions for all in-
stances, and obtains exact solutions for other problem instances. Moreover, our 
method reaches better or equivalent solutions compared with existing methods. 

6   Conclusion 

In this paper we have been interested in the problem of frequency allocation in the 
context of a dynamic deployment. After offering an overview and a suitable for-
mulation of the resource allocation problem we have made an intelligent approach 
based on the AMAS theory (Adaptive Multi-Agent System), which has shown a 
profit to different RANs, through a general distribution of a unified spectrum be-
tween regional networks ensured by a system of distributed agents in different lo-
cations of real or virtual network and through a simple communication between 
these agents. The set of constraints is solved using the criteria of generic problems 
and decentralized data through a cooperative system of resolution. Experimental 
evaluations using standard benchmark problems showed that for most of the prob-
lem instances, our approach can find better or equivalent solutions compared with 
existing optimization methods. These results imply that our approach shows a 
rapid convergence to an optimal solution and presents a good perspective of  
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managing the radio spectrum that can be a relevant strategy and effective man-
agement of resources in the future generation networks. 
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MISIA: Middleware Infrastructure to Simulate 
Intelligent Agents 

Elena García, Sara Rodríguez, Beatriz Martín, Carolina Zato, and Belén Pérez* 

Abstract. Nowadays there is a clear trend towards using methods and tools that 
can help to develop multiagent systems (MAS). This study presents a multiagent 
based middleware for the agents behavior simulation. The main challenge of this 
work is the design and development of a new infrastructure that can act as a mid-
dleware to communicate the current technology in charge of the development of 
the multiagent system and the technology in charge of the simulation, visualiza-
tion and analysis of the behavior of the agents. It is a key element when consider-
ing that MAS are autonomous, adaptive and complex systems and provides  
advances abilities for visualization. The proposed middleware infrastructure 
makes it possible to visualize the emergent agent behaviour and the entity agent. It 
also allows visualization of the interaction between the agent and the environment.  

Keywords: Multiagent systems, Simulation, JADE, Repast. 

1   Introduction 

Nowadays, simulation is used for several purposes ranging from work flow to sys-
tem's procedures representation. Simulation can be defined as the representation of 
the operation or features of one process or system through the use of another. The 
current research lines that attempt to answer the question of which technique is 
best for different purposes of simulation are gaining importance. The contribution 
from agent based computing to the field of computer simulation me-diated by 
ABS (Agent Based Simulation) is a new paradigm for the simulation of complex 
systems that require a high level of interaction between the entities of the system. 
Possible benefits of agent based computing for computer simulation include meth-
ods for evaluation of multi agent systems or for training future users of the system 
[5]. Many new technical systems are distributed systems and involve complex in-
teraction between humans and machines, which notably reduce their usability. The 
properties of ABS makes it especially suitable for simulating this kind of systems. 
The idea is to model the behaviour of the human users in terms of software agents. 
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However, it is necessary to define new middleware solutions that allow the con-
nection on ABS a simulation software. 

This paper describes the results achieved towards a multiagent-based middle-
ware for the agents’ behavior simulation. The middleware, called MISIA  
(Middleware Infrastructure to Simulate Intelligent Agents), allows simulation, 
visualization and analysis of the agent’ behavior. The main contribution of this 
paper is the design of a new infrastructure that make it possible to provide these 
capabilities. MISIA makes use of technologies for the development of multiagent 
systems known and widely used, and combines them so that it is possible to use 
their capabilities to build highly complex and dynamic systems. On one hand, it is 
JADE [9],the most widely used platform for based software agents middleware. 
On the other hand, it is Repast (Recursive Porous Agent Simulation Toolkit) [10], 
a free and open-source agent-based modeling and simulation toolkit. 

Our second contribution is the reformulation of the FIPA protocol used in 
JADE [9], achieving several advantages: (i) development of a new framework that 
provides independence between the model and visualization components; (ii) im-
provement on the visualization component that makes it possible to use the con-
cept of “time”, essential for simulation and analysis of the behavior of agents; (iii) 
and improvements to the user capabilities to which several tools were added, such 
as message visualization, 2D (and future 3D agents), analysis behavioral, statis-
tics, etc.  

Both contributions resulted in the first middleware infrastructure to simulate in-
telligent agents with visualization, simulation and analysis capabilities.  

The article is structured as follows: Section 2 makes a review of agent-
modeling toolkits and presents the challenges for simulated multiagent systems. 
Sections 3 introduces a description of the middleware specifically adapted to the 
simulation of multiagent systems within dynamic environments (MISIA). Finally, 
some results conclusions are given in Sections 4 and 5. 

2   Background  

Agents and multiagent systems are adequate for developing applications in dy-
namic, flexible environments. Autonomy, learning and reasoning are especially 
important aspects for an agent. These capabilities can be modelled in different 
ways and with different tools [15]. Open MAS should allow the participation of 
heterogeneous agents with different architectures and even different languages 
[16][4]. The development of open MAS is still a recent field of the multiagent sys-
tem paradigm and its development will allow applying the agent technology in 
new and more complex application domains. Thanks to the contribution from 
agent based computing to the field of computer simulation mediated by ABS is 
obtained benefits like methods for evaluation and visualization of multi agent sys-
tems or for training future users of the system [4]. There are existing work on 
agent simulation study using commercial-offthe- shelf simulation packages with 
built-in agent-based modeling and BDI (Belief-Desire-Intention) behaviour archi-
tecture [11], modeling detailed complex human behaviours.  
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Mainly there are two ways for visualizing multiagent systems simulation: the 
agents interaction protocol and the agent entity. In the former, it is visualized a se-
quence of messages between agents and the constraints on the content of those 
messages. On the other hand, the latter method visualizes the entity agent and its 
iteration with the environment. Most software programs, such as JADE platform 
[2][9] and Zeus toolkit [3], provide graphical tools that allow the visualization of 
the messages exchanged between agents. 

The toolkits MASON [6], Repast [7][10] and Swarm [12] provide the visualiza-
tion of the entity agent and its interaction with the environment. The Swarm [12] 
is a library of object-oriented classes that implements the Swarm conceptual 
framework for agent-based models and provides many tools for implementing, ob-
serving, and conducting experiments on ABS. The MASON [6] is multiagent 
simulation library core developed in Java. It provides both a model library and an 
optional suite of visualization tools in 2D and 3D. The Repast [10] is a free and 
open-source agent-based modelling and simulation toolkit. There are other works 
like Vizzari et al. [14] where is developed a framework supporting the develop-
ment of MAS-based simulations based on the Multilayered Multiagent Situated 
System model provided with a 3D visualization. We did not adopt this framework 
because would add a non-desired complexity to our system. We chose the Repast 
toolkit because, when the project started, it was one of the few to offer 3D visuali-
zation feature, as well as being simple and having good documentation. Moreover, 
the Repast system, including the source code and is available directly from the 
web. Repast seeks to support the development of extremely flexible models of liv-
ing social agents, but is not limited to modelling living social entities alone.  
Repast is differentiated from other systems since it has multiple pure implementa-
tions in several languages and built-in adaptive features such as genetic algorithms 
and regression [8].  

3   MISIA Middleware 

The most well-known agent platforms (like Jade [9]) offer basic functionalities for 
the agents, such as AMS (Agent Management System) and DF (Directory. Facili-
tator) services; but designers must implement nearly all organizational features by 
themselves, like simulation constraints imposed by the MAS topology. In order to 
model open and adaptive simulated systems, it becomes necessary to have an  
infrastructure than can use agent technology in the development of simulation  
environments. 

The framework presented in this paper is called MISIA (Middleware Infra-
structure to Simulate Intelligent Agents). It is a middleware infrastructure that al-
lows to model JADE multiagent systems with the possibility of being represented 
in Repast. The main concept introduced in this environment is the notion of time 
in JADE, which means it is possible to render in real time the events into Repast. 
One of the main differences between JADE and Repast is that in JADE, there not 
exists the concept of time as such, and the agents interact each other based on 
changes or events that occur in the execution environment. However, Repast has a 
time unit : the tick, which is what sets the pace and allows simulations. 
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On the other hand, agents in the JADE context are implemented based on FIPA 
standards. This allows to create multiagent systems in open environments, which 
is not possible within Repast. These differences are what MISIA solved, integrat-
ing these two environments and achieving a working environment for creation and 
simulation of multiagent systems more powerful and versatile. 

 

Fig. 1 Functional structure of MISIA 

MISIA consists of three principle components or layers: the upper layer is the 
contact with Repast, the intermediate layer, whose main goal is the interconnec-
tion of the two platforms (JADE and Repast), and the bottom layer, which enables 
JADE supports the notion of time. Next, we will proceed to explain each func-
tional block independently, but to better understand the overall operation, it is 
necessary to take in mind the following ideas: It is neccesary to syncronize JADE 
to work simultaneously to Repast. This is achieved by keeping the JADE agents 
informed about the tick of the simulation they are involved. Moreover, agents are 
informed when a tick is elapsed. To obtain versatile simulations, it is necessary 
that all events occurring in JADE are rendered instantly on Repast. The minimum 
unit of time is the tick, thus, the idea is that every JADE agent can perform func-
tions in a tick (must be simple actions, such as sending a message, receiving or re-
establishment of their state ) and once finished, they can be updated in Repast. 
This must occur during the course of all ticks, which are getting updated in real 
time all events.  

The bottom layer of the framework is which connects JADE, and is divided in-
to four functional blocks: (i) MISIAAgent, is the extension of JADE agent. Per-
forms the same functions, but adapting them to the presence of ticks. It consists of 
a number of features to manage the time in JADE. These functions are detailed in 
the following subsection. (ii) MISIATickACLMessage. JADE messages are used 
for communication between agents. MISIAAgent agents communicate between 
them with MISIATickACLMessage messages.  MISIATickACLMessage is the 
extension of JADE ACL message that incorporates the concept of time. It includes 
aspects such as the tick where to send the message, and the delay that the message 
has when achieves its destination. In JADE, the messages exchanged between 
agents are sent and arrive instantly, but in real life, that is not the case. It aims to 
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simulate and view the evaluation of the system as time passes, and to achieve this, 
it is necessary that messages are not instant, but must have a shipping time and a 
different reception time.  (iii) MISIAFIPAProtocols. As discussed above, JADE 
implements FIPA standards, which, among other things, specify multiple commu-
nication protocols. These define a series of patterns that respond to different types 
of communication that two or more agents can perform. The objective is to adapt 
FIPA protocols defined in JADE with Repast ticks. Features of this module will be 
detailed in Subsection 3.2. (iv) MISIASynchronizer is a JADE agent that acts of 
notificator. It is responsible for notifying the MISIAAgent when a tick goes by. Is 
the system clock synchronization. When a tick goes by, MISIASynchronizer is no-
tified in order to notify MISIAAgents. It is made through MISIATickACLMes-
sage messages with a special performative. 

The top layer is the contact with Repast. Contains two functional blocks, which 
are: (i) MISIARepastAgent. Each MISIAAgent existing in the system will be 
represented by a MISIARepastAgent in the context of Repast. This means that for 
every agent that we want to have on the system actually have to create two: a MI-
SIAAgent agent running on JADE , and its respective MISIARepastAgent re-
leased on Repast. It can be seen as follows: a logical agent, and two physical 
agents. MISIARepastAgents have an important role: they cannot updated their sta-
tus until their respective MISIAAgents does not end with all the work they need to 
perform during that tick. This is a very important aspect, since it is the characteris-
tic of the framework as a system in real time. (ii) MISIAContext has two impor-
tant objectives. One is to establish the synchronism in the execution. When a tick 
goes by, lets know MISIASynchronizer agent that it is necessary to notify MI-
SIAAgent agents that following tick happened. The other goal of this module is to 
incorporate new agents MISIARepastAgent that entry in the context of the Repast 
simulation. For each new MISIAAgent that appears in the system, MISIAContext 
will create their respective MISIARepastAgent and will added it to the simulation 
environment. 

Finally, the intermediate layer is divided into two functional blocks, and its 
goal is to join adjacent layers. These modules are: (i) MISIAAgentList, as its 
name implies, stores all agents in the system at a given time. It plays an important 
role because it enables communication between a MISIAAgent and their respec-
tive MISIARepastAgent, and vice versa. The diagram shows two-way information 
flows ranging from MISIARepastAgent to MISIAAgentList and MISIAAgentList 
to MISIAAgent. These flows are representing that communication, that union be-
tween the two physical agents, to confine a logical agent. (ii)  MISIACoordinator 
coordinates communication between the two adjacent layers. It is necessary the 
presence of a coordinator to maintain synchronism between both layers. Thanks to 
MISIACoordinator, MISIAContext can notify the occurrence of a tick to MISI-
ASynchronizer, and MISIASynchronizer can assure that its purpose is served to 
MISIAContext, reporting that all MISIAAgent received tick. This kind of  
communication is necessary to maintain full synchronization between the two 
platforms. Also shown in the diagram two flows between MISIAContext and 
MISIACoordinator, between MISIACoordinator and MISIASynchronizer, and 
represent the flow of ticks and the synchronism. 
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3.1   JADE Adapted to the Notion of Time 

The adaptation of JADE to support the notion of time is the most important and 
complex feature of our proposal. It was necessary to redefine a series of classes of 
JADE agents. The new capacity autonomously manages the receipt of ticks and 
maintains synchronism with Repast, so that it abstracts all these aspects and pro-
vides flexibility to the final programmer who uses this framework. Broadly, the 
sequence of steps that occurs for a tick is: (i) The occurrence of a tick is generated 
on Repast, as it is the platform that has this ability. MISIAContext is notified of 
this and, through MISIACoordinator can notify MISIASynchronizer of its tasks. 
(ii) When MISIASynchronizer receives the notice of MISIAContext, alerts all 
MISIAAgent about the new tick. As MISIASynchronizer is an agent, it can com-
municate with MISIAAgent agents through MISIATickACLMessage messages. 
That's how it notifies them the new tick, sending a message with special semantics 
to each agent. (iii) Once MISIASynchronizer has sent all the special messages no-
tification of tick, it must wait until all MISIAAgent answer to ensure that all re-
ceived the notification. Moreover,it sends a ACK message to maintain a strong 
synchronism between two sides. (iv) When a MISIAAgent receives a tick by MI-
SIASynchronizer carries out various actions. First it sends the messages has to 
ship in this tick. MISIAAgent agents have a special queue for sending messages. 
Below is a comparative picture of how is shipping in JADE, and what was the 
change made in the framework for adaptation over time. 

     

Fig. 2 (a) Sending a message in JADE. (b) Sending a message incorporating MISIA 

In JADE, sending a message is instant, the programmer gives the order, and the 
message is sent ipso facto. MISIAAgent agent does not it in this way. It has a 
messaging queue MISIATickACLMessage, so that when a programmer gives the 
order to send a message, the message is automatically inserted in the scheduled 
queue with the tick which it must be sent. Thus, when a tick goes by, MISIAAgent 
immediately sends messages that are queued labeled with the current tick. Subse-
quently, it adds to the agent the protocols needed in this tick. This idea will be fur-
ther detailed in the following subsection. After performing this task, executes a 
method designed to make the final programmer overwritten. The aim of this me-
thod is to have a function similar to step () Repast method in JADE, which is  
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automatically executed when a tick went by. This function is very convenient to 
the developers, because, being called on every tick, it is possible separate the ac-
tions of the agent in order to carry out them on a specific tick. Finally, after per-
forming all tasks, notifies its agent Repast counterpart, MISIARepastAgent, to 
make the necessary changes in the simulation environment. Once all MISIARe-
pastAgent agents have been updated in the context of the simulation, this tick went 
by, and Repast proceed with the change to the next tick. 

3.2   Redefinition of FIPA Protocols 

JADE has a number of implemented FIPA protocols, which help the programmer. 
With these classes, it abstracts the developer from having to prepare messages to 
be sent, sending, or to manage the reception of them, among other things. In this 
framework has been re-implemented FIPA protocols defined in JADE to support 
the notion of time. These communication protocols JADE defines two roles, 
which starts the conversation (Initiator role) and which is envolved in the conver-
sation (Responder role). The Initiator agent role will begin by the conversation by 
sending a message to the recipient. Therefore, it follows the logic developed with 
the message queue. When a MISIAAgent agent wishes to follow a communication 
protocol in a given tick, just add the protocol of communication to the agent in the 
tick established. Therefore, one of the functions of MISIAAgent agent after re-
ceiving a tick is to add communication protocols. The rest of communication for 
sending and receiving messages is re-implementing, recording different behaviors 
that make the different functions of the protocols. The novelty is that these new 
behaviors support MISIA modules redefined for JADE , such as support MISIA-
TickACLMessage messages or the ability to respond to a message in a certain 
tick, without being immediately. 

An example reimplemented is the FIPA-Request protocol, which is like fol-
lows: the agent with Initiator role sends a request to agent with Responder role. 
Responder replies, accepting or rejecting the request, and immediately returns to 
answer the agent with Initiator role informing the result (if the request was made 
correctly, or there was a problem). With the new definition by MISIA of this pro-
tocol, it is possible to send messages during the tick chosen. In this case, MISIA 
only redefines the role Responder. The Initiator is not necessary because it only 
sends a message to the beginning. 

In the case of the Responder role, must send two messages, as discussed above. 
So, MISIA provides to programmers two handles, like JADE; one to send the first 
message, and another to send the second one, abstracting from all the system logic 
that is to managing ticks.  

Below is a fragment of code in Java where it shown how a behavior is reim-
plemented to manage the arrival of the request by the agent with Initiator role. In 
this example, handleMISIARequest is the procedure that the final developer over-
writes to provide the message he want to send in response. 
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registerPrepareResponse(new OneShotBehaviour(){ 
   public void action() {    

//Get DataStore to obtain the request message 
      DataStore ds = getDataStore(); 
      ACLMessage requestMessage = (ACLMessage) ds.get(REQUEST_KEY); 
      TickACLMessage agreeMessage = null; 
      try { agreeMessage = handleMISIARequest(requestMessage); 

} catch (Exception e) {} 
 //If the message isn’t null, send 
 if (agreeMessage != null) jadeAgent.MISIASend(agreeMessage);   } 

4   Experimental Results 

It has been developed a case study using this middleware to create a multiagent 
system aimed at facilitating the employment of people with disabilities, so it is 
possible to simulate the behavior of the agents in the work environment and ob-
serve the agents actions graphically in Repast. This is a simple example that de-
fines four jobs, which are occupied by four people with certain disabilities. Every 
job is composed of a series of tasks. Agents representing the workers have to do 
them, and according to their capabilities, carry out the assignment with varying 
degrees of success. Performing various simulations, and seeing the evolution in 
time, the results can be assessed to determine what would be the most suitable job 
for each employee. In addition, taking into account the capabilities of Repast, it is 
possible to make a collection of data generated from each simulation and exported 
to external applications such as MatLab, for different studies on them. Below is an 
example of the execution of this case study.There are two ways for visualizing 
multiagent systems simulation: the agents interaction protocol and the agent en-
tity. MISIA provides the capabilities visualize the sequence of messages between 
agents and the entity agent and its iteration with the environment. The union of 
these two platforms involves having a highly efficient environment for the crea-
tion of multiagent systems, getting the benefits of JADE to create the systems, as 
is the use of FIPA standards; and also the visual representation and extraction of 
simulation data to different applications provided by Repast. 

 

Fig. 3 Case Study MISIA 
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4   Conclusions and Future Works 

Simulation is a helpful tool for understanding complex problems. Therefore, the 
simulation of multiagent systems in several levels of details and the emergent be-
havior is fundamental for analyzing the systems processes. In this study, a list of 
basic concepts and advances is presented for the development of simulated multi-
agent systems. We showed in detail the visualization and simulation infrastructure 
for developing the MAS behavior simulators. MISIA allows simulation, visualiza-
tion and analysis of the behavior of agents. With the MAS behavior simulator it is 
possible to visualize the emergent phenomenon that arises from the agents’ inter-
actions. 

The proposed visualization system also suggests further developments. One of 
them is make the agent representation more photo-realistic. A 3D agent visualiza-
tion in more levels of details showing the interaction them would make the system 
complete and realistic. Another future work is to improve interactivity with the 
user. We would like to allow the user to visualize the agent state and its simulation 
individually. We also want to improve the interactivity by means of allowing the 
interaction of the specialists with the live execution besides the basic functional-
ities such as play, pause, stop and increase/decrease the speed, by means of putting 
some substances in the position and observing the emergent behavior. It would al-
low the self-organization optimization and the proposal of new hypotheses. Even 
more: generation of reports about the information visualized during the simulation 
process in several levels of detail, which could increase the comprehension about 
the process. MISIA is the ideal framework for this purpose. 

Acknowledgments. This work has been partially supported by the MICINN project TIN 
2009-13839-C03-03. 
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Secure Communication of Local States in
Interpreted Systems

Michael Albert, Andrés Cordón-Franco, Hans van Ditmarsch,
David Fernández-Duque, Joost J. Joosten, and Fernando Soler-Toscano

Abstract. Given an interpreted system, we investigate ways for two agents to com-
municate secrets by public announcements. For card deals, the problem to keep all
of your cards a secret (i) can be distinguished from the problem to keep some of
your cards a secret (ii). For (i): we characterize a novel class of protocols consisting
of two announcements, for the case where two agents both hold n cards and the
third agent a single card; the communicating agents announce the sum of their cards
modulo 2n+1. For (ii): we show that the problem to keep at least one of your cards
a secret is equivalent to the problem to keep your local state (hand of cards) a secret;
we provide a large class of card deals for which exchange of secrets is possible; and
we give an example for which there is no protocol of less than three announcements.

1 Introduction

Interpreted systems and security. A well-known abstract architecture for dis-
tributed systems such as multi-agent systems is that of an interpreted system [4].
An interpreted system is a collection of global states, where a global state is an
n-tuple of local states (one for each agent, given n agents). Each processor/agent
only knows its local state, and there is public knowledge among all agents of the
set of global states constituting the system. This creates a setting wherein we can
investigate two of the agents sending messages to each other, with the intention to
communicate information that remains a secret from other agents. The worst case
scenario for security is when all messages are public. In that case, the protocol ex-
ecuted when sending messages can be modelled as successive model restrictions of
the given interpreted system. We investigate two cases: that of interpreted systems
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where the agents are card players and the secrets concern ownership of cards (an
aspect of the agent’s local state) (Sections 2 and 3), and that of interpreted systems
in general, where the secret is the local state (Section 4).

Example. Alice and Bob, draw a and b cards from a deck of a + b + c cards, and
Eve, the eavesdropper, receives the remaining c cards. Alice and Bob wish to com-
municate their cards to each other by way of public announcements, without in-
forming Eve of any of their cards. The investigation of the generalized problem
with card deal size parameters (a,b,c) was inspired by its (3,3,1) instance that was
coined in [2] the Russian Cards Problem, and that originates with Kirkman [7]. A
standard solution for (3,3,1) is as follows. Suppose Alice holds 0, 1, and 2, Bob
holds 3, 4, and 5, and Eve holds 6. Alice announces that her hand of cards is one
of 012,034,056,135,146,236,245, i.e., one of the seven hands {0,1,2}, etc., after
which Bob announces that Eve holds 6. Another solution is that Alice announces
that she holds one of the five hands 012,034,056,135,246, again followed by Bob
announcing that Eve holds 6. We can view such solutions as the execution sequences
of an underlying protocol. Some general patterns and special cases of card deal sizes
(a,b,c) for which two-announcement solutions exist are found in [1], but a complete
characterization is not known.

We can relax the constraints for secrecy in the Russian Cards Problem somewhat.
Suppose that the eavesdropper may learn single card ownership for Alice and Bob,
but just not their entire holding, i.e., the eavesdropper may not learn the card deal. In
that case, simpler protocols suffice. In terms of interpreted systems, Alice and Bob
attempt to communicate their local state to each other, without Eve learning their
local states. Note that, if Eve were to learn the local state of Alice or the local state
of Bill, she would learn the entire deal of cards.

A simple way for Alice to communicate her local state to Bob, in the (3,3,1)
case, is to announce that she holds one of 012, 034, and 056. In other words, she
gives away that she holds card 0, but this does not disclose her whole hand. After
that announcement, Bob as before responds that Eve holds 6. We may call Alice’s
announcement state safe, as opposed to card safe, above. There is a relation to bit
exchange problem: is it possible for Alice and Bob to share a secret bit (i.e., the
value of a proposition) by public communication. The seminal publication for the
latter is [6].

Motivation. We are motivated in our investigations by the ground separating un-
conditionally secure (also known as information-based) from conditionally secure
protocols. The security of the latter are based on computational features: the in-
tractability of some computation, a one-way function between some cryptographic
primitives, etc. It is tempting to say that unconditionally secure protocols are ab-
stractions of conditionally secure protocols. But this high and dry ground seems
very poor: abstracting away from keys and one-way functions seems to remove the
essence from reasoning about protocols, and it is therefore unclear what results for
the abstraction have to bear on practical security matters and protocol design. We
do not bridge that gap. But anything we do, aims to bridge that gap.
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Our slightly less ulterior motive is to design fast unconditionally secure protocols
for information exchange in interpreted systems. Within the more specific bounds
that we have set, such as card secure protocol or state secure protocols, we aim
to find minimum-length protocols, to find the maximum number of bits that can
be exchanged, and to analyze multi-agent versions of protocols (‘multi-party’ in
security jargon; with ‘multi’ as ‘more than two’) where the intention to securely ex-
change information about the ignorance and knowledge of other agents (also known
as higher-order preconditions in protocol execution) inevitably draws in dynamic
epistemic methodology. An additional challenge in that setting is the reconciliation
of what may be called more embedded methods with the more abstract logical and
combinatorial approaches. Somewhere on the far horizon remains a link with con-
ditional security.

Results. This work contains the following contributions. For the card exchange
problem for card deal size (n,n,1) we characterize a novel class of protocols con-
sisting of two announcements. In that case, we treat the set of cards not as a set of
(interchangable) labels as in design theory [10], but as set of consecutive numbers
0,1, ...,2n and employ number theoretical methods and brute force (Haskell). The
protocol is simple: both A and B announce the sum of their cards modulo 2n + 1.
The method has promising generalizations. Further, we show that state safe is equiv-
alent to bit safe, and provide a large class of card deal sizes (a,b,c) for which bit
exchange is possible (this should be seen as a special case of results in [5]). These
protocols typically consist of various announcements, without a claim that these are
minimal. We also give an example of a bit exchange protocol consisting of three
announcements where no solution of two announcements exists.

An extended version, presented at the (informal) ESSLLI 2010 workshop Logics
in Security, is available at http://personal.us.es/hvd/newpubs/fLiS
secretl.pdf

2 Card Deal Terminology and Known Results

The three agents Alice, Bob, and Eve are abbreviated as A,B,C. Given a set/deck D
of d = a + b + c cards, their hands of cards A,B,C consist of a,b,c cards. The card
deal (A,B,C) is the triple of the three hands of cards, and we call this a card deal
of size (a,b,c). The cards in the deck may be called anything whatsoever, but it is
customary to name them 0,1, ...,d−1.

Given that cards are numbers, and that our examples use small numbers, we allow
ourselves some abus de langage. Consider size (3,3,1). For hand of cards {0,1,2}
we write 012 (and the cards in a hand always in this ascending order), and for deal
({0,1,2},{3,4,5},{6}) we write 012.345.6.

We can distinguish the information requirement—what A and B are supposed
to learn from each other—from the safety requirement—what C is not supposed
to learn from the communications taking place between A and B. The information
requirement is for A and B to learn all of their cards (and therefore the entire deal
of cards). We call an information state satisfying that requirement state informative.
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The card safe requirement is for C to remain ignorant of the ownership of all of A’s
and B’s cards; whereas in state safe, the requirement is for C to remain ignorant of
the ownership of at least one of those cards (and therefore ignorant about the hand
of cards of the other agents, their local state).

Protocols to solve these problems consist of a finite number of alternating truthful
public announcements by A and B, all of which are informative (trivial announce-
ments are not allowed), and where each announcement consists of a number of
alternatives for the hand of cards of the announcing agent. These are not truly re-
strictive conditions: for a finite number of cards, there are only a finite number of
possible card deals, and each informative announcement results in a reduction of
these alternatives. In this work we only consider protocols of length two or three.

An information state is represented by a Kripke model for what agents know,
‘informative announcement’ can be defined as one resulting in a proper model re-
striction, any complex logical statement that is announced is equivalent to an an-
nouncement of a number of alternatives for the actual hand of cards, and all states in
(a bisimulation contraction of) that Kripke model are about different card deals [2].
The various safety and information requirements are formulas that can be checked
in such a model.

All the following should hold for any deal of cards for which a given sequence
of announcements can be made truthfully. An announcement is card safe / state
safe if it preserves ignorance of C of all cards / some card (the safety requirement).
We will normally call them safe, and let the context determine if card safe or state
safe is intended. A sequence of announcements is a protocol. A protocol is safe if it
consists of safe announcements. A protocol is state informative if A and B know the
card deal after termination, i.e., if the information state reached is state informative.
A protocol is good if it is safe and state informative.

In [1] some sizes (a,b,c) are listed for which good protocols consisting of two
announcements exist, e.g., (a,b,c) such that a+b+c= p2 + p+1 for any prime p≤
a−1, and (3,b,1) if b ≥ 3, and (a,2,1) if a = 0,4 mod 6. In a two-announcement
protocol the second announcement is always equivalent to B announcing the cards
of C. There may be protocols for (a,b,c) but not for (b,a,c), e.g., there is a protocol
for (4,2,1) but not for (2,4,1).

3 Card Safe Protocols for Size (n,n,1)

The five hand solution for the (3,3,1) case is also known under the form of the ‘sum
modulo number of cards’ [8]. For example, when Alice holds 012, she announces
that the sum of her cards modulo 7 is 3. There are five hands of cards having that
sum: 012, 046, 136, 145, 235. Not all hands in the five hand announcement 012,
034, 056, 135, 246 in the introductory section have the same sum, but subject to the
permutation of cards s(0) = 1,s(1) = 0,s(2) = 2,s(3) = 4,s(4) = 5,s(5) = 6,s(6) =
3 it can be transformed in the modulo 7 solution. And instead of responding by
announcing Eve’s card, Bob could equivalently have announced the sum of his cards
modulo 7.
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In [1] an 18 hand solution for (4,4,1) and a 66 hand solution for (5,5,1) are
given, but no general method was known for (n,n,1). In this section we give such a
general method for (n,n,1), for n ≥ 3.

It should be noted that the sum announcement is not always safe. For example,
take card deal size (4,2,1). Assume that A holds 0123. It is not (card) safe for A
to announce that the sum of her cards is 6. The quadruples summing to 6 are: 0123
0346 0256 1246 1345. If C holds 4, then she learns that A holds 0.

Let ∑A denote the sum of A’s cards modulo d, and similarly for other agents.
For our purposes we can equate D with the ring Zd of d elements, and + to the sum
operation defined on that ring. The announcement by an agent of the sum modulo the
total number of cards is called the sum announcement, and the protocol consisting
of A and then B announcing their sum is called the sum announcement protocol.
First let us note that if c = 1, the sum announcement informs the other agent of your
cards.

Proposition 1. If c = 1 and A announces the sum of her cards, then B knows A’s
cards.

The same argument applies if B announces the sum of his cards, so that:

Corollary 1. For (a,b,1), the protocol where first A announces the sum of her cards
and then B announces the sum of his cards is state informative.

A direct result from the proof of Proposition 1 is that

Corollary 2. A good sum announcement protocol for (a,b,c) is also good for
(b,a,c).

As we have seen in Section 2, this is not necessarily the case for other than sum
announcement protocols. Now, let us characterize (card) safety. We only summarize
the results. Consider the ‘pair swap’ property:

Pair swap (for A)
For every x0 ∈ Zd and every deal (A,B,C) such that x0 ∈ A, there
exist x1 ∈ A and y0,y1 ∈ B with x0 	= x1, y0 	= y1, and x0 + x1 = y0 + y1.

(1)

Proposition 2. Suppose that the triple (a,b,c) satisfies pair swap for A. Then, C
does not know any of A’s cards after ∑A is announced.

A similar property, (2), must hold for B. An announcement is (card) safe if (1) and
(2) hold. To find out when this is the case, we proceed combinatorially, building on
results of [3] and [9].

Proposition 3 ([9]). Let d be a prime. For a set A⊆Zd, denote Sn(A) as the set of all
sums x1 + ...+xn of n distinct elements of A. Then, |Sn(A)| ≥min

{
d,n|A|−n2 + 1

}
.

Proposition 4. If d is prime and both 2a−3+(b−1)≥ d +1 and (a−1)+2b−3≥
d + 1, then announcing ∑A (or ∑B) is card safe.

Proposition 5. If |A| = n ≥ 9 and A ⊆ Z2n+1, then |S2(A)| ≥ n + 3.
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This gives us the following

Corollary 3. For any n ≥ 9, announcing ∑A is card safe in the (n,n,1) case.

We also have that

Lemma 1. For any 3 ≤ n ≤ 8, announcing ∑A is card safe in the (n,n,1) case.

From Corollary 1, Corollary 3 and Lemma 1 we now obtain that

Theorem 1. For n ≥ 3, the sum announcement protocol is a good protocol for size
(n,n,1).

Protocols for one announcement. Alice and Bob can announce their sum at the
same time, and this is card safe and state informative. So we can shorten the sum
announcement protocol into a single announcement protocol. This is an elementary
observation, but still remarkable: for the protocols in [1] (and for all other card pro-
tocols that of which we know) Bob can only make a specific response after Alice’s
announcement.

Protocols for more than two announcements. For (a,b,c) where c > 1, the two
announcement protocol of both agents announcing the sum does not work. From
A’s announcement, B still learns the sum of C’s cards, but two cards that are held
by A instead of C may also have that sum. It is conceivable that B then makes some
other informative response (other than announcing his sum of cards!), from which A
learns his cards, and may then make yet another announcement informing B of C’s
cards. In other words, number theory may assist us to find good protocols consisting
of more than two announcements. For that, we also need to be more general than
just swapping pairs.

From swapping pairs to swapping n-tuples. Interestingly, in the original Russian
cards problem for parameters (3,3,1) the swapping pairs argument for showing
safety fails. Let us consider the card deal 013.245.6. There is no pair of cards from
013 with the same sum as a pair of cards from 245, for otherwise the remaining cards
in each hand would be equal since 0 + 1 + 3 = 2 + 4 + 5 modulo 7. Observe that,
however, safety can be easily shown by a swapping triples argument: it suffices to
interchange the whole players’ hands. Indeed, this is a general fact. Given a card deal
of the (3,3,1) case, if the sum of A’s cards is different from the sum of B’s cards,
the swapping pairs argument works. Otherwise, safety can be shown by exchanging
the whole hand of both players.

Employing Haskell, we have encountered several other cases where card safety
can be shown by a swapping n–tuples argument. We also conjecture a strengthening
of Proposition 5. (Details omitted.)

4 Communicating Local States

As said, the models encoding what agents know in a card deal can also be seen
as an interpreted system [4], namely where each processor/agent only knows his
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local state (namely his hand of cards), and where there is public knowledge among
all agents of the set of possible global states of the system, where a global state
is an n-tuple of local states (given n agents). That a local state consists of several
cards is somewhat less relevant from this perspective. The concern of the agents
communicating to each other may simply be to keep their local state a secret, but
they may not care about each and every of their cards. That is, the protocols should
be state safe, but not necessarily card safe.

In works like [6] the basic building block for secrecy is not a card, or a state, but
a bit. A bit may be any proposition that the communicating agents wish to share
while keeping it a secret from intruders. Given a card deal of size (a,b,c), ‘A and B
share a secret’ means that there is a proposition p such that it is public knowledge
(i.e., common knowledge to A, B, and C) that A and B commonly know the value
of p but that C remains ignorant of the value of p. A protocol can be called bit safe
and bit informative (or ‘a good protocol for bit exchange’) if for each initial state
of information a sequence of A,B announcements results in an information state
with a shared secret. We note that p typically is some factual proposition p (such
as ‘A holds card 0’, ‘the deal of cards is 012.345.6’, ...), but it can be any propo-
sition, also an epistemic statement; but this is not the situation typically considered
in information theory, nor in security protocol analysis. From this perspective, state
informative is bit informative for the proposition describing the deal of cards; and
we note that this is a different proposition in every different state. There are also less
obvious correspondences:

Proposition 6. State safe is bit safe.

Similarly, one might wonder if bit informative is state informative. As said, state in-
formative is bit informative: the description of a state is a bit. But it is quite possible
to share a secret bit without disclosing all your cards. But, if it is possible to share
a secret bit, is there then also another protocol to safely disclose all of your cards?
We think the answer is yes, but we do not know the answer.

One can show for a large class of (a,b,c) that they are bit safe. Our results can
be summarized as follows. Theorem is a straight consequence of Lemma’s 2 and 3.

Lemma 2. If a,b > c, A and B can share a secret after public communication.

Lemma 3. If a > b = c > 0 or b > a = c > 0, A and B can share a secret after
public communication.

Theorem 2. Let a,b > c, or a > b = c > 0, or b > a = c > 0. Then A and B can
share a secret after public communication.

Theorem 2 also follows from [5, Theorem 2.1] of which the special case for two
agents sharing a secret is that a + b ≥ c + 2. We note that this involves cases where
either a or b is smaller than c, unlike our conditions, so their results are more general.
However, it is unclear if our (or their) bounds are sharp and if for all other card deal
size (a,b,c), no secret can be shared between A and B. There are cases for which
no secret can be shared, e.g., (1,1,1).

We have two other interesting results to report. First, if you don’t care which two
agents share the secret, a secret can always be shared (even for (1,1,1)!).



124 M. Albert et al.

Proposition 7. Given (a,b,c) where there is uncertainty about the card deal, two
agents can share a secret.

Proof. Take any agent i. Let i announce: “I hold exactly one of {x,y}. The (single!)
other agent j for which this also holds now responds: “So do I.” Now, i and j share
a secret bit. (Namely, the value of the proposition ‘i holds card x’.)

Second, bit exchange protocols above may consist of (strictly) more than two an-
nouncements. One case is (2,2,1). (Details omitted.)

Proposition 8. There are (a,b,c) for which good protocols satisfying state safety
always require more than two announcements.

5 Further Research

Of further logical interest is a language of protocols, and a logic to check protocol
properties. A promising logic having such features is found in [11].
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COMAS: A Multi-agent System for Performing 
Consensus Processes 

Iván Palomares, Pedro J. Sánchez, Francisco J. Quesada,  
Francisco Mata, and Luis Martínez1 

Abstract. The need for achieving consensus in group decision making problems is 
a common and sometimes necessary task in a myriad of social and business envi-
ronments. Different consensus reaching processes have been proposed in the lit-
erature to achieve agreement among a group of experts. Initially, such processes 
were guided by a human moderator, but afterwards, some proposals to facilitate 
such a process arose by automating the moderator tasks. However, not many con-
sensus support systems have been developed so far, due to the difficulty to man-
age intelligent tasks and cope with the negotiation process involved in consensus. 
This paper aims to present an initial prototype of an automatic consensus support 
system, developed by using the multi-agent paradigm that provides intelligent 
tools and capacities to tackle the inherent complexity found in this problem. To do 
so, we focus on the consensus model considered, the multi-agent architecture de-
signed to develop such a system, and the ontology used for reasoning and commu-
nication tasks. 

1    Introduction 

In group decision making problems (GDM), two or more experts try to reach a 
common solution about a decision problem. Traditionally, these problems have 
been solved performing a selection process where the best alternative/s is/are cho-
sen as the solution, without taking into account any previous agreement among 
experts [9]. This often leads to situations where some experts may consider that 
their individual opinion has not been taken into account, and therefore they dis-
agree with the achieved solution [19]. To avoid such situations, the idea of carry-
ing out a consensus process prior to the selection process emerged, so that experts 
express and discuss their preferences to make them closer to each other with the 
aim of reaching a high level of agreement before making the decision [15]. The 
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consensus process has typically been coordinated by a human moderator, who is 
responsible for process supervision and evaluation of the level of agreement 
achieved in each consensus round. Regarding the automation of consensus reach-
ing processes (in order to perform them without human supervision), some models 
have been proposed [11,16], but not so many have been finally developed. 

Intelligent agents are software entities capable of carrying out actions in an 
autonomous way to achieve one or more aims, reasoning about acquired knowl-
edge and exchanging information with other agents and/or the environment. In 
most contexts and problems, different agents, each one with its specific role and 
behaviours, must be identified, thus establishing a multi-agent system (MAS). 
Applications for MAS include areas such as planning [8], industry [1] and, more 
recently, works related to web services [21]. 

By considering the aforementioned problem and statements, this contribution 
aims to present a multi-agent system to support consensus processes (COMAS). 
This system automates and guides consensus processes by means of a set of dif-
ferent intelligent agents that manage, supervise and control them. This paper is  
organized as follows: in the next Section, we briefly review consensus GDM prob-
lems in general and show the theoretical consensus model used by COMAS in 
particular. In Section 3, we then describe the MAS architecture of our system. 
Section 4 briefly describes the ontology employed for agent communication. Sec-
tion 5 shows an example of the system’s performance, and finally, in Section 6 
some conclusions and future works are drawn. 

2   Consensus Model Description 

Group decision-making (GDM) problems may be defined as decision situations 
where [16]: 

1. There is a decision problem to be solved, where a solution must be chosen 
among a set of alternatives X = {x1,x2,…,xn}. 

2. Two or more experts E = {e1,e2,…,em} participate, having each one his own 
opinions about the set of alternatives X that the problem considers. 

3. Experts try to achieve a common solution. 

The process for reaching a solution in GDM problems consists of two steps [18]: 

• Aggregation phase, that combines the experts’ preferences. 
• Exploitation phase, to obtain an alternative or subset of alternatives as the  

problem’s solution. 

The above selection process does not necessarily imply any agreement among the 
experts, therefore the solution might not be accepted by some of them if they con-
sider that their preferences have not been taken into account in the process [2]. In 
order to increase the agreement among them, an extra phase is introduced, the 
consensus phase. 
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A consensus reaching process consists in a discussion process where a group of 
experts try to achieve an agreement, supported by a human moderator. Many theo-
retical consensus models have been proposed in the literature [3,4,5,6,12,13]. Fig-
ure 1 shows the consensus model implemented by COMAS, based on the main 
ideas of the models presented in [10,11,16]. 

 

Fig. 1 Consensus reaching model employed in COMAS 

Consensus reaching process is seen as an iterative process, where experts provide 
their preferences about the set of alternatives when each discussion round begins. 
A brief description of each phase is shown below: 

1. Gathering information. Experts provide their opinions to the moderator, by 
means of structures called preference relations, which consist of one matrix by 
expert Pi, where each element pi

lk represents the degree of preference on the al-
ternative xl over xk according to the expert ei. 

2. Computing consensus degree. The moderator computes the level of agree-
ment once gathered all the experts’ preferences, by means of a similarity meas-
urement. The agreement level is expressed as a value in the interval [0,1], 
where a value of 1 means total agreement. 

3. Consensus control. The degree obtained in the previous phase is checked. If it 
is greater than a consensus threshold given, then the desired agreement has 
been reached and the consensus process finishes. Otherwise, the process needs 
more discussion. In addition, a maximum number of rounds is set before be-
ginning the process, so that if it is reached, then the consensus process fails. 

4. Advice generation. The model suggests how experts should change some of 
their preferences in order to increase the level of agreement in the following 
rounds [5,16]. A set of suggestions regarding appropriate changes is generated 
and delivered to experts. 

A further detailed description of the consensus reaching process developed in 
COMAS can be found in [17]. 
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3   COMAS Multi-agent Architecture 

In this section, the multi-agent architecture designed for COMAS is presented. 
The architecture was developed basing on the FIPA standard2, and using the 
JADE agent platform3; and is depicted in Figure 2. 

 

Fig. 2 COMAS architecture 

We can consider COMAS a cooperative MAS, where agents work together in or-
der to reach a common objective, i.e., reaching a consensus. Several agent roles 
are proposed according to the different roles and tasks that can be identified in the 
previously reviewed consensus model. These roles are described below: 

• Expert Agent: It represents a human expert, and acts on behalf of him. 
• Moderator agent: It assumes the human moderator’s role, and is responsible for 

guaranteeing a right development of the overall consensus process. 

In addition, because of the complex set of responsibilities initially assumed by the 
moderator, we have decided to add some specialized agents to support moderator 
agent in various specific tasks in the consensus process: 

• Consensus Evaluator Agent: It is in charge of computing the consensus degree 
achieved in each consensus round, and report it to moderator agent. 

• Change Detector Agent: It is responsible for leading the necessary operations 
for the Advice generation stage in the consensus process. 

• Analyst Agent: This additional agent assumes the task of storing all the infor-
mation concerning each consensus process in a database. 

Other components provided in our system’s architecture are: 

• Interface Agent: Each expert agent is associated to an interface agent, which  
allows human experts or users to provide their initial preferences before the 

                                                           
2 FIPA: http://www.fipa.org 
3 JADE: http://jade.tilab.com 
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process begins, as well as showing them the results achieved by the consensus 
process. 

• FIPA-specific components and agents: FIPA standard (Foundation for Intelli-
gent and Physical Agents) provides some utilities for general purpose multi-
agent systems, such as the Directory Facilitator(DF), AMS (Agent Management 
System), and MTS (Message Transport System). 

• Ontology: Agents communicate each other by exchanging messages. Therefore, 
a ontology has been defined for COMAS, so that agents share a common se-
mantics and knowledge about the problem. A detailed description about the 
system’s ontology is given in Section 4. 

• Consensus Support System: This is the software model containing all necessary 
Java classes to perform all operations in the consensus process.  

• Database: It stores and recovers past information about consensus processes. 

4   COMAS Ontology 

In this section, we show the ontology designed to allow communication among 
agents under a common language and semantics [7,20]. 

Since COMAS ontology is based on the idea proposed by Kacprzyk and 
Zadrozny in [14], its design considers both the necessary concepts for performing 
consensus processes and those ones used by agents for reasoning about the par-
ticular problem’s knowledge. Figure 3 shows the components used in our ontol-
ogy. These components are divided into three categories: 

 

Fig. 3 Ontology components used in COMAS 

1. Concepts: Symbolic expressions representing objects. They consist of one or 
more attributes or slots. Concepts are not individually used by agents, but they 
appear as part of predicates or agent actions in ACL messages. Concepts  
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designed in our system include: AID, Alternative, Consensus, ExpertAgent, 
OpAggregation, OpSimilarity, PreferenceRelation and Recommendation. 

2. Predicates: Expressions about the state of the world, their value would be  
either true or false. They are commonly used in COMAS as the content of 
ACL-Inform messages (answer to a request message), and include: ProvideAs-
sessment, ProvideConsensus and ProvideRecommendation.  

3. Agent Actions: These expressions are a special case of concepts with an addi-
tional semantics, indicating actions that can be performed by agents, and they 
are usually the content of ACL-Request and ACL-Propose messages in our sys-
tem. COMAS agent actions include: JoinConsensus, MakeAssesment, Rate-
Consensus and RateRecommendation. 

5   COMAS Performance 

In this section, we briefly show some experimental results obtained from a simula-
tion we have carried out on our platform. The simulation consisted in solving a 
consensus problem with 4 alternatives and 100 experts, by using different consen-
sus measures. The high scalability of COMAS makes possible performing consen-
sus processes automatically with a high number of experts, which hasn’t generally 
been done previously. 

Consensus measures are used for measuring the level of agreement among ex-
perts, through the use of similarity measures and aggregation operators. We have 
considered the use of different combinations of these measures for each one of the 
experiments made. In addition, we consider a consensus threshold of 0.85 and a 
maximum number of 10 rounds permitted. 

 

Fig. 4 Results achieved solving a consensus problem through simulation.  
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Figure 4 shows the convergence towards consensus, by displaying the number 
of required rounds and the level of agreement achieved, in some of the tests car-
ried out on COMAS by using a similarity measure based on Euclidean Distance 
and different well-known aggregation operators, some of which may be found in 
[22] for further detail about them. 

The overall results obtained from these tests and another ones carried out with 
more different measures, leaded us to conclude that the use of different consensus 
measures allows decision makers to use COMAS to solve consensus problems ac-
cording to their requirements, ranging from situations where a fast agreement is 
required, to contexts where more discussion among experts is needed. 

 

6   Conclusions and Future Work 

Even though consensus processes have been widely studied and many different 
models were proposed, there are barely real implementations of such a type of sys-
tem. This contribution has introduced COMAS, a multi-agent architecture to sup-
port and automate consensus reaching processes with a high number of experts. 
We are currently tackling different improvements in COMAS. On the one hand, 
we are aimed at deploying a user interface based on Web Services, as well as im-
plementing different profiles of ‘personality’ for experts. On the other hand, we 
intend to deploy our system in intelligent environments, thus discovering real ap-
plications in smart homes. 
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Distributed Fuzzy Clustering with Automatic
Detection of the Number of Clusters

L. Vendramin, R.J.G.B. Campello, L.F.S. Coletta, and E.R. Hruschka

Abstract. We present a consensus-based algorithm to distributed fuzzy clustering
that allows automatic estimation of the number of clusters. Also, a variant of the par-
allel Fuzzy c-Means algorithm that is capable of estimating the number of clusters
is introduced. This variant, named DFCM, is applied for clustering data distributed
across different data sites. DFCM makes use of a new, distributed version of the
Xie-Beni validity criterion. Illustrative experiments show that for sites having data
from different populations the developed consensus-based algorithm can provide
better results than DFCM.

Keywords: Clustering Data, Distributed Clustering, Consensus Clustering.

1 Introduction

Data clustering is a fundamental conceptual problem in data mining, in which one
aims at determining a finite set of categories to describe a data set according to
similarities among its objects [6]. In particular, fuzzy clustering algorithms aim at
finding a fuzzy partition of a data set X = {x1,x2, . . . , xN }, with N objects described
by n-dimensional feature or attribute vectors x j, into a certain number k of fuzzy
clusters. A fuzzy partition can be represented by means of a k×N partition matrix
U = [ui j]k×N where ui j denotes the membership degree of the jth object to the ith
cluster. A probabilistic fuzzy partition requires that the membership degrees of each
object to all clusters must sum up to one, i.e.:

U = [ui j]k×N ; ui j ∈ [0,1];
k

∑
i=1

ui j = 1;∀ j ∈ {1, . . . ,N} (1)
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The literature on fuzzy clustering is extensive. Several fuzzy clustering algo-
rithms with different characteristics and for different purposes have been proposed
and investigated [1, 5]. Some of the most well-known algorithms are the Fuzzy c-
Means (FCM) [2] and the Fuzzy c-Medoids (FCMdd) [7], which is a variant of
FCM able to deal with relational data. These algorithms, however, have been orig-
inally conceived to process centralized data only. Nevertheless, there are scenarios
in which the data are (or can be) distributed among different sites. In these scenar-
ios, the goal of a clustering algorithm consists in finding a structure that describes
the distributed data without the need of data and processing centralization. One of
these algorithms, named Distributed Fuzzy c-Means (DFCM) in this paper, is a par-
allel version [12] of FCM that assumes that the data sites were generated from the
same population and can produce precisely the same FCM results as if the data were
centralized. A different approach to distributed fuzzy clustering, which is aimed at
describing non-centralized data coming from different populations, have been intro-
duced in [11, 9]. Essentially, the goal of this approach is to reconcile the structure
obtained from objects in a local data site with the available FCM-like results from
other data sites — by means of a consensus clustering solution.

This paper presents an extension of the consensus-based algorithm to distributed
fuzzy clustering described in [11, 9]. A procedure to automatically estimate the
number of clusters with the DFCM clustering algorithm, by using a new, distributed
version of the Xie-Beni validity criterion, is also provided. Finally, illustrative ex-
amples indicate scenarios where the consensus process can be successfully applied.

2 Consensus Clustering

Let X[ii] = {x1[ii], . . . ,xNii [ii]} be a data set composed of Nii objects, x j[ii]. Then,
consider a scenario in which there is a distributed collection of p + 1 such (pos-
sibly confidential) data sets, each of which is associated with kii fuzzy clusters.
Finally, recall that FCM-like algorithms represent clusters by means of proto-
types. The goal of a user in data site X[0] is to reconcile a fuzzy partition U[0] =
[ui j[0]]k0×N0 induced from data set X[0] and its prototypes, with the fuzzy parti-
tions U[0|ii] = [ui j[0|ii]]kii×N0 induced from X[0] and prototypes coming from other
data sites X[ii] (ii = 1, . . . , p) [11, 9] 1.

Note that all induced partition matrices U[0|ii] have the same number of columns,
but not necessarily the same number of rows. Therefore, a consensus partition
Uk×N0 , with k clusters, cannot be obtained directly from the induced partition ma-
trices. The proximity matrix is a viable alternative to deal with this problem. Given
a probabilistic fuzzy partition matrix U[0|ii], i.e., a partition that meet the require-
ments in (1), we can calculate the proximity between objects i and j (Proxi j), in
such a way that Proxi j ∈ [0,1], as:

1 Matrices U[0|ii] are calculated with data from X[0] and cluster prototypes provided by the
iith data site, X[ii], using the standard FCM procedure to calculate a partition matrix.



Distributed Fuzzy Clustering with Automatic Detection 135

Proxi j[0|ii] = 1− 1
2

kii

∑
l=1

(uli[0|ii]−ul j[0|ii])2 (2)

By calculating proximity values for all pairs of objects we get a proximity matrix
denoted by Prox[0|ii]. Note that after the transformation from induced partition ma-
trices (U[0|ii]) to induced proximity matrices (Prox[0|ii]), for ii = 0, . . . , p, we obtain
matrices with precisely the same dimension, given by N0 ×N0, which is determined
by the number of objects in data site X[0] (where consensus will take place). The
main idea behind the consensus fuzzy clustering approach considered here is to
build a partition matrix U whose proximity matrix, given by Prox(U), is as close as
possible to the induced proximity matrices Prox[0|ii](ii = 0, . . . , p). Formally, one
aims at minimizing (with respect to U) the following objective function:

V =
p

∑
ii=0

αii

N0−1

∑
i=1

N0

∑
j=i+1

(Proxi j(U)−Proxi j[0|ii])2 (3)

where αii ∈ [0,1] is a weight that can be assigned by the user to reflect the reliability
or importance of the iith data site.

Note that the update of the partition matrix elements should be controlled so that
the properties described in (1) be satisfied. An approach to satisfy those properties
is to use a constrained nonlinear optimization method like the Interior Point method
[3] — in our case using the partial derivatives of V in Eq. (3) with respect to each
element ui j. The formulation of the optimization problem is given by:

min
U

V =
p

∑
ii=0

αii

N0−1

∑
i=1

N0

∑
j=i+1

(Proxi j(U)−Proxi j[0|ii])2

s.t.
k

∑
l=1

ul j = 1, j = 1, . . . ,N0

0 ≤ ul j ≤ 1, l = 1, . . . ,k, j = 1, . . . ,N0

where N0 is the number of objects in data site X[0], k is the (user-defined) number
of clusters (rows) in the consensus partition U, and p+1 is the number of data sites.

This process can also be applied when data sites, called subspaces, are described
by the same objects but different attributes. In this case, each subspace finds a par-
tition matrix of the same objects (columns). Since these matrices are built from
the same objects, proximity matrices with the same dimensions (N0 ×N0) can be di-
rectly computed from them. By doing so, a consensus process can, analogous to that
described above, be applied to find a global structure that represents all subspaces.

3 Estimating the Number of Clusters

The consensus process requires a priori knowledge of the number of clusters. How-
ever, the most natural number of clusters in a real data set is usually unknown
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a priori by the user. A widely known and simple approach to get around this
drawback consists of getting a set of data partitions with different numbers of clus-
ters and then select that particular partition that provides the best result according
to a quality criterion [6]. The procedure in which the clustering algorithm is run M
times for each number of clusters ranging from a given kmin to a given kmax is re-
ferred to here as OMR (Ordered Multiple Runs). At the end of this procedure there
will exist M × (kmax − kmin + 1) partitions that must be evaluated according to the
quality criterion adopted (see Section 4). We refer to as OMR-FCM, OMR-DFCM,
OMR-FCMdd, and OMR-C when the clustering algorithms used are FCM, DFCM,
FCMdd, and consensus (Section 2), respectively.

OMR-FCM and OMR-FCMdd are used to generate partitions of the local data
sites to be further combined by means of consensus. OMR-DFCM and OMR-C, by
their turn, are each used to generate a partition for the global (distributed) data.

It is important to notice that the partition matrix resulting from OMR-C may con-
tain “virtual” clusters that do not represent any object, i.e., no object in the data set
belongs to a higher extent to a given (virtual) cluster than to other clusters. In these
cases, virtual clusters can be eliminated by removing its row of the partition matrix
U. When eliminating all membership values of a virtual cluster, it is necessary that
the constraints imposed by (1) be met. One simple alternative is to normalize each
column of U. A more conceptually interesting alternative is to provide the reduced
resulting matrix U back to the optimization process so that it can be readjusted.

4 Distributed Version of Xie-Beni Validity Criterion

In order to evaluate partitions in OMR procedures, we can use as a quality criterion
the well-known Xie-Beni (XB) fuzzy clustering validity index, defined as [15]:

XB =
∑k

i=1 ∑N
j=1 um

i j||x j −vi||2
N minl,s ||vl −vs||2 (4)

where vi denotes the ith cluster’s prototype, and m is the fuzzyfication exponent used
by FCM and DFCM, typically m = 2. This criterion can be directly used by OMR-
FCM and OMR-FCMdd to evaluate local partitions. A distributed version of this
criterion, able to evaluate global partitions of distributed data, can be derived from
Eq. (4). Let the data be distributed among p + 1 data sites, each of which with Nii

objects, and consider that each data site communicates the XB value respective to a
partition of its Nii objects (denoted by XB[ii]). Then, it is straightforward to write a
distributed version of this criterion as:

XBD =
∑p

ii=0 αii ∑k
i=1 ∑Nii

j=1 um
i j||x j[ii]−vi||2

∑p
ii=0 αiiNii minl,s ||vl −vs||2 =

∑p
ii=0 αiiXB[ii]Nii

∑p
ii=0 αiiNii

(5)

where αii is the importance of the iith data site (see Eq. (3)). XBD = XB if αii = 1∀ii.
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Notice that the use of a validity index such as XBD to evaluate a global partition
of distributed data implicitly presumes that the data sites come from the same popu-
lation, which is precisely the assumption made by DFCM. So, XBD will be used by
OMR-DFCM. This assumption, however, is not made by the consensus algorithm,
which presumes different populations. For this reason, the objective function V of
the consensus algorithm itself (Eq.(3)) will be used as a quality criterion by OMR-C.

5 Experiments

We have run the FCM/FCMdd algorithms with the default exponent value m = 2.
XB and XBD were used by OMR-FCM/OMR-FCMdd and OMR-DFCM proce-
dures, respectively2. Finally, the weights for the data sites in the consensus algo-
rithm were set evenly to one, i.e., αii = 1,∀ii.

5.1 Illustrative Example I - Same Feature Space

This experiment has two data sites (DS), each of which with N = 40 distinct objects
described by the same n = 2 attributes. We are assuming that the clustering structure
obtained locally, at a given data site, can be refined from the clustering structure
present in another data site.

The OMR-DFCM procedure was run with kmin = 2,kmax = 8, and M = 20. The
result of this procedure, a partition with four clusters (circles, squares, diamonds,
and triangles), is illustrated in Figs. 1(a) and 1(b). Individual analyses of Figs. 1(a)
and 1(b) show that the clusters hardly reflect the local structures. An overall cluster-
ing result, obtained by assuming that the data distributed across different data sites
are from the same population, can be locally detrimental. Note that objects at the
bottom of Fig. 1(a) were divided into two clusters (diamonds and triangles). This
is due to the existence of objects in that location in the other data site (Fig. 1(b)).
This division can be detrimental to the clustering process in DS1, since there are no
objects where the new cluster was identified. In fact, one may prefer a single cluster
instead of two clusters in that location.

In these cases, in which the data sites come from different populations, the use of
a clustering algorithm that contributes to the improvement of the partitions obtained
locally may be desirable. To that end, the OMR-C procedure can be used. We ran
the OMR-FCM procedure at each data site individually with the same configura-
tions above for kmin,kmax, and M. The solutions obtained by OMR-FCM procedure
applied individually to each data site are illustrated in Figs. 1(c) and 1(d), and were
used for the consensus process. The OMR-C procedure was then applied indepen-
dently at each data site (considering it as the local data site X[0]) within the same
interval for the number of clusters (k ∈ [2,8]). The solution that provided the lowest
objective function value, when DS1 and DS2 were considered as the local data sites,
is illustrated in Figs. 1(e) and 1(f), respectively.

2 Similar results were obtained when the Fuzzy Silhouette Criterion [4] was used.
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(a) OMR-DFCM - DS1
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(b) OMR-DFCM - DS2
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(c) OMR-FCM - DS1
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(d) OMR-FCM - DS2
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(e) OMR-C - DS1
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(f) OMR-C - DS2

Fig. 1 Best result obtained by each procedure for both data sites: (a) (b): OMR-DFCM, (c)
(d): OMR-FCM locally, and (e) (f): OMR-C − centers are represented as stars.

Note that the consensus process allowed the identification of three clusters at
DS1. The objects that are illustrated at the top of Fig. 1(e) were divided into two
clusters. This is due to the presence of two clusters in this region identified by DS2
(Fig. 1(d)). In addition, the consensus process has found only one cluster at the
bottom of Figs. 1(e) and 1(f), which can be more desirable since there is no evidence
of another cluster when evaluating each DS locally. This result illustrates a scenario
where consensus can be beneficial to each data site while a distributed clustering
algorithm can result in an undesirable structure.
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5.2 Illustrative Example II - Different Feature Spaces

This experiment consists in clustering images described by different descriptors.
The images were obtained from [14]. Five collections of images were selected, each
of which has 111 images of a certain physical object, thus producing a total of
555 images of five different objects3. Four descriptors described in [10] were used
to build four 555× 555 relational matrices (R1,R2,R3, and R4) with pair distances
among all objects (images). Each relational matrix describes the data in a different
subspace. The OMR-FCMdd algorithm can be readily applied to relational data if
one uses a relational validity criterion, i.e., a criterion that requires a relational data
matrix only. A relational version of XB (Section 4) was presented in [13] and will
be used here to evaluate the quality of each solution provided by OMR-FCMdd.

Since we have five collections of different images, it is possible to compare the
clustering results with the expected solution with five clusters, e.g., using the Jac-
card and Corrected Rand external indexes [6]. The higher their values the more
similar to the expected partition an obtained partition is. OMR-FCMdd was applied
individually to each subspace (i.e., relational matrix) with kmin = 2,kmax = 8, and
M = 50. In addition, this algorithm was also applied to a single, concatenated matrix
R+ = R1 + R2 + R3 + R4 to produce a single result from the different descriptors of
the images (subspaces). Finally, OMR-C was also applied to get a consensus among
the results produced by OMR-FCMdd when applied independently to each subspace
(R1,R2,R3, and R4). The results are displayed in Table 1.

Table 1 Number of clusters, Jaccard value, and Corrected Rand value obtained by OMR-
FCMdd procedure in each subspace individually, by OMR-FCMdd in the concatenated space
R+, and by consensus (OMR-C).

R1 R2 R3 R4 R+ OMR-C
No. of Clusters 7 2 2 6 4 6

Jaccard 0.7788 0.2833 0.2895 0.5182 0.5151 0.7841
Corrected Rand 0.8483 0.1928 0.2046 0.6066 0.5815 0.8487

Although none of the results exhibited the expected number of clusters, 5, the
consensus procedure produced a better solution (evaluated by Jaccard and Corrected
Rand) compared with OMR-FCMdd when applied either individually to each sub-
space or using the concatenated relational matrix. The consensus solution is only
slightly better than the one obtained from one of the subspaces individually (R1).
However, notice that, in practical applications, there are no expected solutions to be
used to compute the Jaccard and Corrected Rand indexes and, so, the user does not
known which subspace would provide the best clustering result standalone.

3 The selected collections are labeled as 422, 656, 792, 915, 959 in [14].
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6 Conclusions

In this paper we extended the consensus clustering approach for distributed data
described in [9, 11] with (i) automatic detection of the number of clusters and (ii)
a new formulation to the optimization problem based on a continuous and differ-
entiable objective function. In addition, a variant of the parallel Fuzzy c-Means al-
gorithm [12], here named DFCM, which is capable of estimating the number of
clusters — by using a new, distributed version of the Xie-Beni validity criterion
— was also introduced. Our illustrative experiments showed that for sites having
data from different populations the developed consensus-based algorithm can pro-
vide better results than DFCM. The study of the computational efficiency of the
proposed algorithm is an interesting venue for future work.
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Resource Sharing in Collaborative
Environments: Performance Considerations

Roberto Morales, Norma Candolfi, Jetzabel Serna, David A. Mejı́a,
José M. Villegas, Juan I. Nieto, and Manel Medina

Abstract. Current collaborative environments are now largely populated of a great
diversity of heterogeneous mobile devices. In environments such as m-health, the
employment of pervasive devices represents an important communication link in
gathering information that can be accessed or provided by other shared resources
immerse in the environment. Particularly in medical environments, resource sharing
middlewares can give rise to an endless number of potential applications to support
medical specialists in collaboratively gathering vital health information of a patient.
However, the applicability of this technological support which highly depends on
the performance provided by the middleware communication channel has not been
analyzed. Hence, in this paper, we provide initial results based on a series of experi-
ments aimed at demonstrating the applicability and robustness of resource sharing
in hospital work scenarios where, due to its popularity Bluetooth has been adopted
by resource sharing middlewares as the main communication channel.

Keywords: Resource sharing, collaborative environments, m-health, performance

1 Introduction

The continuously increasing integration of wireless technology in our daily lives has
led to a wide range of collaborative environment applications. Since resource sha-
ring is one of the most common activities in these kind of environments, applications

Roberto Morales · Jetzabel Serna · Manel Medina
Technical University of Catalonia, Computer Architecture Department, Jordi Girona 1-3,
08034 Barcelona, Spain
e-mail: {rmorales,jetzabel,medina}@ac.upc.edu

Norma Candolfi · David A. Mejı́a · José M. Villegas · Juan I. Nieto
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supporting resource sharing could greatly benefit the individual or cooperative work
of users in a collaborative environment, such as m-heatlh. Devices in collaborative
environments (e.g. mobile phones, sensors, PDAs) possess each, a great variety of
resources. The employment of resource sharing middlewares give devices the oppor-
tunity of i) dynamically use resources to improve their capabilities, or ii) dynami-
cally add new resources. For example, devices can aggregate additional resources to
improve sound or video quality, by using higher definition speakers, or by placing
video with higher resolution in a bigger display, respectively. Devices can augment
its capacity with remote storage through the aggregation of additional resources.
These capabilities could be exploited, in m-health environments for instance, by us-
ing additional external displays to make a collaborative diagnosis of a X-ray image
(when physicians occasionally meet in common areas and discuss a particular case).
Along with the aforementioned benefits, resource sharing middlewares also convey
important challenges, for example the capability of maintaining access to the avail-
able resources by the allocation of proper communication channels, which is still a
major challenge and an important area of research. Therefore, to achieve successful
collaboration, resource sharing middlewares must be able of selecting and mana-
ging appropriate communication channels in order to provide a satisfying QoS, and
allow different forms of communication exchange, such as device synchronization
or information streaming. Furthermore, considering that nowadays pervasive en-
vironments are greatly populated with Bluetooth enabled devices, the present study
evaluates Bluetooth as the main communication channel for resource sharing in hos-
pital work scenarios, which is particularly suitable due to its unique characteristics,
i.e., low cost and low power radio technology. Thus, the main goal of this paper is to
perform a series of experiments in order to evaluate the real capacities and behavior
of Bluetooth for resource sharing middlewares applied in the collaborative environ-
ment of a hospital, where users own conventional mobile devices that often do not
support more than one connection, and that, due to the high diversity of included
Bluetooth versions, are not able to sustain an adequate performance.

1.1 Outline

This paper is organized according the following structure: Section 2 highlights the
basics of resource sharing and introduces the “hospital work” collaborative scenario.
The initial experimental evaluation is described in Section 3 and Section 4 presents
a discussion of the experimental results. Section 5 overviews the related work and
finally the main conclusions and future work directions are drawn in Section 6.

2 Resource Sharing: A Hospital Work Case Study

The great computing diversity in collaborative environments, enable users to share
resources and work together to perform a large set of environment-dependent tasks.
Current middleware approaches supporting resource sharing and how can hospital
work benefit from applying them into the daily activities are explained next.
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2.1 Middleware Support for Resource Sharing

Resource sharing allows devices to dynamically interact and share their available
resources. Performing these tasks in a transparent manner and advantaging the great
communication integration provided by wireless technologies require a general ar-
chitecture. At present, middlewares presented in [11], [12] or [9] have demonstrated
the possibility of extending devices’ capabilities by using external resources. For
example, using a mobile phone as a mouse to control an external device, employing
an internal accelerometer of a device as a joystick, or playing a song using external
audio resource. Nevertheless this concept has not been applied yet to m-health.

2.2 Applying Resource Sharing to m-Health Scenarios

Resource sharing can be exploited in a wide set of applications but especially in
those involving collaborative work, providing a powerful tool to enhance users’
collaborations. The next scenarios present different interactions in hospital work
supported by resource sharing, assuming that all collaborating users own a mobile
device with resource sharing collaborative applications.

Scenario 1: A physician is in a patient’s room when he realizes through the local-
ization application that the medical specialist is walking close to his position and
decides to ask him about an X-ray image, and automatically connects his PDA via
Bluetooth to the public shared display. Figure 1a represents the physician (master
node 01) streaming an image to the shared display (client node). Looking the X-ray
results in the public shared display they begin the discussion.
[Physician]: What do you think about this?
[Medical Specialist]: Mmm, I think that he has (disease’s name).
[Physician]: Are you sure? Because he has (the physician explains the symptoms).
[Medical Specialist]: Yes, I do. I had a patient with similar symptoms.
[Physician]: Are you sure? I think there could be some differences.
The medical specialist through his handled (master node 02) accesses remotely to
the patient’s health record and the image is streamed to the public shared display
(client node) which shows the physician an X-ray of that patient.
[Medical Specialist]: Look, this is the X-ray of the patient I mentioned before.
[Physician]: You are right. Which is the treatment for this type of disease?
The medical specialist accesses his office’s PC to retrieve information from a medi-
cal guide related to the medication, and transfers it to the physicians’ handheld.

Scenario 2: A medical specialist and a couple of physician residents meet in the hall-
way and discuss about the medical procedures that one of the residents must perform
on two patients. Their handheld devices connect via Bluetooth and the Voice Detec-
tion Agent [8] starts monitoring the beginning of the interaction for recording it. As
depicted in Figure 1b, the device initiating the interaction, i.e., the “client node”,
automatically selects a “master node” from neighboring devices (the best available
audio resource). While the medical specialist starts explaining the procedure of each



144 R. Morales et al.

patient, the master node captures and transmits the audio to the client. In turn, the
client node (requestor) processes and sends the information (audio, ids, timestamps,
etc.) via WiFi to be stored by the server. The medical specialist completes the ex-
planation, then, the resident goes to the bed ward and reviews the medical record of
each patient. At this time, the resident is confused about which procedure must be
performed to each patient. Thus, the resident accesses his handheld device to access
the recorded information and clarifies his doubts.

(a) Scenario 1 (b) Scenario 2

Fig. 1 Resource sharing in m-health scenarios: a) Streaming information to a shared display,
b) Gathering audio information from the best available audio resource.

3 Experimental Evaluation

In order to simulate the introduced case study, this section presents a set of initial
experiments based on a typical everyday hospital work scenario.

3.1 Test-Bed

In the scenarios 1 and 2 (medical staff visualizing an image in a public shared dis-
play and using a shared audio resource) the collaborative interactions are based on a
point-to-point connection (a master and a client node at the time). However, to stress
the capabilities of Bluetooth and explore other possible scenarios, the experiments
included connections up to 5 client nodes, thus providing an insight of maximum
number of collaborative users (medical staff) sharing a resource with an accept-
able performance degree. In this scenario, nodes were configured with six Anycom
USB-200/250 Bluetooth devices (a BT master node and five BT clients). In addition,
assuming that, in the scenarios distances between devices are variable, to measure
the speed rate among different distances a Motorola A780 smartphone and a Laptop
equipped with a 3Com USB Bluetooth dongle were used, and for the test-bed con-
figuration the following parameters were considered:1) a transmission packet size
of 32k, 2) L2CAP connection links, and 3) Anycom proprietary Bluetooth stack and
Linux BlueZ. To transmit data a Java client/application was developed and measure-
ments were analyzed with the Colasoft Capsa Bluetooth packet analyzer. Finally, to



Resource Sharing in Collaborative Environments: Performance Considerations 145

cope with the requirements of the scenario 2, where the medical staff interactions
are recorded (audio streaming via Bluetooth) and transmitted to the server (pro-
cessed audio transmission via WiFi) and taking into account that both use the same
frequency spectrum of ISM band, it is expected that the nodes performance is ad-
versely affected. To confirm this, experiments measurements were performed twice:
1) with an active WiFi network and, 2) disabling the WiFi network.

3.2 Experimental Setup

Performance measurements supporting a variable number of nodes. The main
objective of this experiment, is to evaluate the communication performance (trans-
mission rate) experienced in a point-to-point collaborative interaction (e.g. a PDA
adding a shared resource such as a display), and additionally, the maximum num-
ber of collaborative users supported by resource sharing (medical staff sharing a
resource to a same master node). Technically the experiment consists of the trans-
mission of packets during a 60s period from a master node to a maximum number
of five slave nodes. Packet size and distance between nodes is constant (in a radio
of 3mts), and slave (client) nodes are added every 60s, just after each run until the
maximum number is reached. During the execution of the experiment packet trans-
mission is monitored by the Colasoft sniffer.

Speed rate measurements considering distance among devices. This experiment
aim at measuring performance among different distances to better understand the
maximum range to be considered when selecting available shared resources, e.g.
the maximum distance allowed to detect a shared resource or to stream an image
from a mobile device (PDA) to a public shared display with an acceptable perfor-
mance degree. The experiment consists on connecting two devices and sending 32k
of data at distances of 1, 4, 9 and 15 meters maintaining a minimal link reliabil-
ity. Devices were configured with a maximum transmission unit (MTU) of 64k,
in which devices can transmit enough amount of data without losing performance.
Both devices have a class 2 Bluetooth chip, which allows transmissions up to 10
meters with a 721kbit/s transmission speed [3].

4 Experimental Results

This section provides a set of results obtained from the experiments and discusses
under what conditions can Bluetooth be applied to the scenarios.

4.1 Measurements

Experiment 1. Figure 2a shows how the master node’s performance is affected
during packet shipping, the more client nodes added, the less number of shipped
packets. This is mainly due to packet retransmission; in other words, while adding
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(a) (b)

Fig. 2 BT performance: a) number of shipped packets, b) packet loss ratio.

nodes to the piconet, the server receives a retransmission request, and because of
the division of the transmission channel, it sends a lower number of packets in the
same time window. Figure 2b shows how packets loss increases while nodes are
added. Within the experiment, packets were numbered to determine whether all of
them arrived in the correct sequence, however, a high percentage of delayed pack-
ets occurred. When a node detected a lost packet, it had to wait for its assigned
time slot to request for the packet retransmission, but, if the measurement time was
reached (60secs), nodes waiting for packet retransmission had to discard the request.

Experiment 2. There were conducted ten communication executions at distances
of 1, 4, 9 and 15 meters with direct line-of-sight (i.e. without obstacles). Table 1
shows the results average and its standard deviation. The first three results are very
consistent obtaining an average speed of 42Kb/s, while in the fourth case (15m) the
distance between devices began to affect the communication speed due to packet
loss and retransmission. Figure 3 shows the communication delays at each distance,
including a final test executed with a distance of 30m. Note that the distances of
15m and 30m are beyond the Bluetooth chip specifications.

4.2 Results Discussion

Initial results prove that Bluetooth can be particularly suited for scenarios involving
point-to-point connections among a master and a slave, e.g. a physician using an
external audio or display resource (scenarios 1 and 2 respectively). According to the
definition of the second scenario (WiFi coexistence), it has been observed from pre-
vious results [10] that, between both measurements (with and without WiFi) there
exists no significant difference, determining that BT and WiFi can perfectly coex-
ist, and that, BT demonstrates to be adaptable and efficient enough to the particular
needs of the stage. Results also sustain that, Bluetooth only supports a combination
of piconets formed of a maximum number of 3 client nodes (slaves), meaning that,
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Table 1 Speed rate average.

Distance Speed Standard
(meters) rate average deviation

1 42.73 1.08
4 42.03 1.37
9 41.11 3.24

15 26.73 11.94

Fig. 3 End-to-end communication delay.

its applicability in resource sharing is reduced to this number of slaves, therefore
in collaborative work involving more than 4 medical staff sharing a resource all of
them to the same node e.g. a physician transmitting a image to more than 3 residents
(shared displays) simultaneously, due to packet loss rate and transmission delays,
the performance degree does not meet the QoS requirements. Nevertheless, results
obtained in previous research (hospital field research) [8] show that in the 87% of
the cases the number of participants in impromptu collaborations was up to 3 (52%
of 2 and 35% of 3), and most interactions (79%) were placed by the residents and
medical specialists both associated to a same patient involving only one shared re-
source. Also, analyzing the duration of interactions in a hospital, the study shows an
average of 50 interactions per day, where 47% lasted less than 1 min, 44% between
1 and 5 min and 9% more than 5 min, and, the connection time among resource shar-
ing enabled devices was approximately 2644.8ms. Although experiments confirmed
the possibility of transmitting data at greater distances (15m and 30m), the response
time is slow, what makes it inadequate especially to those resources needing real
time information. Note that, results have also corroborated that Bluetooth connec-
tions support reliable data transmission rates and response times in a distance range
of 10m, enabling a proper selection of available resources on this radio, nonetheless,
middlewares must always consider selecting those that are closer, in order to avoid
an inadequate power consumption. Hence, we can conclude that even with some
limitations, Bluetooth can still be successfully applied in hospital work scenarios.

5 Related Work

Interesting proposals analyzing other Bluetooth features/scenarios that can also be
supportive in our research are presented next. Authors of [4] presented an analysis
of resource sharing in terms of resource discovery, they evaluate scatternets formed
by a large number of devices (between 5-50) via simulation. Their experiments con-
sisted in dynamic updates to provide device’s status information (resources’ avail-
ability). In [1] authors presented a Bluetooth analysis in a highly mobile environ-
ment, the experiments consisted in a centralized fixed node broadcasting messages
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to near devices while moving, they concluded that most of the problems arise be-
cause of the time constraints, and the establishment of an stable connection orig-
inated by a moving device. Authors of [6] evaluated the Bluetooth’s capability to
share resources in a collaborative mode, experiments with different nodes densities
(2-18) showed that, the best number of nodes needed to successfully share a file
with a waiting time of 110secs was six. Other research works focused on the ef-
fects caused by the coexistence of different wireless technologies, authors of [5, 14]
reported a series of experiments that measured the interference degree between BT
and WiFi, their results showed that with BT’s 1.2 version the communication was af-
fected by the WiFi’s signal. However, this did not happen in our experiments since
the version of BT was 2.0+EDR which includes an improvement called Adaptive
Frequency Hop (AFH) that avoids collisions in the transmission channel. Neverthe-
less, authors of [7] remarked that, in a scenario with high mobility this improvement
is not enough to avoid interferences. Considering that, our scenarios consisted in in-
teractions based on a minimum time period taken place in common areas, it was
possible to avoid this interference, nonetheless this cannot be totally neglected due
to the great heterogeneity of collaborating devices (devices with different BT ver-
sions). Finally, it is important to remark that because of the highly collaborative
nature of the work that takes place in environments such as hospitals [2], this kind
of studies are useful for the broad acceptance of technology as an additional working
tool. Medical and support staff have the opportunity to benefit from using shared re-
sources available in the environment to provide accurate and timely diagnoses [13].

6 Conclusions and Future Work

This paper presented an analysis of the applicability of resource sharing in hospital
work, through the evaluation of Bluetooth as the main communication technology
in resource sharing middlewares. Initial results have demonstrated that Bluetooth
is able to meet the QoS requirements of this particular environment, where up to 4
Bluetooth devices are able to communicate with an acceptable performance degree,
even in scenarios involving distances that are beyond the Bluetooth specification.
Hence, Bluetooth can be considered as the main communication channel in hospital
work environments, without hindering the possibility of other technologies to coex-
ist, such as WiFi. To stress the capabilities of resource sharing, future work will aim
at extending the CARM middleware [9] to enable devices to simultaneously share
various resources and addressing additional collaborative scenarios and evaluations
(e.g. a mobile device sharing audio and display simultaneously).
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Models for Distributed Computing in Grid
Sensor Networks

Buddika Sumanasena and Peter H. Bauer

Abstract. Using local state space models, a method for distributed information pro-
cessing in rectangular grid sensor networks is presented. Non-linear systems and
signal processing algorithms are represented in a local state space model. Then the
local state space model is implemented on the sensor network. The local state space
models used are generalizations of Fornasini-Marchesini and Givone-Roesser mod-
els for linear time-invariant 3-D systems. Realtime implementation issues of the said
method are also discussed.

Keywords: Grid sensor networks, Distributed signal processing, Fornasini-
Marchesini model, Givone-Roesser model, 3-D systems, nonlinear systems.

1 Introduction

Wireless sensor networks consisting of a large number of sensor nodes, collaborat-
ing to accomplish a common objective, have emerged recently as a candidate for a
wide variety of applications. Some applications require sensor nodes to be deployed
in a regular grid. Application of grid sensor networks for contaminant propagation
detection and structural health monitoring is discussed in [15] and [9] respectively.
Other application areas that often prefer grid or mesh topology include agriculture
and environmental monitoring. Coverage and connectivity of grid sensor networks
in the presence of node failure has been studied in [13]. Sensor deployment strate-
gies, robustness against deployment errors, reliability, routing schemes and network
capacity limits of grid sensor networks have been studied in [11, 19, 1, 2, 3, 4].

Buddika Sumanasena
Department of Electrical Engineering, University of Notre Dame
e-mail: msumanas@nd.edu

Peter H. Bauer
Department of Electrical Engineering, University of Notre Dame
e-mail: pbauer@nd.edu

A. Abraham et al. (Eds.): International Symposium on DCAI, AISC 91, pp. 151–158.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

msumanas@nd.edu
pbauer@nd.edu


152 B. Sumanasena and P.H. Bauer

Employing distributed schemes for information processing in sensor networks
can yield significant benefits in terms of scalability, bandwidth and energy con-
sumption. Furthermore, applications requiring local actuation in response to a local
detection [8] are best supported by such distributed algorithms, yielding minimum
response delays.

Methods for distributed information processing in grid sensor networks are dis-
cussed in this paper. For notational convenience it is assumed that the sensor net-
work is two dimensional. However, models discussed can be readily extended to
sensor grids of higher or lower dimensionality. It is assumed that the processing
algorithm at a given node incorporates measurements of multiple nodes sampled
over multiple sampling instances. Therefore the system is 3-dimensional where two
dimensions are spacial and the other is temporal.

Methods to implement 3-D linear systems in grid sensor networks in a completely
distributed manner are discussed in [5, 16]. Methods discussed in [5, 16] are based
on Givone-Roesser(GR) and the Fornasini-Marchesini(FM) local state space models
for 3-D systems. Stability of distributed 3-D systems implemented on grid sensor
networks using GR and FM models is studied in [14].

In general, unless the processing algorithms at every node are linear, the resulting
3-D system is non-linear. Non linear state space models are proposed for distributed
information processing in grid sensor networks in this work. Methods presented
in [5, 16] to implement 3-D linear systems in grid sensor networks is extended to
incorporate non linear processing algorithms. The method proposed in this work,
for implementing 3-D systems in grid sensor networks is really a formulation of a
centralized system in a distributed form.

1.1 Contribution

Using the GR and FM models, a method for distributed implementation of linear
algorithms in grid sensor networks was presented in [5, 16]. Using non-linear time
variant state space models, aforementioned method is extended to non-linear pro-
cessing algorithms in this work.

1.2 Outline

Non-linear state space models for casual 3-D systems are presented in section II.
Application of the state space models for information processing in grid sensor
networks is also discussed in section II. Discussion in section II is extended for
non-causal systems in section III. Concluding remarks are given in section IV.

2 State Space Models for Non-linear Causal 3-D Systems

Non-linear state space models for causal 3-D systems and their implementation are
discussed in this section. Let the sensor measurement and the output, at node (n1,n2)
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at time t, be denoted by U(n1,n2,t) ∈�p and Y (n1,n2, t) ∈�q respectively. Let the
state of the node (n1,n2) at time t be X(n1,n2, t) ∈�n. Let the sensor network be of
size N1 ×N2.

2.1 The Non-linear GR Model For 3-D Systems

The Givone-Roesser model for 3-D linear systems can be extended to non-linear
systems as follows:

⎡

⎣
xh(n1 +1,n2,t)
xv(n1,n2 +1,t)
xt(n1,n2,t +1)

⎤

⎦ = f(n1,n2,t)(X(n1,n2,t),U(n1,n2,t))

Y (n1,n2,t) = g(n1,n2,t)(X(n1,n2,t),U(n1,n2,t)) (1)

Here,X(n1,n2,t) = (xhT
(n1,n2,t),xvT

(n1,n2,t),xtT
(n1,n2,t))T . Vectors xh ∈�a, xv ∈�b

and xt ∈�c are called the horizontal, vertical and temporal state vector components
respectively. Functions f(n1,n2,t) : �n ×�p → �

n and g(n1,n2,t) :�n ×�p →�
q are

in general non-linear. For a sensor network of size N1 ×N2, n1 ∈ [0,N1 − 1] and
n2 ∈ [0,N2 −1].

2.2 The Non-linear FM Model For 3-D Systems

The FM model for 3-D linear systems can be extended to non-linear systems as
follows:

X(n1 ,n2, t) = f(n1,n2,t)(X(n1 ,n2, t−1),X(n1,n2−1, t),X(n1−1,n2, t),U(n1,n2, t−1),U(n1,n2−1, t),

U(n1−1,n2, t))

Y (n1,n2, t) = g(n1 ,n2,t)(X(n1 ,n2, t),U(n1,n2, t)) (2)

Functions f(n1,n2,t) :�n×�n×�n×�p×�p×�p →�
n and g(n1,n2,t) :�n×�p →

�
q are in general non-linear. The state vector X of the FM model of a system is not

in general the same as the state vector of the GR model of the same system. The
state vector of the FM model cannot in general be interpreted as being comprised of
horizontal, vertical, and temporal state vector components. The same notation X is
used for the state vectors of both the local state space models to be consistent with
the notation used in literature.

2.3 Implementation in a Sensor Network

Local state space models (1) and (2) can be implemented with communication only
between the adjacent nodes of the grid. This is a key advantage in using them for
distributed signal processing in grid sensor networks.
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2.3.1 Implementation Using the Non-linear GR Model

The following operations are performed by each node (n1,n2) at the time slot t.

• Receive semi-state vectors xh(n1,n2, t) and xv(n1,n2, t) from nodes (n1 − 1,n2)
and (n1,n2 −1) respectively.

• Use equation (1) to compute xh(n1 + 1,n2, t), xv(n1,n2 + 1, t), xt(n1,n2, t + 1)
and the output Y (n1,n2,t)

• Transmit xh(n1 + 1,n2,t) and xv(n1,n2 + 1, t)

Figure 1(a) illustrates the operation of nodes and communication of semi-state vec-
tors between nodes.

(a) Roesser model based implementation (b) FM model based implementation

Fig. 1 Communication of state vectors between nodes in the network

2.3.2 Implementation Using the Non-linear FM Model

In a sensor network implementation, the following operations are performed by each
node (n1,n2) at the time slot t.

• Receive state vectors X(n1−1,n2, t) and X(n1,n2−1, t) and input vectorsU(n1−
1,n2,t) and U(n1,n2 −1,t).

• Use equation (2) to compute X(n1,n2, t) and the output Y (n1,n2, t).
• Transmit X(n1,n2,t) and U(n1,n2, t)

Figure 1(b) illustrates the operation of nodes and communication of state vectors
between nodes.

2.4 Realization

The problem of realization is, given a processing algorithm, to select the functions
f(n1,n2,t) and g(n1,n2,t) such that state space models (1) or (2) realize the said al-
gorithm. If the processing algorithm is linear and invariant of time and node the
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resulting system would be linear and space time invariant. Realization algorithms
for the case of linear space time invariant systems have been studied widely in the
multidimensional system theory. Algorithms to realize 3-D rational transfer func-
tions in the GR model are given in [10, 6, 12, 21, 17]. Algorithms to realize 2-D
and 3-D rational transfer functions in the FM model are given in [7, 22, 20, 18].
However to the best of the authors knowledge realization of non-linear systems in
local state space models has not be investigated in the literature even for restricted
cases.

2.5 Real-Time Implementation Issues

State vector components xh(n1 + 1,n2, t) and xv(n1,n2 + 1, t) of nodes (n1 + 1,n2)
and (n1,n2 + 1) are evaluated at node (n1,n2) at time slot t. These components
are required at time slot t by the nodes (n1 + 1,n2) and (n1,n2 + 1) to perform
their computations. In a non-linear FM model based implementation the state vector
X(n1,n2,t) is evaluated at the node (n1,n2) at time slot t. It is required by nodes
(n1 +1,n2) and (n1,n2 +1) at time slot t to perform their computations. A real time
implementation using either model thus requires data transmission with zero time
delay which is impossible1. There are two options to work around this problem.

One is to allow a time lag between nodes which means the system is not real time.
This could be a good solution for small sized sensor networks. The other option is
to restrict system models such that zero time delay data transmission is not required
in the spatial dimensions to perform computations. This would limit the type of
systems that can be implemented.

2.6 Delayed Response Implementation

In the implementation, the problem is that nodes (n1 +1,n2) and (n1,n2 +1) do not
receive semi-state vectors xh(n1 + 1,n2, t) and xv(n1,n2 + 1, t) at time t to perform
their computations at time t. In a non-linear FM model based implementation nodes
(n1 + 1,n2) and (n1,n2 + 1) do not receive the state vector X(n1,n2,t) at time t.A
simple solution is to allow those nodes to do the computations they should do at time
slot t at time slot t + 1 instead. This means for each distance unit in either spatial
direction there is a time lag of one time slot (one distance unit is equivalent to the
distance between two nodes). This time lag could be significant in a moderate sized
sensor network.

The time lag can be reduced significantly if the computation front of nodes prop-
agates more than one distance unit in a sampling interval [t, t +1]. Let the computa-
tion front propagate d distance units along either spatial axis in one time slot. The
maximum time delay in computing the output is �N1+N2

d  for a sensor network of

1 Note that, performing computations with small time delay at nodes (n1 + 1,n2) and
(n1,n2 + 1) does not solve the problem in general since this delay accumulates as com-
putations proceed over the sensor network.
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size N1×N2 [16]. If d > N1 +N2 output at every node at time slot t can be computed
within the interval [t,t + 1].

2.7 Real Time Implementation

2.7.1 Using the Non-linear GR Model

Let state vector components xh(n1 + 1,n2, t) and xv(n1,n2 + 1, t) be independent of
state vector components xh(n1,n2, t) and xv(n1,n2, t). Then node (n1,n2) requires
state vector components xv(n1,n2, t) and xh(n1,n2, t) only to compute xt(n1,n2, t +
1). Since the state vector component xt(n1,n2, t +1) is used only by the node (n1,n2)
a node can compute it in the time interval (t, t + 1). Thus the node (n1,n2) does not
require state vector components xh(n1,n2, t) and xv(n1,n2, t) at time t to perform
computations. So there is no need for data communication with zero time delay.
This restriction to system model makes a real time implementation possible, but
limits the impulse responses the system could have.

2.7.2 Using the Non-linear FM Model

Let state vector X(n1 + i,n2 + j,t), where i > 0 and j > 0 and i+ j = 2, be indepen-
dent of X(n1,n2,t) and U(n1,n2, t). Then nodes (n1 + 1,n2) or (n1,n2 + 1) do not
have to wait until they receive X(n1,n2, t) and U(n1,n2, t) to transmit information
required by nodes (n1 +2,n2), (n1 +1,n2 +1) and (n1,n2 +2) to perform their com-
putations. Nodes nodes (n1 + 1,n2) and (n1,n2 + 1) can compute their state vectors
once they receive X(n1,n2,t) and U(n1,n2, t) in the time interval (t, t + 1).

3 State Space Models for Non-linear Non-causal 3-D Systems

Systems representable by models (1) and (2) are necessarily first octant causal.
Spatially non causal systems can be represented as a combination of four systems
causal in each of the four quadrants of the spatial plane.

3.1 The Non-linear GR Model For 3-D Non-causal Systems

The following state transition model, where (α,β ) ∈ {−1,1}×{−1,1}:
⎡

⎢⎣
xh

αβ (n1 +α,n2,t)
xv

αβ (n1,n2 +β ,t)
xt

αβ (n1,n2,t +1)

⎤

⎥⎦ = f
αβ (n1,n2,t)(Xαβ (n1,n2,t),U(n1,n2,t)) (3)

can be used to represent a 3-D system causal in any of the four spatial quadrants
by appropriately selecting α and β . A combination of four systems of the form
(3), each causal in one of the four quadrants of the spatial plane, can be used to
represent a non-causal 3-D systems. The four systems are combined or coupled
using the output equation as follows:
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Y (n1,n2,t) = g(n1,n2,t)(X11(n1,n2,t),X1−1(n1,n2,t),X−1−1(n1,n2,t),X−11(n1,n2,t),U(n1,n2,t))

3.2 The Non-linear FM Model For 3-D Non-causal Systems

A 3-D system causal in any of the four spatial quadrants can be represented by:

X(n1,n2,t) = fαβ (n1,n2,t)(Xαβ (n1,n2,t−1),Xαβ (n1,n2−β ,t),Xαβ (n1−α,n2,t),U(n1,n2,t−1)

,U(n1,n2−β ,t),U(n1−α,n2,t)) (4)

by appropriately selecting α and β where (α,β ) ∈ {−1,1}×{−1,1}. A combina-
tion of four systems of the form (4), each causal in one of the four quadrants of the
spatial plane, can be used to represent a non-causal 3-D systems. The four systems
are combined or coupled using the output equation as follows:

Y (n1,n2,t) = g(n1,n2,t)(X11(n1,n2,t),X1−1(n1,n2,t),X−1−1(n1,n2,t),X−11(n1,n2,t),U(n1,n2,t))

4 Conclusion

A local state space model based approach for computing in grid sensor networks
was presented. It can be used to implement any general signal processing algo-
rithm on a sensor network in a completely distributed manner. Implementation of the
model requires only communication between adjacent nodes in the grid sensor net-
work. Therefore it is highly suitable for distributed signal processing in grid sensor
networks.

References

[1] AboElFotoh, H., Iyengar, S., Chakrabarty, K.: Computing reliability and message delay
for cooperative wireless distributed sensor networks subject to random failures. IEEE
Transactions on Reliability 54(1), 145–155 (2005)

[2] AboElFotoh, H.M.F., Elmallah, E.S., Hassanein, H.S.: A flow-based reliability measure
for wireless sensor networks. International Journal of Sensor Networks 2(5/6), 311–320
(2007)

[3] Akbar, A., Mansoor, W., Chaudhry, S., Kashif, A., Kim, K.: Node-link-failure resilient
routing architecture for sensor grids. In: The 8th International Conference Advanced
Communication Technology, Phoenix, USA, pp. 131–135 (2006)

[4] Barrenechea, G., Beferull-Lozano, B., Vetterli, M.: Lattice sensor networks: capacity
limits, optimal routing and robustness to failures. In: Proceedings of the 3rd Interna-
tional Symposium on Information Processing in Sensor Networks, Berkeley, USA, pp.
186–195 (2004)

[5] Dewasurendra, D.A., Bauer, P.H.: A novel approach to grid sensor networks. In: 15th
IEEE International Conference on Electronics, Circuits and Systems, Malta, pp. 1191–
1194 (2008)

[6] Fan, H., Xu, L., Lin, Z.: A constructive procedure for three-dimensional realization. In:
Proceedings of the 6th World Congress on Intelligent Control and Automation, Dalian,
China, pp. 1893–1896 (2006)



158 B. Sumanasena and P.H. Bauer

[7] Fornasini, E., Marchesini, G.: Doubly-indexed dynamical systems: State-space models
and structural properties. Mathematical Systems Theory 12(1), 59–72 (1978)

[8] Hu, W., Bulusu, N., Jhan, S.: A communication paradigm for hybrid sensor/actuator
networks. International Journal of Wireless Information Networks 12(1), 47–59 (2005)

[9] Huang, Y., Loewke, K., Schaaf, K., Nemat-Nasser, S.: Localized SHM with embedded
sensor network. In: Proceedings of the 5th International Workshop on Structural Health
Monitoring, Stanford, pp. 1554–1561 (2005)

[10] Kanellakis, A.J., Paraskevopoulos, P.N., Theodorou, N.J., Varoufakis, S.J.: On the
canonical state-space realization of 3-d discrete systems. IEE Proceedings on Circuits,
Devices and Systems 136, 19–31 (1989)

[11] Leoncini, M., Resta, G., Santi, P.: Analysis of a wireless sensor dropping problem in
wide-area environmental monitoring. In: Proceedings of the 4th International Sympo-
sium on Information Processing in Sensor Networks, Los Angeles, California, pp. 239–
245 (2005)

[12] Manikopoulos, C.N., Antoniou, G.E.: State-space realization of three-dimensional sys-
tems using the modified cauer form. International Journal of Systems Science 12(21),
2673–2678 (1990)

[13] Shakkottai, S., Srikant, R., Shroff, N.: Unreliable sensor grids: Coverage, connectiv-
ity and diameter. In: Proceedings of IEEE INFOCOM, San Francisco, pp. 1073–1083
(2003)

[14] Sumanasena, M.G.B., Bauer, P.H.: Stability of distributed 3-d systems implemented on
grid sensor networks. IEEE Transactions on Signal Processing 58(8), 4447–4453 (2010)

[15] Sumanasena, M.G.B., Bauer, P.H.: Distributed m-d filtering for wave front detection in
grid sensor networks. In: Proceedings of the 20th IASTED International Conference on
Parallel and Distributed Computing and Systems, Orlando, Florida, pp. 423–429 (2008)

[16] Sumanasena, M.G.B., Bauer, P.H.: A Roesser model based multidimensional systems
approach for grid sensor networks. In: 43rd Asilomar Conference on Signals Systems
and Computers, Pacific Grove (2009)

[17] Sumanasena, M.G.B., Bauer, P.H.: Realization using the FM model for implementations
in distributed grid sensor networks. Accepted for 49th IEEE Conference on Decision
and Control (2010)

[18] Sumanasena, M.G.B., Bauer, P.H.: Realization using the Roesser model for implemen-
tations in distributed grid sensor networks. Accepted for 49th IEEE Conference on De-
cision and Control (2010)

[19] Xu, K., Takahara, G., Hassanein, H.: On the robustness of grid-based deployment in
wireless sensor networks. In: Proceedings of the 2006 International Conference on
Wireless Communications and Mobile Computing, Vancouver, Canada, pp. 1183–1188
(2006)

[20] Xu, L., Wu, Q., Lin, Z., Xiao, Y.: A new constructive procedure for 2-d coprime re-
alization in Fornasini-Marchesini model. IEEE Transactions on Circuits and Systems
I 54(9), 2061–2069 (2007)

[21] Xu, L., Fan, H., Lin, Z., Bose, N.K.: A direct-construction approach to multidimen-
sional realization and lfr uncertainty modeling. Multidimensional Systems Signal Pro-
cessing 19(3-4), 323–359 (2008)

[22] Xu, L., Wu, L., Wu, Q., Lin, Z., Xiao, Y.: On realization of 2d discrete systems by
Fornasini-Marchecini model. International Journal of Control, Automation, and Sys-
tems 3(4), 631–639 (2008)



A. Abraham et al. (Eds.): International Symposium on DCAI, AISC 91, pp. 159 – 166. 
springerlink.com                                          © Springer-Verlag Berlin Heidelberg 2011 

Virtualizing Grid Computing Infrastructures  
into the Cloud 

Mariano Raboso, Lara del Val, María I. Jiménez, Alberto Izquierdo,  
Juan J. Villacorta, and José A. de la Varga* 

Abstract. This paper shows how virtualization techniques can be introduced into 
the grid computing infrastructure to provide a transparent and homogeneous 
scientific computing environment. Today’s trends in grid computing propose a 
shared model where different organizations make use of a heterogeneous grid, 
frequently a cluster of clusters (CoC) of computing and network resources. This 
paper shows how a grid computing model can be virtualized, obtaining a simple 
and homogeneous interface that can be offered to the clients. The proposed system 
is implemented on a system named virtual grid. Both cloud computing 
infrastructure and grid computing technology used, are freely available to all users. 

Keywords: grid computing, cloud computing, virtualization, scientific computing 
environments, message passing interface. 

1   Introduction 

Increasing demand of computer resources for scientific research has been a strong 
motivation for the community to develop a wide variety of high performance 
computing infrastructures (HPC). Huge supercomputer resources are not always 
available to small research groups, usually limited by restrictive budgets, 
deploying tasks not suitable for these systems. Therefore, the local resources 
available must be optimized and shared. Initiatives, such as the European Grid 
Infrastructure (EGI) [1], aim to develop a sustainable grid infrastructure for all 
European researchers. 

Grid computing systems are powerful solutions for the research community to 
process computation intensive applications. A grid computing system is a grid of 
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parallel and distributed computing resources, working together towards a single 
goal. The grid provides high global computational power if convenient 
parallelization and concurrency issues are attained. 

For building grid computing systems, a great collection of middleware has been 
provided with projects such as the Open Message Passing Interface (OMPI) [2], 
which is used worldwide. Affordable hardware infrastructures such as personal 
computers and network switching resources can be used to develop a high 
performance computing system capable of performing high intensive calculus 
operations demanded by the community. 

On the other hand, these systems often lack the desirable uniformity of 
computing resources and network connections: bandwidth and latency [3][4]. 
Clusters of clusters [5][6] are clear examples of this resultant topology. Resource 
groups may be geographically distributed on different sites connected among a 
variety of WAN network technologies such as point-to-point links, MPLS, Frame-
Relay or ATM. 

In order to efficiently use the global computing infrastructure, many schedulers 
and algorithms have been proposed [7][8][9][10]. They usually depend on 
variables such as network distance, latency or bandwidth, to minimize the effect of 
distance and to integrate non-uniform computing resources. 

Recent developments in virtualization have made it possible to virtualize not 
only computer resources, but also storage and network resources. A new 
paradigm, “the cloud”, has become a cutting-edge technology for data centers and 
other IT infrastructures. A cloud computing system is an approach to computing, 
based on on-demand efficient use of aggregate resources, self-managed and 
consumed as a service. 

A grid computing system can take advantage of cloud computing systems. We 
have developed an infrastructure combining grid and cloud services that provide 
transparent virtual grids to the clients. Although the grid is shared, the clients will 
use their own virtual grids with physical computing nodes. 

Section 2 and 3 describe the cloud and grid computing developed infrastructures. 
The new infrastructure, virtual grid, is described in section 4. Finally, some 
discussion is made describing the advantages of the developed system. 

2   Cloud Computing Scenario 

The cloud computing infrastructure is based on Ubuntu Enterprise Cloud from 
Canonical [11]. It uses Eucalyptus technology to manage virtual machine images, 
fully compatible with Amazon's Elastic Compute Cloud (EC2) [12]. Two reasons 
make this technology a good choice. It is freely available to users, and easy to 
migrate towards a hybrid or even a public cloud, keeping the same virtual machine 
images. 

For this purpose, a private cloud has been developed using Faculty resources 
from two universities in Salamanca (UPSA) and Valladolid (UVA). They are 
connected by RedIris network, an infrastructure that interconnects all the 
university and research institutes in Spain.  
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Figure 1 shows the cloud computing system being developed in Salamanca and 
Valladolid: 

 

Fig. 1 Cloud computing system architecture. 

For network tuning and simulation purposes, two point-to-point WAN interface 
cards (Cisco Asynchronous/Synchronous WIC) have been installed in the lab 
routers. It makes possible to experiment with different encapsulation patterns and 
so with different bandwidth and latency [13][14]. Cloud efficiency can also be 
measured when virtual machine instances are run in different locations. 

A unique master server may implement the controller: storage, walrus, cluster 
and cloud controllers; two computers run the node controller feature. Remote sites 
are independent clusters requiring local cluster and storage controllers so virtual 
machines can be run locally. If needed, storage, cluster, walrus and cloud 
controllers may be run on the same machine if there is only one cluster. 

Node controllers can be connected to a private subnet, but services must be 
accessible through the public network. 

Client access can be made from any where by accessing several interfaces that 
are offered to run instances (virtual machines). The simplest way is using a plugin 
for a navigator, but if accurate control is required, instances may be run by the 
shell command line with the requirement that the machine must be running EC 
(Eucalyptus) tools. 

There are plans to develop a web server integrating all the services that will be 
required to connect the HPC (grid computing) system. 

3   HPC Infrastructure 

A grid computing system is developed using the universal and widely used 
Message Passing Protocol to perform the HPC system [15]. Open MPI 
middleware [2] and Ubuntu Linux have been selected to enable a grid system that 
experimentally integrates three computers. One of these computers acts as the 
master node, being responsible for running jobs and file system sharing. 

The rest of the nodes only run jobs assigned by the master. All the nodes are 
connected to the same network infrastructure, as in the cloud computing system. 
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Fig. 2 HPC system developed at the networking lab in Salamanca 

The topology is being expanded to integrate the existing computers in other 
labs. Almost 200 computers can be used as nodes while they are not being used 
for regular classes and during idle periods of time. Therefore an interesting 
computing power can be obtained if all machines are efficiently used. 

Software running on the grid is developed to simulate digital signal processing 
applications, specifically acoustic beam forming applications in security, 
surveillance, biometrics and radar. These applications are computation intensive 
and usually need a huge quantity of computer resources. 

Moreover, these kinds of applications usually take advantage of parallel array 
processing, so serious effort must be made to (re)write software in the proper way. 
The HPC system is designed to serve as a stable computing platform for research 
groups at corresponding universities. 

If computing resources (nodes) are located in several sites, then bandwidth and 
latency communication issues must be considered. To address this problem, 
several solutions have been adopted that minimize these negative effects. They 
usually involve schedulers and partitioners [9] that represent the network topology 
using graphs. As a result, parallel jobs run on the most appropriate machines. 

4   Virtualizing the HPC System 

In order to batch their jobs, HPC users must connect to the master node. Some 
effort has been made to offer a standard and uniform interface, so hardware and 
software component details are transparent for users. Gridsolve and Netsolve 
platforms [16] provide a middleware that enable users to solve complex scientific 
problems, while using simple interfaces from their preferred Scientific Computing 
Environments (SCE) [17]. Interfaces for Matlab, IDL, C and Fortran are included 
in the latest releases. 
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Another solution for sharing the grid computing system can be addressed. The 
main goal is to manage local virtual grids to serve client requests. These requests 
are made to the cloud computing system via a standard interface. The response 
consists of creating a new virtual machine using a previously configured master 
server image. Once the new master is running, the clients will manage their own 
grid with the computing resources (nodes) assigned. 

The infrastructure developed is named virtual grid. Figure 3 shows the system 
and virtual machine creation process: 

 

Fig. 3 Virtual grid system architecture and VM creation 

When clients want to gain access to the grid, they make a request to the cloud 
system. The cloud then runs an instance of a master virtual machine that 
downloads and self-configures the grid with the subnet, nodes and policies 
assigned. As a result, the clients own their grid with a master node and a set of 
computing nodes assigned. 

Customizing the master virtual machines implies the existence of a 
configuration server. Once the virtual machine is running, it connects to the server 
and downloads a specific configuration. The configuration includes: 

• Node assignment: number of nodes and subnet number for VLAN isolation. 
• Job policy algorithms for the nodes. For example a round robin. 
• Time limit or other constraints such as licensing. 
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5   Virtual Grid Advantages 

Virtualizing the grid computing system introduces several advantages that must be 
considered: 

• Uniformity. Every client sees their own grid. Different clients use independent 
grids, so collateral effects can be minimized or even null. 

• Customizable grids. It is possible to offer customized grids by deploying 
specific images for the virtual master machines. Different configurations may 
be offered. For example: 

- Special hardware configurations: number or computing capacity of nodes. 
- Priority jobs, requiring priority access, more resources, … 

• Efficient assignment of local grid infrastructure, users running jobs from differ-
ent sites, avoiding bottlenecks caused by bandwidth or latency issues. 

• Flexible accounting. It is possible to extend accounting plans from the cloud 
computing system to offer different quality of service. It is possible to pay per 
use, depending on time or resources used. 

• Improved security. Independent grids isolate user jobs running in the grid. 
Subnet assignment can help achieve a more secure environment. 

The key advantage is that every client uses its own grid, so client preferences can 
be easily customized adding new services to the configuration server. Security is 
implemented using certificates and managing private and public keys. As a result, 
only authorized clients may access to the cloud nodes. 

6   Conclusions 

Traditional high performance computing systems based on grid computing can be 
improved by using cloud computing infrastructures. They can be built by virtualiz-
ing the master node, a key component of the grid. 

A new infrastructure for HPC named virtual grid has been developed using this 
paradigm, by virtualizing the master node responsible for running the user jobs. 
This virtualizing process has numerous advantages such as security, flexibility and 
efficient use of resources. 

Moreover, further techniques for grid computing optimization can be applied to 
enhance the system. 

The system is now under development and is expected to be completed before 
the end of 2011. Tests made have shown the solution is valid, although some prob-
lems have been identified: 

• Virtual machines in the cloud run slow, so hardware infrastructure must be im-
proved. This problem affects to the master, so the cloud computing technology 
must be revised. UEC private cloud technology can be low-level configured in 
order to obtain better results. 



Virtualizing Grid Computing Infrastructures into the Cloud 165
 

• The number of virtual machines is also reduced, as only two virtual machines 
can be started per cloud node (one core processor). Every virtual machine can 
manage one grid system. 

Current infrastructure for WAN access is also being testing as they involve using a 
public infrastructure (RedIris), requiring administrative permissions. Therefore 
connections are being tested using the WAN interfaces installed on the lab routers. 
After the necessary tests we will connect the two universities to the cloud. 

Future work will involve improving the configuration server to efficiently use 
the grid computing nodes. Although current services implementation includes ba-
sic services for node assignment, we have considered additional services exploit-
ing the cloud public interface available. Other cloud technologies different from 
UEC must also be tested, in order to obtain better results in terms of computing ef-
ficiency and customization. 

In order to present a unique interface for accessing to all services, a web plat-
form is also planned. Using this web, clients will be able to start virtual machine 
instances (new master machines) and perform the needed configuration, avoiding 
the cloud command shell inconveniences. 
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Smart Home Automation Using Controller Area 
Network 

Manuel Ortiz, Manuel Diaz, Francisco Bellido,  
Edmundo Saez, and Francisco Quiles* 

Abstract. In several works, researches have recently proposed the use of a CAN 
bus (Controller Area Network) as a control network for smart home automation. 
The use of CAN for the lower network layers has advantages in the field of auto-
mation compared with networks based on RS485 due to its multimaster architec-
ture. While compared with other common bus networks such as Ethernet or  
networks based on token passing, CAN has real time features and ease of imple-
mentation and programming of the nodes and therefore, a lower cost. This paper 
presents the study and evaluation of automation and remote control of an alarm 
system and HVAC system (Heating, Ventilation, and Air Conditioning) of a 
home, using CAN as a backbone network. The first version of TUCAN (Tuple 
Space and CAN) has been also used for the software of the nodes. TUCAN is a 
data-centric lightweight middleware that provides a CAN bus abstraction, and is 
based on the concept of Tuple Channel Space. A prototype with four nodes has 
been used to study the feasibility of the CAN bus as a single network and to eva-
luate TUCAN middleware. 

Keywords: Home automation, home network, distributed control system, Control-
ler Area Network, Tuple Space. 

1   Introduction 

Today, more and more intelligent buildings are being built for the purpose of in-
creasing the safety and comfort of its occupants. Automation and building man-
agement is not only limited to large buildings; more and more homes are being 
automated by interconnecting the networked electronic equipment. The use of a 
monitoring network at home allows to monitor and control devices not only within 
the home, but also remotely using a mobile phone or an internet connection. There 
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are nowadays many standard home control networks used in home automation as 
X11, EHS, Batibus, Longworks, Profibus, CAN, etc. [1]. The aim behind this 
paper is to show that CAN is one of the best options as a single backbone network 
for a smart home. 

The CAN bus is a leader in the automotive industry and machinery, as well as 
regarding medical equipment. However, in other application areas, especially in 
the field of automation of small buildings, is not so consolidated, except in the 
automation of systems such as HVAC (Heating, Ventilation, and Air Condition-
ing), elevators, etc. [2]. It has been proposed as a backbone network for security 
systems such as fire detection as in [3] and to direct load control applications in 
residential areas [4]. 

The paper is organized as follows. Chapter 2 will show a brief introduction to 
the CAN bus and discus the advantages over other control networks. In Chapter 3, 
a description of the TUCAN middleware for application development on the CAN 
bus is carried out. In Chapter 4, the architecture of the overall automated system 
will be shown. Chapter 5 will describe the complete application, i.e., the local 
application on a node using TUCAN middleware. Finally, Chapter 6 will show the 
conclusions. 

2   CAN Overview  

The CAN protocol is an internationally standardized protocol suitable for automo-
tive and industrial applications (ISO 11898 for high speed applications [5] and 
ISO 11519-2 for low speed applications [6]). In addition to the ISO/OSI, the CAN 
2.0A and CAN 2.0B specifications are available to CAN controller manufacturers 
[7]. CAN is a serial bus system which is intended for a loosely coupled system 
with low information interchange. 

A typical CAN network consists of several modules connected to a bus. The in-
formation is broadcasted in through the bus. Therefore, every node receives the 
information and is able to take it. The information interchange is achieved by the 
use of messages. Messages are named by their identifiers. The identifier desig-
nates the information contained in such message, neither the origin nor destination 
node are included. In addition, the identifier indicates the message priority.  

The main features of the CAN bus are: 

• Multi-hierarchy, which facilitates the creation of redundant systems. 
• High reliability thanks to its sophisticated mechanism of error detec-

tion and automatic retransmission of erroneous frames. This ensures 
data integrity. 

• Communication based on the priority of the message, very useful in 
industrial and critical environments that must meet strict time re-
quirements. 

• Broadcast communication. All nodes receive the same information. 

The CAN bus is a good alternative as a data link layer over other networks in build-
ing management and control. CAN has several advantages over networks based on 
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RS485, as multimaster architecture and reliability. Regarding the implementation, 
RS485 networks are only adapted to the master-slave paradigm. CAN allows other 
programming models, such as producer-consumer or publisher-subscriber. 

Likewise, the use of a CAN data link layer offers advantages over other net-
work systems with common-bus architectures that use Ethernet or token passing 
bus (e.g., ControlNet). These include priority access and a high level of security, 
which makes the CAN bus communication model predictable and its temporal 
behavior able to be analyzed using RMA [8]. On the other hand, the implementa-
tion of the network interface level sensor or actuator is much easier when using 
CAN to Ethernet. The CAN network interface can be easily implemented in any 
low-cost microcontroller.  

The disadvantages of CAN compared to these common bus networks are low 
speed (1 Mbit Max) and the fact that it is not suitable for transmission of large 
messages. However, in many applications of control, information exchange is 
small, as in the application shown in this paper. In [9], a detailed discussion of 
these architectures can be found. 

3   TUCAN Middleware Overview 

CAN only has defined the physical and link layers. A middleware layer that con-
nects the application with the lower layers is needed to facilitate the development 
of CAN applications. 

TUCAN (TUple space and CAN) is a lightweight data-centric middleware in-
spired by a Tuple Channel Coordination model space (TCM) [10]. The abstract 
model of a CAN node based on Tuple Space is shown in Fig. 1. The tasks ex-
change information by the insertion and extraction of tuples, with a format 
t=(“tag”, values), where tag is the symbolic name of the tuple and values is a list 
of typed data.  

 

Fig. 1 CAN node Tuple Space. 

TUCAN provides an abstraction of a CAN bus to the application layer based  
on TCM for embedded systems with low processing power and memory, which is 
a fundamental requirement in consumer electronics. TCM is a model that has 
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adapted to sensor networks with low processing power and memory [11]. TUCAN 
middleware allows users to create software filters when tuple channels are  
defined.  

A tuple is associated with a CAN message, so that each tuple contains a mes-
sage and information related to it, so that a priority is assigned to each tuple. 
Channels are containers of tuples. The channels have attributes that define the 
channel characteristics (e.g., filter type, timestamp, etc.). Another feature is that 
the channels are directional. From the point of view of the application, if the ap-
plication gets information on the channel, then the channel is transmitted and the 
stored information will be sent by the CAN bus, while if the application extracts 
information, the channel is received. Messages circulating on the bus are depos-
ited in the reception channels according to the type of filter. 

The tasks create the reception channels for the deposit of the messages that are 
interesting for them. In the case of transmission channels, tuples are deposited and 
the extracted message is sent to the CAN bus.  

We are working on two versions of TUCAN middleware. The simplest one of 
these is designed to work with an offline identifier assignment and as the channels 
are created a priori, it is not necessary that the middleware performs the coordination 
between nodes. This is the version that was used in the application shown in this 
work and it introduces an overhead similar to the FIFO drivers that are usually used.  

4   System Architecture 

The objective of the application is the control of a central air conditioning system, 
an intrusion and fire alarm system of a smart home. In addition to the above dis-
cussion of the advantages of using a CAN bus shown in Section 2, in the case  
of the application at hand, a single CAN network can be used for both systems, 
minimizing the cost of wiring, due to the fact that bus traffic is small. Messages 
relating to the alarm system have a higher priority than messages from the HVAC, 
and this is easily achieved by assigning higher priority identifiers to the alarm 
system. The nodes related to air conditioning work in coordination and the same 
happens with alarms, due to the fact that the information is not shared between 
both systems on our prototype. The modem node is a common element to both 
systems and performs remote communication with the user. Fig. 2 shows sche-
matically the system architecture. 

 

Fig. 2 System Architecture. 
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In every room, there are three nodes, one for the opening control of the diffuser 
air, a user node that controls the parameters of the HVAC, and another user node 
for activation and deactivation of the fire and intruder alarms. One of the nodes 
performs remote communication with the user. This node is also the top node in 
the hierarchy of network alarms. The multimaster structure of the CAN bus en-
sures the scalability of the system regardless of the number of rooms to be 
checked. New nodes can be connected without modifying the network.  

The HVAC system is a fully distributed implementation; hence, the change in 
the number of rooms does not require a modification in the application of the 
nodes. In the case of the alarm system scalability, it is more complicated. The 
alarm system has a distributed and hierarchical structure. The top node needs to 
know the number of nodes and the type of sensors that is connected to each node.  

In this application, the HVAC system is centralized, there is only one compres-
sor control unit. Each room has two physically distributed modules: diffuser air 
control unit and secondly, user interface and temperature sensor unit.  

In this system, the temperature programmed by the user and the room tempera-
ture must be known by the diffuser air control unit to regulate the airflow. It must 
also be known by the compressor control unit in order to power it off, if the pro-
grammed temperature has been achieved in every room. The compressor control 
unit must also know the state of the diffuser air and close it when the compressor 
machine is in idle state. 

5   Overall Application Overview 

This section will describe the overall design of the application. The application 
has been adapted to the "time-driven” programming paradigm which has the ad-
vantage of being able to easily design deterministic applications. Each node main-
tains a regularly updated image of the variables that need to be processed. The 
network variable interchange follows the producer-consumer paradigm. 

Fig. 3 shows the layered structure of the application running on a node. On the 
node, a cyclic executive is running, as described in [12]. It is a cyclic executive for 
periodic tasks, which has the restriction that the sum of execution times of all 
tasks must be less than the duration of a tick. Although it is a strong constraint, in 
the case of low processing applications, such as those running on these nodes, the 
tick duration can be easily adjusted. 

 

Fig. 3 CAN node layers. 
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Table 1 shows the CAN 2.0A IDs message and information exchanged on the 
network. The messages consist of an identifier and a byte of data. The ID refers to 
the node and to the data byte which contains the information that the node sends to 
the network. An off-line assignment of identifiers was used, so that the overhead 
caused by TUCAN is small.  

Table 1 Information interchanges in the network. 

MsgID 
(Hex) 

Send Receive 
Compre- 

ssor 
Diffuser 

air 
User 
Air 

User 
Alarm 

Modem
Air 

Modem 
Alarm 

510 Compressor  X X  X  
52x Diffuser air X      
53x Air-User X X     
43x Alarm-User      X 
500 Air-Modem X      
400 Alarm-Modem    X   

As an example, the following TUCAN primitives used in the compressor node 
are shown in Fig. 4. The compressor node has three user tasks, each of which uses 
a channel: state diffusers, air user interfaces, and air-modem. The example shows 
a part of the state diffusers task. The primitive createChannel(arg. list) creates the 
channel and the primitive takeTuple(arg. list) takes tuples deposited by middle-
ware TUCAN according to the filter defined in createChannel. getDatames-
sage(myTuple) is a user function. 

 

Fig. 4 Compressor Node Application. 

//main task 
... 
// channel_attibut: FILTER_BASICCAN, OVERWRITING_TUPLE,  
//NO_TIME_STAMP, NUMBER_CAN_BUS, etc. 
createChannel(CAN20A,channel_attribut);//return channel_ID 
... 
// end main task 
// state diffusers task 
... 
for i=0 to MAX_ROOM //Diffuser ID=520 
 takeTuple(DIFFUSER+i, channel_ID, myTuple);  

if  getDataMessage(myTuple) ==OPEN 
then standbyCompressor=FALSE; 

end for 
... 
// end state diffusers task 



Smart Home Automation Using Controller Area Network 173
 

To evaluate the use of CAN in the development of smart home applications and 
the TUCAN middleware, a system with four nodes has been built, as is shown in 
Fig. 5. A node performs the compressor control, another one is the top node of 
alarm and modem control, another node that controls the diffuser air, in a single 
node has been joined to the air conditioning and alarm system user interface. Four 
prototype boards with an LPC2378 microcontroller running at 12 MHz have been 
used to implement the nodes. Embedded Development Tools from Keil Company 
have been used [13]. 

The TUCAN overhead is small. For example, in compressor node (with three 
channels) to insert a tuple in the channel from CAN Bus, the worst execution time 
is 4.6 µs, while the worst execution time in a FIFO driver is 1.3 µs. As regards a 
message which needs to be filtered and discarded in the node, the worst execution 
time of TUCAN is 2.2 µs, whereas in a FIFO driver, 1.3 µs are consumed to intro-
duce the message in the buffer and 1.2 µs to remove and discard it. In a FIFO 
driver, a user task is needed to process the buffer messages. 

 

Fig. 5 System prototype. 

6   Conclusions 

In this paper, we have discussed the advantages of the use of a CAN Network in a 
smart home, among which, the real-time characteristics of this protocol and its 
high reliability are included. It has been shown that it is possible to use a single 
network for different systems that can prioritize the access to the network by 
simply making an appropriate allocation of the message ID. 

We have used both the producer-consumer programming paradigm and "time-
driven" paradigm, and this has allowed the development of easily scalable deter-
ministic applications. 

The use of TUCAN middleware simplifies the programming of the nodes 
achieving a real bus abstraction without loss of the features of the CAN bus. TU-
CAN makes a distribution of messages based on the defined channels and allows 
the programmer to define filters dynamically without restarting the node. Finally, 
TUCAN has proven to cause a minimal overhead. 
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Griffon – GPU Programming APIs for Scientific and 
General Purpose Computing 

Pisit Makpaisit and Worawan Marurngsith* 

Abstract. Applications can accelerates up to hundreds of times faster by offload-
ing some computation from CPU to execute at graphical processing units (GPUs). 
This technique is so called the general-purpose computation on graphic processing 
units (GPGPUs). Recent research on accelerating various applications by GPGPUs 
using a programming model from NVIDIA, called Compute Unified Device Ar-
chitecture (CUDA), have shown significant improvement on performance results. 
However, writing an efficient CUDA program requires in-depth understanding of 
GPU architecture in order to develop a suitable data-parallel strategy, and to ex-
press it in a low-level style of code. Thus, CUDA programming is still considered 
complex and error-prone. This paper proposes a new set of application program 
interfaces (APIs), called Griffon, and its compiler framework for automatic trans-
lation of C programs to CUDA-based programs. The Griffon APIs allow pro-
grammers to exploit the performance of multicore machines using OpenMP and 
offloads computations to GPUs using Griffon directives. The Griffon compiler 
framework uses a new graph algorithm for efficiently exploiting data locality. Ex-
perimental results on a 16-core NVIDIA Geforce 8400M GS using four workloads 
show that Griffon-based programs can accelerate up to 89 times faster than their 
sequential implementation.  

Keywords: GPU, Accelerating Computing, Automatic translation, CUDA, Paral-
lel Programming. 

1   Introduction 

Exploiting the powerful and inexpensive graphic processing units (GPUs) for ap-
plication acceleration has been of interest by researchers. A survey shows that 
more than 130 literatures from the year 1978 to 2007 present the benefit of the 
general-purpose computation on graphic processing units (GPGPUs) in broad 
range of applications[1]. Exploiting the high throughput of GPUs in the computa-
tion of artificial neural networks is one of the first early work [1], and is still a 
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challenge to achieve higher level of parallelism in the program [2, 3]. The imple-
mentation of GPU-based neural networks has achieved the performance up to 24 
times faster than the single-thread CPU implementation [3].  Other applications 
based on GPGPUs programming have achieved dramatic acceleration for up to 
328 times faster than the sequential implementation using a single CPU [4]. 

The development of programming languages and tools for GPUs plays a key 
role in the successful of applications accelerating on GPUs. The development can 
be group in three phases chronologically i.e., using existing 3D-rendering APIs 
such as OpenGL, using new languages or APIs from non GPU vendors like Brook 
and Microsoft’s Accelerator, and using the extension of languages from GPU 
venders, e.g. NVIDIA’s CUDA and AMD’s CAL. Among various programming 
models from GPU venders, NVIDIA’s CUDA has been highlighted by its power-
ful set of library functions to express parallelism on irregular data structures. Che 
et al. showed that GPUs has a potential to support various types of parallel appli-
cations with diverse performance characteristics1[5].  Che et.al, have pointed out 
six performance tuning techniques for CUDA. Most of them related to the re-
quirement for programmers to understand complex concepts of GPGPU pro-
gramming with CUDA such as the basic properties of the GPUs architecture. 

Several languages and tools have been proposed to tackle the complexity and 
error-prone of implementing CUDA-based GPGPUs applications manually. An 
example is a new data-parallel programming language for GPU programming 
called Scout proposed by McCormick et al. [6]. In comparison to CUDA,  
the Scout language simplifies the ways for programmers to express task partition-
ing and data mapping. However, existing codes have to be re-written to take ad-
vantage of the language. A Lee et al. proposed the source-to-source compiler 
framework to transform any C programs augmented by OpenMP shared-memory 
directives to CUDA codes [4]. Han and Abdelrahman proposed a directive-based 
language called hiCUDA and the compiler framework to transform any hiCUDA 
C-programs to CUDA codes [7]. Both solutions allow programmers to explicitly 
specify task and data parallelism parts in the C source file and to offload the com-
putation works to GPUs with less effort. However as the OpenMP directives are 
transformed to CUDA or not supported, programmers cannot combined the bene-
fits of multicore programming using OpenMP with the many core programming 
using CUDA.  

The main objective of this research is to exploit incremental parallelization by 
using a new directive-based language similar to that of [4, 7], but allows the inte-
gration of OpenMP directives with CUDA codes. We propose a new set of APIs 
for GPGPU programming called Griffon. The Griffon APIs comprise a set of 
compiler directives and a compiler that translates C programs augmented with 
Griffon directives to the corresponding CUDA programs. Griffon compiler allows 
programmers to specify parallel regions for CPUs using OpenMP directives and 
specify the GPUs computation within any OpenMP threads. We measured the  
performance gain of four Griffon-based programs against their single thread  

                                                           
1 The CUDA applications’ speedup ranges from 2.5X to 72X over the single-thread CPU 

implementations. 
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implementation for CPU.  Two experiments have been performed. The results of 
the first experiment show that using Griffon we can accelerate three workloads 
from 22 to 89 times faster than the sequential implementations. Moreover, the re-
sults of the second experiment show that using Griffon optimisation on a workload 
allowed a workload with large shared data to accelerate for up to 3.27 times. 

The rest of the paper is organised as follow. The next section introduces the 
concepts of CUDA programming model. Section 3 presents the overview of Grif-
fon. In Section 4, optimisation techniques used in Griffon are presented. Section 5 
shows our experimental results. Section 6 gives the conclusion. 

2   The CUDA Programming Model 

The Compute Unified Device Architecture (CUDA) is an extension to C pro-
gramming language for programming on NVIDIA’s GPUs [8]. The design of 
CUDA aims for scalability, i.e. allowing applications to scale their parallelism up 
on the increasing number of processor cores. Programmers start with partitioning 
the problem into several blocks or grid, i.e. coarse-grain tasks. Each block has 
threads, a finite numbers of independent subtasks. Each grid of threads can be 
scheduled on any of the available processor cores, in any order. Thus, a multi-
threaded CUDA program can be scaling to all CUDA-enabled NVIDIA’s GPUs.  

 

 

Fig. 1 An example of assigning blocks to GPUs (its conceptual view shown in Fig.2) 

In practice, a workload assigned to all threads is defined as a C function called 
kernel as shown in Fig.1. Every thread executes the kernel once, in a Single In-
struction Multiple Data (SIMD) fashion. Programmers have to specify a grid of 
threads to execute the kernel. One grid contains multiple thread blocks organised 
in two dimensions (x, y) (see Fig.1 line 10 on how to specify a grid containing six 
(3 x 2) thread blocks). Programmers also have to specify the number of threads in 
a block that are organised up to three dimensions (x, y, z) (e.g. in Fig.1 line 11, 
each block is specified to have eight threads, (1 x 8)).  Each thread has a unique 
thread ID that can be accessed via the threadIdx variable. The thread ID is  
 

1: __global__ void MatAdd(float A[N][N], float B[N][N], 
2:        float C[N][N])  
3: {  
4:  int i = threadIdx.x; int j = threadIdx.y; 
5: C[i][j] = A[i][j] + B[i][j];  
6: } 
7:  
8: int main()  
9: { ...  
10:   dim3 numBlocks = (3, 2);  
11:   dim3 threadsPerBlock(1, 8);  
12:  MatAdd<<<numBlocks, threadsPerBlock>>>(A, B, C);  
13: } 

Kernel  
definition 

Kernel  
Invocation 
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normally used for calculating the boundary of data responsible by a thread (as 
shown in Fig.1 line 4).  Once the grid and threads per block have been specified, the 
kernel function can be invoked by calling the function name and using <<<…>>> 
brackets to assign the execution space on GPUs (as shown in Fig.1. line 12).  

 

Fig. 2 Memory Hierarchy in CUDA programming model 

Fig. 2 depicts the conceptual view and the mapping of memory hierarchy of the 
CUDA code fragment presented in Fig.1. During execution, CUDA threads may 
access data from three memory spaces. Each thread keeps its private variables in 
the thread local memory. All threads in the same thread block may communicate 
by read/write to shared variables stored at the per-block shared memory. All grids 
of threads have access to the global memory. When accessing to the shared or 
global memory, programmers must use suitable synchronisation functions avail-
able in CUDA to control multiple accesses to a shared data. 

3   Griffon APIs and Compilation Framework 

Central to the Griffon is the compilation process that translates Griffon C codes to 
CUDA-based codes. Figure 3 depicts the overview of Griffon compilation frame-
work and its compilation process. The framework allows programmers to generate 
a CUDA-based code by specifying several kernels from an existing C program  
using Griffon directives. Similar to OpenMP, the syntax of Griffon directives 
comprises construct and clauses (as shown in Fig.4.). There are four groups of di-
rectives to facilitate the parallelisation of codes for GPUs. First, the parallel region 
directive specifies a kernel (as mentioned in Section 2). Programmers use the 
#pragma gfn parallel for, immediately following by a ‘for’ loop which can 
be parallelised (i.e. has no loop carried dependency). Fig. 4 shows an example 
code fragment of how to parallelise the for loop iterations using the parallel 
for directive and its generated code. 

Thread

Thread 
Block 

Grid 1 
Block (0, 

0) 
Block (1, 

0) 

Block (0, 
1) 
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1) 

Block 
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Fig. 3 Overview of the Griffon compiler framework and NVIDIA’s compilation process 

Second, the GPUs/CPU overlapped computing is defined as a directive. In 
CUDA, programmers can assign some works to CPU while GPUs are executing 
their kernels. In Griffon, programmers use the overlapcompute()directive to specify 
the overlapped execution.  Third, Griffon also provides a set of synchronization 
directives and clauses to control the mutual exclusion among threads. These in-
clude the barrier and atomic directives, and the reduction clause. Lastly, program-
mers can control the collaboration of several kernels by using the control flow 
clause waitfor. The clause instructs the compiler to create corresponding depend-
ency graph of tasks of each kernel to identify the group of concurrent tasks. 

__global__ void __kernel_0 (int __N)
{  
  int __tid = blockIdx.x *  
          blockDim.x + threadIdx.x; 
  int i = __tid * 5;  
  if(__tid < __N) {  
     D[i] = B[i] + A[i];  
} 

#pragma gfn parallel for  
for(i=0;i<N;i+=5) 
{  
  D[i] = B[i] + A[i] 
} 

 

Fig. 4 Example of Parallel vector addition using Griffon directive and its generated code 

4   Optimisation in Griffon 

The last step of Griffon compilation process is optimisation. We have observed 
the performance of the generated codes and noticed four opportunities to maxi-
mise their performance. We applied these four techniques in the optimisation step.  

First, the code is faster when allocating a kernel to as many threads as possible. 
This is because CUDA threads executed on GPUs are extremely light weights and 
cost almost zero overhead. Thus, the Griffon optimiser maximises the number of 
threads to increase the degree of concurrency.  

Second, the number of data transfer is minimised by using data flow analysis. 
We found that the factor that hurts GPU computing performance most is data 
transfer operations between main memory on mainboard and global memory of 
GPUs. The Griffon optimiser alleviates this problem by analysing dependency on 
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shared data. Operations for transferring data from main memory to global memory 
will be generated by Griffon only when the data will be read by GPUs after any 
CPUs have modified them. Likewise, data transfer operations from GPU’s global 
memory to main memory will be generated only when the data have been modi-
fied by any GPUs and at least one CPU will use them in the future.  

Third, the number of data transfer operations issued by a kernel is minimised 
by finding reusable data in global memory using dependence graph analysis. In 
this case data that can be reuse, i.e. have no read after write (RAW) dependency, 
do not need to be transferred to main memory. As shown in Fig. 5, the dependence 
graph shows that variables A and C in GPU’s global memory can be reuse, thus do 
not need to be transferred. The value of variable C written by K1 will be over-
written by the result from K2, thus variable C only need to be transferred once at 
the end of K2’s execution. 

 

 

Fig. 5 (left) Dependency graph for data reuse analysis (right) latency hiding technique 

Last, the Griffon optimiser hides data access latency by overlapping kernel 
computation with data transfers by using CUDA’s asynchronous data transfer. An 
example is shown in Fig.5 (right). While the kernel K1 is executing, variable A 
will be prefetched into GPU’s global memory (Step 1). Once K1 has finished, ker-
nel K2 will start execution. At the same time variable C will be prefetched while 
variable B is written back to main memory (Step 2), and so on.  

5   Experimental Results 

Four applications that require high precision of floating point results have been 
developed in two versions, a sequential version and a Griffon-based version. The-
se are the numerical integration using Trapezoidal Rule (TR), the Sine of vector’s 
elements (SV), the Pi calculation using Monte Carlo method (MC-Pi) and 1D 
Mean Filter (1D-MF). The sequential and Griffon-generated codes were compiled 
and executed on a 32-bit Windows Vista machine using Intel Core 2 Duo T9300 
2.5 GHz processor, 4GB RAM and a 16-core NVIDIA Geforce 8400M GS 0.8 
GHz. The execution results showed that all Griffon-based codes produced the cor-
rect results, i.e. having the same results as the sequential implementations. 
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Fig. 6 Speedup of Griffon-based codes in comparison to their sequential implementation 

Two experiments have been done. In the first experiment, we aimed to observe 
how much acceleration the Griffon-generated codes can achieve. The workloads 
which are computation intensive but contain no large array were selected (TR, SV 
and MC-Pi descending sort by the number of accesses to shared data). We meas-
ured the execution time of these workloads when using 5-25 millions of iterations, 
and calculated the parallel speedup (see Fig. 6). The results show that all Griffon-
generated codes outperform the sequential ones for 22 – 89 times faster. The TR 
workloads appeared to be suffering from synchronisation to protect shared data. 
However, the MC-Pi workload gains a surprisingly higher speedup than we expect 
because of its computation-independent nature which fits well on GPUs.  
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Fig. 7 Speedup of a Griffon-based code using optimisation and no optimisation 

In the second experiment, we aimed to test the capability of Griffon optimisa-
tion by using 1D-MF, the workload which manipulates a large array. We gener-
ated two sets of Griffon-based codes of the workload: using optimisation and  
non-optimisation (gfcc -O0), each set comprises five versions having different 
working set size (20MB – 100MB). Fig.7 shows the speedup obtained from the 
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workloads. Note that, the original 1D-MF is not easy to parallelise. Thus it re-
quires some structural changes before using Griffon. Although the application did 
not accelerate aggressively on the GPUs, the results show that using optimisation 
the application can be accelerate for 2.18 – 3.27 times faster than the sequential 
ones.  

6   Conclusions 

We have implemented Griffon, a set of APIs and compilation framework, which 
allows programmers to develop GPGPU codes for NVIDIA’s CUDA environment 
by using directives. We believe that using Griffon, programmers can rapidly gen-
erate GPGPU codes without having to understand CUDA architecture in detail. 
The results show that the Griffon-based codes could accelerate up to 89X, and us-
ing optimisation could gain more speedup from 1-1.5 times. However, current ver-
sion of Griffon code generation still limited on working with shared data from one 
scope. Some applications may have to be restructured to fit this constraint. We ob-
served that computation intensive applications with regular access pattern, e.g. 
image recognition, can be good target workloads for improving Griffon. Thus, in 
future work, we aim to overcome the current limitation and to add powerful fea-
tures of CUDA to Griffon to achieve aggressive speedup on our target workloads.  
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Efficient Parallel Random Rearrange

David Miraut Andrés and Luis Pastor Pérez

Abstract. Classic shuffling algorithms have linear complexity, but they have the
disadvantage of accessing memory with unpredictable patterns, which cause a large
numbers of cache misses. In consequence, their execution times are not determined
by computation complexity, but by the latency of the memory system. For parallel
systems, this penalty gets worse, because of the overheads associated to atomic ac-
cesses to data that must be rearranged.

This paper gives an overview of the best known serial and parallel shuffling al-
gorithms, and proposes a new one that minimizes the number of memory accesses
and thus, the processors’ power consumption. Comparisons among these algorithms
and some results are presented for graphic architectures.

Keywords: Parallel Shuffling Algorithms, Graphic Processors, CUDA, GPGPU.

1 Introduction

As technology advances and storage systems grow in capacity, applications that deal
with massive volumes of data become more common, even in the field of personal
computing, where users expect an interactive response. Since processing power is
limited, more and more applications process their data using random sampling to
give the user an approximate (and immediate) answer that is gradually refined later
on.

Sometimes, this random-sampling based processing involves that some data are
accessed and/or processed more than once, without actually improving the final
result. An easy way to avoid wasting computing capacity is to plan data access as if
the data were disordered, or even reorganize the data according to random patterns
to facilitate a better use of the memory hierarchy later on.
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In this framework, random data permutation has a fundamental role in distributed
systems, in areas such as sharing data for load balancing, algorithms where it is
interesting to perturb the input so that the worst-case scenarios occur with mi-
nuscule probability[14], encryption and security, computer games[2], randomized
algorithms[4], etc.

The first publications that explore permutation algorithms date back to the 60s,
when Richard Durstenfeld introduced the 235 algorithm designed for computer use.
Donald E. Knuth pointed out [10] that a very similar algorithm was proposed many
years before by Fisher and Yate[6]. Since then, several variants have been thor-
oughly studied from the mathematical and implementation points of view, as the
faro shuffle because of its connection with tricks in card games.

Most of the algorithms proposed so far focus on reducing the computational cost,
while ensuring that the n! possible permutations are equally likely to be chosen.
Often, researchers do not take into account the cost associated with the process of
data movement, which is usually greater than the time invested in the election of
the new data positions. As already mentioned, technological changes have brought
larger, faster and cheaper storage systems, as well as more powerful processors.
Both aspects (memory size and computational power) grow, but not at the same
rate. In consequence, the memory wall is increasing. To reduce this gap between
memory and execution speed and to create the illusion of a fast and large memory
space, modern computers implement memory hierarchies, which are based in the
principle of locality. Much of the power consumption is due to memory transactions
[9], so multilevel memory hierarchies are conceived for reducing it.

Unfortunately, there is little locality in random permutation algorithms (there
are not any memory positions more likely to be used at a specific time, and they
will not be reused soon). In consequence, the ratio of cache misses is high, and
execution times depend on the memory system latency rather than on the meth-
ods’ computational complexity, even for problem sizes moderately high. Savings
in the number of accesses to the data will therefore improve execution times and
reduce energy consumption. Memory system designs today tend to mitigate the ef-
fects of latency penalty by increasing memory bandwidth (wider buses and cache
block sizes), which favours spatial locality. Once again, shuffle algorithms can not
take advantage of this feature.

Even though it is always desirable, it is not always necessary for an application
to obtain all permutations with equal probability. We distinguish random rearrange
from shuffle, as the mapping that modifies the order of data in an apparently random
way, without necessarily having to be unbiased.

The remainder of this article is organized as follows: Section 2 describes the
most classic serial shuffle algorithms. Section 3 shows how they have been adapted
to parallel architectures and how they affect memory accesses. Our new and simple
parallel random rearrange algorithm is described in section 4. Section 5 introduces
some numerical results and highlights the performance and scalability of this new
algorithm. Last section presents the conclusions that can be reached from this work.
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2 Classic Shuffle Algorithms

The simplest or naı̈ve implementation of shuffling requires to generate, for each
element of the data structure, a pseudo-random real number r between 0 and 1 which
is multiplied by the total number of elements N of our data structure. The resulting
number j determines the element’s position. Collisions often occur, because the new
assigned position could be already occupied by a previously shuffled element. These
collisions increase the number of memory accesses, and become more common at
the end, when there are fewer free places for reallocating elements.

In order to avoid such collisions, another possibility –called sort-based shuffle–
is to assign each element a random number (within a large range) and then sort
them according to the assigned numbers. A random permutation is produced by
moving each element to its corresponding sorted location. This implementation is
easy to program if fast sorting routines are available in the target architecture, and
its computational complexity can be as low as O(n logn). However, this strategy
requires a large amount of memory accesses and it can be much more costly than
solving the previously mentioned collisions.

The classic Fisher and Yates’ algorithm[6] and its variants [5] [13] [7] solve
collisions by swapping elements. A random value is assigned to each element within
the range of elements that lie ahead. The element indicated by the random number
and the current one are exchanged. Therefore, the number of data movements in this
algorithm is equal to 2N, where N is the total number of elements to shuffle.

The next section describes how these algorithms can be extended to be used in
parallel architectures.

3 Brief Overview of Parallel Algorithms

Parallel generalizations of the algorithms mentioned above, such as [3] and [1], are
common for shared memory multiprocessors. In them, each processor usually pre-
vents other processors from accessing the data elements it is currently processing.
Remarkable speed-ups are achieved in comparison to serial algorithms, in spite of
the fact that these communication strategies have an additional cost.

Dart throwing algorithms [3] are based on an idea similar to that described in
the naı̈ve implementation. In order to reduce collisions, the data structure is itera-
tively mapped onto a larger space of d ·N possible positions, which is compacted
later by decreasing d (N is the original problem size). The elements which collide
are registered and wait for the next iteration to be mapped onto this space. If, af-
ter c loglog(n) iterations there are elements to be mapped left, the algorithm will
restart. In [3] mutex mechanisms are used to prevent collisions, so that if a proces-
sor can not access a memory position, it will look for another free slot. Although the
process is distributed, the communication cost for the resolution of collisions and
synchronization mechanisms is remarkable.

Another family of algorithms, proposed in the context of distributed systems,
uses an approach based on distributing the data among p processors and having each
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one of them accesing only to a portion of the N original elements [8] [12] [3]. They
have 3 stages usually: First, each processor randomly chooses a destination proces-
sor for each element and sends the element to that processor. After receiving the
incoming elements, each processor computes a local random permutation. Finally,
the data structure is assembled into a global one. As indicated in [8], the use of re-
sources (memory, bandwidth, computational time and random number generation)
is O(p) in each processor, and O(p2) in total. Both phases of the rearrangement pro-
cess are susceptible to introduce collisions and extra memory accesses, as in classic
parallel shuffle algorithms. In the next section, a new random rearrange algorithm
that tries to reduce communication overheads and cost is described.

4 Proposed Algorithm

All the algorithms described in the previous sections were designed ensuring that
every possible permutation has the same probability of being selected. However,
some applications do not require this condition; for them it is enough that the se-
lected permutation is just unpredictable. Practical implementations of the algorithms
cited before with standard libraries actually limit the range of possible permuta-
tions. A typical example is the implementation of card shuffling with pseudoran-
dom number generators with only 32 bits of internal state, which means that only
232 ≈ 4.3 ·109 different sequences of numbers can be produced, a very small fraction
of the 52! ≈ 8 ·1067 possible permutations[2].

Indeed, some sets of permutations can be particularly useless. Our proposed al-
gorithm sacrifices some of the possible permutations in order to achieve a greater
control of the sequence generation process.

From the point of view of power efficiency, memory accesses are a major cause
of energy consumption for both embedded and large scale HPC systems. A lot of op-
timization efforts have been made, regarding the hardware used, to decrease power
consumption. However, energy dissipation is heavily dependent on the software and
the algorithms used in computer systems. An additional goal in our method is to
reduce power consuption due to processor communication with memory and other
processors.

4.1 Linear Congruential Algorithm

Ideally, we would like to have a function that directly maps the original data struc-
ture to another, obtained using a random permutation of the original one. Pseudo-
random number generators produce deterministic sequences of numbers that appear
to be random, but most of the methods give periodic sequences instead. In order to
have these sequences seeming random, much of the research effort in the design of
these methods has focused on obtaining long repetition periods.

Our strategy is different: we are not interested in long periodic sequences, but
in designing a generator of linear congruential generators that provides a straight
mapping.
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Definition 1. A linear congruential method produces a sequence {xi≥0} defined re-
cursively by

xi+1 ≡ axi + c (mod m), 0 ≤ xi+1 < m (1)

where integers m (the modulus), a (the multiplier), c (the increment) and x0 (the
seed) are chosen such that 0 ≤ a,c,x0 < m. Each different sequence is determined
by (x0,a,c,m).

We are interested in the tuples (x0,a,c,m) that:

• Give purely periodic sequences, satisfying that xi+d = xi ∀i, for a period of d
length

• Have a modulus m large enough to cover every element in the data structure as a
pseudorandom number in the sequence

• Goes through all the possible values in the range, which is called in the litera-
ture full period length, so that m can be equal to the number of elements N and
coincides with the period d. This feature allow us to save calculations and avoid
collisions.

A linear congruential sequence xi consists of at most m different terms, since each
xi assumes a value in Zm = 0,1,2, · · · ,m−1. If a is relatively prime to m (i.e.
a mod m = 1), then given xi+1, congruence (1) can be solved uniquely for xi since a
will have a unique inverse modulo m. Therefore, the sequence xi is purely periodic.

Theorem 1. To meet the last two desirable conditions given after Definition 1 for
full period length sequences, the following conditions must be satisfied[11]:

• c is relatively prime to m
• a ≡ 1(mod p) for each prime divisor p of m
• a ≡ 1(mod 4) if m is a multiple of 4.

In practice, these conditions are necessary but not sufficient; additional calculations
must be performed in order to ensure that the sequence covers the entire range of
possible elements. Our generator chooses the parameters (x0,a,c) to get an unsorted
list of values that goes over the whole value range between [0,m), where m = N, the
number of items within the data structure.

4.2 Parallel Scheme

There are many aspects that affect performance for parallel shuffling algorithms.
First, in a parallel facility with many heterogeneus processors, each one should re-
ceive workload sizes adapted to their computing power. Also, memory collisions,
produced while one or several processors are accessing data, should be minimized,
because they affect performance and energy consumption. Communication over-
heads, including those originated by processor setup and synchonization procedures,
should be kept as low as possible. And last, the computational burden needed for
processing each data element should also be as small as possible.
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The next lema allow us to generate any element in the sequence, independently
of the previous elements:

Lemma 1. Let xi be a linear congruential sequence determined by (x0,a,c,m). As-
suming a ≥ 2 then

xi+k ≡ akxi +
(ak −1)c

a−1
(mod m) ≡ ak+ix0 +

(ak+i −1)c
a−1

(mod m) ∀k ≥ 0 (2)

In consequence, in a parallel environment, each processor needs to know only the
parameters (a,x0,c) of the generator, the range of elements [qi1 ,qi2 ] to process, the
total number of items m, and pointers to the initial and final data structures (in a
shared memory system).

The data dependences implicit to linear congruential sequence generation result
in long execution times, even in parallel systems. Nevertheless, the algorithm pre-
sented here meets all the requisites mentioned above, thanks to slight variant of
Lemma 1. First, each processor pi can work on a partial subsequence which in-
cludes all the input data between positions qi1 and qi2 ; iterations can be avoided
just by taking its x0 as qi position for each element in the sequence (fig. 1). And
second, Lemma 1 shows that each processor can compute its assigned subsequence
independently of the other ones. This strategy provides therefore a simple, easy to
parallelize and collision-free method to perform the random rearrange mapping.

...
p1 p2 pp

0 N-1qi1 qi2

...
0 N-1

new position = a·q +c (mod m)i

mapping

initial data structure unsorted data structure

Fig. 1 Random rearrange mapping: strategy for dividing data among processors

5 Preliminary Results for Graphics Architectures

Our algorithm and parallel versions of the naı̈ve [3] and Fisher and Yates’ shuffle[1]
algorithms have been implemented in CUDA to study their behaviour and com-
pare their performance in graphic architectures. Pseudorandom number generation
of naı̈ve and shuffle implementations use CURAND library (3.2 RC beta version).
The results are presented in figure 2, where average execution times for each of the
mentioned algorithms are given for different values of the input data size, N.

We can consider graphics processors as shared memory systems, where each of
the millions of threads of their kernels process a small set of elements. We have not
implemented persistent threads, so communication among processors is limited to
atomic operations for accessing parts of the video memory.

The tests presented here were performed on a Xeon server with a Tesla C1060
board, which has 4GB of video memory. In the figure, the time for generating the
initial data structure in the CPU was not taken into consideration, although driver
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Fig. 2 Average execution time of parallel shuffle algorithms implementations in GPU for
different data sizes (both axes are represented in logarithmic scale).

initialization, kernels setup, and the time for data transfers between CPU and GPU
were considered.

6 Discussion and Conclussions

The results presented in figure 2 show that even though the three algorithms have
linear complexity O(n), inadequate memory access patterns can increase total exe-
cution times by several orders of magnitude. In particular, the method proposed here
avoids memory collisions as well as the need to exchange elements, not requiring
atomic accesses to coordinate the activities of processors on the data set. Also, the
proposed method does not need to access memory for pseudorandom number gener-
ation. On the other hand, CUDARAND initialization kernels need store a different
seed per thread, which takes a significant time in parallel naı̈ve and shuffle algo-
rithms. Globally, this results in a huge difference in execution times and processors’
power consumption.

The results achieved so far are encouraging, suggesting that further studies on
the relation between permutation space and tuple parameters will result in impor-
tant improvements on the implementation of randomized algorithms. Finally, many
applications areas, such as data mining, will benefit from these improvements.
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Cyclic Steady State Refinement 

Grzegorz Bocewicz, Robert Wójcik, and Zbigniew A. Banaszak* 

Abstract. The paper presents a new modeling framework enabling to evaluate the 
cyclic steady state of a given system of concurrently flowing cyclic processes 
(SCCP) on the base of the assumed topology of transportation routes, dispatching 
rules employed, resources and operation times as well as an initial processes allo-
cation. The objective is to provide the rules useful in the course of routing and 
scheduling executed in SCCP where local cyclic processes interact on the base of 
a mutual exclusion protocol. 

Keywords: cyclic processes, cyclic scheduling, state space, periodicity, dispatch-
ing rules.  

1   Introduction 

Operations in cyclic processes are executed along sequences that repeat an indefi-
nite number of times. In everyday practice they arise in different application do-
mains (such as manufacturing, time-sharing of processors in embedded systems, 
digital signal processing, and in compilers for scheduling loop operations for pa-
rallel or pipelined architectures) as well as service domains (covering such areas 
as workforce scheduling (e.g., shift scheduling, crew scheduling), timetabling 
(e.g., train timetabling, aircraft routing and scheduling), and reservations (e.g., 
reservations with or without slack, assigning classes to rooms) [5], [9], [10], [11], 
[12]. Such systems belong to a class of so called systems of concurrently flowing 
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cyclic processes (SCCP) [2], [3]. Subway or train traffic can be considered as an 
example of such kind of systems.  

Assumption the subway trains following particular metro can be treated as cyc-
lic processes passing, due to a given timetable, the sequence of stations, allows 
one to state a question concerning a minimization of the total passenger travel 
time. So, if passengers travel between two distinguished locations in the transpor-
tation network for which no direct connection exists, i.e., transfers become inevit-
able, the relevant scheduling problem can be stated in the following way. Given a 
set of metro lines, each one treated as a repeating sequence of stations. Some lines 
may share the common stations. Given a headway time (interval between the 
trains), i.e., the fixed interval between the trips of a line sometimes called the pe-
riod time. The question considered is: What is a transportation route between two 
designated terminal stations in the transportation network providing the shortest 
travel time subject to above mentioned constraints?  In other words, a best trans-
portation route of the so called multimodal process, i.e. sharing different lines, is 
sought.   

Many models and methods have been proposed to solve the cyclic scheduling 
problem [6]. Among them, the mathematical programming approach (usually IP 
and MIP [12]), max-plus algebra [7], constraint logic programming [1], [2], [3], 
[4], evolutionary algorithms and Petri nets [8] frameworks belong to the more fre-
quently used. Most of them are oriented at finding of a minimal cycle or maximal 
throughput while assuming deadlock-free processes flow. The approaches trying 
to estimate the cycle time from cyclic processes structure and the synchronization 
mechanism employed (i.e. rendezvous or mutual exclusion instances) are quite 
unique.  

In that context our main contribution is to propose a new modeling framework 
enabling to evaluate the cyclic steady state of a given SCCP on the base of the as-
sumed processes topology, dispatching rules employed and an initial state. So, the 
paper’s objective is to provide the observations useful in the course of multimodal 
processes routing and scheduling in systems composed of concurrently flowing 
cyclic processes interacting between oneself through mutual exclusion protocol.  

The rest of the paper is organized as follows: Section 2 introduces to the sys-
tems of concurrently flowing cyclic processes. The main definitions clarifying the 
concept of state space of systems considered is then presented in Section 3. The 
terms of a cyclic steady state and the corresponding space of cyclic steady states 
are introduced in Section 4. Conclusions are presented in Section 5. 

2   Systems of Concurrent Cyclic Processes 

Consider the digraph shown in Fig. 1. The distinguished are three cycles specify-
ing routes of cyclic processes ଵܲ ଶܲ and ଷܲ, respectively. Each process route speci-
fied by sequence of resources passed on among its execution can interact with  
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other processes through so-called system common resources. So, the process 
routes are specified as follows:  ଵ ൌ ሺܴ, ܴଷ, ܴହሻ, ଶ ൌ ሺܴଶ, ܴଷ, ܴସሻ, ଷ ൌ ሺܴଵ, ܴହ, ܴସሻ,             (1) 

where the resources ܴଷ, ܴସ, ܴହ, are shared resources, since each one is used by at 
least two processes, and the resources ܴଵ, ܴଶ, ܴ, are non-shared because each one 
is exclusively used by only one process. Processes sharing common resources in-
teract each other on the base of mutual exclusion protocol. The possible resources 
conflicts are resolved with help of assumed priority rules determining the order in 
which processes make their access to common shared resources (for instance, in 
case of resource ܴସ, ߪସ ൌ  ሺ ଶܲ, ଷܲሻ – the priority dispatching rule determines the 
order in which processes can access to the shared resource ܴସ, i.e. at first to the 
process ଶܲ, then to the process ଷܲ, next to ଶܲ and once again to ଷܲ, and so on). 

 

Fig. 1 Process routes structure of SCCP owning three processes  

In general case, each process ܲ  (where ܲ א ܲ ൌ ሼ ଵܲ, ଶܲ, . . . , ܲ ሽ, and ݊ is a 
number of processes) executes periodically a sequence of operations using re-
sources defined by the given process route  ൌ ሺ ܴభ, ܴమ, . . . , ܴೝሺሻሻ, ݆ ,ሼ1,2א … , ݉ሽ, where ݈ݎሺ݅ሻ denotes a length of cyclic process route and ݉ denotes 
number of resources, and ܴೖ א ܴ, where ܴ ൌ ሼܴଵ, ܴଶ, . . . , ܴሽ.  

The time ݐ, of operation executed on ܴ along ܲ , is defined in domain of uni-
form time units (Գ – set of natural numbers, i.e. ݐ, א Գ). So, the sequence ܶ ൌ ሺݐ,భ, ,,మݐ . . . , ,ሺሻሻ describes the operation times required by ܲݐ . To each 

common shared resource ܴ א ܴ the priority dispatching rule ߪ ൌ  ሺ ܲభ, ܲమ , … , ܲሺሻሻ, ݆ א ሼ1,2, … , ݊ሽ, ܲೖ א ܲ is assigned, where ݈ሺ݅ሻ     .ߪ ሺ݅ሻ is a number of processes dispatched by݈ ,1
In that context a ܵܲܥܥ can be defined as the following quadruple [4]:  ܵܥ ൌ ሺߎ, ܶ, ܴ,  ሻ                                                (2)߆

 
 

 

- the resource  occupied by the 
process  

- the resource  occupied by the
process  and controlled by
the priority dispatching rule 

 

 

 

 

 

 - the unoccupied resource   

Legend: 
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where: ߎ ൌ ሼଵ, ,ଶ . . . ,  ,ሽ – the set of local process routes
 ܶ ൌ ሼ ଵܶ, ଶܶ, . . . , ܶሽ – the set of local process routes operations times, 
 ܴ ൌ ሼܴଵ, ܴଶ, . . . , ܴሽ – the set of resources,  ߆ ൌ ሼߪଵ, ,ଶߪ . . . ,   .ሽ – the set of dispatching priority rulesߪ

Let us assume the all operation times equal to a unit operation time (noted as: u.t.), 
∀݅∈ሼ1, … , ݊ሽ, ∀݆∈ሼ1, … ,  ݀ݎሺ݅ሻሽ, ሺܿݎ݈ ܶ ൌ .ݑ 1  .ሻݐ

The main question concerns of SCCP cyclic steady state behavior and a way 
this state depends on direction of local process routes as well as on priority rules, 
and an initial state, i.e. initial process allocation to the system resources. Assuming 
such a cyclic steady state the next question regarding of travel time along assumed 
multimodal process route linking distinguished resources plays a pivotal role.  

3   State Space 

Consider the ݇-th state ܵ (3) composed of: the sequence of processes allocations ܣ, the sequence of semaphores (encompassing the rights access to individual re-
sources)  ܼ , and the sequence of semaphore indices ܳ:    ܵ ൌ ሺܣ, ܼ, ܳሻ                                               (3) 

where ܣ ൌ  ሺܽଵ, ܽଶ, … , ܽሻ െis the processes allocation in the ݇-th state (݉ – 
is a number of resources occurring in the SCCP). Each element ܽ means the 
process allotted to the ݅-th resource ܴ in the ݇-th state: ܽ א ܲ  ሼ∆ሽ, ܲ ൌሼ ଵܲ, ଶܲ, … , ܲሽ – the set of processes, ܽ ൌ ܲ means, the ݅-th resource ܴ is occu-
pied by the process ܲ, and ܽ ൌ ∆ - the ݅–th resource ܴ is unoccupied. In the 
case considered (see Fig. 1) the processes allocation is specified by the sequence: ܣ ൌ ሺ ଷܲ, ∆, ଶܲ, ∆, ∆, ଵܲሻ. ܼ ൌ ሺݖଵ, ,ଶݖ … , ሻݖ െ is the sequence of semaphores corresponding to the ݇-th state, where ݖ א ܲ means the name of the process (specified in the ݅-th dis-
patching rule ߪ, allocated to the ݅-th resource) allowed to occupy the ݅-th resource ܴ. For instance ݖ ൌ ܲ means that at a moment the process ܲ is allowed to oc-
cupy the ݅-th resource ܴ. For the SCCP from Fig. 1 the sequence of semaphores 
has the following form: ܼ ൌ ሺ ଷܲ, ଶܲ, ଶܲ, ଶܲ, ଷܲ, ଵܲሻ. ܳ ൌ ሺݍଵ, ,ଶݍ … , -ሻ െ is- the sequence of semaphore indices correspondݍ
ing to the  ݇-th state, where ݍ means the position of the semaphore ݖ in the 
priority dispatching rule ߪ: ݖ ൌ ݍ ,ߪ൫ೖ൯݀ݎܿ א  Գ (ܿ݀ݎܦ ൌ  ݀, for ܦ ൌሺ݀ଵ, ݀ଶ, … , ݀, … , ݀௪ሻ ). For instance ݍଶ = 2 means the 2nd position occupied 
by ଵܲin the priority dispatching rule ߪଶ, where ଵܲ ൌ ݖଶ. For the SCCP from Fig. 1 
the sequence of semaphores ܼ has the following form: ܳ ൌ ሺ1,1,1,1,1,1ሻ. 
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The state ࡿ is feasible only if for any of its co-ordinate ܽ the following condi-
tions hold:  אሼଵ,ଶ,…,ሽ∃!אሼଵ,ଶ,…,ሽ ൫ ܲ ൌ  ൯,                         (4)ܣ݀ݎܿ

ܣ ݀ݎሼଵ,ଶ,…,ሽሺܿא  א ܲ∪ሼ∆ሽሻ.                            (5) 

The set of all feasible states is called a state space ॺ, i.e., ܵ א ॺ. 
Consider two feasible states ܵ and ܵ:  ܵ ൌ ሺሺܽଵ, ܽଶ, … , ܽሻ, ሺݖଵ, ,ଶݖ … , ,ሻݖ ሺݍଵ, ,ଶݍ … ,  ሻሻ, (6)ݍ

 ܵ ൌ ሺሺܽଵ, ܽଶ, … , ܽሻ, ሺݖଵ, ,ଶݖ … , ,ሻݖ ሺݍଵ, ,ଶݍ … ,  ሻሻ.              (7)ݍ

The state ࡿ is directly reachable from the state ࡿ if the following conditions 
hold:  אሼଵ,ଶ,…,ሽאሼଵ,ଶ.,,,.ሽ ቂሺܽ  ൌ ∆ሻ ר ሺܽఉሺೕሻ ൌ ሻݖ ֜ ሺܽ  ൌ ሼଵ,ଶ.,,,.ሽאሼଵ,ଶ,…,ሽא ሻቃ,        (8)ݖ ቂሺܽ  ൌ ∆ሻ ר ሺܽఉሺೕሻ ് ሻݖ ֜ ൫ܽ ് ܲ൯ቃ,          (9) אሼଵ,ଶ,…,ሽൣሺܽ ൌ ∆ሻ ֜ ሾሺݖ ൌ ሻݖ ר ሺݍ ൌ ሼଵ,ଶ,…,ሽሾሺܽא ሻሿ൧,                    (10)ݍ  ് ∆ሻ ר ሺܽ ് ∆ሻ ֜ ሾሺݖ ൌ ሻݖ ר ሺܽ ൌ ܽሻ ר ሺݍ ൌ ,ሻሿሿݍ
ሼଵ,ଶ,…,ሽא (11)  ሺܽ ് ∆ሻ ר ሺܽ ൌ ∆ሻ ֜ ሾሺݖ ൌ ሻߪ൫൯݀ݎܿ ר ሺݍ ൌ ሼଵ,ଶ,…,ሽא ሻሻሿ൨, (12)ݍሺߛ ቂሺܽ ് ∆ሻ ר ሺݖఈሺೖሻ ൌ ܽ ሻ ֜ ሺܽఈሺೖሻ ൌ ܽሻ ר ሺܽ ൌ ∆ሻቃ, (13) אሼଵ,ଶ,…,ሽ ሺܽ ് ∆ሻ ר ሺݖఈሺೖሻ ് ܽ ሻ ֜ ሾሺܽ ൌ ܽሻ ר ሺݍ ൌ  ሻሿ൨, (14)ݍ

where: ݉ – a number of resources, ݊ – a number of processes, ߚሺ ܲሻ – the index 
of resource directly proceeding the resource ܴ, in the ݆-th process route , ߚሺ ܲሻ א ሼ1,2, … , ݉ሽ, ߙሺ ܲሻ –the index of resource directly succeed-
ing the resource ܴ, in the ݆-th process route , ߙሺ ܲሻ א ሼ1,2, … , ݉ሽ, ߛሺݍሻ – the function defined by (15):  ߛሺܽሻ ൌ ൜ܽ  1 1 ܽ ݎ݂  ൏ ܽ ݎ݂ ሺ݅ሻ݈ ൌ ሺ݅ሻ݈  (15) 

where: ݈ሺ݅ሻ - the number of processes dispatched by the rule ߪ. 
In the case considered (see. Fig. 1) for the state ܵ ൌ ሺܣ, ܼ, ܳ ) such that ܵ ൌ ሺሺ ଷܲ, ∆, ଶܲ, ∆, ∆, ଵܲሻ, ሺ ଷܲ, ଶܲ, ଶܲ, ଶܲ, ଷܲ, ଵܲሻ, ሺ1,1,1,1,1,1ሻሻ the only directly 
reachable state ܵଵ ൌ ሺሺ∆, ∆, ∆, ଶܲ, ଷܲ, ଵܲሻ, ሺ ଷܲ, ଶܲ, ଵܲ, ଶܲ, ଷܲ, ଵܲሻ, ሺ1,1,2,1,1,1ሻሻ 
there exists. The graphical illustration of the cyclic steady state space ࢉࡿ generated 
by ܵ is shown in Fig. 2.  
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Fig. 2 Illustration of the cyclic steady state space ࢉࡿ generated by ܵ in SCCP from Fig. 1.   

Note that the transition ܵ   ՜  ܵ is a state transition function ߜ: ॺ ՜ ॺ (16) fol-
lowing conditions (8)÷(14). ܵ ൌ  ሺܵሻ                                                      (16)ߜ

4   Cyclic Steady State Space 

Consider the SCCP and its state space ॺ (the set of all feasible states defined by 
(3)). The set ܵܿ ൌ ሼܵ, ܵ,  ܵ, … ,  ܵௗሽ, ܵܿ ؿ ॺ is called a cyclic steady state gen-
erated by an initial state ܵ∈ ॺ if the following condition holds:  ܵ   ՜  ܵ   ՜ ܵ   ՜ …   ՜ ܵௗ   ՜  ܵ                                   (17) 

where: ܵ   ՜  ܵ – the transition defined by (8)÷(14).   

In other words a cyclic steady state consists of such a set of states in which 
starting from any distinguished state it is possible to reach the rest of states and fi-
nally reach this distinguished state again. Each cyclic steady state is determined by 
so called period of cyclic steady state ܶܿ.  

A cyclic steady state period ࢉࢀ is defined in the following way: ܶܿ ൌ ԡܵܿԡ. 

Of course, for any ܵ א ܵܿ the following property holds ܵ  ்ିଵሱۛ ሮۛ  ܵ. 
Therefore, searching for a cyclic steady state ܵܿ in a given SCCP can be seen as 

a reachability problem where for an assumed initial state ܵ the state ܵ, such that 

following transitions ܵ   ՜ ܵ  ்ିଵ ሱۛ ሮۛ  ܵ holds, is sought. 
Note that cyclic steady state behavior of the SCCP (ܵܵܤୗେେ for short) follows 

from assumption that the quadruple (2) has been extended by an initial state ܵ א ܵܿ and the state transition function δ. So, in general case one may consider 
the cyclic steady state space defined as sixtuple (18), where ܵܵ consists of states 
belonging to cyclic steady states (ܵܿ א ୗେେܤܵܵ  .(ܵܵ ൌ ሺߎ, ܶ, ܴ, ,߆ ܵܵ, δሻ                                      (18) 

The graphical illustration of the cyclic steady state space is shown in Fig.3. The 
multimodal processes can be seen as trajectories passing through different cyclic 
steady states, e.g. distinguished by the bold line. 
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- the state   

  
- the transition   
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Fig. 3 Graphical illustration of cyclic steady states space   

5   Concluding Remarks 

The approach proposed is based on the system of concurrently flowing cyclic 
processes concept assuming its cyclic steady state behavior guaranteed by a given 
set of dispatching rules and assumed set of initial processes allocations. In the 
general case that means there exists a set of possible cyclic steady states encom-
passing potential cyclic behaviors of the SCCP at hand. Each cyclic steady state  
characterized by its cycle time specifies the local processes repeatability, i.e. their 
periodicity.  

In that context, so called multimodal processes that can be seen as processes 
composed of local cyclic processes lead to two fundamental questions: Does there 
exist a control procedure (i.e. a set of dispatching rules and an initial state) enabl-
ing to guarantee an assumed steady cyclic state (e.g. following requirements 
caused by multimodal processes at hand) subject to SCCP’s structure constraints? 

 

 

  

 

 

 

Legend: 

- the state  , 
 - the transition , 

- the j-th cyclic steady state for the i-th set of dispatching priority rules , 

 

 

- the transition , linking distinguished states ,  for the given set of dis-
patching priority rules  by  semaphores   modification, 

- the transition, linking distinguished states ,  obtained for the sets of dispatch-
ing priority rules  , , respectively, 

- the multimodal process . 
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Does there exist the SCCP’s structure such that an assumed steady cyclic state 
(e.g. following requirements caused by multimodal processes at hand) can be 
achieved? Response to these questions determines our further works.  
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Ant Colony to Fast Search of Paths in Huge Networks 

Jessica Rivero, Dolores Cuadra, F. Javier Calle, and Pedro Isasi* 

Abstract. Nowadays, Ant Colony Algorithms (ACO’s) are applied to different 
domains of application such as automated software testing, computer games or 
searching of paths. Most of works that use graphs for representing information and 
ACO algorithm for searching a path are related to small (thousand of nodes and 
links) and static networks (both position and number of nodes are always fixed). 
In this paper a new ACO algorithm is presented. The proposal shows a solution to 
search paths for huge and dynamic networks in a suitable time. 

1   Introduction 

A huge number of systems that could be found nowadays use graphs as a tool to 
represent the information with which they work. In some cases, this is a direct 
transformation, but in others it is required to do an abstraction process to give a 
meaning both nodes and links which make up the graph. Automatic solution of 
games are examples of the last case (chess, or draughts, in which each node is an 
scenario and links which join them are the moves to go from one scenario to an-
other). 

In most cases where this kind of representation is done, the main goal is to 
make an easier handling of information and to perform necessary operations on it 
to satisfy the requests of users in an effective and efficient way. These requests are 
habitually solved applying searching algorithms of shortest paths, or paths into a 
certain quality range. 

As it is shown in the next section, there are lot of works trying to find an algo-
rithm capable of solving the problem of searching paths inside graphs. The main 
problem of these works is that they search paths over small dynamic networks or 
over huge static networks, but not in huge dynamic graphs which are very impor-
tant because they could represent some widely used domains as social networks or 
semantic web. The objective of this paper is to present an efficient and effective 
algorithm which works with this kind of graphs, giving a path which satisfies a 
quality range in a limited time, making possible to use it in applications like 
                                                           
Jessica Rivero · Dolores Cuadra · F. Javier Calle · Pedro Isasi 
Computer Sciences Department  
Carlos III University of Madrid  
28911 Madrid, Spain 
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searching persons in social networks, or discovering the procedure which must be 
followed to solve problems in computer games. This algorithm is presented as an 
extension of ACO classic algorithms. 

To do this, the rest of the paper is organized in the following way: In section 2 
current works in the field are going to be presented. After this, the problem is  
going to be formalised. Once this will be done, a new algorithm is going to be pro-
posed and explained to solve previous problems. In the next section, some ex-
periments over huge network will be shown the good way in which the algorithm 
works. Finally, some conclusions and future works can be found. 

2   Previous Works 

Currently the graphs obtained to formalize concepts (nodes) and relations between 
them (links) are reaching dimensions of hundreds of thousands or millions of 
nodes and links for various reasons. This is a problem in the cases of searching of 
paths inside networks, because this search must be solved in a short time (limited 
time)  since in most cases there is an end user waiting for the solution. 

Faced with this challenge various studies can be found as the one presented in 
[4]. This work stores all information of a road network in a file system, and on it a 
series of routing queries are realised. To do this, authors propose a pre-processing 
of the information and the use of a modified Dijkstra algorithm, obtaining optimal 
quality solutions and a short response time. Another work which also stores the in-
formation of the network in secondary memory is the one presented in [13] or 
[14]. In this case, the information is stored in a data base. To obtain answers in 
short time, they create groups of nodes according to distances and organize them 
as tree structures. 

Other works in the field with a short answer time are [3, 7] (which work with 
networks of millions of nodes making hierarchies to organize them) or [6] (which 
does a fragmentation of the network in subnetworks and pre-processes links which 
are taken into account in each one). The problem is that they store the network in 
main memory, and by this reason they need optimization processes to store all the 
network in the minimum space, losing part of the benefits of working with all the 
information. 

Nonetheless, in spite of these works have a short response time and that work 
with huge networks (none of them use networks with a number of nodes below 
hundreds of thousands) they expend a lot of time in the pre-processing of the in-
formation, making impossible to use them in dynamic networks. 

Related to this problem, some of these authors have changed their algorithms to 
take into account the dynamism in networks [10, 15], but they only consider varia-
tions in the cost of links and nodes, but not structural changes. Given these 
changes, that in cases such as ad-hoc networks or small-world networks [2, 11] 
can be every few seconds or minutes, it is not advisable to have pre-processing of 
hours or minutes, because once a path was found it would not be valid because 
new changes appear during the pre-processing or search. 
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For this reason, adaptative algorithms are necessary. And because of its own 
characteristics, ACO [9] could be an option. A proof of this is their use in ad-hoc 
networks [8] or in vehicle routing over dynamic roads [5]. 

Nonetheless, ACO has been used in networks of hundreds or thousands of 
nodes, but never in bigger networks, that is the trend as it was mentioned before. 

This problem has already been tackled in [1] which creates an extension of 
ACO (ACOhg) to solve the problem of search of paths in huge dynamic networks. 
However, it stores the information in main memory, and in some moments of the 
search it has to delete some information of the searching process to free space. 

In this article another version of ACO is presented to solve such problems (an 
initial version can be found in [12]). In addition, a secondary storage is going to be 
used to avoid limitations of main memory such as lost of information during the 
search as the case mentioned above. 

3   Problem Formalization 

Once some relevant works in the area have been explained, in this point is going 
to be presented a formalization of the scenario over which the problem of search-
ing paths wants to be solved. 

Let G(t)={N,L} be a connected network at the instant t where:  

• N = {(x,y) ℜ×ℜ∈ } is the set of nodes in G. 

• L = {lij = (ni,nj)∈ NxN, ni ≠ nj} is the set of links in G having that lij = lji. 

The weight of each lij ∈ L could be defined by the following function:  

W: L→ +ℜ , where wij = W(lij) 

The size of G is equal to the number of elements in N. 
G is a dynamic network, such that given two different time instants ti and tj 

where ∆t = tj – ti ≥ 0, and the state of G in each one (G(ti) and G(tj)), it is going to 
happen that G(ti) ≠ G(tj). This variation with the time could be due to: 

• Changes in the weights of links in L: wij(ti) ≠  wij(tj). 
• Structural changes: elements in N and L appear and disappear. 

The rate of dynamism in G is called K, and it is the percentage of changes in each 
unit of time (between two consecutive states of G) ∆t. Depending of the value of 
K, the dynamism of G changes, such that if K>0%, G is dynamic. 

The services over G are queries to find the path P between whatever two nodes 
in a time shorter than one fixed by the petitioner (tthreshold), such that: P: NxN → 
L’ ⊆ L,tanswer, with tanswer ≤ tthreshold. Where tanswer is the time used to calculate the 
path. 

Depending on the application that wants to be considered to apply the algo-
rithm, the values of the parameters mentioned above are different. Specifically, the 
values considered in this work make not possible to apply the solutions discussed 
in the point two of this paper. These values model scenarios with huge dynamic  
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networks and with limited answer time because the end user needs to have an an-
swer as fast as possible. Examples of scenarios with those characteristics are so-
cial networks, or on line games. Both cases are online applications, and due to this 
reason the information in the network is huge, dynamic (all users could change the 
network with their interaction with it), and it has to be accessible by all the users. 
These characteristics have the following connotations: 

• The value of K is high and ∆t is small. 
• The size of the network is millions of nodes and has to be visible by all the 

users. 

4   Proposal 

To realise the fast search of paths over the scenarios mentioned before, the pro-
posed algorithm joins two different phases: 

• A kind of pre-processing with the capacity to be able to adapt to changes in 
G, but with enough information to help to the second phase. This pre-
processing has a difference with respect to approaches in the previous sec-
tion: it does not change the structure of the graph, it only adds information to 
help in the searching phase. 

• Algorithm ACO with some modifications to give paths faster and adaptable 
to changes during the search. 

4.1   Pre-processing 

Let S be a subset of N (S ⊆ N) where nodes satisfy a property X (objectives in 
paths, preferences of the petitioner, nodes which are the center of a cluster, etc), 
whatever si ∈ S could be interested to have it any path. 

Due to this reason a pre-processing around each si is going to be realised to 
reach easier these nodes improving the time to search paths. New definitions ap-
pear when this is done: 

• Any si is going to have associated a value called Smell to find it in the  
network. 

• Initial Smell (m): Amount of smell in si. It is the greatest smell in the  
network. 

• The smell is going to be spread from nodes si creating areas of smell (ck) 
around each one, such that n areas are going to appear in the network: C = 
{c1, c2, …cn}, where ck ⊆ N and (ck ∩ cl) ⊆ {Ø,N}. 

Initially, all nodes inside ci have a smell between m and u 
(u<smell(ni)<m, with ni∈ ci), where u is the Smell Threshold of the area and 
it is the smallest value of the smell inside the area in the initial time. 



Ant Colony to Fast Search of Paths in Huge Networks 203
 

• The form in which the smell is going to be spread is decreasing its amount as 
the nodes are further from si. Each step smell decreases (k·wij), where 
k )1...,0(ℜ∈ . This parameter is called Percentage of Deposited Smell. 

With respect to the size of ck (for k={1,2,…n}): 

• t=0 (before any request of path): Each ck has the same size defined by u, k 
and m. It must be small for two reasons: 

1. To avoid that many changes in G affect the areas being necessary to cre-
ate them again. 

2. Because X could change and it is necessary that all smells can be deleted 
and created quickly allowing the network to be self-adaptive. 

The form in which this area (ck) is created is decreasing the smell using the 
cost of links and the factor k as was explained before. The form of the area is 
going to be undefined, and its size is going to be fixed by u, because any 
node inside it must have a smell bigger to that value. 

• t>0: In this moment could happen two different events with a direct influ-
ence in the size of ck: 

1. ck has been used to create the path pij. In this case, smell is going to be as-
signed to nodes of pij starting from the nodes with smell and decreasing it 
taking into account the equation (previousSmell-k·wij) until the final nodes 
were reached. With this expansion of smell, the size of the area increases. 

2. A change in G happens and it affects to some node ni with smell equal to 
'm  of type ck. In this case: 

• If the change is out of the initial area of ck, the nodes which depend of 
ni and with smell m”< m’ are going to be totally evaporated. 

• If the change is inside the initial area of ck, all nodes with that kind of 
smell are going to be deleted and the area is going to be created again. 

An important thing is that the pre-process does not change the structure of the 
network over which the query of path is resolved. By this reason, when a restart-
ing of any ck has to be realized, ants do not have to wait to continue searching. Ar-
eas of smell are only extra information to helps ants to search the end node. 

4.2   ACO 

ACO is going to be adapted to the problem, so the main features are the  
followings: 

• Links are initialized to a fix amount of pheromone. 
• Half of ants go from the start node to the end node, and the others go in op-

posite direction while any of them have smell. If the start/end node has 
smell, all ants start in the same node (the one without smell). 

• A tabu list is used to avoid visiting a node two times during the search. 
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• When it completes a path, it lays a substance called trail on each lkm visited 
inside pij. If  τkm(t) is the trail in the link lkm at the moment t, then: 
τkm(t+1)=(1-ρ)· τkm(t)+1/Ltotal 
Where Ltotal is the length of the path and ρ (0...,1)ℜ∈  is the dissipation factor.  

• It chooses the node nj to go to with a probability that is a function of the 
amount of trail present on the connecting edge. The equation of this prob-
ability is the following: 
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Where reachable nodes in tabu list are not included in the formula. 
• When all ants finish, all discovered paths to go from ni to nj using at least 

one smell area are selected, and the ones with lowest cost are used to expand 
smell. 

During the search, each ant acts in the following way when a path is required: 

1. Initialisation: A fixed value of pheromone is deposited in all the links of the 
graph, the start nodes of each ant are established and their tabu tables are 
emptied. To finish, the value of the parameter that store the length of the 
found path is set to infinite. 

2. Choose the node nk to move to, with probability p(nm,nk), where nm is the ac-
tual node, and insert nm in tabu list. 

3. Once the ant is in nk, follows Algorithm 1. In it, the method complete-
Path(tabu) tries to create a path from the node with smell found and the cen-
tre node of its smell area. 

if (nk=end_node) then 
length=0; 
for (h=1...(sizeTabu-1)) 

do 
aux=W(tabu(h),tabu(h+1)); 

length=length+aux; 
end; 
if (length<Ltotal) then 

Ltotal=length; 
end if; 
updateTrail(tabu); 
emptyTabu(); 
setStartNodeToAnt(); 

elseif (nk∈ ci) then 
storePartialPath(tabu); 
path = completePath(tabu); 

if ( ∃path) then 
length=pathLength(path)

; 
if (length<Ltotal) then 

Ltotal=length; 
end if; 
updateTrail(tabu); 

end if; 
end if; 

Algorithm 1. Process for each step. 
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At each step, the execution time is controlled, and if it is bigger than the maxi-
mum time, the ant stops. If this condition is not true, then the ant goes again to 
step two. 

5   Case of Study 

To show how this algorithm works, a case of study is going to be done. It is di-
vided in two parts due to the two components of the algorithm: Pre-processing and 
ACO. 

These experiments are the first published, and they are centred in showing how 
the new algorithm works when it is compared with another algorithm and in fixing 
the values of parameters with influence in it. To do this faster, the experiments are 
executed over static scenarios. In future papers it is going to be incorporated the 
dynamic factor using the values obtained in this phase. 

The variables considered in the study are the quality of the solution, and the  
answer time (the time to give the first solution). With respect to the algorithm  
used to compare the proposal is Dijkstra. This choice was done by different  
reasons: 

• It is the most classical algorithm used in search of paths and the one imple-
mented by all DBMS (Data Base Management System). 

• It gives a solution without use any kind of heuristic. 

With respect to the environment, it is going to be used a network of 200000 nodes 
and 600000 links, and the distribution of nodes and the connection between them 
is randomly generated. This size was selected to guarantee a huge network and the 
distribution to not benefit to any algorithm. 

Paths requested by the users go from one node (randomly selected) to another 
node which satisfies the property of being the centre of an area with smell. 

The number of queries is 1000 (a significant number due to the size of the net-
work) and start nodes are always different.  Queries are done one after another. 

Once the scenario is explained, the parameters used in the proposal are the ones 
shown in Table 1. 

Table 1 Parameters of the proposed algorithm 

Parameter Value 
tthreshold 800 sec 
#ants 500 
 0.6 

m 1000000 
k 100% 
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The parameter tthreshold is fixed to, more or less, the time required by Dijkstra to 
get a solution. 

With respect to the value of u, this parameter it is going to be studied in this 
paper, and for this reason, three values are going to be compared among them 
(values are in Table 2). 

Table 2 Time to do smell areas 

%Nodes with Smell Time (sec) 
1% (u = 999700) 11,5 
17% (u = 998600) 178,3 
30% (u = 998000) 326,6 

The first thing that needs the algorithm proposed in the paper is the pre-
processing. This is done in the initialisation time and when changes in the area 
happen. The time required to do a new area or to repeat that process when changes 
happen could be seen in Table 2. 

The time to create areas of smell increases when the percentage of nodes with 
smell increases. Nonetheless, in spite of the increase of time, in no case that value 
is bigger or equal than the one required in others works (which need hours). This 
is a good result, because the algorithm is able to recover of a change without effect 
in answer time. 

After the pre-processing, ants start to look for the requested paths. In Fig. 1 
some results are shown. In it, x-axis represents the number of the executed service, 
and y-axis represents the time expended by each service to give the first answer to 
the query (in logarithmic scale), and the quality of the obtained path. 

 

Fig. 1 Comparison between Dijkstra and new ACO. 
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As could be seen, the first service requires more time, because the first node 
with smell is far away, but after the new dispersion of smell, the answer time  
decreases considerably, and in the second service it is reduced to hundreds of mil-
liseconds. In the case of Dijkstra, the required time to give the first answer is al-
ways the same, and it is always bigger than the one required by the new algorithm 
independently of u. 

With respect to the quality, it is possible to identify that the quality of paths 
with the new algorithm is not the optimal, but that is near when more queries are 
executed. Also, it has to be considered, that results collect the first path obtained 
by ants. If ants run during more time, the quality of results will improve. 

Another thing that can be appreciated in Fig. 1 is an improvement of quality 
and time as the percentage of nodes with smell rises. However, it is not compara-
ble with the time that is necessary to create the area with smell each time that 
changes happen in it, and it is better to work with small areas. 

6   Conclusions and Future Works 

In this paper, a new algorithm has been proposed based on ACO. It uses a pre-
processing which helps ants to find paths between nodes faster than other algo-
rithms. This pre-processing is only used to help ants and does not have a negative 
effect when it has to be repeated. 

Experimental results have shown that it is better to have small areas of smell, 
because they are more adaptable to changes, and because the relation quality-time 
is more or less the same in all the amounts of smell. This is good, because it per-
mits to have more areas of small size distributed by the entire network instead of 
only one of big size. 

Future works are centred in two ways: 

• Improve the algorithm to obtain better solutions. 
• Decide the moment in which is better to stop the algorithm to obtain paths 

with quality closes to the optimal one. 
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An Estimator Update Scheme for Large Teams
of Learning Automata

Manuel P. Cuéllar, Marı́a Ros, Miguel Delgado, and Amparo Vila

Abstract. Learning Automata are stochastic decision-making machines that have
been widely used in classification, control, and network routing, between others.
Despite their versatility, one of the main drawbacks of these models is the low con-
vergence rate of the learning rules used for the training. Estimator algorithms such
as Pursuit schemes help to overcome this limitation, although they require a high
computer memory cost for their operation. This fact becomes a serious inconvenient
when a large set of learning automata collaborate in a team to solve a concrete task,
since the memory requirements of these algorithms increases exponentially. In these
cases, Pursuit algorithms are ineffective due to memory overflow.

In this work, we address this problem and we propose an estimator algorithm that
can be used to train large teams of Learning Automata. The approach uses a similar
strategy to Tabu Search algorithms to manage long and short term memory, in order
to reduce the memory requirements. The method is applied in classic permutation
problems as a test-bed.

1 Introduction

Learning Automata (LA) [7] are adaptive stochastic decision-making machines. A
learning automaton is defined by the tuple < α,Q,R,T >, where α is the set of
decisions or actions available to the automaton, Q is its internal state, R is a set
of reinforcement values that are input to the automaton, and T is a learning rule.
In a classic scheme, the automaton is connected in a feedback loop with an un-
known random environment. At each time instant k, it selects an action from the
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action-set a(k) ∈ α , and applies a(k) over the environment. Then the environment
returns a reward or penalty reinforcement value β (k) ∈ R to the automaton that
depends on the suitability D(a(k)) of the action selected, and the internal state is
updated with the learning rule as Q(k + 1) = T (Q(k),a(k),β (k)). There is a wide
variety of LA models depending on the action-set, the environment, and the rein-
forcement value designs [13, 17]. The most known LA type is the Finite Action-
set Learning Automaton (FALA) [13], where the action-set α = {α1,α2, ...,αr} is
discrete and finite. LA systems also depends on the type of the reinforcement val-
ues and the environment, and we suggest to read the references [7, 17] for a wider
explanation.

The objective of the LA training is to maximize the expectation of receiving a
reward from the environment with respect to the automaton action selection [7, 14].
Thus, a single automaton is capable to learn a single optimal action. It is required to
use a set of LA in order to solve more complex problems that contain several param-
eters to be optimized. In this way, the literature offers some interesting approaches
to combine a set of LA to achieve the desirable behaviour [2, 16]. The most known
is the organization of LA into a team to collaborate and to build the solution [14, 16].
Here, each automaton is autonomous and it selects an action independently of the
remaining LA in the team. The solution to the problem is then built from the set of
actions selected by the set of automata. Another interesting proposals are to generate
hierarchies of LA [3, 2], distributed networks of LA [4], and parallel modules of LA
[15]. The organization of the set of LA highly depends on the features of the prob-
lem to be addressed, although some approaches have shown a good performance to
speed up the learning convergence [3, 2, 15]. The combination of LA has been also
studied from the multi-agent systems point of view, due to the capabilities of these
models to be implemented as agents [6, 12, 8].

On the other hand, the classic update rules for the internal state of LA are based in
reinforcement learning [7, 13]. These techniques have the limitation of low conver-
gence rate to the optimal behaviour of the automata [10, 1]. The estimator algorithms
such as Pursuit schemes [10, 9, 1] overcome this limitation, although they require a
high memory cost. In the case of teams of LA, there are also estimator algorithms
to train the team, but they become ineffective when both the number of LA and
automata actions increase due to memory overflow. In these situations, some meta-
heuristics such as simulated annealing have been proposed to train the team [14].
Other authors have developed specific training methods to solve problems such as
the graph colouring problem [18] or stochastic spanning trees [19], between others.
More complex algorithms have shown a good performance in tutorial-like systems
[11], by mean of simulating a classroom where the automata assume the roles of
students and teachers.

The work described in this article focuses on this way. We notice that the power of
the estimator algorithms is the capability to maintain in memory the past experiences
of the team in order to estimate the reward of each automata action for the future it-
erations. Thus, a training algorithm for a team of LA should include features of long
and short term memory to achieve the optimal action learning, but also considering
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the memory limitation requirements. In our approach, we include these features in
the proposed algorithm inspired by a classic Tabu Search procedure [5]. We be-
lieve that permutation problems are a suitable test-bed for our approach, so that we
demonstrate the feasibility of our proposal in the Quadratic Assignment Problem.
The results obtained are compared with classic linear reinforcement schemes.

The article is structured as follows: Section 2 explains how to use a team of LA
to solve permutation problems. Next, Section 3 describes the algorithm proposed
to train a large team of LA, and the experiments are shown in Section 4. Finally,
Secion 5 concludes.

2 Learning Automata for Permutation Problem Solving

The permutation problems are often formulated as the minimization of a function
that depends on a sequence of objects, x∗ = minx f (x) = minx f ([x1,x2, ...,xn]). These
objects are usually represented as integer numbers, and the problem is to find the
permutation of x that provides the optimal value of f (x). We have selected this type
of problems to test our approach since the number of objects in the permutation is
usually high and we can build large teams of LA with a high number of actions to
solve them.

In this work, a team of FALA is used to address permutation problems. Each
automaton is matched with an object, and its action-set contains the available po-
sitions in which the object may be located in the sequence. Figure 1 describes the
structure of the team with the environment. The automata are sorted randomly in a
sequence at each iteration k and then each automaton selects an action from its avail-
able action-set, i.e. the positions in the permutation that have been not selected by
any other automata at the same iteration. After that, the vector x is built by the Fuser
module and it is sent to the environment. The reinforcement value follows a P-model
[7], and the environment returns the reward β (k) = 1 if f (x(k))≤ f (x(k−1)), or the
penalty β (k) = 0 otherwise. The reinforcement value is then sent to all the automata
in the team to update their state and a new iteration starts.

Fig. 1 FALA team to solve
permutation problems. At
each iteration, the automata
are randomly sorted and
they select an action in
sequence. The actions of all
the automata are sent to the
Fuser that builds the solution
x(k). Then, the environment
evaluates x(k) and returns a
reinforcement value to the
team.
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3 Long and Short Term Memory to Train a Large Team of
Learning Automata in Permutation Problems

The classic implementation of the internal state of a learning automaton is a distri-
bution probability over the automaton action-set, Q(k) = P(k) = [p1(k), p2(k), ..., pr

(k)]t , where pi(k) is the probability of selection of the action αi at the k-th itera-
tion [7, 13]. On the other hand, the estimator algorithms define the internal state as
Q(k) =< P(k),D(k) >, where D(k) = [d1(k),d2(k), ...,dr(k)]t is the estimation of
each automaton action to obtain a reward from the environment [16, 10]. In the case
of a team of n LA with equal number of actions, P(k) is a matrix of size n× r that
represents the probability of selection of the automata’s actions, and D(k) is a hyper-
matrix of size |α|n [14] to represent the estimation to receive a reward for the team.

The proposed algorithm uses long and short term memory to estimate the prob-
ability of obtaining a reward from the environment. Its main advantage is that the
memory needs can be adapted to the problem requirements. Our approach is in-
spired in features of the Tabu Search [5]: The most recent actions selected by the
team are saved into the short term memory to avoid unsuitable actions being selected
in the next iterations. On the other hand, the actions selected at each iteration and
their reinforcement are saved into a long term memory to record the history of the
learning and to guide the long term search. If a predefined number of iterations R has
been reached with the team providing the same solution, then the algorithm has con-
verged and the probability distributions of the automata are reinitialized considering
the long term memory. The main operation of the algorithm is as follows:

1. Initialization. Let n be the number of automata in the team. To ease the algorithm
description, we assume that all the automata have the same number of actions r.
The probability pi

j(0) = 1/r is initialized for all the automata 1 ≤ i ≤ n and
actions 1 ≤ j ≤ r, i.e. all the team members are the pure chance automaton. The
short term memory of each automaton is initialized to the empty set Si

TM = /0, and
the values of the long term memory LT M(0) =<W (0),Z(0) > are also initialized
to zero. The long term memory is composed of two n× r matrices W and Z,
where zi

j(0) is the number of times that the i-th automaton in the team selected
its j-th action, and wi

j(0) is the number of times that the environment returned
a reward. The value wi

j(0)/zi
j(0) provides the probability of obtaining a reward

for the i-th automaton if the j-th action is selected. After that, initialize the best
action record B = {b1,b2, ..,bn} to the empty set. The set B is the best set of
actions returned by the team along all the past learning iterations. Finally, update
the current iteration k = 1, and the number of iterations in which the team returns
the same solution t = 0.

2. Action selection. The automata in the team, in random sequence, select an action
from their action-set. The action selected by the i-th automaton is carried out
considering its action probability distribution, i.e. [pi

1(k), pi
2(k), ..., pi

r(k)], and
the following criteria:

a. The automata are allowed to select only the actions that do not remain in their
own short term memory Si

T M.
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b. An automaton cannot select an action previously chosen by another automaton
at the same iteration.

c. The best action bi ∈ B can always be selected by the i− th automaton if it was
not selected by another automaton at the same iteration, even if bi ∈ Si

T M.
d. If it is not possible to fulfil all the previous criteria, the best action available

in the short term memory is selected.

3. Short term memory update. The set of selected actions, [a1(k),a2(k), ...,an(k)],
are added to their respective automaton short term memory Si

TM . If Si
TM is full,

then the oldest action is removed before the inclusion of ai(k).
4. Evaluation. The environment evaluates the set of actions returned by the team,

x = [a1(k),a2(k), ...,an(k)], and it provides a reward/penalty reinforcement value
β (k) ∈ {0,1}. If the evaluation f (x(k)) is the best one found over all the iter-
ations, then the algorithm updates the Best action record as b1 = a1(k),b2 =
a2(k), ...,bn = an(k). Also, if x(k) 	= x(k−1) then t is initialized to t = 0. Other-
wise, t = t + 1.

5. Automata state and long term memory update. The algorithm updates zi
ai(k)

(k+
1) = zi

ai(k)
(k)+1, and wi

ai(k)
(k +1) = wi

ai(k)
(k)+β (k). Then update pi

j(k +1) as
in equation 1.

pi
j(k + 1) =

{
max{pi

j(k)−λ ,0};∀ j 	= bi

1−∑r
j 	=m pi

j(k + 1); i f j = bi
(1)

6. Reinitialization. If t = R, then it is assumed that a local optimum has been found.
The probability distributions of the automata are reinitialized to pi

j(k + 1) =
wi

j(k + 1)/zi
j(k + 1). The long term memory is updated to zi

j(k + 1) = zi
j(k)−

min j{zi
j(k)},wi

j(k + 1) = wi
j(k)−min j{wi

j(k)}, and the short term memory of
the automata are initialized to Si

T M = /0.
7. Next iteration. If a stopping criterion is satisfied, then the algorithm stops. Oth-

erwise it is updated k = k + 1 and returns to step 2.

4 Experiments

In this section, we test our approach over instances of the Quadratic Assignment
Problem obtained from the QAPlib (see http://www.seas.upenn.edu/qaplib/ ), which
is a well known minimization permutation problem. The selected problem instances
are scr12 and esc32a. The first one is classified as a small problem whose optimal
solution provides a fitness of 31410, while the second one is a medium-size instance
whose optimal solution has not been found yet, although it is estimated an optimal
fitness of 90. On the other hand, the best solution reported for esc32a at the QAPlib
has a fitness of 130. The performance of the approach is compared with the update
rules Continuous Pursuit Reward-Penalty (CPRP) [10], Discrete Pursuit Reward-
Inaction (DPRI) [10] and the Discrete Pursuit Generalized Algorithm (DPGA) [1].
They have been implemented with a frequency vector to model the expectation of
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reward for each automaton, as it is done in the classic training where the automata
are not in a team, in order to avoid the inclusion of the hypermatrix. All the algo-
rithms were executed under the same conditions: The stopping criterion is to reach
25000 solutions evaluated for scr12, and 200000 solutions evaluated for esc32a.
The algorithms were executed 30 times so that we can make statistical analyses
over the results. Table 1 describes the learning rates used for each method and prob-
lem, where LSTMP is the abbreviation for Long and Short Term Memory Pursuit
Algorithm and it refers to the proposal in this work. The value λ is the learning rate
of each method. These parameters were obtained after a trial-and-error procedure
and testing different combinations of values for each item and algorithm.

Table 1 Parameters used for the algorithms

Algorithm scr12 esc32a

CPRP λ = 0.0001 λ = 0.0001
DPRP λ = 1/1200 λ = 1/6000
DPGA λ = 1/1200 λ = 1/6000
LSTMP λ = 0.01, |Si

T M | = 6,R = 3 λ = 0.01, |Si
T M |= 16,R = 5

Table 2 shows the average, best and worst fitness obtained by each method in the
problems solved. It is verified that the classic algorithms become trapped into local
optima solutions, while the LST MP approach is able to improve the performance
of the team. In the case of scr12, the algorithm LSTMP has been able to obtain
the optimal solution to the problem, while a near-optimal solution has been found
for esc32a. On average, LSTMP is also able to provide better solutions than the
remaining update rules, and also the worst solution found by our proposal is better
than using the classic techniques.

On the other hand, the speed of convergence is also improved with LSTMP. Fig-
ure 2 plots the average evolution of the fitness of the algorithms studied for scr12
(left) and esc32a (right). The short-term memory favours the exploration of the so-
lution space since the recent solutions visited are not considered for selection in the

Fig. 2 Average fitness evolution of the algorithms tested
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Table 2 Results obtained

Algorithm Average
(scr12)

Best
(scr12)

Worst
(scr12)

Average
(esc32a)

Best
(esc32a)

Worst
(esc32a)

CPRP 34072 32758 34788 174 158 192
DPRI 34210 32958 35266 179.2 168 206
DPGA 33695 32696 34780 267.8 242 278
LSTMP 32641 31410 33892 154 144 164

next future iterations. This helps to avoid local optima and to explore other areas of
the solution space. On the other hand, the long-term memory is used for the exploita-
tion of promising areas of the solution space when the algorithm converges to a local
optima. The combination of these strategies provides a suitable balance between di-
versity and convergence regarding the solutions visited. A Mruskal-Wallis test was
applied to check if there are significant differences between the performance of the
algorithms studied, with a 95% of confidence level. The results of the test provided
a probability value of 0.4958 for the problem scr12 and 0.0004 for esc32a. These re-
sults suggest that there are no significant differences between our approach and the
classic methods when the number of LA in the team is small. However, as the size
of the team increases, the classic update rules become ineffective and our proposal
provides better performance.

5 Conclusions and Future Work

In this work, we have proposed an estimator algorithm for large teams of learning
automata. Our goal is to overcome the limitations in computer memory cost required
by the classic training algorithms for teams of LA, to achieve a suitable convergence
to optimal solutions. We have studied the effects of the inclusion of long and short
term memory features within the algorithm. The results obtained suggest that our
approach is not only suitable to solve the drawbacks addressed, but also it is capable
to overcome local optima solutions during the training. The short term memory is
useful for a better solution space exploration, while the use of long term memory
allows to exploit promising neighbourhoods. In future works we will explore addi-
tional strategies widely used in metaheuristics to achieve a suitable balance between
diversity and convergence, such as the hybridation of local search operators with the
long and short-term memory features of our approach.
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Parameter Analysis of a Genetic Algorithm to 
Design Linear Array Geometries 

Lara del Val, María I. Jiménez, Mariano Raboso, Alberto Izquierdo,  
Juan J. Villacorta, Alonso Alonso, and Albano Carrera

*
 

Abstract. This article summarizes several analyses on employing an iterative 
learning method of the Computational Artificial Intelligence field, a Genetic 
Algorithm, focused on designing linear arrays. The objective of these analyses is 
the effectiveness improvement of  these evolutive algorithms in this particular 
problem. The influence of giving certain values to each of the specific parameters 
of a Genetic Algorithm is characterized. Obtaining the optimal final solution 
depends on these parameter values. Thanks to this analysis, the Genetic Algorithm 
is optimized and also the best linear array geometry, based on certain established 
quality criteria, is found.  

1   Introduction 

Antennas are the part of the telecommunication systems designed to transmit and 
receive electromagnetic waves. The correct transmission and reception of a certain 
desired signal depends mainly on them. There are different types of antennas, but 
employing a set of antennas, called arrays, is the most appropriate choice, referred 
to directivity improvement and to better interference rejection. Arrays have the 
advantage that the beam can be steered electronically. 

The array transmitted or received signal can be controlled by varying the power 
supply amplitude and/or phase of its antennas [1], or by varying its geometry [2]. 

This article faces the problem of positioning the sensors on the array in such a 
way that the array performance is the best as possible. So, this article shows an op-
timization problem, because it is focused on finding an optimum geometry [3]. 
There are several ways to solve this kind of problems: minimum search methods, 
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random search methods, etc. In this case an iterative learning method, a Genetic 
Algorithm (GA) is employed, particularly a continuous GA [3].  

GA are employed because they offer several advantages, but their performance 
and final result are conditioned to the parameters and methods that characterized 
them. This article analyzes the fitness of employing a continuous GA to solve the 
problem of designing the geometry of a linear array according to the values of the 
GA parameters. 

2   Array Design 

This study shows the search of the array sensor spacing that optimizes the spatial 
signal filtering [4]. This is achieved by focusing, as much as possible, the main 
beam of the array beampattern to the desired direction, and by placing nulls on the 
reception directions of the interference signals. 

Main beam width is involved in directivity improvement, arrays are more direc-
tive as main beam width becomes narrower. Sidelobe level, that is, the level of the 
other lobes of the beampattern relative to the main beam level, has an influence on 
interference cancellation. It is important to be centred on those sidelobes that are 
adjacent to the main beam, because they can provide detrimental to a good filter-
ing of the desired signal. 

This analysis considers that array performance is better as main beam is nar-
rower and as sidelobe level is higher- This performance is also better if the array 
beampattern has not grating lobes [5]. This analysis has several objectives, so this 
is a multi-objective optimization problem. The first objective is reached increasing 
the length of the array, and the second one, reducing this length. So, a compromise 
solution must be taken. 

These objectives are modelled on a fitness function.  Array performance is 
characterized by the quality values that are obtained through this fitness function. 
This quality value is relating to the main beam width and the sidelobes of a refer-
ence array: a uniform linear array (ULA) with 0.5λ sensor spacing. This reference 
ULA avoids grating lobes appearance and a main beam too wide [6].  

Equation (1) assesses the width of the main beam, focused to the direction of 
interest, and compares it with the reference main beam (BW0), that is, the main 
beam width of the reference array: 

⎟
⎠

⎞
⎜
⎝

⎛⋅=
BW

BW
WB o

dBi log10ˆ                                             (1) 

i subscript indicates each pointing direction. M=20 pointing directions, uniformly 
distributed between -90º and 90º, have been considered. 

Regarding sidelobes, those adjacent to the main lobe and grating lobes are the 
most important ones. So, these sidelobes are quantified, F(θmax,sl

a), and they are 
weighted according to their level and position, W(θmax,sl

a), showed in Figure 1: 
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Fig. 1 Beampattern (solid line) and W(θmax,sl
a) weighting function (dashed line). 
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Also this weighted sidelobe value is relative to the reference array: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Δ
Δ

⋅=Δ
sl

slo
sli log10ˆ                                            (3) 

Both quality criteria, (1) and (3), are included and weighted in a function: 

sliii WBc Δ⋅+= ˆ13ˆ                                             (4) 

Finally, array quality is obtained as: 

∑
=

=
M

i
ic

M
c

1

1                                                   (5) 

So, the array with the highest quality will be the one with the best performance, on 
average, for all pointing directions. 

3   Genetic Algorithm for Linear Array Design 

Specific parameters of this kind of algorithms are: population size, selection rate 
(fraction of individuals that survives from one generation to another) and mutation 
rate (proportion of mutated genes in a generation). The speed and quality of the 
obtained solution depend on the values of these parameters. 

In this optimization problem, the genes of the GA chromosomes represent the 
positions of 16 sensors on a linear array (x1, x2, x3 … x16). The values of these posi-
tions are subjected to several restrictions in sensor spacing: the minimum spacing 
between sensors is 0.3λ, to be able to put one besides the other, and the maximum 
spacing is 0.7λ, to restrict the number of grating lobes. 
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Sensor spacing is randomly and sequentially generated to make up the initial 
population. Element distribution begins with the first element placed on the origin, 
and the other elements are placed one by one according to the position of the pre-
vious sensor, xi-1, and the randomly calculated distance d: xi=xi-1+d. 

Roulette Wheel-Weighting method has been used. In this selection method, each 
chromosome is weighted according to its quality. So, it is very probable that best 
chromosomes of the population are part of a new couple of chromosomes. Particu-
larly, Rank-Weighting weight assignment technique has been used. This technique 
establishes weights according to chromosome position on the maintained popula-
tion, which must be sorted in order of quality [3][7]. 

On the other hand, the mating method which has been used in this analysis is 
based on creating one or several descendant’s genes from the following expres-
sions: pnew1,α=pmα –β[pmα-pdα] and pnew2,α=pmα +β[pmα-pdα], where β is a random 
number between 0 and 1, and α denotes the position of the gene on the chromo-
some. After that, a crossover point between genes is established, and from it the 
other genes of the parents chromosomes are crossed [3][7]. So, the following de-
scendants are created: descendant1=[pm1,pm2,…, pnew1,…, pdn, …, pdN] and  descen-
dant2=[pm1,pm2,…, pnew1,…, pdn, …, pdN]. 

Those algorithm executions carried out in the analysis must be similar, only the 
value of the analysed GA parameter can vary. So, all analyses start from the same 
parameter values, showed in Table 1. These values are defined taking previous 
GA studies [7][8] as a starting point. 

Table 1 Algorithm initial parameters 

Beamforming Parameters GA Parameters Value 
Number of iterations Number of generations 1000 
Number of sensors Number of genes 16 
Number of arrays per iteration Population size 8 
Rate of selected arrays on each iteration Selection rate 0.5 
Rate of random changes on sensor positions Mutation rate 0.03 

4   Results of the GA Optimization Analysis 

This section shows the results of the analyses on employing GA to design a linear 
array. Establishing the value of each GA parameter to obtain the best final solution 
is the objective of these analyses. 

4.1   Population Size 

Population size represents the number of chromosomes or arrays in each genera-
tion. The following sizes have been analyzed: 4, 8, 32 and 48. GA evolution to the 
optimum solution is showed in Figure 2. 
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It can be observed that as population size increases, convergence to a better so-
lution is faster. This is due to higher chromosome diversity among the population, 
which involves higher probability of having chromosomes with higher quality in a 
particular generation. So, the optimum solution can be reached faster. 

 

Fig. 2 GA convergence vs. population size 

Average fitness evolution for each chromosome generation is shown in Figure 
3. Evolution fluctuations are lower with a higher population size, because the im-
portance of one chromosome in the whole population is lower. 

The problem of increasing population size is that GA execution time also in-
creases proportionally. Time increase is not a limitation when searching the 
best linear array design, because this design will remain unaltered once it is 
found. 

4.2   Selection Rate 

Selection rate represents the ratio of chromosomes that remain between genera-
tions. The following rates have been analyzed: 0.25, 0.5 and 0.75. Obtained results 
are shown in Figure 4.  

With a high rate (0.75), 6 of the 8 chromosomes of each generation remain for 
the next fluctuations on the convergence function are observed. This is because 
maintaining more chromosomes, fewer new descendants must be generated, and 
fewer new combinations must be tested. So, if these new chromosomes quality is 
not better than the previous one, mutation phase can get quality even worse. 
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Fig. 3 Average fitness evolution vs. population size 

 

Fig. 4 GA convergence vs. selection rate 
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Convergence is slower with a low selection rate because creating new chromo-
somes with a reduced number of them makes the search of the solution slower. 
Generation worsening between iterations is less probable because new chromosome 
combinations with higher quality are more probable to be found from more new 
descendants created from fewer parents.  

4.3   Mutation Rate 

Mutation rate represents the ratio of sensor positions (genes) of the population that 
are mutated. The following rates have been analyzed: 0.01, 0.03 and 0.05. 

Figure 5 shows that a high rate (0.05) produces big fluctuations on the conver-
gence function. This is because more mutations involve a higher chance of im-
proving and also worsening quality between generations. 

 

Fig. 5 GA convergence vs. mutation rate 

Fluctuations on the convergence function are not caused with a low rate (0.01). 
In this case, chromosome diversity between generations decreases. So, very few 
mutations involve a lower chance of worsening all the chromosomes with equal or 
higher quality than those of the previous generation. 

The problem of employing a low rate is that decreasing diversity between gen-
erations makes the convergence slower. 

After this analysis looking for the suitable values for these three GA parame-
ters, the following values have been chosen: a high population size (48 chromo-
somes), a middle selection rate (0.5) and a high mutation rate (0.05). With these 
values the best evolution of a GA that searches the best design of a linear array is 
obtained. 
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5   Conclusions 

It has been checked that GA final solution depends to a large extent on the values 
of the GA parameters, not only on the parameters of the problem. That is the rea-
son why whenever a GA is applied to an optimization problem, a previous optimi-
zation study must be done to obtain the best solution. 

The analysis results show that suitable values for the parameters of a GA em-
ployed to find the optimal design of a linear array are: a high population size, a 
middle selection rat and a high mutation rate.  

Future work can be done, studying the interrelation between the three GA pa-
rameters that have been analyzed in this paper. The influence of the value of one 
parameter upon the other parameters can be analyzed. Also the influence of em-
ploying different selection and mating methods can be analyzed. 

This methodology is also applicable to other array geometries (2D and 3D), and 
also to other optimization algorithms that are based on natural processes. 
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Rebeca Through the Looking Glass:
A 3D Adventure to Learn to Program

David Miraut Andrés, Ángela Mendoza Mendoza,
Susana Mata Fernández, and Luis Pastor Pérez

Abstract. The popularity of Computer Science and Telecommunication Engineer-
ing as intended majors among incoming students has been declining during the last
years. Several research groups are joining efforts and creating tools to reverse this
dangerous trend for industry in Western countries. “Rebeca through the looking
glass” is an educational serious game based on Alice -an initiative from Carnegie
Mellon University- that tries to approach and to facilitate the teaching of object-
oriented programming to young students. Its multilingual interface is an intuitive
and visual 3D environment, designed to motivate their curiosity and encourage
them to study ICT (Information and Communication Technologies) careers, without
having to cope with frustrating syntax errors or enigmatic core dumps. This paper
describes the keys of this new development, and our first experiences in the deploy-
ment of Rebeca in Educational Centers.

Keywords: E-learning, Educational Serious Game, Object-Based Programming.

1 Introduction

20 years ago, students taking their first steps in programming were filled with excite-
ment when writing a simple “Hello World” program. Nowadays, our young people
are immersed in technology; not only computers, but any type of programmable
electronic devices: phones, music players, game consoles, etc. However, in this age
of information -in which we have easy access to technology and the skills of design,
modeling and programming are essential to the practice of many professions- young
people, paradoxically, are becoming more reluctant to explore the possibilities of the
machines and to discover how they are made and how to fully exploit their power.
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Enrolment in Computer Science and Telecommunication Engineering majors has
been steadily declining during the last years in Spain (and many other countries[2]),
in spite of the fact that ICT is a promising sector, full of work opportunities.

In some cases, this behavior can be due to a misperception of the creative possi-
bilities of ICT jobs. For other students, that might happen because of the reputation
of ICT-related degrees of being very demanding. Both of these ideas are reinforced
by the steep slope of the learning curve during the first year of College: most stu-
dents experience difficulties with the development of abstract thinking, and they get
discouraged when they don’t see immediately the applicability of the knowledge
they learn in object oriented programming courses. The Bologna process brings
opportunities that must encourage us to look for new teaching strategies which mo-
tivate our students to learn on their own from their very first stages at University.

To overcome some of these problems in programming courses, we have devel-
oped a new tool, Rebeca, based on Alice, an open source software developed by
Carnegie Mellon University. Alice [4] is an innovative tool designed to teach in-
troductory programming concepts to undergraduates with no previous 3D graphics
or programming experience. Both Alice and Rebeca communicate effectively with
young people in the visual language they are familiar with, using a 3D graphics
programming environment with a drag and drop interface, where they can make 3D
animations and interactive video games while learning to program easily. This is
very attractive to students, because the interface is designed to avoid having to face
frustrating details related to the syntax of object-oriented programs in their first steps
of the learning process. Each object in the virtual world is an object whose behavior
can be programmed in a language similar to Java. Alice has been very successful
in the English-speaking countries, but it has hardly been used abroad, because of
its lack of support to other languages besides English. The language barrier is the
main stumbling block to introduce Alice to young audiences who do not master the
English language. Therefore, we focused our efforts on solving this problem and on
extending the original software in order to localize it and to make it easily adaptable
to any other language. These modifications have required a radical change in the
source code and in the programming language itself. This paper describes the keys
of the new development, how it can be adapted to any language or region, and our
experience in the deployment of Rebeca in Educational Centers. Teaching guides,
including a collection of problems and solutions, have been written in Spanish with
Creative Common licenses which may also be translated to other languages to ex-
ploit the potential of this tool, and to show aspects of our profession to young people
in an attractive way.

2 Decline of ICT Studies Enrolment in Western Countries

National Institutes of Statistics, like the U.S. Bureau of Labor Statistics [3],
are clearly optimistic in relation to ICT business opportunities. However, this in-
creasing demand for ICT engineers is not tuned to the present trend of career choices
among young people. This is a real concern for Academia and Industry in Western
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countries. Many assumptions and conjectures have been made about the reasons
that led to the decline in CS enrollment in the early 1990s and again since 2000.
Most of the published studies [9] [8] [11] agree that one of the main reasons is
the lack of accurate information about ICT professional opportunities among high
school students when they are making choices about future careers and appropriate
Colleges. This situation becomes aggravated because there are not enough certified
high school teachers in CS in Western countries, and High School curricula changes
do not encourage an emphasis on Math and Sciences. Creativity and innovation are
present in every aspect of ICT professionals’ work when searching for new solu-
tions. But young people, in general, do not perceive any excitement about ICT, be-
cause computer-related subjects in High Schools tend to cover just basic knowledge
of office suites [1]. In order to bring high school students closer to the professional
reality, our universities have developed innovative initiatives.

3 New Tools in a New Era

Nowadays, high school students are in close contact with ICT. During their edu-
cation, they even develop some ICT skills, usually through an informal training in
these areas. But -paradoxically- they are more reluctant than ever to take an ed-
ucation in ICT studies and build a career in this field. As mentioned before, our
environment and the stimuli we receive from it have clearly changed. Therefore,
if we want to raise the student’s curiosity and to train good and motivated profes-
sionals, it is necessary to change the approach to reach them. We can take a more
attractive path, without losing academic rigor, by using a visual language closer to
their way of life and to how they create things.

3.1 Rebeca and Alice

“Rebeca through the looking glass” is an educational innovation project based on
Alice. Alice and Rebeca allow to easily generate 3D animations to tell stories, and
to create interactive games and videos that can be later on shared on the Internet,
through a friendly programming environment.

Alice was initially developed as part of a Virtual Reality research project by the
Carnegie Mellon Graphics group, led at that time by Randy Pausch. This project has
been evolving over 15 years [12], and it has been supported by numerous Depart-
ments, teachers, students and companies. Alice has been an overwhelming success
in the English-speaking community, where this software is used in classes related to
Technology by more than a thousand secondary schools [6] [7] [5]). However, their
acceptance in other countries has been rather modest. The reason for this difference
is that Alice is a software created by and for English speakers. It was not designed
to be translated into other languages. Additionally, its structure reflects its 15 years
of continuous diverse contributions, becoming a project of more than 170,000 lines
of code, largely unstructured in 1900 Java, Python and Haskell files. Neither stan-
dard internationalization (i18n) Java process, nor traditional debugging techniques
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can be used in Alice. For this reason and despite it is one of the most requested fea-
tures, its creators have dismissed the possibility of supporting other languages. This
is an additional problem for our students, because they not only face the difficulty
of learning to program, but they must also deal with a foreign language. Often, the
effort to overcome the language barrier is higher than the one needed to assimilate
programming concepts, as our preliminary studies have shown (section 5). “Rebeca
through the looking glass” was born as a challenge in response to this need, with the
aim that all young people can benefit from the tool that has risen so many vocations
overseas.

3.2 Object-Oriented Programming Learning with Rebeca and
Alice

Learning to program is a hard task for the majority of students, and its complexity
is seen as one of the main factors that discourages students in the first year [13].

Rebeca and Alice provide mechanisms to overcome typical students’ difficulties,
such us rigid syntax, unfamiliar structure and the amount of time spent to produce
a simple output. The drag-and-drop integrated development environment (IDE) of
both Rebeca and Alice eliminates syntax problems that bedevil first-year undergrad-
uate students. As the student drags-and-drops graphical elements, the source code is
constructed and displayed. The student is never permitted to freely edit the code as
is the case with most programming development environments. This again shields
the student from making syntax errors, but allows them to become familiar with
programming language constructs.

Fig. 1 Rebeca 3D programming enviroment and object gallery.

With Rebeca and Alice, students can check the status of the program in a much
more intuitive way than with a debugger. For example, it is easier to see that
an object moves forward rather than backward, than it is to check if a variable
has been decremented instead of incremented. Thus, logic errors lead to funny
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situations that are easily detected. Also, the three-dimensional interface both Re-
beca and Alice present, and the possibilities they offer for creating interactive sto-
ries in a collaborative way stimulate the imagination of boys and girls and keep
them engaged. Storytelling is a useful metaphor that can help structuring the pro-
cess of creating programs in a similar way to the animation production process. The
design is divided in different stages, in which students sequentially develop story-
boards, scripts, dialogs, shots and scenes. . . to turn the story into pseudocode. At the
end of this process, students detail their ideas in methods and functions through the
interface. Advanced concepts such as concurrency and parallel algorithms can be
explored and studied in a simple way through logical structures specially designed
for this purpose, such as Do together or For all together. Even simple agents can
be programmed as characters that interact in the story or with the player. Rebeca
can be used in High Schools and first year computer programming courses at Col-
lege. A hybrid approach where Rebeca is used at the beginning of a course and Java
is teached during the remainder of the semester may be more effective in reaching
educational objectives while helping still to motivate and retain students’ interest.

4 Rebeca Development

Rebeca has been the result of the joint work of several Graduation Projects of-
fered by the Modeling and Virtual Reality Group at the Rey Juan Carlos University,
among which Sergio Ruiz and Irene Montano contributions have been specially rel-
evant. This makes Rebeca’s development very special, since it is a piece of software
made by and for students with great love and care in details.

Internationalization is the process of designing software so that it can be trans-
lated into different languages and regions without the need for further changes to
the code. Alice has been internationalized and localized as a whole (not just the in-
terface or the tutorials), to allow porting it easily to different regions and languages.
Thus, we had to rewrite thoroughly the original software: more than 1800 files have
been modified. As a consequence the localization to any language is now immedi-
ate. It only requires the edition of a new set of XML resource files that were added
to the original project. These text files have pairs key-value, where original Alice
expressions are the key and the places for the values are filled in with the translated
sentences. In our case the location has been made to Spanish, but thanks to the prior
internationalization process, this software can be ported to any other language.

Since many European languages use characters that do not exist in English, it
was necessary to modify the set of applications and how they communicate to use
an international character set. Again, this feature has required a laborious task of
reverse engineering. Carnegie Mellon distributes Alice code under a free open li-
cense, but it is not documented and current developers do not give support to make
modifications to Alice version 2 in official forums.

The development of Rebeca has allowed us to fix bugs and add new features
related to stencil tutorial support, so that the learning experience can be more ef-
fective. A teaching guide has also been written in Spanish [10]; this book can be
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used as an introductory manual for school teachers who want to try Rebeca in their
courses.

5 First Teaching Experiences and Discussion

Several pilot courses, workshops and competitions of different duration have been
carried out in a number of events held in Madrid (Spain) during the last months, such
as Juvenalia, fesTICval, Science Week, and different seminars held at the Rey Juan
Carlos University. The experience has been very positive in all aspects, particularly
thanks to the excellent response of High School students, who stayed in front of their
computers even during the breaks. Students did more optional exercises and attend
more classes than other groups using traditional tools. Many of them were amazed
to discover that programming is a creative discipline, and a 85% of the students
considered a good idea to teach Rebeca and object-oriented programming in their
schools.

During a 3-day ICT Summer Camp for High School students of different years,
an experiment with Alice and Rebeca tools was performed. Half of the students
(group A) worked first with Alice and then with Rebeca, and the other half (group
B) worked in reverse order. Both groups had to complete a set of guided tutorials
and then create their own animation or small interactive game in pairs that would
demonstrate what they had learned. After the experience the students were invited
to complete an opinion poll with questions following psychometric Likert scale.

Group A students carried out the tutorials with Alice at the beginning, so they had
to make an extra effort to understand the vocabulary and follow the tutorials, nearly
45% complete all the tutorials in English; many of them were last year students so
their language dependence is not noticeable, but they stated some frustration be-
cause of English vocabulary difficulty. All other students left Alice before finishing
the first stage and they chose to do the tutorials with Rebeca. 85% of the participants
in group A developed their graphic animation with Rebeca, because they considered
this tool to be easier and more fun to program.

Group B students were asked to accomplish the first tutorials with Rebeca and all
the others with Alice. At the beginning, there was a strong motivation to understand
and perform the tutorials, all of them agree Rebeca allows to learn programming
concepts faster. In the second part of the Summer Camp, this group was less in-
terested with Alice, even though they knew the structure of the interface of both
tools. Only this group had students of first courses; they had serious difficulties to
perform tutorials with Alice because they could not understand English instructions
and programming concepts in a foreign language.

Figure 2 represents some of the variables measured in the survey. We can ob-
serve that students in the first years of both groups have a strong dependence on
the language. Spanish students decide their professional vocation and what kind of
career they want to study in near future during these first courses in High School.
Therefore, it is especially important to show them the professional reality of ICT
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Fig. 2 Students’ opinion about Alice difficulty in comparison with Rebeca (bars) and depen-
dency with Spanish language (bold line).

engineering in a way that the language barrier does not hide the beauty of Computer
Science.

The enthusiasm shown by High School students encouraged us to keep improving
this tool. In a near future, we will conduct a study to measure the effectiveness of
this tool as an aid in first year programming courses between different groups of
students, in order to plan future steps in their development.

6 Conclusions and Future Work

The result of this project has been a piece of software completely localized to our
language, ready to be ported to any other language and ready for use in teach-
ing. Not only the interface, but also the programming language has been translated.
We have designed a programming language similar to Java but with the terminol-
ogy in Spanish. We have tried to make it as accessible as possible to young au-
diences, so they can really focus on learning the methodology of object-oriented
programming. “Rebeca through the looking glass” and all teaching materials are
completely free, and can be downloaded from the official site of the application:
www.gmrv.es/rebeca-es As soon as possible, the website will also include:
a centralized repository where young people can share animations and games made
with Rebeca, a forum with a think tank who will help solve any questions that may
arise in the use of the tool and its use in the courses, a blog where we will col-
lect suggestions from teachers and students, and several extensions and plugins to
upload animation videos to the most popular social networks.
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10. Montano, I., Ruiz, S.: Guı́a didáctica de Rebeca: Aprende a programar con gráficos 3D
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A New Evolutionary Hybrid Algorithm to Solve 
Demand Responsive Transportation Problems 

Roberto Carballedo, Eneko Osaba, Pablo Fernández, and Asier Perallos*  

Abstract. This paper shows the work done in the definition of a new hybrid algo-
rithm that is based on two evolutionary techniques: simulated annealing and ge-
netic algorithms. The new algorithm has been used to solve the problem of finding 
the optimal route for a bus in a rural area where people are geographically dis-
persed. The result of the work done is an algorithm that (in a reasonable time) is 
able to obtain good solutions regardless of the number of stops along a route. 

Keywords: meta-heuristics, simulated annealing, genetic algorithm, demand re-
sponsive transport. 

1   Introduction 

Nowadays public transport systems have some drawbacks to meet the demand for 
all passengers. The most obvious one is the limitation of the resources. Although 
each transport system has its own characteristics, there are some limitations shared 
by all of them: the capacity of the vehicles, the frequency and schedules of the 
services, and the geographical area of coverage. As a result of this arises the con-
cept of transportation on demand. This concept aims to adapt transportation sys-
tems to passenger demand in an efficient manner. Many of the techniques used to 
solve these problems do not yield an exact solution. This is because the types of 
problems to be solved are classified as NP-hard [1]. For this reason, heuristics 
techniques are used for obtaining good approximations. 

This paper is divided in 6 sections. Section 2 presents the main types of well 
known problems related to the work done. Section 3 illustrates the most com-
monly used strategies in the field of route optimization. Section 4 presents the ap-
proach followed to define our hybrid algorithm. Section 5 presents the results of 
the tests done to validate our algorithm and finally conclusions and future work is 
detailed. 
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2   Transportation on Demand 

Transportation-On-Demand (TOD) [2] is concerned with the transportation of 
passengers or goods between specific origins and destinations at the request of us-
ers. Most TOD problems are characterized by the presence of three often conflict-
ing objectives: maximizing the number of requests served, minimizing operating 
costs and minimizing user inconvenience. As is common in many combinatorial 
optimization problems, these objectives are conflicting and it is needed to sort 
them by importance. 

2.1   Well Know Transportation Problems 

Most of the problems arisen in transportation on demand topic have similar char-
acteristics, which means that they can be framed as instances of other generic and 
well know problems. In this section, we present the most common traditional 
problems in the field of transportation on demand. 

Traveling Salesman Problem (TSP) [4]: The Travelling Salesman Problem 
(TSP) is an NP-hard problem in combinatorial optimization studied in operations 
research and theoretical computer science. Given a list of cities and their pair-wise 
distances, the task is to find a shortest possible tour that visits each city exactly 
once. This type of problem is used as a benchmark for many optimization  
algorithms. 

Vehicle Routing Problem (VRP) [5]: The vehicle routing problem (VRP) is a 
generalization of the TSP. The aim of the problem is to service a number of cus-
tomers with a fleet of vehicles. Often the context of this type of problem is related 
to deliver goods located at a central depot to customers which have placed orders 
for such goods. Implicit is the goal of minimizing the cost of distributing the 
goods. Many variants of the VRP are described in the literature [6]. These prob-
lems include the addition of variables and constraints. One of the most popular va-
riants includes time windows for deliveries. These time windows represent the 
time within which the deliveries (or visits) must be made. [7] 

Demand Responsive Transport (DRT): Demand Responsive Transport or De-
mand-Responsive Transit (DRT) or Demand Responsive Service is an advanced, 
user-oriented form of public transport. It is characterized by flexible routing and 
scheduling of small/medium vehicles operating in shared-ride mode between pick-
up and drop-off locations according to passengers needs. DRT systems provide a 
public transport service in rural areas or areas of low passenger demand, where  
a regular bus service may not be economically viable. DRT systems are character-
ized by the flexibility of the planning of vehicle routes. These routes may vary ac-
cording to the passenger’ needs in real time. This is the type of problem that we 
used to benchmark the algorithm proposed in this paper. 
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3   Artificial Intelligence Techniques and Algorithms 

In the literature we can find many attempts to find an exact solution to the prob-
lems explained in the previous section. For most routing problems is not possible 
to find the optimal solution, for that reason, there have been a number of strategies 
to find an acceptable solution, taking care of the basic criteria of the computational 
complexity: time needed to obtain the solution and consumption of computational 
resources. This section details the most commonly used techniques for solving the 
problems explained in the previous section. 

3.1   Local Search Algorithms 

Most of solution methods begin the resolution process by generating an initial so-
lution that does not have to be correct. From this, and iteratively, these algorithms 
"search" for a better/good solution. These techniques use an objective function 
that measures the quality of the solutions obtained during the search process. In 
this scope we can find the local search techniques: 

Simulated Annealing [8]: This is one of the most popular local search tech-
niques. It is based on the physical principle of cooling metal. Using that analogy, 
it generates an initial solution and the process proceeds by selecting new solutions 
randomly. The new solutions are not always better than the initial solution, but as 
time passes and the temperature decreases (the metal becomes stronger), each new 
solution must be better than previous solutions.  

Tabu search [9]: This technique is similar to Simulated Annealing, but with a dif-
ferent approach when selecting the successive solutions. In this case, several 
memory spaces are used, in which solutions found and discarded during the search 
process are stored. 

Ant Colony [10]: This algorithm simulates a colony of artificial ants working in 
groups and communicating through artificial pheromones trails. Each artificial ant 
builds a solution to the problem and the path to reach that solution. When all ants 
have completed a trip to a solution and all trips are reviewed, the traces are stored. 
The process of paths constructing is repeated until almost all ants follow the same 
trip in each cycle. 

3.2   Evolutionary Algorithms [11] 

These methods include algorithms inspired by the laws of natural selection and the 
evolution of the animal species. In most cases, an initial population of solutions is 
defined. This initial population consists of a number of individuals (solutions of 
the problem.) Then, with the combination and evolution of these individuals, the 
algorithm tries to get a better solution. The most popular technique in this field is 
genetic algorithms, which are inspired by the biological evolution of species. 
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3.3   Hybrid Local Search 

This is one of the most used strategies. This approach attempts to solve the prob-
lems faced by traditional strategies. To this end, several strategies are combined 
(usually 2) in a single process. This allows grouping the advantages of each strat-
egy and solving its individual problems. As explained below, this is the approach 
we used for the design of our algorithm. 

4   Proposed Algorithms 

Having defined the main types of problems related to route optimization, and 
techniques used for resolution, we will specify the algorithm that we designed, and 
the problem we used to validate it. The algorithm we have designed allows us to 
model and solve any combinatorial optimization problem. Nevertheless, we have 
defined an instance of a DRT problem, to illustrate the operation and performance 
of the algorithm. 

4.1   Description of Our DRT Problem 

To verify our new algorithm, we have defined an instance of a DRT problem. Our 
problem refers to a bus on demand system. The passengers make requests for tra-
vel from one stop to another. There are 15 stops. Five of the stops are mandatory 
and the rest are optional. The position of all stops is fixed and known, but the pas-
sage of buses by an optional stop depends on the passenger demand. The bus will 
pass the optional stops, if passenger demand exceeds a certain threshold. If the bus 
does not go through any optional stop, the route between the mandatory stops is 
always the same. If the bus has to pass more than an optional stop, the route be-
tween two mandatory stops should be calculated dynamically to minimize the dis-
tance traveled by the bus. The optimization problem we have to solve is based on 
the calculation of the optimal path between two mandatory stops, through a series 
of optional stops. 

To solve the problem, we designed a hybrid algorithm that combines simulated 
annealing methods and genetic algorithms. Then we explain the details of each 
technique separately. 

4.2   Simulated Annealing 

As explained above, this is a meta-heuristic algorithm based on the physical prin-
ciple of metals cooling. The most important characteristic of this algorithm are: 

Concept of state: A state of a problem, define a specific situation of the problem. 
This situation is defined by the fundamental elements that make up the problem. 
In our problem, a state is defined by the order in which the bus travels through the 
optional stops between two mandatory stops. Then the state of our problem is a 
path between several stations. 
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Evaluation function: This function measures the quality of a state. This quality is 
usually associated with a numerical value that allows us to compare states and de-
termine which is better. In our problem, the evaluation function is the sum of the 
distances between the stations that make up a state. The evaluation function is the 
criterion for determining that a solution is better than another. 

Successor function: The objective of this function is to obtain a new state based 
on the current state and the temperature. For this, it takes a random exchange in 
the order of the stations of the current state, changing the path also. The successor 
function is designed to create a new state from another. In our problem, the suc-
cessor function performs a random change of the position of two stops. With this 
change, a new state is created. This new state represents a new route and it has a 
new value of evaluation function, usually different from the previous state’s value. 

As explained previously, the process of simulated annealing algorithm is based 
on the generation of successor states iteratively. In each iteration, if the value of 
the evaluation function of the new state is better than the current state value, the 
successor state becomes the new current state. Otherwise, the successor state will 
be the new current state with a certain probability that decreases as temperature 
decreases. Therefore, the temperature is used to select the successor states that do 
not have a better evaluation function as the new current state. 

The temperature function is a mathematical function, which is updated each it-
eration, and allows controlling the selection of "bad" successor states. In the first 
iteration, the value of the temperature function will be high and the probability of 
choosing "bad" successor states will be great, but as the temperature value de-
creases, the probability of choosing "bad" states, will also decrease. 

4.3   Genetic Algorithm 

Genetic algorithms are based on the principles of natural selection of species. For 
this reason, these algorithms work with concepts of chromosomes, genes, genetic 
combination and mutation. 

One of the most important tasks when working with genetic algorithms is the 
definition of the concept of state. The states of a genetic algorithm (also known as 
chromosome) are composed by genes. Each gene is a property or a characteristic 
of the problem. In our problem, a gene represents a stop, and a chromosome is de-
fined by a sequence of stops. 

The operation of a genetic algorithm is based on the evolution of an initial 
population of chromosomes through a series of iterations. The chromosomes 
evolve through the crossover and the mutation of genes. The basic operation of a 
genetic algorithm can be defined as follows: 

1. Creation of the initial population. In our problem, we create a series of random 
routes, which represent the initial population. 

2. Evaluation of each of the individuals (chromosomes) using an evaluation func-
tion. In our problem, this evaluation function is based on the sum of the dis-
tance between the stops that define a chromosome. 

3. Start an iterative process until it reaches the threshold of generations  
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4. Selection of the best chromosomes to be parents. The selection process was 
carried out based on a fitness function. 
4.1. Generation of new chromosomes from the cross between parental chro-

mosomes. The creation of new chromosomes is done using a crossover 
function. 

4.2. Once new chromosomes are generated, a process of mutation of some 
genes of the new chromosomes is performed. 

4.3. Selection of chromosomes that form part of the new population. After 
performing the process of crossover and mutation, the resulting chromo-
somes are evaluated by fitness function, and the best ones are selected to 
be part of the new population. 

5. Once the process of generating new populations, the solution is the best chro-
mosome of the current population. 

Fitness function: This is the function used to measure the quality of the chromo-
somes. The quality depends on the order of genes, since the value is the sum of the 
distances between the genes (stops) of a chromosome. 

Crossover function: This is the function used to perform the reproduction proc-
ess. Usually each crossover generates two children. Each child is formed from 
fragments of each of their parents. In our problem this process is complex, since 
stations cannot be repeated. This is the simplest reproduction process but there are 
other ways to make the crossover process. 

Selection criteria: The selection criterion is used twice in the process of the algo-
rithm: the selection of the parents of the new population and the selection of the 
best individuals after a full iteration. There are multiple criteria, from which se-
lected all individuals, even those who selected only the best individuals (according 
to fitness function). In our algorithm Stochastic Remainder Criteria was used. This 
selection criterion selects all individuals whose probability of selection is above 
the average probability of selection of the entire population (according to the value 
of the fitness function). If this criterion is not reached the target number of indi-
viduals to choose, other individuals were selected randomly. 

5   Test and Solution Proposed 

As indicated above, for the design of our hybrid algorithm, separate versions of 
simulated annealing and a genetic algorithm have been implemented. In addition, 
we have implemented a "brute force" algorithm, to find out the optimal solution 
for small instances of the problem (with few intermediate stops). 

With these 3 algorithms, there have been a series of tests to measure the per-
formance of each algorithm and the ability of each one to solve the problem. As a 
result of these tests, we have obtained several conclusions:  

1. The “brute force” algorithm is optimal because it always finds the best solu-
tion. Even so, it has the disadvantage that the execution time is unacceptable 
when the number of stations increases to more than 9 (for a large number of 
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stations cannot even get a solution). This algorithm cannot be used in a real 
scenario. 

2. The simulated annealing algorithm only finds the optimal solution when the 
first and last station does not vary during the resolution process. Running time 
is always the same regardless of the number of stops. 

3. In the case of genetic algorithm, the execution time is constant if the number of 
generations is also constant. An advantage of this algorithm is that the prob-
ability of finding a good solution is independent of the number of stops. 

After preliminary analysis of algorithms separately, we came to the conclusion 
that the results of runtime and solution quality were not good. For this reason we 
decided to combine the two heuristics. 

5.1   Our Hybrid Algorithm 

Our hybrid algorithm came up with the aim to combine the advantages of genetic 
algorithms and simulated annealing: 

• Rapid and constant execution time (simulated annealing). 
• Probability of finding a good solution for the problem instances with many 

stops (genetic algorithm). 

The solution would avoid the main drawback of the two algorithms: 

• The solution should be optimal or very close to it. 

With all these goals, it thought about making the hybrid. By nature of the two  
algorithms, it is appropriate to insert the execution of simulated annealing algo-
rithm in the execution of genetic algorithm. That is because the first algorithm is 
focused on only one solution and the second works simultaneously with different 
solutions. 

Having decided the model of integration, there were two options to do the  
integration: 

• Integrate the simulated annealing in the process of creating the initial  
population. 

• Integrate the simulated annealing in the process of reproduction, right after 
generating the new population. 

After several tests, we concluded that the most effective solution was to apply the 
simulated annealing algorithm just after the reproduction process. Below is a table 
showing the results of the tests. The table shows the number of stops, the number 
of generations used in the genetic algorithm, runtime, and the percentage of times 
the algorithm finds the optimal solution. 

Comparing the proposed alternative with each of the separate algorithms, we can 
ensure that the execution time is right, regardless of the number of stops. Moreover, 
in situations where the optimal solution is not found, the average deviation for the 
optimal solution does not exceed 3% of the value of the optimal solution. 
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Table 1 Results of the tests. 

N. of stations N. of generations T. of execution % of optimal solution 
9 5 3 seconds 80% 
9 10 5 seconds 100% 

10 5 3 seconds 80% 
10 10 5 seconds 100% 
11 5 3 seconds 80% 
11 10 5 seconds 100% 

6   Conclusions and Further Work 

The work presented is the result of a research project funded by the Basque govern-
ment. The aim of the project was the optimization of on-demand bus transport sys-
tems. Our algorithm is integrated into a Web application that allows passengers to 
make requests via a mobile device. With these requests, using the algorithm de-
scribed, we construct the bus route dynamically. In addition, if a request will not be 
met, the system notifies the passenger the nearest station in which he can take the bus. 

During the implementation of the algorithm different software design patterns 
have been used. This has allowed the generation of a library for modeling and solving 
problems of route optimization, which may be used in future developments. 

At present, we are working on the design of a methodology that facilitates the 
modeling of route optimization problems to take into account constraints associ-
ated with vehicles (capacity and cost of travel) and passenger preferences (time re-
strictions). 
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Complications Detection in Treatment for 
Bacterial Endocarditis 

Leticia Curiel, Bruno Baruque, Carlos Dueñas,  
Emilio Corchado, and Cristina Pérez* 

Abstract. This study proposes the use of decision trees to detect possible compli-
cations in a critical disease called endocarditis. The endocarditis illness could pro-
duce heart failure, stroke, kidney failure, emboli, immunological disorders and 
death. The aim is to obtained a tree decision classifier based on the symptoms (at-
tributes) of patients (the data instances) observed by doctors to predict the possible 
complications that can occur when a patient is in treatment of bacterial endocardi-
tis and thus, help doctors to make an early diagnose so that they can treat more ef-
fectively the infection and aid to a patient faster recovery.  The results obtained 
using a real data set, show that with the information extracted form each case in an 
early stage of the development of the patient a quite accurate idea of the complica-
tions that can arise can be extracted. 

1   Introduction 

Machine Learning [1, 2] is a field related to tasks as recognition, diagnosis, plan-
ning, robot control, prediction, etc. These concepts involve techniques, such as al-
gorithms for dimensionality reduction as PCA [3], artificial neural networks [4], 
genetic algorithms [5, 6], fuzzy systems [7] and swarm intelligence [8], which  
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investigate complex problems to solve real problems in fields as medicine [9], 
ecology [10], engineering [11], industrial process [12] and so on. 

Endocarditis is a term used to describe a serious infection of the endocardium 
that can cause severe damage to the inner lining of the heart, to any of the four 
valves of the heart and to other structures such us the interventricular septum, the 
chordae tendineae, the mural endocardium, or even on intracardiac devices. The 
infection can occur in any age and either sex. Usually, the illness is caused by a 
growth of bacteria on one of the heart valves, leading to an infected mass called 
"vegetation". It could be classified in: 

• Bacterial endocarditis: this is produced when bacteria enter the bloodstream. 
• Fungal endocarditis: occurs in people with low resistance to infection, such 

as those who are taking medications that suppress the immune system. 
• Noninfective endocarditis: is a heart inflammation caused by advanced step 

of cancer or by disorders of the immune system. 

According to the American Heart Association (AHA), the infection may be con-
tracted during brief periods of introduction of bacteria in the bloodstream, such as 
after dental procedures, tonsillectomy or adenoidectomy, examination of the respi-
ratory passageways with an instrument known as a rigid bronchoscope, certain 
types of surgery on the respiratory passageways, the gastrointestinal tract, or the 
urinary tract and gallbladder or prostate surgery. 

The endocarditis can be diagnosed by many procedures [13, 14] such as 
transthoracic echocardiography, by transesophageal echocardiography, by Duke 
Criteria, by autopsy, etc. 

Once the illness has been diagnosed a rapid initiation of an adequate therapeu-
tic regimen is important to prevent the patients from severe complications such as 
heart failure, stroke, kidney failure, septic embolism and various immunological 
phenomena, variety of systemic signs and symptoms through several mechanisms, 
including infertility or death. 

The main treatment [13, 14] of the infection is through aggressive antibiotics, 
usually intravenously, which attack the microorganisms. The problem is that the 
diagnosis of what kind of bacteria originated the infection is based on positive 
blood culture results with identical microorganisms, which is not an immediate 
process. So, usually, doctors in many cases have to begin the treatment before 
knowing the specific bacteria the patient is infected with. Also, antibiotic treat-
ment is sometimes not enough because the valve has been severely damaged and a 
surgical replacement of the valve is required. 

For all these reasons the correct treatment of the patient in the earliest stage as 
possible is considered as an interesting objective. To help to achieve it, this re-
search proposes the use decision tree [15, 16] techniques to recognize possible 
complications once the patient is in treatment, helping to identify in advance pos-
sible solutions. 

The remaining of this paper is organised as follows. Section 2 introduces the 
decision tree learning techniques used to construct the different classifiers 
presented. Section 3 describes the dataset used for this analysis; Section 4 shows 
the experiments and results obtained. Finally, in Section 5, the conclusions are set 
out and comments are made on future lines of work.  
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2   Tree Learning Algorithms 

Machine Learning [1, 2] deals with algorithms that can construct models to esti-
mate or predict the class to which new cases belong to. One manner to do it is 
through decision trees [15]. A tree is a leaf node labelled with a class linked to two 
or more nodes, where each branching node represents a choice between different 
alternatives. So, to classify instances, an attribute-vector must be presented to the 
tree and evaluate each of its composing attributes in the corresponding node. To 
complete the classification process, some tests into the attributes obtained reach-
ing one or other leaf, are carried out. 

The inputs of a decision tree consist on a collection of training cases with an 
expected dependence between variables. Each of the training cases is included into 
a single class into which the problem to solve is divided. The goal of the decision 
trees is to learn from these training cases to be able to classify futures instances. 

In the following subsections three commonly used systems for induction of de-
cision trees for classification are described: CHAID, ID3 and C4.5. 

2.1   Chi-squared Automatic Interaction Detection  

Chi-squared Automatic Interaction Detection (CHAID) [17] is a decision tree 
method useful in exploratory analysis that relates a potentially large number of 
categorical predictor variables to a single categorical nominal dependent variable. 

The method was proposed as a modification of the Automatic Interaction De-
tector method (AID) [18] for categorized dependent and independent variables. 

The algorithm incorporated a sequential merge and split procedure based on a 
chi-square test statistic and proceeds in steps as follows: 

• Cross tabulate the m  categories of the predictor with the k  categories of the 
dependent variable.  

• Then, find the pair of categories of the predictor which account for the least 
significant difference on a chi-square test and merge these two categories. 

• Repeat the merging process until the chi-square test is significant according 
to a proposed value.  

• Pick the predictor variable whose chi-square is largest and split the sample 
into lm ≤  subsets, where l  is the number of categories resulting from the 
merging process on that predictor.  

• Finally, continue splitting, until no “significant” chi-squares result. 

2.2   The Iterative Dichotomiser 3 

The Iterative Dichotomiser 3 (ID3) [16, 19] is a mathematical algorithm used to 
generate decision trees. The resulting tree is used to classify new samples. This al-
gorithm consists of constructing a tree from a random subset of the training set. 
The process must be repeated with the incorrect classifications values while the 
tree does not classify correctly the remaining cases of the training set.  

To achieve this, the algorithm extracts the attribute that best separates the given 
cases into targeted classes. The algorithm uses the statistical property called  
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“information gain” to choose which attribute is the best at separating training ex-
amples.  This gain of set S  on attribute A  is defined as follows: 
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Where )(Ip  is the collection of  S  belonging to class I . 

2.3   The C4.5 Algorithm 

C4.5 [20] is an algorithm used to create decision trees and is considering as the 
successor of the ID3 [16] algorithm developed by Ross Quinlan too. This algo-
rithm works as the same way as its predecessor, ID3, using the information gain 
(Eq. (1)) to choose the test A  that maximizes ),( ASG  (Eq. (1)). The problem of 

using this approach is that it can favour data sets with numerous outcomes. To 
avoid this, it includes a measure called the “gain ratio” (Eq. (3)) by also taking 
into account the potential information from the partition itself: 
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Finally, the algorithm chooses the test A  that maximizes the gain ratio, expressed 
by: 
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2.4   Data Description  

The data set has been collected by the Complejo Hospitalario Asistencial 
Universitario Burgos (Spain) and contains 50 different cases. Those cases contain 
medical data extracted from the evolution of 50 different patients that were admit-
ted into the hospital and diagnosed with endocarditis. 

The following input variables have been considered for the study: 

• Patient’s age: contains cases ranging from 15 to 89 years old. 
• Patient’s sex: Male or female. 
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• Previous valve: Indicates whether the heart valve is native, prosthetic or is a 
pacemaker. 

• Valve type: Indicates the type of infected heart valve: It is discriminated be-
tween native valve, prosthetic valve, pacemaker or prosthetic valve with 
pacemaker. 

• Clinical Time: Indicates the time lapse that passed from first symptoms to 
endocarditis diagnosis (in days). 

• Organism: bacteria that causes the infection. Contains more than 10 different 
types and its variants; such us enterococcus faecalis, enterococcus faecium, 
Haemophilus parainfluenzae, staphylococcus Lugdunens, staphylococcus 
parasanguis,… 

The output to be predicted is the complications that may occur during treatment. 
The following complications have been considered: 

• Heart failure. 
• Cardiogenic shock: worse than heart failure. 
• Septic emboli. 
• Uncomplicated. 

2.5   Experiments and Results 

The purpose of this multidisciplinary study is the prediction of possible 
complications once the patient is in treatment of endocarditis. 
The dataset considered has 50 different cases: 38 of those cases have been used to 
train the decision tree and the remaining 12 samples are used to test the model. 

In order to get the most adequate classifier to this case, different decision tree 
learning algorithms have been applied and their results have been compared. This 
comparison is shown in Table 1. 

Table 1 Decision trees results (CHAID, ID3 and C4.5).    

 CHAID ID3 C4.5 
Uncomplicated 100.00% 100.00% 100.00% 

Cardiogenic shock 0.00% 100.00% 100.00% 
Septic emboli 0.00% 0.00% 100.00% 

Class recall 

Heart Failure 0.00% 50.00% 50.00% 
Uncomplicated 66.67% 80.00% 88.89% 
Cardiogenic shock 0.00% 100.00% 100.00% 

Septic emboli 0.00% 0.00% 100.00% 
Class  

prediction 
Heart Failure 0.00% 100.00% 100.00% 

Parameters minimal size for 
split 4, minimal 
leaf size 3, 
minimal gain 0.1, 
maximal depth 
10 and  
confidence 0.2 

minimal size for 
split 4, minimal 
leaf size 2, 
minimal gain 0.1 

minimal size for 
split 4, minimal 
leaf size 2, 
minimal gain 0.1, 
maximal depth 
20,  confidence 
0.25 

Accuracy 66.67% 83.33% 91.97% 
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As shown in Table 1, the best results are obtained with the C4.5 model.  C4.5 
model is able to predict future cases in a figure close to 92% when the other mod-
els that achieve values close to 84% and to 67%. Figure 1 shows the final tree  
decision model. 

 

 
Fig. 1 The C4.5 model 

The final model (Fig. 1) shows the structure of the decision tree. It can be no-
ticed that the organism input variable does not appear in the model because it does 
not affect the classification in a substantial way. As it has been previously men-
tioned, one of the problems related to the endocarditis treatment is the ignorance 
of the sorts of bacteria causing the infection, so the identification of a model that is 
able to classify without this variable is very advantageous. 

3   Conclusions and Future Research 

The present study describes an ongoing multidisciplinary research in which an 
application of classical models by means of decision tree algorithms to a medical 
diagnosis problem has been presented. We have identified the complications with 
a reasonable degree of accuracy using a relatively quite small amount of samples 
and attributes. In this application field this means small amount of patients and a 
low number of medical tests and analyses; which seems as an advantageous 
feature, being this kind of real data so costly to acquire. 

Future work will be focused on the collection and storage of more specific at-
tributes for each patient. Results seem to point to the fact that with more detailed 
data the medical condition of each patient and enough amount of different patients 
better results could be obtained. These results may include better prediction of 
complications based on detailed data obtained from simple tests performed as 
close to the admission time of the patient as possible. 

Another research line may be the use of the information and experience gath-
ered in these experiments for the development of a Case Base Reasoning system 
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[21] to solve tasks related to the ones presented above. These would be able to 
handle the incorporation of new information with the treatment and monitoring of 
the evolution of more patients. They also seem to be more intuitive for medical 
professionals, which are not used to deal with complex statistical models. 
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Pattern Driven Task Model Refinement 

Michael Zaki, Maik Wurdel, and Peter Forbrig* 

Abstract. Task models have been used as a tool to elicit requirements in the early 
development stages. Moreover, they have recently proved to be a suitable starting 
point for modeling of interactive processes. During the different development 
stages several corresponding task models are built. Although every model is just a 
refined version from the previous one, this refinement process is not a trivial op-
eration as a lot of rules and restrictions have to be respected in order to success-
fully infer the suitable task model concerning the current level of abstraction. In 
this paper we aim to assist the developer by giving him the opportunity to move 
with a given model from one abstraction level to another one in an easier and 
more seamless way. Thus, we present an approach consisting of some guideline 
patterns which help the developer to transform a given task model between the 
different development stages in a more performing and less error-prone manner.  

1   Introduction and Background Information 

Task models have been used in numerous applications in order to provide realistic 
information about the user tasks and their relations. Based upon such information 
the system under construction can be built around the user task world which in-
creases the level of usability, learnability and appropriateness of the system. These 
advantages are of great interest in ubiquitous computing environments [1], as the 
main goal behind these environments is to make the information available any-
where, anytime and to give the user a positive impression about the environment. 
    Knowledge about tasks is especially expedient for interaction development as 
this is the touching point of user and system. If the UI corresponds with the work 
processes of the user the system is more suitable. In Fig.1 an example of a task 
model is shown. Please note that the notation used for our task models is the CTT 
notation [2]. In this figure the task model of the role presenter is depicted. This 
model describes the tasks to be executed by a presenter in a conference session. 
One can notice the temporal operators existing between the tasks. These operators 
express the precise temporal order in which the actor has to perform the tasks in 
order to successfully play his role. For example to be able to start a presentation, 
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the presenter should first introduce himself and that is why the ‘enable’ temporal 
operator is chosen to express the relationship between these two tasks. Another 
example is the ‘disable’ temporal operator existing between the iterative task 
‘Next slide’ and the task ‘Ends presentation’ and which means that once the task 
‘Ends presentation’ is executed, then the task ‘Next slide’ becomes disabled and 
thus further execution of this task is forbidden. A typical task model contains sev-
eral task types as we can also notice in the figure. For example, the task ‘Next 
slide’ is an abstract task, ‘Show next slide’ is an application task while the other 
tasks are user tasks.  

 

 
 

Fig. 1 Task model of the role presenter 

During the development life cycle different stages of task modeling exist. First, 
the user tasks are analyzed and captured via a task model, the so called analysis 
task model. Sight visits, interviews and questionnaires are typical gathering de-
vices for the analysis task model. The explicit development of a model reflecting 
the current process helps the developer to keep in mind what the user is actually 
doing in his day-to-day work and how it is been done. Next, the requirements 
model is created taking into account the analysis model, the functional require-
ments and the non functional requirements of the system under construction. As 
use cases are the standard means for specifying functional requirements consis-
tency checks can also be performed according to the approach of Sinning [3]. 
Having created such a requirements task model is not sufficient when it comes to 
lower level design decisions. Therefore, another type of model is proposed which 
captures such information: the design task model. Each model is usually not cre-
ated in one step but gradually refined and perfected. 

While transferring the task model from the analysis to the requirements level or 
from the requirements to the design level, structural and behavioral refinement 
processes are actually taking place. This fact as well as the usage of the so called 
meta-operators as a tool in order to support behavioral refinement operations are 
discussed in [4] and [5]. Briefly, structural refinement for a given task can be 
achieved by adding new subtasks to this task. However, type consistency between 
the parent task and the new added child tasks must be taken into account while 
this kind of refinement process is performed. Behavioral refinement consists of as-
signing meta-operators to tasks in order to decide which tasks may be canceled or 
deleted in next refinement levels and which tasks must be retained. The structural 
refinement is not the focus of this paper, as we aim here to stress on the usage of 
meta-operators in the behavioral refinement process. Having a model in a given 
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level of abstraction according to the actual development stage, the main role of 
meta-operators is to express which tasks in this model must remain in following 
refining task models and which tasks may be omitted. Briefly, there are three pos-
sible restriction levels that can be assigned to a given task. These levels are ex-
pressed using the following three meta-operators:  

 
a) Shallow Binding operator( ): Expresses a mandatory task which 

has to remain in all following refining models, meanwhile its type can 
be changed and its subtasks can be removed or changed. 

b) Deep Binding operator ( ): Expresses a mandatory task which has 
to remain with all its subtasks in all following refining models. Fur-
thermore, the tasks types have to remain the same. 

c) Exempted Binding operator ( ): Expresses a newly introduced task 
which did not exist in the first model, but which has to remain with all 
its subtasks in all following refining models. 
 

The gradual refinement of task models is a challenging task as different informa-
tion are captured in each type of model and additional information are added 
gradually. Therefore, in this paper an approach is presented which provides some 
guideline patterns trying to cover all meta-operators assignments and usage prob-
lems. Despite the fact that patterns were first discovered in urban architecture by 
Christopher Alexander in 1977 [6], their influence has spread and reached the 
software engineering as well as the HCI area. For example, Tidwell defines a col-
lection of interaction design patterns where the solution is expressed in terms of 
suggested perceivable interaction behavior [7]. The patterns presented in this pa-
per are useful for domains like ubiquitous computing where task models are high-
ly recommended as a basis and a starting point for any application’s development 
process. While constructing our patterns, we investigated some problems which in 
order to be solvable, require some few modifications to be realized in the meta-
operators rules and constraints. In the next section, these changes are explained in 
further details. Then in section 3, our task model refining patterns are presented. 
After that in order to make our ideas more concrete, we discuss an example which 
illustrates the two major paper contributions, by highlighting the advantages 
gained by the meta-operators rules modification and also the benefits behind the 
usage of our patterns within the task model refinement process. Finally, we con-
clude and we give an overview of related future research.    

2   Meta-operators Overriding 

A common case that can be encountered by a developer in the modeling process is 
the existence of a task having a big number of subtasks. We can have the case that 
just one or few tasks out of the subtasks set have different binding requirements 
than the others. An inappropriate solution would be to assign a binding operator to 
every single subtask, however it is also impossible to just assign one binding op-
erator to the parent task, as we have few subtasks for which a different operator is 
needed. In order to solve such cases, our suggestion is to perform some changes 
concerning the meta-operators constraints by introducing the meta-operators  
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overriding notion. The idea is simply that for a subtask having its own meta-
operator, the binding constraints represented by the meta-operator bound to its 
parent task are not applicable anymore. In other words, the parent task’s assigned 
operator does not influence this child task because it has been overridden by this 
child task’s own meta-operator. Consequently, a solution for the described case 
would be to assign one operator for the parent task and different operators to these 
few subtasks. As a result, fewer operators are assigned for the whole task tree and 
meanwhile for each task the right binding constraints are expressed which guaran-
tee a successful future refinement process. Within the example presented in Sec-
tion 4, we present one of the cases where the meta-operators overriding notion’s 
utility is illustrated.   

3   Task Model Refining Patterns 

As already discussed, the meta-operators help the user in the transformation of task 
models between the different development stages. However, the assignment of the 
right operator to every task is not a trivial process as a lot of factors have to be 
taken into account in order to identify the suitable restriction level to be assigned to 
the task and thus the corresponding meta-operator. As examples of such factors we 
can mention the current development phase, the goal behind the task performance 
and the expected changes occurring to this task in the next refining models. Addi-
tionally, the choice of these operators is not the only challenging part during the  
refining process, as some other problems can encounter the developer while trans-
forming his model from a given level of abstraction to another one. The idea pre-
sented here is to use patterns in order to overcome the complexity of the refining 
operation and to successfully assist the developer in this process. The motivation 
behind these patterns is to provide solutions for the most common operator assign-
ment problems and perplexing transformation cases. For the sake of brevity, just 
some of these patterns are presented in further details in the following.   
 

a) Analysis model meta-operators assignment pattern 

Name: Analysis model meta-operators assignment 

Context: The developer is constructing his analysis model, and so he has to assign meta-
operators for some tasks in order to define rules for the further refinement process.        

Problem: How to choose the right meta-operator for each task in the analysis level? 

Solution: a) If for a given task it is sure that no system intervention is required in the require-
ments level and meanwhile this task including its child tasks are mandatory for the accom-
plishment of the whole process, bind the task with the deep binding operator and so this bind-
ing ensures the consistency of this task in all the following refinement levels. 
b) If a given task has to exist in the following refinement levels and for which an assistance of-
fered by the system under construction is planned, bind it with the shallow binding operator. 
Consequently, it is guaranteed that the task itself will remain in further refining models but its 
type may be changed and its subtasks may be removed or modified. 
c) The exempted binding operator does not have to be assigned to any task in the analysis 
level. 

d) The tasks for which you do not have special constraints, and which can be removed in sub-
sequent refining models, never use the meta-operators. 
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b)  Insertion of new persistent task pattern 

Name: New persistent task insertion 

Context: The developer is constructing his requirements or design model, and he would like to 
introduce a new task which did not exist in previous models. 

Problem: How to insert a new persistent task in the model? 

Solution: Insert the task and bind it with the exempted operator to express that this task was 
not part of the initial requirements but it has to exist in further refining models. 

 
c) Minority changeable tasks pattern 

Name: Minority changeable tasks 

Context: The developer is assigning meta-operator to a task which contains a lot of subtasks. 
This task is of type abstract. The developer wants that just one or few of the subtasks can be 
changed or omitted while the others have to be persistent. 

Problem: How can the developer make most of the subtasks persistent while some can be can-
celled? It is always a bad solution to assign a lot of meta-operators.  

Solution: Bind the parent task with a deep binding and bind the few subtasks you may cancel 
or change with the shallow binding.   

 
d) Minority persistent tasks pattern 

Name: Minority persistent tasks 

Context: The developer is assigning meta-operator to a task which contains a lot of subtasks. 
The developer wants to prevent just one or few of the subtasks to be omitted or changed in the 
next refining models, while the other subtasks can be canceled or changed. 

Problem: How can the developer make most of the subtasks changeable while some have to 
remain persistent? It is always a bad solution to assign a lot of meta-operators. 

Solution: Bind the parent task by the shallow binding, and bind the few tasks you want to keep 
unchangeable with the deep binding operator. 

4   Patterns Application Example 

Let us assume we aim to construct the task model for ATM machine usage in the 
analysis level. We find that using this machine implies that the user has first of all 
to identify himself, chooses the language he would like to communicate with and 
then he can have access to the several services provided. Thus, he is able to with-
draw money, display any information concerning his account or transfer money to 
another account holder. Once we are settled on the tasks needed to present the 
ATM machine’s functionality, we can begin constructing the task model in the 
analysis level, and now the question is which meta-operator has to be assigned to 
which task? The role of task model refining patterns is to help the developer find-
ing the answer for this question. 

As we are building our analysis model, and in order to successfully assign the 
meta-operators to the existing tasks, we can have assistance by the analysis model 
meta-operators assignment pattern. So we have to iterate over the tasks and to ap-
ply the solution offered by the pattern. In Fig.2 the corresponding task model for 
the ATM machine in the analysis level is depicted. 
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Fig. 2 ATM machine in the analysis level 

The tasks “Sign In”, “Retrieves Money” and “See Account Info” are mandatory 
and so they have to remain in following refinement models. However, further 
changes due to system intervention in requirements level are expected. According 
to the mentioned patterns, these tasks have to be bound with the shallow binding 
operator. Also, the task “Chooses Language” is not mandatory for the ATM func-
tionality, and then it may or may not persist in the following refinement models. 
Thus, following the same pattern no meta-operator should be assigned to this task 
as we do not have any real constraints concerning its existence. The task “Trans-
fers Money” is an interesting case, in which on the one hand we want to ensure 
that the task exists with its two subtasks in all following refinement levels and on 
the other hand we expect to perform some changes to the task “Fills Form” and 
thus we want to have the opportunity to extend this task in next refinement levels. 
So “Fills Form” is a child task of “Transfers Money”, however they have contra-
dictory binding requirements. Here one can see one of the advantages behind the 
idea of meta-operators overriding (mentioned in Section 2) because the solution is 
to bind the parent task “Transfers Money” with the deep binding operator and the 
child task “Fills Form” with the shallow binding operator. This solution was not 
realizable or possible using the former deep binding operator semantics and rules, 
as operators overriding was not allowed.    

Having constructed our task model in the analysis level, now we want to trans-
form this model to a valid refined one in the requirements level. Consequently, 
structural and behavioral refinements are taking place in this process as we can 
notice in Fig.3. Let us focus on the behavioral refinement and thus the assignment 
of the meta-operators to the existing tasks in our requirements model. The tasks 
“Sign In”, “Retrieves Money” and “See Account Info” and their subtasks cannot 
be omitted in further refinement models, as they are mandatory for the functional-
ity of the system under construction. Additionally, no further refinement regarding 
these tasks due to design level decisions is expected and thus these tasks have to 
be bound with the deep binding operator. Additionally by having a closer look on 
the task “Fill Form”, we can notice that this task was extended by four different 
subtasks. On the one hand, for the subtasks “Enter Receiver’s Name”, “Enter Re-
ceiver’s Account Number and “Enter Bank Name” no changes are expected in fur-
ther refining models in requirements or design stages. On the other hand for the 
subtask “Enter Amount” further changes may occur. For example, this task may 
be extended in order to let the user be able to choose the currency for the transfer 
process, and also the system may check first whether the user has a sufficient 
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amount in his account for the transfer operation to be successfully accomplished. 
Thus, a simple solution would be to assign a shallow binding operator to the  
subtask “Enter amount” and three deep binding operators for the other subtasks 
correspondingly. However, this solution is not optimized as an excess usage of 
meta-operators is not advisable. A better solution is presented by the “Minority 
persistent tasks” pattern. We have to assign a deep binding operator for the parent 
task “Fill Form” and a shallow binding operator for the subtask “Enter Amount” 
and consequently the same binding requirements can be expressed in a better 
manner using only two operators. 

 

      

Fig. 3 ATM machine in the requirements level 

5   Conclusion 

In this paper we discussed briefly the role of meta-operators in the task model re-
finement operation after motivating the role of task models in nowadays applica-
tions and especially for ubiquitous computing environments. Moreover, we gave 
an overview of the different development stages and the role of each correspond-
ing task model. Then we discussed some few modifications that we applied on the 
meta-operators semantics by arguing that these changes can provide solutions for 
contexts and cases which were irresolvable using the former semantics. After that 
we introduced the usage of patterns into task model refinement process by provid-
ing patterns which are able to help the user assigning the meta-operators to the 
model and also to assist the user to solve the most common encountered problems 
during the refinement process. Furthermore in order to make our ideas clear and to 
highlight the benefits behind our patterns, we presented an example of a task mod-
el for an ATM machine and we illustrated the way the developer can choose the 
suitable meta-operators for this model in the analysis and requirements level using 
some of our patterns. Additionally, within the same example we made clear how 
the meta-operators overriding notion is useful to express some situations. In the 
future we plan to provide pattern libraries embracing some concrete solutions for 
the transformation of the most recurrent situations from the analysis to the re-
quirements level and from the requirements to the design level. Using these librar-
ies the developer will be able to transfer a given model from one abstraction level 
to another one by just loading the suitable patterns out of these libraries. 
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Feature Reduction of Local Binary Patterns
Applied to Face Recognition

Juan Carlos Garcı́a and Francisco A. Pujol

Abstract. In recent years, Local Binary Patterns have proved to be a powerful lo-
cal descriptor for microstructures of images, having been introduced in many facial
recognition systems and intelligent environments. In this work, we present the im-
plementation of a face recognition method based on the use of Local Binary Pat-
terns. We used data mining tools to get a smaller feature vector and thus improve
the computational cost of the system. The implementation was tested with the Color
FERET database, obtaining a recognition rate of 94% and reducing 75% the original
feature vector dimension.

1 Introduction

A facial recognition (FR) system consists of recognizing a biometric sample taken
as a face picture. General interest in FR systems has grown considerably over the
last decade [1]; among others, in recent years one of the most successful algorithms
uses the so-called Local Binary Patterns (LBP).

The basic LBP operator was introduced by Ojala et al. [2]. It labels the pixels and
threshold each neighbourhood of 3×3 pixels with the central pixel value; thus, the
gray value of each pixel in the neighbourhood, gp, is compared to the gray value of
the central pixel, gc; the LBP label for the central pixel of each region is obtained
as:

LBPP(x,y) =
P−1

∑
p=0

s(gp −gc)2p , where s(x) =

{
1 x ≥ 0

0 x < 0
(1)

This operator was extended to different neighbourhoods [2]. To do this, a circular
neighbourhood around the central pixel is used, where the position (x,y) of gp is

Juan Carlos Garcı́a · Francisco A. Pujol
Dept. Tecnologı́a Informática y Computación,
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Fig. 1 Three circular neighbourhoods (P,R): (8,1), (8,2), (8,3).

determined by (−Rsin(2π p/R),Rcos(2π p/R)), being R the ratio between pixel p
and the central pixel. An example is shown in Fig. 1.

In [3], Ahonen proposed a face recognition system based on a LBP face repre-
sentation. An input image is divided into R small non-overlapping regions of the
same size. Histograms of LBP codes Hr, with r = {1,2, . . . ,R}, are calculated over
each region and concatenated into a single histogram representing the face image.
For classification, χ2 dissimilarity measure is used.

Although the original algorithm had a high recognition rate (around 94%), this
method presents two main problems: it needs a large feature vector and the assign-
ment of the weights to each face region was not much precise. As a consequence,
the aim of this work is to try to overcome these problems.

The rest of the paper is divided as follows: Section 2 shows our proposal for
improving the method and, next, Section 3 presents the results of the implemented
experiments. Finally, some concluding remarks are shown in Section 4.

2 Feature Reduction for LBP

In this work, we have used the Color FERET database [4, 5]. We used the sets fa
and fb, corresponding to 843 individuals with frontal images. We first detected faces
and normalized images to a size of 130×150 pixels.

Next, face features must be extracted. We propose to split face images applying
three different masks, dividing faces into 7× 7, 15× 14 and 21× 21 regions. The
first mask was used in Ahonen’s original work [3], and it generates a vector of 2301
features per image, since each image is divided into 39 regions, containing 59 LBPs
(58 uniform and 1 non-uniform). A LBP is uniform if the bit transitions contained
in its binary value are not greater than 2. These patterns are used to find the pixels
that belong to flat areas, contours, corners, etc.

To reduce feature vectors, we have used the data mining tools WEKA1 and
RapidMiner2. Using a training set of 200 images, we noticed that the first 14 pat-
terns are the most significant patterns for the recognition tasks. Therefore, if we also
add a pattern to label all the non-uniform patterns, a total amount of 15 LBPs will be
obtained. Thus, when using Ahonen’s mask, our proposal will result in the feature
vectors to have 585 elements, reducing by 75% the feature vectors dimensions.

1 http://www.cs.waikato.ac.nz/˜ml/publications.html
2 http://rapid-i.com/content/view/181/190/

http://www.cs.waikato.ac.nz/~ml/publications.html
http://rapid-i.com/content/view/181/190/
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Then, as it seems clear that each face region contributes in a different way for the
recognition process, we shall use the weighted χ2 measure for obtaining similarities
among faces, defined as:

χ2
w(S,M) = ∑

r,i

wr (Sr(i)−Mr(i))2

Sr(i)+ Mr(i)
, (2)

where wr is the weight for region r, and S and M correspond to the sample and the
model histograms. Fig. 2 shows the weights assigned for the 7×7-region mask.

Fig. 2 Assigned weights: black (wr
1=0), dark gray (wr

2=1), gray (wr
3=3) and white (wr

4=4).

Finally, the k-nearest neighbours algorithm (k-NN) is used to classify each image.

3 Results

Our first test (see Table 1) has been to obtain the recognition rate for the three
proposed masks. The test was performed with P = 8 and there was no assignment of
weights to the face regions. That is, each region contributes in the same way to χ2

w.

Table 1 Results for P = 8, with and without using specific weights.

Radius (R) 1 2 4 6 8 10 12 14 16
Mask 1 (7×7 regions) 80% 84% 90% 89% 87% 85% 84% 81% 81%
Mask 2 (15×14 regions) 84% 86% 90% 89% 87% 85% 84% 80% 81%
Mask 3 (21×21 regions) 86% 87% 90% 89% 86% 84% 82% 81% 80%
Weighted Mask 1 83% 87% 94% 93% 92% 90% 89% 86% 85%

The results are very similar for the first 3 masks; thus, the highest recognition rate
is 90% for R = 4. It must be also noticed that the recognition rate does not increase
much as the dimension of the feature vector increases; i.e., using more regions to
obtain the histograms does not implicate a higher recognition rate.

In addition, the last results in Table 1 –where the computed weights are
considered– have been performed only for Mask 1. As shown, the assignment of
different weights to each face region improves significantly the recognition rate,
achieving a 94% of correct results for R = 4. There is also an improvement for the
rest of radius.
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Using the data mining tools, we have reduced significantly the dimension of the
feature vector. Table 2 shows a comparison between the dimensions of the feature
vectors for both the original method and our proposal, considering the weighted
versions of both algorithms.

Table 2 A comparison between methods.

Method No. of LBPs No. of regions Feature vector dimension Recogn. rate
Original method 59 39 2301 94-97%
Mask 1 15 39 585 94%

As shown, in spite of reducing the feature vector, which is obtained from the LBP
histograms, our system has achieved high recognition rates. That is, we obtained
a vector of 585 features, a reduction of 75% compared to the originally required
features (2301). However, the recognition rate only decreased by 3% (94%), at most.
This is a significant decrease of computational cost and will allow our proposal to be
implemented in real-time applications, where the computation time is a key factor.

4 Conclusions and Future Works

In this work, we have presented a method to reduce the dimension of the LBP his-
tograms for face recognition, using data mining tools. As shown, we have reduced
significantly the computational complexity of the method, since the dimension of
the histograms have been reduced by 75%, getting a recognition rate of 94%.

Future works aim to design new methods to obtain higher recognition rates with
small feature vectors. We shall also design different face masks to get better results.
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Anti-Icing Decision Support System Based on a 
Multi-agent System and Data-Mining 

David Martínez Casas, José Ángel Taboada González,  
Juan Enrique Arias Rodríguez, and Sebastián Villaroya Fernández* 

Abstract. This paper presents a system to improve decision support to prevent the 
ice formation or snow accumulation on the road surface (anti-icing). The main 
part of the system has the task of predicting the weather parameters [1] involved in 
the problem. To do that, the system uses data-mining techniques for the prediction 
process and uses a multi-agent system that is responsible for controlling the flow 
of information throughout the system and decides the most appropriate actions in 
each case to address the problem. 

Introduction 

In recent years, there has been a growing interest among road authorities in getting 
predictions for ice formation on roads, since proper decisions about road salting 
require accurate predictions of ice formation some time ahead; valuable warnings 
of road ice could be issued to the public as well. 

In order to survey the road conditions, networks of road stations measuring me-
teorological parameters in the road and possibly additional information about sur-
face have been established in many places.  

The information provided by the measuring systems mentioned is very useful to 
use in a system that helps us to take the decision to spray anti-icing agent to keep 
the road clear of ice or snow, minimizing the amount of salt (NaCl) required im-
proving economic efficiency and preserving the environment. 

The present paper describes a system based on the application of various data-
mining [2] [3] techniques to predict relevant meteorological parameters and clas-
sify the future state of the road. We use the paradigm of intelligent multi-agent 
systems [4] [5] for road ice forecast in short time periods and heavily localized ar-
eas where the intelligent agents implement different data-mining algorithms. The 
model is briefly described in section 2. Experiments and the associated results are 
described in section 3. Final remarks and conclusions are presented in section 4. 
                                                           
David Martínez Casas · José Ángel Taboada González · Juan Enrique Arias Rodríguez  
Sebastián Villaroya Fernández 
Laboratorio de Sistemas Departemento de electrónica y computación 
Universidad de Santiago de Compostela 
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Description of the System 

The developed system makes use of input data obtained from the meteorological 
sensors and stored in a database. This data is fed into the system to determine the 
actions that must be carried out on the control of the spray system flux as well as 
information on the data and decisions to highway control centers. 

 
Fig. 1 Global architecture of the system.  

We build a system based on multi-agent paradigm and data-mining. Some 
agents implement data-mining algorithms to determine the actions that are neces-
sary to keep the road surface “clean” of ice or snow. Other agents take charge in 
the inter-agents communications [6] and decisions, and the data access. To do this, 
use the data provided by the measurement stations located near the area of interest 
and stored in a database. The overall system that integrates the multi-agent system 
is shown in fig. 1. The main element of the global system is a multi-agent system 
(MAS). The MAS has the following sub-systems. 

1. Validation sub-system. It is responsible for validating the input data to ensure a 
maximum quality of the same. A set of agents, one for each weather parameter 
input, is responsible for applying heuristic rules to determine if the input data is 
valid or not. This information is used by other sub-systems. 

2. Prediction sub-system. It is responsible to make a numerical prediction of some 
meteorological parameters of interest for decision making such as air tempera-
ture, relative humidity or temperature of road surface. The algorithms used to 
generate predictive models are such as linear regression, regression trees and 
neural networks that are trained using historical data stored in the database. A 
manager prediction agent is responsible for retrieving the answers provided by 
the prediction agents and choose the best one based on the value of the square 
root error on the results. 

3. Classification sub-system. It is responsible for classifying the future state of the 
road surface to determine whether or not a preventive action may be taken. The 
sub-system consists of a set of agents that implement different data-mining al-
gorithms based on any one of the following paradigms: decision trees, decision 
rules, neural networks and instance-based systems. A manager classification 
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agent is responsible for retrieving the answers provided by the classification 
agents and determine the final answer to make the decision to take action or not 
over the salt spread system. The best final answer can be obtained based on 
various strategies which the most simple is majority odd vote over the answer 
(Ice / No_Ice). 

4. Actuation sub-system. The actuation system makes use of the historical data, 
numerical predictions and road state classification to determine the amount of 
salt needed to maintain the road clean before a bad situation occurs (anti-icing). 
Also, if an ice / pavement bond is formed the actuation system calculates the 
amount of salt needed to unbound (de-icing). 

 

Fig. 2 MAS structure.  

The operation of the system is described as follows: “Data” agents periodically 
check if there are new data in the database. In the case of new data, it enables the 
validation system to check if the data is valid. If the data is valid, prediction and 
classification systems come into action, run their processes and store the results in 
the database. The actuation system queries the database and determines the actions 
to be taken depending on the situation described by the historical data and the re-
sult of the prediction and classification process. 

Experiments and Results 

The system is fully developed but we have no data to validate de “actuation” sys-
tem. To test the other systems (validation, prediction and classification) use data 
from RWIS (Road Weather Information System) of EEUU interstate highway for 
the period between 14/12/2005 and 19/01/2006 (winter) with a period of ten min-
utes between two consecutive measures.  

The next table shows the results obtained to 30 minutes forecast (time neces-
sary to operate the sprinkler system) for the prediction and the classification. To 
the state of the road classification process consider two possible outputs (Ice, No 
Ice) indicating whether or not the use of the sprinkler system is necessary. 
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 MAE RSE   Ice No Ice 

Relative humidity (%) 0.78 1.50   

Air temperature (ºC) 0.40 0.63   

Surface temperature (ºC) 0.37 0.53   

96.2% 94.8 % 

30 min. forecast results. 

Conclusions 

The results show that the system has enough prediction effectiveness in a large 
number of cases in which we can act as anti-icing (a strategy to prevent the forma-
tion of ice/pavement bond) instead of de-icing (a strategy to allow the 
ice/pavement bond to form and treating it until the bond is broken). This saves a 
significant amount of salt and therefore improves the economic and environmental 
benefits. Furthermore the multi-agent paradigm provides robustness and scalabil-
ity to the system so as to facilitate easy incorporation of new data mining algo-
rithms adding new intelligent agents to the system. 
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Analysis of XML Native Databases for E-Health 
Applications 

Isabel de la Torre Díez, Francisco Javier Díaz-Pernas,  
Míriam Antón-Rodríguez, Mario Martínez-Zarzuela,  
David González-Ortega, and José Fernando Díez-Higuera* 

Abstract. XML databases allow to process and organize information in an optimal 
and simplified way for the final user. In this paper, XML databases advantages 
and disadvantages for e-health are analyzed. Included results have been obtained 
through theoretical and practical research, using similar environments as those that 
can be found in real situations, practical examples, and with the opinion of clinical 
staff. In the last section, a dissertation on the potential of XML databases for  
future applications is presented. 

Keywords: Databases, standardization, metadata, organization, XML. 

1   Introduction 

One of the oldest fields in which telecommunications have a greater potential is 
telemedicine. The possibility of improving the diagnostics capabilities and treat 
diseases from a remote point has attracted the attention of many people. Now that 
the technology has been matured enough to offer broadband and mobile technolo-
gies, telemedicine is able to provide services such as telediagnosis, remote care 
and medical consulting or remote surgery among others. 

Even with the recent advances of today’s telemedical systems, some difficulties 
for their complete implementation frequently arise: the need for device interopera-
bility and the correct management and processing of the generated data is a critical 
task and systems have to be designed so that it is possible to update the systems to 
incorporate the newest technology. For this reason, it is required that, when im-
plementing a new system, scalability data format interchange is guaranteed.  

For information storage and processing, databases are required. These data-
bases allow performing four different tasks: create, read, update and delete 
(CRUD) information [1]. However, different databases perform these tasks in a 
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different way. User’s frontend applications will provide different features and be-
havior depending on the database chosen to store the data. 

For many years, the most extended and accepted databases were relational da-
tabases, such as MySQL or Microsoft Access. However, as Elliotte Rusty Harold 
said “If your only tool is a hammer, all your problems will look like nails…..” [2]. 
Certainly, storing and processing data were only possible in the existing platforms, 
base on relational assignements.  

At this point in 1998, was when the XML format appeared [3], introducing a 
real and effective alternative to the previous databases architecture, which were 
very limited due to the restrictions in the kind of input and output data types, and 
in the speed at which large amounts of data could be manipulated. 

Since that moment, the continuous evolution of the technology behind XML 
has driven a great advance towards the interoperability using different types of in-
formation, and XML has evolved to a format that is capable to contain the rest of 
the formats and standardize information streams between old devices using non-
uniform models [4], solving the problems of relational databases and providing a 
more flexible organization. 

Along this document, the data storage model in native XML databases is ex-
plored, as well as the implications of these databases in telemedicine, where effi-
cient data storage and processing is really important. 

Aforementioned CRUD tasks are common in every database application, thus 
are so in XML native databases. Internal storage of the information, searches, de-
letions, XML conversions…etc, are processes that can be done in different ways. 
For this reason, different applications are able to provide a greater interoperability 
with other formats, while others are oriented to adapt the information to XML be-
fore it is stored [5]. 

In this paper, the capability of XML databases is analyzed. Although the tests 
performed are limited to specific scenarios, certain similarities and differences 
against traditional storage models, where fields of data are disposed along tables 
in rows and columns, will be discussed.  

Finally, a comparison among both types of databases for providing telemedi-
cine services is given, and a dissertation on the future direction of the technology 
related to database management is provided. 

2   Methodology 

With the aim to prove the evolution suffered in database systems, we decided to 
check out the behavior and response capability of two different platforms: a tradi-
tional relational database, such as Microsoft Access and a XML platform as those 
proposed in [2]. In this last case, due to the economical restrictions of the research 
project, the tests were performed using Open Source environments, which provide 
the same benefits as their privative counterparts, but free of charge. For this pur-
pose, based on their popularity, documentation and web support eXist, Xindice, 
dbXML, or the Berkeley dbXML databases can be employed. 

On the assumption that in the study of relational and XML databases, it will be 
find that the latter are more efficient, we decided to use the worst XML database 
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in terms of functionality and performance [5]. This way, a Worst Case Scenario 
for comparing both databases was set. The chosen platform was the eXist  
database. 

For the relational database, we opted to use Microsoft Access, provided in the 
suite Microsoft Office. This platform was chosen. As the main objective of this 
study is measuring the performance of the databases in telemedicine, tests were 
made using non-real patients data, but simulating the necessities of medical clinics. 

Tests were performed on a commodity computer equipped with a double core 
CPU running at a 3.8GHz clock frequency and containing 2 GB of RAM and a 
hard disk of 250 GB. The operating system was Windows XP Service Pack 3. As 
previously stated in [5], it is useful using a standard computer like this for the 
tests, with the aim of reducing the impact of factors which could alter the results 
obtained in the tests and easing the management and control of the platforms to be 
used. 

After Microsoft Office suite installation, the Microsoft Access database appli-
cation is available. Microsoft Access tools were used to import and adapt a  
telemedicine system. Main issues during this process included: 

• The inclusion of certain tables that, as is explained in the results section, is 
necessary for storing information that it is exclusive in the sanitary environ-
ment. 

• These tables have to be linked to the table Ficha. 
• It is necessary to include some data in every table so that searches are  

possible. 
• Finally, some forms, searches, macros and modules were created in Visual 

Basic so that the input, search and output tests could be performed. Results 
are explained in the next section. 

In order to perform databases comparison, the open source, java-based eXist plat-
form was used. After installation, database configuration and interaction can be 
done through a web-based application or through a stand-alone Java application. 

In order to perform the comparison, it is necessary a XML database managed 
by eXist. This database has been developed in an easy way, including an enough 
amount of metadata so that the system can be tested. Following the indications of 
[6] and [7], these archives were employed: 

• A DTD archive to delimit the structure of information blocks in the database. 
As it is stated in [6], this is not necessary for the correct behavior of the sys-
tem. However, this archive is included so that XML functioning is better un-
derstood.  

• A main XML archive to store the information with the structure of labels and 
tags previously determined in the DTD archive. 

• A CSS modeling archive. Although this is again optional, it is possible to use 
a CSS style sheet or even Javascript or a XLST style to model and present 
the data contained in the XML document [7].  

• The tests included data searches and data inputs. 
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3   Results 

3.1   Relational Database 

3.1.1   Data Input 

In a relational database such as Microsoft Access, data input and output can be 
done in different ways: 

• Filling every field in the tables using the Microsoft Access program. This is a 
laborious task and, frequently, redundant and not efficient. 

• Using a data manager programmed for the database, which can be included 
in the same program, or 

• Using the option provided by the operating system to indicate the data source 
through Open Database Connectivity (ODBC) and then use the database 
from a remote application programmed in Java, for example. 

For clarity, we decided to use the second option, so programming a Form like the 
one showed in Fig. 1 was needed. When the complexity of the searches increases 
it might be necessary to use Visual Basic. 

For data input efficiency, this database presents two inconveniences: 
Firstly, it is difficult to implement field relationships in an efficient way, so that 

they can be updated and extra work is not needed from the end user for data input.  
Secondly, different data have to be included in different tables, so that the data-

base grows with the variety of information that has to be classified (this happens 
in the example with tables Cardiology and Radiology, which are different from the 
table Ficha). In the next section we will see that this induces serious problems to 
find data and classify the information coherently. 

3.1.2   Data Search 

In the previous section, Forms were used for data input. For data search, queries 
are needed. In Microsoft Access queries can be done as showed in Fig. 2.  

Once these queries have been developed, it is easy to identify the inefficiency 
of the relational model, in which it is necessary to obtain data from different tables 
to obtain specific information about different areas in telemedicine.  

 

  

Fig. 1 Example of form to introduce new 
staff. 

Fig. 2 Searching patients. 
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3.2   Native XML Database 

3.2.1   Data Input 

One of the main advantages of using a XML native database is data format inter-
operability and the interface for data input is determinant to achieve this objective. 
However, in the eXist platform we could not find any Web or Java interface which 
could be used to easily ask for the data that have to be introduced in the database 
in XML format. 

For this reason, data input is tedious in the first moment, because the data con-
version gateway is not present and then it is necessary to blindly trust in labels and 
introduced data integrity and concordance. This cannot be guaranteed by the  
program. 

However, this gateway for data transformation and introduction could be de-
veloped using a Web form, some JavaScript controls and the adjustment of the 
XML labels previously defined. This group of elements is known as xForms [8], 
and easily resolves the introduction and transformation of data to the XML format. 
For the final user, data introduction is presented as a regular standard form. 

Data input interfaces are critical for the whole system. As it has been explained, 
data introduction in XML involves a previous conversion of the information using 
external agents. However, this weakness has an easy solution, previously indicated 
here and in [5]. This way, data conversion is transparent for the user, making input 
process very easy for the final user. 

With respect to the operation of the generated input interface, it is worth to 
mention that the data introduced natively using the XML format was correctly 
processed by the eXist platform. Also, the tests involving the development of sim-
ple forms in the format XForm were satisfactory, allowing the introduction of new 
data in an easy way. 

3.2.2   Data Search 

The language supported for XML native database searching is mostly xQuery [9], 
which is in turn based in xPath [10]. In the case we are dealing with, eXist has two 
interfaces for data searching: using Web and Java.  

Nevertheless, and as it happened in the case of relational databases, we could 
not find a Web (or Java) interface inside eXist that could facilitate data search in-
side the files. A Web interface is missed (necessary for the medical staff not famil-
iar with the XML technology). This interface would be easily implemented and it 
is indispensable before these databases can be implemented in the correspondent 
hospitals. 

Different tests were performed, based on the search examples given in [6]. 
Every test provided a satisfactory result, as it is showed in Fig. 3(a). Also, once 
these searches were performed, the results obtained in XML were easily repro-
ducible in any program. In this report, the result of these searches has been pre-
sented in a web navigator, so that the different elements found are easily identi-
fied, as it is shown in Fig. 3(b). 
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We found especially tedious to learn the xQuery language to perform the 
searches. Is not difficult to modify the existing searching examples in the included 
SandBox in eXist, although a more intuitive interface is desirable for the final user 
to facilitate performing queries in real environments.  

 

 

 
 
 
 
 

 
(a) (b) 

 
Fig. 3 Searching information and patient medical records with xQuery and XML (a), and in 
Web format (b). 

4   Discussion 

In this section, we discuss the features that differentiate the relational databases 
from the native XML databases. This way, we will introduce some well-known 
concepts like information searching capability, ease of use/ usability, and some 
other less known concepts such as the internal codification of the information or 
data conversion, so that they can be included in the database. 

First of all, it is worth to mention that using XML data storage, the information 
is stored in a much regular way, as it was contrasted during the tests. The size in 
bytes to store the information is increased due to this regularization and, therefore, 
more hardware storing resources are needed and efficient algorithms for data 
compression are needed. However, relational databases do much more efficient 
storage of data, although they need some data redundancy (what increases the size 
of data in memory), so that it is possible to access some information from other in-
formation (tables and databases relationships). However, the multidimensionality 
acquired recently by these systems, together with the large amount that can be 
stored, makes that this redundancy is at least as large in size as in the case of the 
XML native databases, although in this case the increment in storage requirements 
does not result in an increment in the regularization of the information. 
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On the other hand, data storage can be done in different ways: through logic ta-

bles, text format or any other predetermined format. While the relational databases 
usually store data in tables, XML databases provide new possibilities to store the 
data, with their advantages and inconveniences. Some systems store data in text 
format, what eases the reusing of different information to XML. Other systems, 
use XML data format to store the information and then an external conversion of 
data is needed. This topic has been discussed before in this document, providing 
different points of view to the problem. 

Even with the great advantages that would provide data regularization, a system 
with these features would not be successful if it is difficult to use. For this reason, 
an important effort is being made to improve user interfaces. This effort is more 
obvious in the XML databases, due to their recent emergence and that they are in 
the technological maturity process. In this aspect, these databases have gone al-
ready through a long development process, so that they can overtake the tradi-
tional relational databases. In the relational databases, the interfaces are not easy 
to use, but after many years in the market, there is a generation of users that is 
somehow comfortable using them.  

5   Conclusions 

Along this document, the most significant features of the XML native databases 
have been explored, in contrast to the relational databases to which the general 
public is more used to. This has allowed establishing a start point to appreciate the 
capabilities and debilities of these databases. Also, different tests were performed 
using examples and applications related to telemedicine.  

During all these tests, the capabilities of these databases for data input and 
search presented a rich potential when compared with the relational databases, so 
much for the speed and for the reliability of the system. This has been checked by 
the medical staff asked in the tests performed.  

In the same way, this improvement has to be preceded by a complete renova-
tion of the interfaces of the existent applications. The lack of intuitive, easy and 
efficient interfaces has provoked a rise in the cost of medical staff training and has 
slowed down the implementation of these systems. 

However, the capability of managing information from multiple sources, with-
out the need of a previous format of that information, is what makes XML  native 
databases a trustily solution for the future sanitary industry in the world.  
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A Semantic Role-Based Approach for Ontology 
Learning from Spanish Texts 

José Luis Ochoa, Maria Luisa Hernández-Alcaraz,  
Rafael Valencia-García, and Rodrigo Martínez-Béjar* 

Abstract. The Semantic Web can be defined as an extension of the current Web in 
which information is provided with well-defined meaning, so that computers and 
people are able to work in a cooperative fashion. Ontologies are the de facto 
knowledge representation methodology in the Semantic Web. Ontology learning 
from Web documents is considered to be an important activity to promote the Se-
mantic Web. In this paper, an automatic method for acquiring knowledge from 
Spanish texts is described. The approach presented here is based on semantic 
roles, which have been employed in our research for extracting semantic relations 
between concepts. The method makes it possible to represent multiple semantic 
relations. A set of experiments have been performed with this approach in the on-
cology domain that show promising results. 

Keywords: Ontology learning, semantic role labeling, information extraction. 

1   Introduction 

Due to its size and the diversity of its textual information, the World Wide Web 
has become a precious resource for the acquisition of lexical information and for 
the compilation of corpora. Web sites contain information originally designed to 
be human-readable, so that manual process is required for making that information 
machine-readable. This process can be tedious, difficult, and time-consuming. 

In [2] the Semantic Web was defined as an extension of the current Web in 
which information is provided with well-defined meaning, so that computers and 
people can work in a cooperative manner. In the Semantic Web, ontologies are 
used as a knowledge representation technology that is usually defined as a formal 
specification of a domain knowledge conceptualization. Ontologies have been  
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applied in a number of different domains such as bioinformatics, finance, tourism, 
geographic systems, digital contents, digital libraries, and e-learning,. 

Due to the outstanding importance of ontologies in these domains, different 
methodologies for designing and building ontologies have been proposed. In this 
respect, it can be said that the manual ontology construction process constitutes a 
major problem, since it involves a time-, resources consuming task [5].Hence, the 
generation and development of methods and software tools to support the con-
struction of ontologies is a relevant research area, which is known as Ontology 
Learning. One of the most active subareas in Ontology Learning is the use of natu-
ral language texts to build ontologies.  

As it could be expected, the vast majority of ontology learning methods have 
focused on the English language. In comparison with English language, Spanish 
has a much more complex syntax, and is nowadays the second most spoken lan-
guage in the world1. These facts have led us to claim that the computerization of 
Internet domains in Spanish is of utmost importance.  

In this paper, we propose a method for ontology learning from Spanish natural 
language texts based on the identification of semantic relations among concepts 
using semantic roles.  

The rest of the paper is organized as follows. The proposed method is explained 
in Section 2. A validation of the ontology learning method in an oncology corpus 
is described in Section 3. Finally, conclusions and future work are put forward in 
Section 4. 

2   Ontology Learning Process 

The ontology learning process embraces three sequential processes, namely, con-
cept extraction, relations extraction and ontology construction (see Figure 1). 
These stages are applied to each sentence in the text, with the subsequent extrac-
tion of the knowledge entities contained in them.  

2.1   Concept Extraction Process 

Through this process, terms representing concepts are identified. It is assumed that 
there exist both multiword and single word terms. By taking into account this as-
sumption, two different methods have been implemented: the NC-Value algorithm 
[3], which allows to obtain the multiword terms candidates to represent concept, 
and RIDF[8], which has been employed to obtain terms formed by one word. 
Next, the stages of this process are described. 
 
NLP stage  
The main aim at this stage is the extraction of the morphosyntactic structure of each 
sentence. For this purpose, a set of NLP software tools including a sentence  
 

                                                           
1 http://www.ethnologue.com/ethno_docs/distribution.asp?by=size 
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Fig. 1 Ontology Learning process 

detection component, a tokenizer, a set of POS taggers, a set of lemmatizers and a 
set of syntactic parsers have been developed. For it, Freeling22.2 has been employed. 
 
Linguistic patterns stage 
The candidate terms are identified by means of a hybrid method which uses a se-
ries of linguistic patterns in which the morphosyntactic structure of the terms is 
described. These patterns are domain-independent, and for their design it is possi-
ble to use a predetermined list of terms. These terms can be obtained from a num-
ber of sources such as defined ontologies, terminological databases, etc. In the 
work described here, the patterns have been defined manually from the corpus by 
a domain expert. 

Table 1 Linguistic patterns 

Linguistic Pattern Term 

NC + SPS+ NC cáncer de mama (breast cancer) 

NC + AQ Efecto secundario (secondary effect) 

NC + SP + DA + NC Parte de el cuerpo (body part) 

NC cáncer (cancer),  

 

                                                           
2 http://nlp.lsi.upc.edu/freeling/  
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Table 1 shows some of the morphosyntactic patterns obtained for the oncology 
domain as well as some terms matching the patterns. For example, the first row 
indicates that all the terms formed by a common noun, a preposition and a com-
mon noun will be candidate terms. 
 
Multiword concept extraction stage 
Once a list of multiword candidate terms has been obtained, this list is filtered out 
by applying the NC-value algorithm. For that, the system arranges the terms list 
according to the amount of words contained in each term and calculates the values 
for several parameters, namely, the occurrence frequency of the candidate term 
within longer candidates, the occurrence frequency of the candidate term, the 
length of the candidate term and the total occurrence frequency of the candidate 
term in the corpus. 

In order to obtain an acceptable precision level in the candidate term list, the 
NC-value method [11; 3] uses the morphological information from the context of 
the term under question. For this, we consider that verbs, adjectives and nouns are 
likely to be found in the neighbourhood of a term [6]. 

The system processes context words and split them up according to their 
grammatical category (i.e., Adjectives, Verbs or Nouns). With the method devel-
oped by Grefenstette [6], a type of weight known as ‘context weighting factor’ is 
obtained. It calculates the probability of a context word appearing with a certain 
term. Table 2 shows the 5 first candidate multiword terms obtained for the oncol-
ogy domain. 

Table 2 First 5 candidate terms obtained 

NC-Value Term 

339.001 cáncer de mama (breast cancer) 

84.308 efecto secundario (secondary effect) 

83.117 tipo de cáncer (cancer type) 

72.8 células cancerosas (cancer cells) 

 
Single word concept extraction stage 
Residual IDF (RIDF) is defined as the difference between logarithms of actual 
document frequency and document frequency predicted by Poisson distribution 
[8]. 

 

where p is the Poisson distribution with parameter (the average number of 

occurrences of each word per document).  is the Poisson probability 

of a document with at least one occurrence of i. 
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2.2   Relation Extraction Process 

Once the concepts have been identified in the corpus, the semantic relations of 
these concepts have to be obtained. In natural language, relations between con-
cepts are usually associated with verbs. A number of systems for learning relation-
ships are based on the extraction and identification of verbs [13, 15, 17]. In this 
work semantic roles and semantic class membership for Spanish verbs are used in 
order to extract and identify these relationships.  

A semantic role is the relation between a syntactic constituent and a predicate. It 
defines the role of a verbal argument in the event expressed by the verb [10]. The 
semantic roles set developed in the Proposition Bank (PropBank) project [12] and 
in the FrameNet project [4] are the most widely used in the literature, and they are 
only for the English language. ADESSE [1] collects nearly 4,300 semantic roles of 
Spanish verbs in a syntactic database of nearly 160,000 clauses retrieved from a 
Spanish corpus of 1,5 million words. 

 

 
Fig. 2 An example of the disminuir frame in ADESSE. 

Table 3 Some relations obtained from the corpus. 

Sentence Semantic relation 
Un 20 por ciento de las personas infectadas con el virus de la hepatitis 
B desarrollarán cáncer de hígado. 
(About 20 percent of people infected with hepatitis B virus develop 
liver cancer) 

hepatitis_B desarrollar  
cáncer_de_hígado  
(hepatitis_B develop  
liver_cancer) 

…la terapia hormonal puede ser eficaz para controlar la metástasis de 
el cáncer de mama  
(…hormone therapy may be effective in controlling metastatic breast 
cancer) 

terapia hormonal controlar 
cáncer de mama 
(Hormone_therapy controls 
breast_cancer) 

 
The unfolding of this process is described next. The main verb of the current 

sentence is identified. Then, there is a search for the type of semantic relation asso-
ciated with that verb in ADESSE. This search is conducted on the ADESSE rela-
tional knowledge base by means of the lemmatized word of the verbal expression. 
Once the type of relation associated with the main verbal expression in the current 
sentence is found, the system selects the concepts related to that verb. For this pur-
pose, the system looks for concepts on both sides of the verb.  
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In order to detect ontological semantic relations among entities, a mapping be-
tween semantic relations and semantic roles has to be done. For instance, Figure 2 
shows the ADESSE disminuir (decrease) frame. The example shows how the se-
mantic role relates “Terapia de Radiación” (radiation therapy) and “Tamaño de el 
tumor” (tumor size). Some other examples of relations extracted from the corpus 
are shown in table 3. 

2.3   Ontology Construction Process 

In this process, the ontology is built from the elements previously extracted with 
the purpose of detecting classes, subclasses and properties of the ontology. In an 
OWL ontology, a property can be a datatype property or an object property. At 
this point, the system attempts to identify the subclasses of the concepts extracted 
at the first stage. The detected relations are then processed at the second stage.  

Identification of subclasses: The subclass_of relations are detected by means of 
the name of the class. In case a class’s name is made up of other classes names, 
then it would be a subclass of the first class. For instance, the Terapia_de_radiación 
(Radiation_therapy) is a subclass of the Terapia (Therapy) concept, since the token 
“Terapia” takes part of the token “Terapia_de_radiación”.  

Identification of relations:  At this stage, concepts are related from the results ob-
tained at the relation extraction stage. In order to identify the names of the proper-
ties, the lemmatized form of the verb is used.  

3   Validation in the Oncology Domain 

In this section, the experimental results obtained by our method are presented. As 
mentioned above, the experiment has been conducted in the oncology domain, 
where knowledge representation formalization has been claimed to be a relevant 
task [14]. 
Our experimental corpus has 96,458 words and comprises 19 documents. This 
corpus has been manually processed by domain experts, obtaining a total amount 
of 456 concepts or classes, 282 subclass-of relations, and 181 semantic relations 
(see Table 4). 

In order to evaluate the performance of the method, recall and precision scores 
were calculated. These measures are the most commonly used for the assessment 
of statistical extraction systems, and trace their origins back to the Information  
Retrieval discipline. 

As it can be seen in table 4, the results of the validation seem promising. It is 
worth noting, for instance, that the method obtains a precision value of 74% and a 
recall value of 70% in the detection of non-taxonomic relations. 
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Table 4 Evaluation results  

 Classes Subclass_of relations Relations 
Expert 456 282 181 
System 512 150 233 
Precision 69 % 59 % 74 % 
Recall 75 % 64 % 70 % 

4   Conclusions and Future Work 

In this paper, an automatic method for acquiring knowledge from texts has been 
presented. This approach is based on the use of semantic roles from ADESSE in 
order to extract semantic relations between concepts. 

Ontology building from free text is an important activity for the knowledge en-
gineering community. One of the hottest trends in this research area is ontology 
learning from Web documents [9, 15], which is considered to be an important ac-
tivity to promote the Semantic Web [13]. The approach presented in this work is 
totally automatic. Another key feature of this approach is that it works not only 
with taxonomies, but also with multiple semantic relations. 

The authors in [15] present a methodology for the detection of non-taxonomic 
relations from Web texts. This methodology is based on the identification of rele-
vant verbs, which are used as a knowledge basis for learning and tagging  
non-taxonomic relations automatically and without supervision. Both studies use 
linguistic patterns for obtaining taxonomic relations. 

In [7] a methodology is introduced that has a similar common ground to ours. 
The aim of these authors is the development of a high-quality ontology, and for 
this purpose they use a combination of statistical and lexical-semantic methods.  

Further validations of the system are planned by means of its application to 
texts from different medical domains and by using statistical methods for the 
analysis of the results obtained. Moreover, we intend to extend the system to cover 
axioms such as the work presented in [16]. The main forecast problem concerning 
axioms is, however, that the number of participants is a priori unknown. Notwith-
standing this fact, the amount of axioms present in a text is irrelevant in compari-
son to the amount of other knowledge entities. 
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A Dynamical Characterization of Case-Based
Reasoning Systems for Improving Its
Performance in Highly Dynamic Environments

Luis F. Castillo, M.G. Bedia, M. Aguilera, and L. Uribe

Abstract. In this paper a mathematical technique is presented for modelling the
generation of solutions in a standard-CBR methodology adapted to highly dynamic
environments. In recent years, much research has focused on exploring how to im-
prove CBR-systems to deal with dynamic environments where changes are difficult
to model or predict and, consequently, the performance of the CBRs gets worse
with time. High-level planning, reactive strategies or hybrid alternatives have been
proposed to face this problem, but this contribution will not be related on particu-
lar techniques. We simply concentrate on formal aspects without establishing which
should be the most adequate procedure in a subsequent implementation stage. The
advantage of the presented scheme is that it does not depend on neither the problem
nor the model of the environment. It consists in a formal approach that only re-
quires, local information about the averaged-time spent by the system in obtaining
a solution and an estimated measure about the dynamism of the environment.

1 Introduction

Case Based Reasoning (CBR) [Aamodt et al., 1994] is a software technique that
tries to solve new problems by using or adapting solutions that we employed to
solve old problems. It offers a reasoning paradigm that is similar to the way peo-
ple routinely solve problems. Faced with a new problem, a human often relates
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the problem to one or more memory episodes and composes a solution from these
episodes. As we have indicated, a CBR is often seen as a computational intelligence
tool whose knowledge source is composed of a memory of past cases but, some-
times, it is more generally considered as a methodology to solve problems without
establishing commitments in the implementation stages [Watson, 1999]. As a tech-
nological tool, CBR-based programs have been successfully applied to a variety of
problems in several fields and disciplines. However, one of the main problems in
deploying these systems is that have been designed to “static” domains (domains in
which the system has unlimited amount of time to solve each problem and during
this time, the state does not change) but most real-world (and most interesting) do-
mains are dynamic [Mehta et al., 2010], [Mehta et al., 2010 (b)]. In the real-world,
CBR-systems have time-constraints and must deal with dynamic conditions that
changes over time. We can find in the literature several approaches in the CBR com-
munity to deal with this issue. Particularly interesting have been some proposals as;
(i) “on-line case-based planning” [Ontanon et al., 2010], useful in real-time strategy
games, and (ii) “dynamic case base reasoning”, used on fault diagnosis and progno-
sis activities [Berenji et al., 2005]. Related to theses issues, we explored how stated
the upper time-limit in the retrieval stage, in mathematical terms and in order to
obtain an optimal solution in a dynamic environment. The aim focused on formal
aspects without establishing which should be the most adequate procedure in a sub-
sequent implementation stage. The advantage of the presented scheme is that it does
not depend on neither the problem nor the model of the environment. The structure
of the paper is as follows: in section 2, a brief overview about the CBR-concept, its
cycle and its constitutive elements are illustrated; in section 3, the proposed mathe-
matical model will be presented; in section 4, computational and formal aspects of
our model will be stated and solved; section 5 is related to the implementation stage
and empirical results and, finally, in section 6, conclusions and future work will be
introduced.

2 A CBR Strategy: Strengths and Weaknesses

Case-based reasoning has been defined as a problem-solving technique based on the
hypothesis that reasoning is reminding. CBR systems have proven useful in domains
with weak models and a large body of unstructured and experiential knowledge.
The generic CBR cycle consists of the following steps [Aamodt et al., 1994]: (1)
retrieval of relevant (similar) cases from the repository based on cues derived from
problem requirements, (2) reuse of applicable cases to suggest solutions to a new
problem, knowledge-based revision of relevant cases, (3) testing-based verification
and rule-based validation to ensure correctness, and (4) retention of past solutions
and failures to enable learning. For simplicity, we do not consider stage 3 in our
model. Moreover, stages 1 and 2 will be integrated together in a new stage called
“generation of solution”. Therefore, the cycle of a CBR will consist in: (1) a gen-
eration stage (that covers retrieving and adapting processes), and (2) an execution
stage that ends in a retain process (see Figure 1).
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Fig. 1 Scheme of the adjustment function a(t) for a CBR cycle in a dynamical environment:
generation (retrieval and reuse phases) and execution (display of solutions) are intercalated

A variety of specific case retrieval techniques and case adaptation ones are been
discussed. However, many of these proposals are not directly applicable in dynam-
ics environments because real-time interactions are required [Urdiales et al., 2003].
We think there exists an important and transversal assumption that is not suited for
real-time domains involving CBR systems, i.e. the CBR cycle produces a solution
but the solution execution is delegated to some external module in a subsequent
stage (that is, execution and problem solving are decoupled.) In connection with
that assumption, it is also accepted that in a dynamic environment where the system
does not know how changes on its surrounding are going to be, the system is built
considering that the optimal solution to a problem should be composed by optimal
intermediate solutions obtained in every cycle. In other words, it assumed that given
a time period T , resulting from a temporal windows series ∑n

i=1 Δ ti, the best strat-
egy is a greedy strategy, the one that holds optimal(T ) = ∑n

i=1 optimal(Δ ti). That
statement is assumed but no demonstrated, and we feel that it embodies a naive and
very extended error related to the design of artifacts in dynamical environments. In
this work it is questioned if that assumption is right, i.e. if the optimal strategy, un-
der conditions of uncertainty, must be a greedy strategy. In next sections it will be
shown that this is not necessarily true.

3 A Dynamical Characterization of a CBR System

In this section we will try to give a satisfactory answer to this question: ‘A CBR
system in a dynamic environment, with the possibility of generating a good solution
and without information about future states, does it makes sense to implement an
inferior quality solution?’

3.1 Mathematical Preliminaries and Dynamical-Systems
Framework

In this section a minimal model of CBR-methodology is introduced. The assump-
tions of the model will be quite simple in order to allow the conclusions of our
model to be the most general:
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1. Base of solutions: There exists a mechanism for generating solutions, that
we represent as {x1, .,xi,xi+1, .,x j,x j+1, ...,xm}, where {x1, ..,xi} are compatible
with a temporal window Δ t1, {x1, ...,xi,xi+1, ..,x j} are compatible with Δ t2, etc.
In other words, more adjusted solutions of the CBR will be more “expensive” (in
time units) and simpler solutions will be easier to obtain. It will be called adjust-
ment of a solution in t, and it is denoted by a(t), a measure of similarity between
the generated solution x(t) and the ideal solution x∗(t).

a(t) =

⎧
⎪⎨

⎪⎩

1, if x(t) = x∗(t)
1− |x(t)−x∗(t)|

x(t) , if |x(t)−x∗(t)|
x(t) < 1

0, if |x(t)−x∗(t)|
x(t) ≥ 1

⎫
⎪⎬

⎪⎭
(1)

2. Generation phase: We propose a general functional relation between “the time
to generate a solution” and “adjustment”. It will be considered as a nonlinear
function (the effort in obtaining more adjusted solutions grows in relative terms
with time), so it can be assumed exponential, a(t) = aM(1− e−t/τ). This func-
tional dependence, considering the interval t ∈ {t0, t1} comes from a differential
equation:

d
dt

a(t) =
1
τ
(aM −a(t))

3. Execution phase: We also assume that it is known that the environment is going
to change (without knowing the direction of the change). So it is also considered
an exponential functional dependency between the adjustment of the obtained
solution and time, that is, a(t) = (e−t/ε ). Considering t ∈ {t1,t2}, the solution
comes from a equation as:

d
dt a(t) = − 1

ε a(t)

Both cases can be combined, taking as values γ(t) = γ0 (generating a solution),
when t ∈ {t0,t1}, and γ(t) = γ1 (executing a solution) if t ∈ {t1, t2}, obtaining the
global behaviour equation:

d
dt

a(t) = −1
ε

a(t)+
1
τ

aM(1− γ(t)) (2)

The agent performance will be obtained only integrating the suitability of the system
during the execution periods (the ones in which the agent is acting on the world). In
order to solve equation (2), we will consider: (i) γ0 = 0, and γ1 = 1; (ii) the solution
in a period T :

a(T ) =
1
T

T∫

0

a(t)dt

will be defined by the average performance of the system, p(T ), evaluated in (0,T ):

p(T ) =
1
T

∫ T

0
γ(t) ·a(t)dt (3)
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The optimal solution of the system, aopt(t), is the one that maximizes p(T ). If we
consider γ(t) = {0,1} then,

{
ȧ(t) = 1

τ (1−a(t))− γ(t) · ( 1
τ + a(t) · ( 1

ε − 1
τ )

ṗ(t) = γ(t) ·a(t)

and it is wanted to find the set {γk(tk)} that maximizes p(t). Discretizing,
⎧
⎨

⎩

ak+1 −ak = −h( 1
τ (1−ak)− γk · ( 1

τ + ak · ( 1
ε − 1

τ ))

pk+1 − pk = h(γk ·ak)

where h is a temporal step, k = 0,1,2, ...,N , so a(0) = a0, p(T ) = pN , given
T = {t1,t2, ...,tN}. For the sampled version the problem can be reformulated by the
following statement (knowing that h is constant): “Find the set of decisions {γk(tk)}
that maximize ∑N

k=0 γkak”. That is, the {γk(tk)} values must be computed providing
that,

pN = max
γ0,γ1 ,...γN

N

∑
k=0

γkak (4)

which, since it starts in a0 is denoted by pMAX
N

(a0). For solving the problem
it is applied the Bellman Algorithm (An optimal policy has the property that
whatever the initial state and initial decision are, the remaining decisions must
constitute an optimal policy with regard to the state resulting from the first deci-
sion. [Bellman, 1957]). The algorithm computes the complete sequence (γ0,γ1,...γN ),
therefore,

pMAX
N

(a0) = max
γ0

[γ0a0 + max
γ1,...γN

N

k=1

γkak], where pMAX
N−1

(a1) max
γ1,...γN

N

k=1

γkak,

Iterating, is obtained de sequence:

pMAX
N

(a0) = max
γ0

[γ0a0 + max
γ1

[γ1a1 + max
γ2

[γ2 a2 + ...+ ...+ max
γN

[γN aN ]]....]

For solving the system, it must be started from the last decision to the first. Since
the last does not affect to the future, the maximization is local. In our case, it is:

γN(tN) =
{

1, if aN ∈ (aM, 0), ȧN < 0
0, if aN ∈ (0,aM), ȧN > 0

pMAX
0

(aN) =
{

aN , if aN ∈ (aM, 0), ȧN < 0
0, if aN ∈ (0,aM), ȧN > 0

Once we know what is the optimal decision in γN(tN), the previous instant
γN−1(tN−1) is computed, applying the following equation:

pMAX
1 (aN−1) = max

γN−1
[γN−1aN−1 + pMAX

0
(aN)], and it is known that

aN = aN−1 − h
τ ((1−aN−1)− γN−1 · (1 + aN−1 · ( τ

ε −1)),
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therefore given γN−1 = {0,1}, there only have to be computed which one of the two
cases is bigger:

aN−1 + pMAX
0

[(1− h
ε ) ·aN−1] ≷ pMAX

0
[(1− h

τ ) ·aN−1 + h
τ ]

The equilibrium condition meets for a critical aN−1 value, denoted as a∗N−1, that
allows to rewrite the equation in the following way:

pMAX
1

(aN−1) =
{

aN−1 + pMAX
0

[(1− h
ε ) ·aN−1], if aN−1 > a∗N−1

pMAX
0

[(1− h
τ ) ·aN−1 + h

τ ], if aN−1 � a∗N−1

The procedure can be repeated for (k = 2, ...,N) being obtained the
{a∗0,a

∗
1, ...,a

∗
N−1,a

∗
N} values by iteratively solving the equation:

pMAX
N−k (aN−k) =

max
γN−k

[γN−k aN−k + pMAX
k−1

(aN−k − h
τ ((1−aN−k)− γN−k · (1+aN−k · ( τ

ε −1))) k=1,...,N.

The classical model propels us to compute the better solution in the available time
(every window of opportunity) and execute it until it stops being good enough (as it
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Fig. 2 Comparison of strategies and representation of the adjustment function a(t) and the
adjustment value p(t) for: (a) the greedy strategy where every window of opportunity is
optimized, and (b) the coupled solution CBR-environment (with τ = 1,ε = 1) which offers
the optimal solution.
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is illustrated in Figure 2.a). Our results forces us to change that point of view (see
figure 2.b): it is shown that the global result do not depend on the quality of the
chosen solution, but in how that solution is coupled in the available time window. In
a nutshell, the optimal solution can be captured under the following dictum: “Using
a CBR when the environment changes, the best behaviour is the one that maximizes
the number of cycles with the world, being the optimal level fitness level determined
by the dynamics of the environment characterized by the relation between τ and
ε .” (See figure 2). In other words, the obtained result tells us the following: when
the environment changes, quick and fast generation solutions are preferred than the
ones that spent more time in being generated. Much to our surprise, there has been
shown that in dynamical environments, solutions locally considered as “bad” give
the optimal response with time. And there has also been shown that, when analyz-
ing dynamical systems, does not matter how simple they are, the solution can be
surprising when the global picture is took.

4 Implementation and Experimental Tests

Firstly, we state a mechanism of computational implementation based on a brute-
force algorithm, in order to generate a solution space that represents all possible
binary strings of length n, that is, 2n . The solution space consists of strings of
the form a1-a2 − ...− an, where ai = {0,1}, and where {0} means “generation of
solutions’ while that {1} means “execution of solutions”. The results have been
illustrated in Table 1(case a) and were obtained using a computer Intel XEON Quad
2.0 Ghz with 32 Gb of RAM memory. The most relevant issue was the run into a
java heap overflow for the case n = 18. In order to give a solution, it was proposed
a new execution of the virtual machine of java with the configuration as follows:
java -Xmx15360m -jar ModelSRecurrente.jar). It allows us to obtain new results for
cases with n = {18,19,20,21,22,23,24,25}. The times for obtaining a solution in
these cases are shown in the Table 1 (case a).

Secondly, we use an alternative technique base on genetic algorithms. In the pro-
posed adaptive genetic algorithm, the design domain was initially discretized and
initialized by a chromosome in the early stages of design. It was used the library
JGAP to obtain the optimal solution. This seeding of the initial populations (600
unit per population) and an amount of 400 evolutions, provide the results illustrated
in Table 1 (case b). The algorithm increases the performance of approaching higher
levels of fitness, and allows the solution of problems with larger numbers of design
variables. The solution is compared with the one-time brute-force approach, and it
is demonstrated that finds a better solution with less computational cost.

As the temporal and spatial complexity of the algorithm is relevant, its im-
plementation was proposed in the computational cluster service hold in the Au-
tonomous University of Manizales (Colombia). It allowed the execution of services
and applications in high speed networks. The initial test tried to parallelize the algo-
rithm using the advantages of Condor software as job manager for distributing the
computational weight between different nodes of the cluster. The results were not
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Table 1 Table of time that the host needs to generate the whole space of solutions: (a) Brute-
force algorithm; (b) genetic algorithm (population=600 units, evolutions=400).

Case a Case b
string n time (ms) n time (ms)

0010101010101111111 18 17432 18 1596
00010101010101111111 19 37697554 19 1523
001010101010101111111 20 43082592 20 1441
0010010101010101111111 21 39839192 21 1087
00101010101010101111111 22 52621296 22 1096
001010101010101011111111 23 39086117 23 1095
0010101010101010101111111 24 58413732 24 1116
00010101010101010101111111 25 57040740 25 1131
001010101010011010101111111 – — 26 1145
0001010101010101010101111111 – — 27 1154
00100110101010101001101111111 – — 28 1169
001010101010101010101011111111 – — 29 1189
0010101010101010101010101111111 – — 30 1209

completely satisfactory. As a consequence, it was defined a new technique that used
a master server with Linux as operating system with 4 processors Quad Intel XEON
2.0 Ghz, 32 Gig RAM, 4 Drives 250 GB, with computer software for connection
element cluster. The Host IP address was 200.21.104.84. It was installed java 1.6
using evolutionary computation. The results obtained and presented in table 1 (case
b) demonstrated the genetic strategy does not need to be implemented in a parallel
computing environment. It is emphasized the fact that in our model, and in the ex-
plored cases, a genetic algorithms obtains the optimal solution without errors (see
first column of table 1) although the theoretical solution might be superior in some
cases.

5 Overview and Conclusions

There has been criticised a traditional perspective about the use of CBR in dynamic
environments characterized for:

• Decoupling the generation and execution phases with time.
• Considering the presence of uncertainty (about the future in the environment)

only as ‘noise’, ignoring it as a source of opportunities.
• Since the system has not information about how the world is going to change, it

is maximized the adjustment of particular solutions in the available time every
window of opportunity.

Our mathematical and experimental study, reveal us:

• It is possible to develop a system where the generation and execution of solutions
are coupled in time without explicitly knowing how the world is going to change.
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• In dynamic environments, solutions that maximize the local adjustment do not
necessarily find the global optimal strategy.

• The implementation processes demonstrated that a genetic strategy without er-
rors in strings of dimension n ∈ (1,30) does not need to be implemented in a
parallel computing environment.
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Application of the Artificial Intelligence in
Enterprise Quality Systems

Jose Amelio Medina, Carmen De Pablos, Lourdes Jimenez, and Jorge Peñas

Abstract. In a highly globalized market, a demand of a more specialized and flexible
labour force is required. This situation often means a loss of knowledge in the
organizations. Our paper offers some alternatives that can be applied to mitigate
this threath.

Throughout this work, we will raise a proposal of improvement in the way firms
manage quality in their processes according to the norm 9001:2008 [1], by means
of the use of an Expert System. This proposal will allow a decrease of the problems
that can appear as a consequence of the circumstances previously described.

Keywords: Artificial Intelligence, Expert Systems, Knowledge Management,
Logic, Quality Systems, ISO 9001:2008.

1 Introduction

In a competitive market as the present one, the companies promote improvements
that allow them to be different from their competitors. Amongst the different
tools that firms often make use of, we can cite the following ones: methods and
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processes optimization, the implementation of quality systems and the development
of information and communication technologies (ICT).

The implementation and development of these improvements, requires of
qualified staff but, this option implies a dependency of the worker in the company.

In this situation, when the worker leaves or the company decides to let him/her
go, a loss of knowledge takes place. Depending on the kind of job that the worker
has been performing in the firm it can mean an important economic and image loss
for the company.

Although the different quality norms such as ISO 9001:2008 [1] show this
fact and advise to document the different firm’s processes with their respective
procedures within the company, however, this is not enough since, in many cases
it is not done correctly or simply it is not realized. Therefore, an increase of the loss
of knowledge takes place.

The prototype that we show in this article will allow us to reduce the loss of
knowledge in the companies particularly from the analysis of the client’s satisfaction
according to ISO 9001:2008 [1], by means of the development of an expert system
that is able to evaluate clients’ answers and will help to make decisions with the
purpose of learning from continuous improvement [3].

2 Description of the Problem

The loss of knowledge in the company has been studied by acclaimed authors as
Kaplan and Norton (1996) [2], and this is one of the dimensions of the intellectual
capital to be considered when evaluating the organization. There is a high level of
consensus about the importance of this dimension in companies, and it has also been
recognized by authors in this field [4], [5].

As far as companies need to be different from their competitors, they realize and
experience that they can obtain it by means of greater quality products as well as by
an optimization of processes. Companies trust and rely each time more in the norms
as the ISO 9001:2008 and EFQM, since they will allow them to reach some high
standards of quality.

Juran defines the quality as the product characteristics that satisfy clients’ needs,
enabling to the company to increase the satisfaction [6].

This assumption joint to the requirement of norm ISO 9001:2008 [1] in its
point 8.2. “Monitoring and measurement” and more concretely in 8.2.1 section
“Customer satisfaction”, indicates that a pursuit of client’s satisfaction must be
done with the purpose of analyzing the results and that it allows to obtain a feeding
back of the input data.

With the purpose of keeping the requirement of this norm, the great majority
of the companies evaluate client’s satisfaction through two different ways: through
shipment of a questionnaire to a group of clients that later they will analyze or
through a pursuit of clients’ orders and commercial’s visits.
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For this reason our prototype manages and evaluates client’s satisfaction
according to norm ISO 9001:2008 [1] and it allows to realize actions that are
directed to improve the clients’ perception on the company, product, etc.

2.1 Development of the System

The prototype has been developed as complement to the integral system that usually
exists in any company, as for example the ERP and CRM. These systems usually
are developed in SQL Server as data storage system independently of how it is
the interface. From this process, data like internal resources, finance and human
resources can be obtained, among others.

The development of the system has been realized from two points of view that
we must not forget, one from the internal point of the own application by means of
the data base in local way or in network, and from the external point the connection
is realized via Web.

The knowledge acquisition that have been applied consisted in meetings with
quality experts in enterprise and also in the analysis of the purpose of satisfying the
evaluation requirement of client’s satisfaction, described in section 8.2 of norm ISO
9001:2008 [9].

Nextly it is described how the questionnaire has been built: it is composed by
10 variables initially grouped in two categories. On one hand those that allow to
evaluate products and services and, on the other hand, the degree of information
and communication that we offer taking into account a question that compares it
with the competition and other that realizes a global evaluation of the company, its
shipment and later analysis of the obtained results. All together will the purpose of
being able to apply improvements that guarantee clients’ satisfaction.

The process of questionnaire shipment is realized using ICT as electronic mail
answering system or a Web questionnaire or even using more traditional ways
like the fax and telephone.This last option has the disadvantage that it cannot be
documented.

With the purpose of optimizing the system four profiles have been settled down:
user, intermediate controller, manager and an administrator. The profile establishes
the level of access to the data in the system. From the collected data, the information
is processed and stored in a data base, in our analysis we have made use of MySQL,
next they are adapted and shown in the screen by means of the balance scorecard.

This balance scorecard (BS) [2] is based in the Olve at et., (2000) model [7]
for the Heathrow airport and it serves as a reference in the development of our
application.

For the accomplishment of the Expert system we have dealt with a human expert
in the field in which we are working. This acquired knowledge has allowed us to
define the variables,that later on have been turned into logic rules of the type If-
then by means of the use of Karnaugh tables, and they have been implemented
in CoCoA system (Computations in Commutative Algebra) [8] which has been
previously used in other studies by our research group. This will allow us to analyze
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the data and establish corrective actions for each customer. This will also allow to
detect nonseses in the data input.

3 Conclusions

In this paper we propose an Expert System that allows the improvement of the
quality of the firm’s integral systems. The system that we have built is based on the
improvement and pursuit of the collected data in the section of the client’s evaluation
of the satisfaction according to the norm ISO 9001:2008.

Therefore, the system is centered on the optimization of the firm’s resources
as well as in the process automation of the evaluation of the client’s satisfaction
required by the norm ISO 9001:2008, enabling the information to the managerial
positions and what it is more important, serving us as an aid in the decision making
of the actions to realize from the obtained results in the answered questionnaires.

The application of this system to customer’s satisfaction has allowed us to think
about its potential extension to the rest of sections of the system according to
norm ISO 9001:2008. Although it is not shown in this document, it allows to open
important research lines in this field, by means of the implementation of intelligent
systems that are able to analyze the results and make the decision making process
easier. For instance, we mention aspects like the suppliers evaluation, verification
and acceptance of orders, etc.

Therefore, and in view of the obtained results we can indicate that the use and
management of this tool would reduce the response times in the SMEs and it would
also allow to have information in a fast way and what it is more important, to get
information about customer’s opinions in real time . whenever firms use the system,
problems can then be solved faster than before.
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and Rafael Valencia-García* 

Abstract. Research and development (R&D) is one of the key drivers of innova-
tion within businesses. It constitutes an important investment in a company’s fu-
ture. Accordingly, R&D management system should be effective and adequate. In 
this sense, the addition of semantics within this context could be crucial to the 
success of R&D initiatives. In this paper, a semantic based platform to assist in 
managing R&D projects is proposed. The platform takes advantage of the seman-
tic information by classifying and annotating both the R&D projects and human 
resources by means of ontologies. The global behaviour of the system has been  
illustrated through a use case scenario in the software development domain.  

Keywords: ontology, semantic web, research and development, knowledge  
management. 

1   Introduction 

Innovation means producing, assimilating and successfully exploiting a novelty in 
the economic and social fields, so bringing new solutions to problems and allowing 
to satisfy the needs of both individuals and society [10]. The need for innovation is 
even more pressing in the current economic situation, as a means to differentiate 
from competitors. In this production and marketing changing environment,  
customers are increasingly demanding better services at lower prices. The organiza-
tion that is best suited for innovation has a clear competitive advantage over the 
rest. This work is concerned with obtaining and representing information by means 
of ontologies. Innovation in production processes can improve the quality of prod-
ucts and reduce its price, thereby improving productivity and competitiveness.  
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In addition, innovative products enable organizations to meet (and often anticipate) 
the customers’ needs. 

Research and development (R&D) management is defined as a general set of 
processes and procedures used to ensure that the organization makes all necessary 
tasks in order to achieve its objectives. It usually involves several phases, i.e., pro-
posal submission, project selection, approved project administration and project 
deliverable dissemination. To support the critical decision making tasks in R&D 
project management, project related information needs to be shared among differ-
ent parties, at various organizational levels, and with different knowledge back-
grounds e.g. project applicants and reviewers with different research interests [6]. 

In the last few years some regulations for the R&D management have been de-
fined, so enterprises can certify the "quality" of their innovation activities. The 
regulation provides guidelines beyond the requirements established by other man-
agement systems, considering both the effectiveness and efficiency of a R&D&I 
(Research, Development and Innovation) management system [11]. 

Due to the critical importance of research, development and innovation, differ-
ent platforms for managing the development of new ideas that can go to market, 
have been recently proposed [6]. 

Semantic technologies [2] are currently achieving a certain degree of maturity. 
They provide a consistent and reliable basis to face the challenges for organiza-
tion, manipulation and visualization of the data and knowledge. Consequently, the 
possibility of using knowledge-oriented query answering to exploit the benefits of 
semantics has become a top-class research challenge.  

Ontologies are the paramount technology of the semantic web. An ontology can 
be defined as “a formal and explicit specification of a shared conceptualiza-
tion”[8]. Ontologies provide a formal, structured knowledge representation, with 
the advantage of being reusable and shareable. Ontologies provide a common vo-
cabulary for a domain and define -with different levels of formality- the meaning 
of the terms and the relations between them. Knowledge in ontologies is mainly 
formalized using five kinds of components: classes, relations, attributes, axioms 
and instances. Classes in the ontology are usually organized into taxonomies. 
Sometimes, the definition of ontologies has been diluted, in the sense that tax-
onomies are considered to be full ontologies [8].  

In this paper, we present a semantic based platform to assist in managing R&D 
projects. The rest of the paper is organized as follows. The components that take 
part in the platform and its overall architecture are described in Section 2. In Sec-
tion 3, a use case scenario in the software development domain is shown. Finally, 
conclusions and future work are put forward in Section 4. 

2   Platform Architecture 

The architecture of the proposed semantic repository is shown in Fig. 1. The re-
pository is composed of 3 main ontologies: (1) R&D ontology, (2) the domain  
ontologies, and (3) the RDF (Resource Description Framework)-based semantic 
profiles. Next, these components are described in detail. 
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Fig. 1 System architecture. 

2.1   R&D Ontology 

For this work, a R&D ontology has been developed based on the Spanish 
innovation standards. The standards used to define this ontology are the following: 

- “UNE 166006:2006 - R&D&i Management: Technological Surveillance”: 
it describes the information related to the activities involved in the process 
of monitoring the technology [14]. 

- “UNE 166001:2006 - R&D&i Management: Requirements of an R&D&I 
project”: it contains information that is relevant when implementing a 
R&D&i project [12]. 

- “UNE-EN ISO 9001:2000 - Systems Quality Management: Requirements”: 
it emphasizes the possibilities concerning compatibility between the 
different management systems of an organization. 

- “INDRA Software Labs Quality Manual”: it was required to perform the 
use case. 

- “UNE 166005:2004 - UNE 166002:2002 application Guide”: it indicates 
how to apply the standard through the implementation of an innovation 
management system by experts [13]. 

The R&D ontology model has been designed from scratch using the Methontology 
methodology [3]. This ontology has been implemented using the second version of 
the “Web Ontology Language”, OWL 2 [4]. In particular, OWL 2-DL, which is 
based on description logics (DL) and supports a number of important automatic 
DL inference services, has been used. These services can be provided by DL rea-
soners including HermiT, Pellet2, Fact++ or Racer [7] and are as follows: 
 

• Consistency checking to ensure that an ontology does not contain any contra-
dictory facts. 
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• Concept satisfiability to check whether it is possible for a class to have any 
instances. If a class is unsatisfiable, then defining an instance of the class will 
cause the whole ontology to be inconsistent. 

• Classification service to compute subclass relations between every named 
class, to create the complete class hierarchy. The class hierarchy can then be 
used to answer queries such as getting all (or only) direct subclasses of a 
given class. 

• Realization to find the most specific classes to which individuals belongs in 
order to compute their direct types.  

An OWL ontology is logically a collection of domain axioms that must be satis-
fied; that is, they have to be logically correct for all kinds of domain parameters. 
The resulting R&D ontology contains a total of 359 classes, 91 individuals, 23 
datatype properties, 294 object properties, 156 class axioms, 231 object property 
axioms, and 35 data property axioms. 

2.2   Domain Ontologies 

The “Domain ontologies” repository stores relevant knowledge about the applica-
tion domain in which the platform is going to be applied. In the use case scenario 
described in section 3, an ontology in the software development domain is  
expounded. 

2.3   Semantic Profiles 

In this section, the semantic profiles used for representing both R&D projects and 
the organization’s human resources are described. These semantic profiles are ex-
tracted from the information included in the databases of the organization. In order 
to do this, an application for extracting the semantics from these databases has 
been implemented. Next, these semantic profiles are described in detail. 

2.3.1   Semantic Descriptions of R&D Projects 

Description of a Project (DOAP1) is an RDF schema and XML vocabulary con-
ceived to describe software projects. Particularly, it was created to convey seman-
tically-enriched information associated with open-source software projects.  

The vocabulary in DOAP is limited. For example, DOAP profiles do not take 
into account all the possible roles the participants can play in a R&D project. 
Therefore, a new DOAP-based RDF schema has been created by extending  
the vocabulary in order to improve the semantic description of a R&D project  
in an organization. Fig. 2 contains an example of a DOAP-based description  
of a project. There, the doap_ext prefix is used for referencing the name space  
of the DOAP extended vocabulary, including the project_coordinator, pro-
ject_participant, and project_manager roles. 

                                                           
1 http://trac.usefulinc.com/doap/ 
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<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
 xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
 xmlns:foaf="http://xmlns.com/foaf/0.1/" 
 xmlns:doap="http://usefulinc.com/ns/doap#" 
 xmlns:doap_ext="http://www.indra.es/ns/doap_ext#"> 
 <doap:Project> 
    <doap:name>SONAR2</doap:name> 
    <doap:shortdesc xml:lang="en"> 

The SONAR2 Project focuses on the potential of Semantic Web 
technologies for representing and exploiting Financial Data.  

    </doap:shortdesc> 
    <doap_ext:project_coordinator> 
  <foaf:Organization> 
   <foaf:name>Indra Software Labs S.L</foaf:name> 
  </foaf:Organization> 
    </doap_ext:project_coordinator> 
    <doap_ext:project_participant> 
  <foaf:Organization> 
   <foaf:name>Universidad de Murcia</foaf:name> 
  </foaf:Organization> 
    </doap_ext:project_participant> 
    <doap_ext:project_manager> 
  <foaf:Person> 
   <foaf:name>Carlos García Moreno</foaf:name> 
  </foaf:Person> 

   </doap_ext:project_manager> 
 </doap:Project> 
</rdf:RDF> 

Fig. 2 An example of a DOAP description of a R&D project 

2.3.2   Semantic Descriptions of Human Resources 

Socio-semantic networks involve agents who produce, manipulate and exchange 
knowledge or information. Communities of scientists, free software developers, 
“wiki” contributors and webloggers are such instances, among others, of groups of 
distributed knowledge creation and processing — or knowledge communities [9]. 

In any organization, these agents can play many different roles in an R&D pro-
ject in the ICT area: project manager, tester, programmers, etc. In particular, each 
actor can play different roles within the scope of a particular R&D project. For  
example, the project manager could also be part of the testing team.  

The main objective of this ontology is to represent the roles and capabilities of 
the participants in a R&D project. The roles played by the human resources in the 
organization along with other semantic information are represented by means of 
FOAF (Friend-of-a-Friend), ResumeRDF and DOAP-based semantic profiles. As 
aforementioned, FOAF is an RDF representation of the people’s personal informa-
tion and their friends. ResumeRDF, on the other hand, is an ontology developed to 
express the information contained in a résumé, such as business and academic  
experience, skills, publications, certifications, etc. [1]. Finally, the extended DOAP-
based profile defined in the previous section allows R&D projects to be semanti-
cally described. 

The semantic profiles represent the experience of users in topics related to the 
domain and R&D ontologies. The human resources’ semantic profile includes: 
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• The development projects in which they have been (or are) involved 
(DOAP). 

• Their working experience in other companies (ResumeRDF). 
• Other personal information (FOAF). 

3   Use Case: Software Development Domain 

Indra is a global company of technology, innovation, and talent, leader in high 
value-added solutions and services for sectors such as the transport and traffic, en-
ergy and industry, public administration and healthcare, finance, insurance, secu-
rity and defence, telecom and media, etc. Indra operates in over 100 countries and 
has 30,000 employees worldwide who share their knowledge and experience in 
different sectors and countries to find innovative solutions to the challenges that 
clients face. Indra is the European company that most invests in R&D in its sector. 

More concretely, Indra Software Labs is a subsidiary of Indra specialized in 
software development. It is characterized by the segmentation of the work in its 
various development centres and the creation and implementation of various 
methodologies, processes and tools for high productivity and quality products. 

This platform is currently being implemented in Indra Software Lab. By taking 
into account the shortcomings of developing a new ontology from scratch, the on-
tologies developed under the scope of the DESWAP project [5] have been reused 
to represent the features and functional properties of the software projects. 

Initially, representatives of the company are required to input and semantically 
describe some previous software projects of the company, which are stored in the 
ontology repository. Sesame RDF repository, backed up by a MySQL database, 
has been used to implement the ontology repository. Around 30 R&D software 
projects have been semantically described and inserted in the system. An average 
of 6 people per project participated in these projects, so a total of 90 different se-
mantic descriptions of people were inserted into the system. The FOAF and Re-
sumeRDF based profiles were inserted in the ontology repository through a web 
application. Once the participants of the projects have been inserted, the semantic 
description of each project has to be defined. In this second stage, the DOAP de-
scription of each project is manually defined. This description contains basically 
the name, a short description, the programming language, the platform of the pro-
ject and the participants. Then, the software related topics are selected from the 
software ontology and included in the DOAP profile by means of the 
doap_ext:topic relation between the extended DOAP profile and the software on-
tology. For this, a web application for managing these profiles in the ontology re-
pository has been developed. 

The initial configuration of the ontology repository explained above was a dif-
ficult task and the people from the company involved in this task found it very 
tricky to describe the software projects and to annotate them in accordance with 
the software ontology. They found the tools implemented insufficient and with a 
lack of usability.  



Adding Semantics to Research and Development Management 301
 

4   Discussion and Conclusion 

Innovation is a key factor for success in today’s business. This fact is even more 
accentuated in the current economic climate. In most cases, innovation can lead to 
an increase in profits by improving the quality of the outcome and decreasing pro-
duction costs. Research and development (R&D) projects play a key role in the 
innovation process. They constitute the basis for companies to meet their business 
and strategic objectives. Traditional R&D management systems suffer from the 
problems derived from the necessity of sharing heterogeneous data among differ-
ent organizational departments and levels.  

Ontologies and semantic technologies have proven to be quite effective in cap-
turing, defining, sharing and reusing the knowledge about a specific domain. In 
this work, we propose the utilization of ontologies to model R&D related data and 
the application of semantic technologies to build an enhanced R&D management 
system. The main benefits achieved by adding semantics to our R&D management 
system are the following:  

1. Definition of a completely explicit information model: the existence of the 
ontologies serves as reference for communication (both among persons 
and computers) and helps to improve data quality and consistency. 

2. Improved search capabilities: by describing R&D projects and participants 
profiles in terms of a well-defined and formal domain model. 

3. Improved management of information: by exploiting the search and infer-
ence capabilities, more efficient management of information is achieved.  

As further work, we plan to extend the scope of the application to cover the whole 
R&D&I management lifecycle. The ultimate goal is that R&D&I management in 
the organization is conducted in an integrated way. All the departments in the or-
ganization should be involved in this process, which must be cyclical with respect 
to use and generation of knowledge. Therefore, the entire lifecycle from the gen-
eration of ideas, to the analysis of the results of the executed projects, must be 
considered.  
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Abductive Reasoning for Semantic
Matchmaking with Modular Ontologies

Viet-Hoang Vu and Nhan Le-Thanh

Abstract. Semantic matchmaking is defined as a process of finding possible
matches between requests and supplies based on their logical relations. Re-
cently, attempts have been done to formalize this process in Description Log-
ics (DLs). We extend this formalization to Package-based Description Logics
(P-DLs), the extensions of DLs for distributed and modular ontologies, for
allowing the description of demands and offers to be represented in different
terminologies. To support this task, we develop a distributed tableau-based
method for computing concept abduction, a non-monotonic inference service
specifically proposed for this kind of operation.

Keywords: abductive reasoning, tableau-based methods, distributed ontol-
ogy, package-based description logics, semantic matchmaking.

1 Introduction

Recently, several efforts have been done in order to formalize matchmaking,
the process of searching possible matches between requests and supplies, in
a semantics-based framework such as Description Logics [1]. In this setting,
demands and offers are represented as concepts with reference to a common
ontology that specifies a conceptualization for the knowledge of the domain.
Then, by using different inference services, the matching between the concepts
can be semantically evaluated, based on their logical relationships, the result
is thus more relevant than in other methods [6].

However, in reality, sometimes demands and offers may be specified not
with reference to a single ontology, but to different ontologies, each of them
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represents the knowledge about the domain from some point of view. To per-
form semantic matchmaking in such situations, we extend its formalization to
the context of Packages-based Description Logics (P-DLs) [3], the extensions
of DLs for distributed and modular ontologies.

To support this task, in this paper, we develop a distributed tableaux-
based method for computing concept abduction, a non-monotonic inference
service developed specifically for this kind of operation. The rest of the paper
is organized as follows. Firstly, in the section 2, we recall some preliminaries
on the P-DL ALCP−. Then, we introduce briefly the semantic matchmaking
in the context of P-DLs in the section 3. Next, the distributed tableau-based
method to compute abductive solutions is the subject of discussion in two
sections 4 and 5. Finally, the section 6 is reserved for some conclusions.

2 Package-Based Description Logic ALCP−

Description logics (DLs) are a family of logic-based knowledge representation
languages. Package-based description logics (P-DLs) are its extensions for
distributed and modular ontologies [3]. In these formalisms, an (modular)
ontology Σ is represented as a set of packages {Pi}. Each of them has its
signature divided into disjoint subsets, a local signature Loc () and an external
signature Ext (). For any local term t ∈ Loc (Pi), Pi is called the home
package of t and t is called an i-name. If there is any j-name of Pj used in
Pi, then we say Pi directly imports Pj and denote as Pj �→ Pi. Pi indirectly
imports Pj , denoted by Pj �→+ Pi, if there is Pk, k �= i �= j, such that
Pj �→ Pk and either Pk �→ Pi or Pk �→+ Pi. The importing transitive closure
of Pi, denoted by P+

i , is the smallest subset {Pj} ⊆ Σ such that Pj is
(directly or indirectly) imported by Pi. The importing relation is acyclic if,
for all i, Pi /∈ P+

i , otherwise it’s cyclic. Let P ∗
i = {Pi} ∪ P+

i , a concept C is
understandable by a package Pi if every term appeared in its description has
a home package in P ∗

i .
ALCP− is the package extension of ALC with acyclic importations of

concepts and roles. Its syntax and semantics are given in the figure 1 below.

(�j)
Ii = rji

(
�Ij

)
⊆ �Ii

(¬jC)Ii = rji

(
�Ij

)
\ CIi

(C � D)Ii = CIi � DIi

(C 	 D)Ii = CIi 	 DIi

(∀RC)Ii =
{

a ∈ rji

(
�Ij

)
| ∀b. (a, b) ∈ RIi → b ∈ CIi

}

(∃RC)Ii =
{

a ∈ rji

(
�Ij

)
| ∃b. (a, b) ∈ RIi ∧ b ∈ CIi

}

Fig. 1 Syntax and semantics of the P-DL ALCP−
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Given an ALCP− KB Σ =
〈
{Pi} , {Pj �→ Pi}j �=i

〉
, a distributed interpre-

tation is a tuple DI =
〈
{Ii} , {rji}Pj∈P+

i

〉
, where each Ii =

{
�Ii , (.)

Ii
}

is a local interpretation of package Pi and rji ⊆ �Ij × �Ii is the domain
relation that interprets the importing relation from Pj to Pi. Particularly,
rii = id�Ii :=

{
(x, x) | x ∈ �Ii

}
is the identity mapping on the local do-

main �Ii .
If (a, b) ∈ rji , b is called an “image” of a and denoted as rji (a) = b. Then,

- rji (j : C) =
{
b ∈ �Ii | ∃a ∈ CIj , (a, b) ∈ rji

}
.

- rji (j : R)=
{
(c, d) ∈ �Ii ×�Ii | ∃ (a, b) ∈ RIj , (a, c) ∈ rji ∧ (b, d)∈rji

}
.

Each Ii interprets normally a primitive concept A as subsets AIi ⊆ �Ii

and a role R as a subset RIi ⊆ �Ii × �Ii . The function is extended to
provide the semantics for complex descriptions. The local interpretation Ii

satisfies an axiom C � D (C ≡ D) if and only if CIi ⊆ DIi (CIi = DIi)
. It is a model of the package Pi, denoted by Ii |= Pi, if it satisfies all of
its axioms. The distributed interpretation DI is a model of a P-DLs KB
Σ =

〈
{Pi} , {Pj �→ Pi}j �=i

〉
, denoted as DI |= Σ, if the followings hold:

1.
⋃
i

�Ii �= ∅ .

2. (One-to-one) For all i, j, rji is an injective partial function, that is, for
any a ∈ �Ij there is at most one image b ∈ �Ii of it.

3. (Compositional consistent) For all i, j, k, i �= j, Pj ∈ P+
k and Pk ∈ P+

i ,
rji = rki ◦ rjk = ρ ∩ (�Ij ×�Ii

)
1.

4. For every j-concept C that is imported in Pi, rji

(
CIj

)
= CIi .

5. For every j-role R that appears in Pi, rji

(
RIj

)
= RIi .

6. For every j-role R that appears in Pi and every (a, a′) ∈ rji, (a, b) ∈ RIj

iff (a′, rji (b)) ∈ RIi .
7. Ii |= Pi, for every i.

Two basic inference services in DLs systems are concept subsumption and
concept satisfiability. The first one is to find out whether a concept is always
more general than the other, and the second one is to to verify if a concept
has a model. In P-DLs, they are contextualized, allowing different packages
draw different conclusions depending on their own point of view.

Definition 1. Given an ALCP− KB Σ =
〈
{Pi} , {Pj �→ Pi}j �=i

〉
. Σ

is consistent as witnessed by a package Pw if P ∗
w has a model DI =〈

{Ii} , {rji}Pj∈P∗i

〉
, such that �Iw �= ∅.

- A concept C is satisfiable as witnessed by Pw if there exists a model of
Σ such that CIw �= ∅.
1 ‘◦’ denotes the composition of relations and ’ρ’ is the symmetric and transitive

closure of
⋃

Pj∈P∗i
rji.
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- A concept subsumption C � D is valid as witnessed by Pw, denoted by
C �w D, if for every model I of P ∗

w, CIw ⊆ DIw .

3 Semantic Matchmaking with Distributed Modular
Ontologies

Semantic Matchmaking is defined as a process of finding possible matches
between demands and supplies, in which the evaluation of matching, based
on logical relations, is computed in some semantics-based framework [6]. In
such settings, five categories are distinguished:

1. Exact match : The supply fulfills completely the demand and vice versa.
2. Full match : The supply satisfies entirely the demand.
3. Plug-in match : The demand is more specific than the supply.
4. Potential match : The supply satisfies partially the demand.
5. Partial match : The demand conflicts with the supply.

Formalizing the semantic matchmaking in DLs, demands and supplies are
represented as concepts D and S with reference to a common ontology T .
Their logical relations can thus be evaluated by using inference services pro-
vided by these formalisms. We extend this formalization to the context of
P-DLs to allow the concepts to be specified in different ontologies. To do
that, let Σ be some P-DLs knowledge base and Pw ∈ Σ be some witness
package such that D and S are understandable by Pw. The matching be-
tween D and C is evaluated with respect to (w.r.t) Σ as follows, if :

1. D ≡w S then the match is exact w.r.t Σ as witnessed by Pw.
2. S �w D then the match is full w.r.t Σ as witnessed by Pw.
3. D �w S then the match is plug-in w.r.t Σ as witnessed by Pw.
4. S � D ��w ⊥ then the match is potential w.r.t Σ as witnessed by Pw.
5. S � D �w ⊥ then the match is partial w.r.t Σ as witnessed by Pw.

The problem arises when there are possibly several potential matches for
a given demand. Obviously, using only standard reasoning tasks like con-
cept subsumption or satisfiability, we cannot differentiate them, making the
highlighting of the most promising matches be impossible. To deal with this
problem, a novel inference service, based on propositional abduction, named
concept abduction, has been proposed to DLs in [5].

Definition 2. Let Γ be some DLs KB and S, D are two concepts such that
S � D ��Γ ⊥. A solution to the concept abduction problem (CAP) P for a
given 〈S, D, Γ 〉 is any concept H such that S � H ��Γ ⊥ and S � H �Γ D.

Hence, the maximal solution H under subsumption relation (�Γ ) can be used
as a measurement of the semantic distance between concepts. Consequently,
such abductive solutions can give us the indication of which are better among
supplies potentially matching the demand. As in the context of P-DLs,
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demands and offers may be specified in different packages, the inference ser-
vice must then be adapted as follows.

Definition 3. Let Σ = {Pi} be some P-DLs KB, Pw ∈ Σ be some wit-
ness package and C, D are two concepts such that C � D ��w ⊥. A solu-
tion to the distributed concept abduction problem (DCAP) DP for a given
〈C, D, Σ, Pw〉 is any concept H such that C � H ��w ⊥ and C � H �w D.

To devise an algorithm for computing solutions to a DP , we combine the uni-
form tableaux method that was developed for or solving the (local) abduction
problem in the context of the description logic ALN [4], with the synchronous
message mechanism of the distributed reasoning algorithm for P-DLs[2].

4 A Distributed Uniform Tableaux Method for ALCP−

To recall, the uniform method is based on tableau calculus for solving the
concept abduction in ALN . For this purpose, in tableaux, graph structures
used to build consistent models for the knowledge base, two kinds of label are
distinguished : one to denote a set of concepts and roles to which nodes and
edges belong and the other to denote those they don’t belong to. Following
this separation, finding abductive solutions becomes more easily by analyzing
the interaction of different labels of the same node. We extend this method
to the distributed context of the P-DL ALCP−.

Definition 4. A (local) prefixed tableau τ is a tree-like structure τ =
(V, E, vr, T, F ), where:

- V is a finite set of nodes with vr ∈ V is the root of the tableau;
- E is a finite set of edges e = 〈v, w〉;
- T () and F () are labeling functions which assign for each node v sets of

concepts and for each edge sets of roles .
For any e = 〈v, w〉 ∈ E, if either R ∈ T (〈v, w〉) or ¬R ∈ F (〈v, w〉),

then w is called a R-successor of v, and v is called the predecessor of w in
τ . Ancestor is the transitive closure of predecessors and descendant is the
transitive closure of successors.

Let Σ be an ALCP− KB, Pw ∈ Σ be a witness package and C, D be two con-
cepts that are understandable by Pw. For verifying if C �w D w.r.t Σ, the dis-
tributed uniform algorithm works by starting with a tableau τ0 that is locally
initialized on the package Pw, where V0 = {vr}, E0 = ∅, T (vr) = {C � CTw}
with CTw = �

(Ci�Di)∈Pw

(¬Ci � Di) is the internalized concept of Pw, and

F (vr) = {D}. The tableau is then transformed using consistency preserving
rules until no rule can be applied (see the figure 3). During this process, some-
times, knowledge need to be transferred from one local tableau to the others in
order to reflect the importing relations. To do that, nodes can be copied across
different tableaux. Each node v of a tableau τ is thus associated with org (v)
that represents the original node from which v is copied. If there is a node u in
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some tableau of Pj , such that org (v) = org (u) and Pi ∈ P ∗
j , then u is called an

image of v, denoted by u = vi→j and v a pre-image of u, denoted by v = ui←j .
The synchronization of image and pre-images nodes is guaranteed by sending
and receiving reporting messages (see the figure 2).

• report(i→j) (v, C) : if vi→j ∈ Vj and vi→j is not blocked then :
-T) if C ∈ Ti (v) then Tj

(
vi→j

)
= Tj

(
vi→j

)
∪ {C}.

-F) if C ∈ Fi (v) then Fj

(
vi→j

)
= Fj

(
vi→j

)
∪ {C}.

• report(j←i) (v, C) : create vj←i if vj←i �∈ Vj , and
-T) if C �= �j and C ∈ Ti (v) then Tj

(
vj←i

)
= Tj

(
vj←i

)
∪ {C} .

-F) if C �= ⊥j and C ∈ Fi (v) then Fj

(
vj←i

)
= Fj

(
vj←i

)
∪ {C} .

• report(i→j) (〈v, w〉 , R) : if vi→j ∈ Vj then create wi→j if wi→j �∈ Vj ; create e =〈
vi→j , wi→j

〉
if e �∈ Ej .

-T) if R ∈ Ti (〈v, w〉)then Tj (e) = Tj (e) ∪ {R} .
-F) if ¬R ∈ Fi (〈v, w〉) then Fj (e) = Fj (e) ∪ {¬R} .

• report(j←i) (〈v, w〉 , R) : if vj←i, wj←i ∈ Vj then create e =
〈
vi→j , wi→j

〉
if e �∈ Ej .

-T) if R ∈ Ti (〈v, w〉), then Tj (e) = Tj (e) ∪ {R} .
-F) if ¬R ∈ Fi (〈v, w〉), then Fj (e) = Fj (e) ∪ {¬R} .

Fig. 2 Synchronization of local inference processes

1. �-rules :
-T) if (C1 � C2) ∈ T (v) and {C1, C2} � T (v) then add both C1, C2 to T (v).
-F) if (C1 	 C2) ∈ F (v) and {C1, C2} � F (v) then add both C1, C2 to F (v).

2. 	-rules :
-T) if (C1 	 C2) ∈ T (v) and {C1, C2} ∩ T (v) = ∅ then add either C1 or C2 to T (v).
-F) if (C1 � C2) ∈ F (v) and {C1, C2} ∩ F (v) = ∅ then add either C1 or C2 to F (v).

3. ∃-rules :
-T) if (∃R.C) ∈ T (v) and v has no R-successor w such that either C ∈ T (w) or ¬̇C ∈ F (w)
then add a new R-successor w of v with T (w) = {C}.
-F) if (∀R.C) ∈ F (v) and v has no R-successor w such that either C ∈ T (w) or ¬̇C ∈ F (w)
then add a new R-successor w of v with F (w) = {C} .

4. ∀-rules :
-T) if (∀R.C) ∈ T (v) and v has a R-successor w such that C /∈ T (w) then add C to T (w).
-F) if (∃R.C) ∈ F (v) and v has a R-successor w such that C /∈ F (w) then add C to F (w).

5. CPush-rules :
-T) if C ∈ T (v) and Pi

C→ Pj then send report(i→j) (v, C).

-F) if ¬̇C ∈ F (v) and Pi
C→ Pjthen send report(i→j) (v, ¬̇C).

6. CReport-rules :
-T) if C ∈ T (v), where C is �j or Pj

C→ Pi then send report(j←i) (v, C).

-F) if ¬̇C ∈ F (v), where either ¬̇C is ⊥j or Pj
C→ Pi then send report(j←i) (v, ¬̇C).

7. RPush-rule : if w is a R-successor of v and Pi
R→ Pj then send report(i→j) (〈v, w〉 , R).

8. RReport-rule : if w is a R-successor of v and Pj
R→ Pi then

* send report(j←i) (v,�j); report(j←i) (w,�j); report(j←i) (〈v, w〉 , R).

9. r-rule : if v(i→j) ∈ Vj and there is a k such that Pi ∈ P+
k and Pk ∈ P+

j but
“

v(i→j)
”(k←j)

�∈

Vk then send report(k←j)
“

v(i→j),�k

”
.

Fig. 3 Uniform tableaux transformation rules

To ensure the termination of the transformation, a blocking strategy is
required as normally: for any node v ∈ V , v is blocked by u if u comes before
v in some enumeration and either T (v) ⊆ T (u) or F (v) ⊆ F (u).
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Definition 5. A prefixed tableau τ = (V, E, vr, T, F ) contains a homoge-
neous clash if either {A,¬A} ⊆ T (v) or {A,¬A} ⊆ F (v). It contains a
heterogeneous clash if T (v) ∩ F (v) �= ∅.
A local tableau is complete if no rule can be applied on it. Then, it’s lo-
cally closed if it contains a clash, otherwise it’s locally open. The set of local
tableaux on packages P ∗

w ⊆ Σ connected by graph relations form a distributed
prefixed tableau Dτ . Then, Dτ is closed if some of its local tableaux is so,
on the contrary, it’s open.

Theorem 1. Let Σ = {Pi} be an ALCP− knowledge base, C, D be two
concepts and Pw ∈ Σ be some witness package. C �w D w.r.t Σ if and
only if all distributed prefixed tableaux constructed by the algorithm starting
with τ0 = (V, E, vr, T, F ) initialized on Pw where V = {vr}, E = ∅, T (v) =
{C � CTw} and F (v) = {D} are closed. Particularly, if every local tableau
contains a T -homogeneous clash then C �w ⊥ w.r.t Σ.

5 Solutions to the Distributed Concept Abduction

Following the distinction of homogeneous clashes and heterogeneous clashes,
it can be seen that all we need to do is to find concept formulas which, when
added to the initial tableau, will generate clashes in all of its derivations,
among them at least one is heterogeneous. To do that, let θw = {τ1, . . . , τn}
be the set of all local open tableaux for verifying C �w D obtained on the
package Pw. If θw is not empty, to find H , we start by building for each local
tableau τi ∈ θw, two closing sets clT (τi) and clH(τi), of which the definition
are given below :

Definition 6. Let τ = (V, E, vr, T, F ) be a prefixed tableau. If τ is clash-free,
we denote by clT (τ) and clH (τ), closing sets of τ, two disjoint sets of concept
descriptions built from labels of τ such that, if we let τT and τH be respectively
complete tableaux derived from τ by adding any element of ctT (τ) and clH (τ)
into T (vr), then τT , τH are closed, and:

- every clash in τT is homogeneous in some T ()-label,
- every clash in τH is heterogeneous.

Previously, from the definition of clashes, it can be seen that the only way to
close a tableau is to generate contradictions of concept names in its nodes.
Hence, let v be some node of the tableau,

- if A is a (maybe negated) concept name and A ∈ T (v), then ¬̇A ∈
clT (v);

- if B is a (maybe negated) concept name, B ∈ F (v) and ¬̇B �∈ T (v),
then B ∈ clH (v).

- if v has a R-successor w and there is not another R-successor w′ of v
such that w′ �= w in τ then :

* if R ∈ T (〈v, w〉) then ∀R.E ∈ clT (v) for each E ∈ clT (w),
otherwise ∀R.F ∈ clH (v) for all F ∈ clH (w) if ∀R.F �∈ clT (v).
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It can be verified that any conjunctive expression H built from these sets
such that, for each open tableau, at least one of its closing elements is ap-
peared in H , will be the finding solution if C � H ��w ⊥. We characterize
these conditions in the following theorem :

Theorem 2. Let DP = 〈C, D, Σ, Pw〉 be a distributed concept abduction
problem in the P-DL ALCP−. Let θw = {τ1, . . . , τn} be the set of open and
complete local prefixed tableaux for C �w D w.r.t Σ obtained on the package
Pw. If θw is not empty, for each τi ∈ θ, let cl (τi) = clT (τi)∪ clH (τi) and let
choice () be some choice function.

For any set S = 〈H1 = choice (cl (τi)) , . . . , Hn = choice (cl (τi))〉, let H be
a conjunctive expression built from elements of S, H ::= H1 � · · · � Hn. If :

1) for every τi ∈ θ, S ∩ cl (τi) �= ∅ and
2) there is τj ∈ θ such that S ∩ clT (τj) = ∅
then H is a solution to the problem P.

6 Conclusions

We have presented in the scope of this paper a distributed tableaux-based al-
gorithm for solving the concept abduction problem in the context of ALCP−,
a package extension of DLs for distributed and modular ontologies. This non-
monotonic inference service is essential to perform the semantic matchmak-
ing in situations where demands and supplies are distributively specified with
reference to different ontologies. In the future, we would like to extend this
algorithm for more expressive P-DLs.
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Mitigation of the Ground Reflection Effect in 
Real-Time Locating Systems 

Dante I. Tapia, Juan F. De Paz, Cristian I. Pinzón, and Javier Bajo* 

Abstract. Real-Time Locating Systems (RTLS) are one of the most promising ap-
plications based on Wireless Sensor Networks and represent a currently growing 
market. However, accuracy in indoor RTLS is still a problem requiring novel solu-
tions. One of the main challenges is to deal with the problems that arise from the 
effects of the propagation of radio frequency waves, such as attenuation, diffrac-
tion, reflection and scattering. These effects can lead to other undesired problems, 
such as multipath and the ground reflection effect. This paper presents an innova-
tive mathematical model for improving the accuracy of RTLS, focusing on the 
mitigation of the ground reflection effect by using Artificial Neural Networks. 

Keywords: Wireless Sensor Networks, Real-Time Locating Systems, Ground  
Reflection Effect, Artificial Neural Networks. 

1   Introduction 

Wireless Sensor Networks (WSNs) allow us to obtain information about the envi-
ronment and act on this, expanding users' capabilities and automating daily actions. 
One of the most interesting applications for WSNs is Real-Time Locating Systems 
(RTLS). The most important factors in the locating process are the kind of sensors 
used and the techniques applied for the calculation of the position based on the in-
formation recovered by these sensors. In addition, indoor locating needs still more 
development, especially with respect to accuracy and low-cost and efficient infra-
structures [9] [14]. Therefore, it is necessary to develop Real-Time Locating Sys-
tems that allow performing efficient indoor locating in terms of precision and opti-
mization of resources. This optimization of resources includes the reduction of the 
costs and size of the sensor infrastructure involved on the locating system. In this 
sense, the use of optimized locating techniques allows obtaining more accurate loca-
tions using even fewer sensors and with less computational requirements [9]. 
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There are several wireless technologies that may be used by indoor RTLS, such 
as RFID (Radio Frequency IDentification), Wi-Fi, UWB (Ultra-Wide Band), Blu-
etooth and ZigBee. However, independently of the technology used, it is necessary 
to establish mathematical models that allow determining the position of a person 
or object based on the signals recovered by the sensor infrastructure. Therefore, 
the position can be calculated by means of several locating techniques, such as 
signpost, fingerprinting, triangulation, trilateration and multilateration [4] [5]. 
However, all these techniques must deal with important problems when trying to 
develop a precise locating system that uses WSNs in its infrastructure, especially 
for indoor environments. 

The electromagnetic waves transmitted and received by the wireless sensor in-
frastructure used by these systems are affected by some propagation effects, such as 
reflection, scattering, attenuation and diffraction [3]. Due to these effects, the en-
ergy of the transmitted electromagnetic waves is substantially modified between 
transmitter and receiver antennas in these systems. Thanks to the attenuation effect, 
it is possible to estimate the distance covered by a wave between a transmitter and a 
receiver antenna [1]. This is very useful to build RTLS based on these distances, as 
those based on trilateration [4]. However, reflection, diffraction and scattering  
effects lead to other problems such as the ground reflection effect [3], a kind of 
multipath propagation effect. Therefore, it is necessary to define new models and 
techniques that allow the improvement of accuracy in this kind of systems.  

This paper proposes a new mathematical model aimed at improving the  
precision of RTLS based on wireless sensor networks, especially at indoor envi-
ronments. This model uses Artificial Neural Networks (ANNs) as the main com-
ponents to mitigate the ground reflection effect and calculate the position of the 
elements. 

Next, Section 2 explains the problems that the ground reflection effect intro-
duces in RTLS that are based on wireless sensor networks. Section 3 describes a 
new proposal for reducing the ground reflection effect by using ANNs. Section 4 
depicts the experiments performed on a real scenario to validate the accuracy of 
the new model and also describes the obtained results. Finally, Section 5 presents 
the conclusions obtained so far and depicts the related future work intended to im-
prove the proposed method, including new applications for it. 

2   Background and Problem Description 

Real-Time Locating Systems based on Wireless Sensor Networks can be seriously 
affected by some effects related to the electromagnetic waves propagation, espe-
cially indoors [9]. Some of these effects are reflection, scattering or attenuation, 
amongst others. Such effects can provoke which is known as multipath effect, and, 
more specifically to indoor RTLS based on WSNs, the ground reflection effect [2]. 
There are several related approaches focused on the study or the mitigation of the 
multipath or the ground reflection effect [16] [2] [13] [11] [12] [9] [4] [7]. How-
ever, these approaches just solve the problem partially and none of them are spe-
cifically intended to enhance the performance of Real-Time Locating Systems. 
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Real-Time Locating Systems calculate the position of each tag in the system 
from a set of measurements obtained from the electromagnetic waves transmitted 
amongst tags and readers (e.g., RSSI or Received Signal Strength Indication), its 
quality (e.g., LQI or Link Quality Indicator), its Signal to Noise Ratio (SNR) or 
the Angle of Arrival (AoA) to the reader, amongst many others. In an ideal envi-
ronment, these measurements would be perfect, with no error or noise, and the 
calculation of tags positions would be exact. Nevertheless, in the real world, the 
electromagnetic waves are influenced by effects as reflection, scattering, attenua-
tion and diffraction. Attenuation is, in fact, a desired effect for estimating dis-
tances from measurements such as the received power of signals (RSSI). RSSI can 
be used, indeed, in signpost, fingerprinting and trilateration techniques to estimate 
distances from signal received power. However, reflection, scattering and diffrac-
tion can make the readers to receive additional spurious signals that are undesired 
copies of the main signal. The reception of such spurious signals makes up the 
multipath effect. This effect is especially undesired when measuring parameters as 
the RSSI, the AoA or the TDOA (Time Difference Of Arrival). When the ground 
is the main responsible of waves reflections, multipath can be modeled as the 
ground reflection effect, which is described in the next subsection. 

2.1   The Ground Reflection Effect 

The effects that affect the propagation of the electromagnetic waves, such as reflec-
tion, scattering, attenuation and diffraction, can reduce or even increase the range of 
a radio transmission [3]. Specifically, these effects can be a major challenge when 
designing a RTLS based on WSNs, especially for indoor environments. 

The detailed effects of phenomena as attenuation and reflection in the propaga-
tion of electromagnetic waves can be calculated by solving Maxwell's equations 
with some boundary conditions that model the physical characteristics of each ob-
ject or medium involved [3]. As this calculation can be very complex or even the 
physical characteristics of each object can be even unknown, there are some ap-
proximations to model signal propagation and calculate range transmission. One 
of these approximations is the ray-tracing technique that simplifies electromag-
netic wavefronts to simple particles. Physically, each wavefront is the locus of 
spatial points presenting the same phase for a certain electromagnetic wave. In the 
ray-tracing technique, each wavefront is considered to be a particle traveling from 
the transmitter to the receiver antennas. This is very useful to model reflection and 
refraction effects, although it ignores the scattering phenomenon [3]. An electro-
magnetic wave transmitted by a certain wireless source will be reflected,  
diffracted or even scattered by the multiple objects placed throughout the envi-
ronment. This way, the antenna of the destination node will receive undesired cop-
ies of the transmitted signal. Even worse, these additional signals will be possibly 
delayed in time and shifted in frequency and phase. When a single ground reflec-
tion effect predominates in the multipath effect, a two-ray model, as shown in 
Figure 1, can be used. 
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Fig. 1 Graphical representation of the ground reflection effect. Direct and reflected trans-
mission waves travel from the transmitter to the receiver antennas, causing to be construc-
tively or destructively added due to phases difference. 

3   Mitigation of the Ground Reflection Effect 

In ideal conditions, the modeling of the relationship between RSSI levels and dis-
tances between antennas has a decaying exponential shape. Nevertheless, when 
ground reflection effect is taken into account, the process of approximation of the 
relationship between the RSSI levels and the distances between antennas is com-
plex and problematic. Therefore, it is necessary to use other models that allow 
considering the ground reflection effect in order to obtain a reliable estimation of 
the distances between tags and readers. 

The model presented in this paper proposes the use of two Multi-Layer Percep-
tron [10] artificial neural networks to improve the precision of RTLS. On the one 
hand, the first MLP allows mitigating the ground reflection effect when estimating 
distances from power signal levels used to calculate the positions of users and ob-
jects by different locating techniques. On the other hand, the second MLP calcu-
lates the final positions of users and objects in the environment, using the output 
of the first MLP and acting, indeed, as a new locating technique that improves the 
precision of other compared techniques 

For a certain range of RSSI values, there are fluctuations in the distance values 
regarding the RSSI levels. Thus, a certain RSSI value can mean distinct distances. 
In order to model the ground reflection effect we utilize time series applied to the 
first Multi-Layer Perceptron. Artificial Neural Networks allow forecasting a value 
according to the received historical values. Therefore, in this work the neural net-
work is provided as inputs both the current detected RSSI value and the RSSI val-
ues detected in previous time instants. The neural network is made up of n input 
neurons, being n the time instants taken into account: t, t - 1, ..., t - (n - 1). The in-
termediate layer of the neural network is configured following the Kolmogorov 
theorem [6] and choosing 2n + 1 neurons. 

In order to improve the forecast of the time series it was opted to incorporate 
the RSSI levels provided by other readers into the neural network. This way, the 
distances forecasting is done using a subset of the deployed readers in the system 
simultaneously. The neural network has k input groups with n neurons each of 
them. These n neurons correspond with the n values of the time series. Likewise, 
the k groups correspond with number of readers that are considered for the  
distance estimation. This number of readers is set in advance, thus selecting the 
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readers with highest measured RSSI levels from the tag. The intermediate layer is 
made up of 2(k + n) + 1 neurons, whereas output layer is formed by k neurons 
(i.e., a neuron per each reader). The groups of input neurons are ordered according 
to the current RSSI level from highest to lowest. Therefore, the first output of the 
neurons is associated to the reader that received the highest RSSI level and so on. 

Our proposed model captures data from the estimation of the positions by the 
trilateration algorithm. It stores these in a memory to subsequently use them to 
carry out the training of the second MLP. This way, this second MLP allows us to 
make the fastest estimations and is more responsive to variations in the distances 
resulting from the reflections of the waves emitted. Input data in the second MLP 
corresponds with the distances calculated by means of the first MLP from a pre-
fixed number of readers and the position of the readers. These readers are selected 
according to the lowest distances they have to the tag. Output has two coordinates, 
one for each space coordinate. The number of neurons in the hidden layer is 2n + 
1, where n is the number of neurons in the input layer. Finally, there is one neuron 
in the output layer. The activation function selected for the different layers has 
been the sigmoid. Furthermore, the neurons exiting from the hidden layer of the 
neural network contain sigmoidal neurons. Network training is carried out through 
the error backpropagation algorithm [7]. 

4   Experiments and Results 

In order to test the performance of this model into an indoor environment, we pro-
ceeded to deploy a WSN infrastructure made up of several ZigBee nodes (i.e., 
readers and tags). These devices, called n-Core Sirius A for readers and Sirius B 
for tags, have both 2.4GHz and 868/915MHz versions and have several communi-
cation ports to connect to distinct devices, including a wide range of sensors and 
actuators. n-Core devices form part of the n-Core platform, which offers a com-
plete API (Application Programming Interface) to access all its functionalities [8]. 
The ZigBee network was formed by 15 fixed Sirius A nodes acting as readers and 
distributed throughout three rooms. The total size of the monitored area was 19m 
per 19m. The distribution of the readers was done in this way so that each tag 
could be identified by several readers simultaneously. Therefore, the selected lo-
cating techniques (i.e., signpost, fingerprinting and trilateration) could be applied 
using several simultaneous measurements. Firstly, as a previous step before the es-
timation of the tags positions, it was carried out the training of the neural network 
built to estimate the distances between nodes from the RSSI levels. A test tag was 
successively moved through different predefined location sequences (i.e., zones 
inside the laboratory). This way, it was calculated the relationship of the measured 
RSSI levels with the real distances between the tag and the readers. For doing this, 
it was measured the detected RSSI levels between the tag and each of the 15 read-
ers. Thus, the RSSI-distances measurements were used to make predictions in the 
time series. In total, 200 cases were generated for the training of the neural net-
work. In addition, it was randomly chosen different positions throughout the zones 
to generate 100 new cases and estimate each position by means of both the neural 
network and other approximation methods to compare them. These other methods 
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were SVR (Support Vector Regression) [15], a linear regression model and a loga-
rithmic regression model. The calculation of the relationship between the RSSI  
levels and the distances in the training data set is necessary because the characteris-
tics of the existing materials affect considerably to the detected distances. 

As expected, the neural network obtained better results than SVR, the linear re-
gression model and the logarithmic model because it presents a lower error for the 
distances estimation. The regression model obtained for the logarithmic regression 
fits in a very high grade the training data, as this model obtains an R2 = 0.9907. 
Likewise, the linear regression model obtains an R2 = 0.8968, which is also a high 
value. Basing on these R2 values, both models can be considered as valid for the 
estimation. That is, the estimations made are significant and any other method that 
improves these results would also be valid. The errors for the MLP are lower than 
for the rest of the compared methods. Moreover, for the MLP the errors are con-
centrated in a certain range of RSSI levels. This allows creating reliable values 
outside some determined frequency ranges. Analyzing the dispersion of the error 
for each the compared model, shown in the Figure 2, it can be seen that the MLP 
offers the lowest dispersion and does not present so extreme values as SVR and li-
near regression do. Figure 2 (left) shows the box plot diagrams for the SVR, the 
regression models and the MLP. As can be seen, the MLP presents the lowest data 
variance and the minimum error. 

 

 
Fig. 2 Box plots representing the absolute error for the RSSI-distances relationship when 
using the different approximations (left) and the location errors for the different compared 
locating techniques (right). 

The box plots representing the error information are presented in Figure 2 
(right). As can be seen in the figure, the MLP provides lower estimation errors 
than the signpost and trilateration by themselves, that is, without modeling the 
RSSI and position behaviors. 

5   Conclusions and Future Work 

Amongst the wide range of Wireless Sensor Networks applications, Real-Time 
Locating Systems are emerging as one of the most exciting research areas. How-
ever, the operation of RTLS can be affected by undesired phenomena as the mul-
tipath effect, and more specifically, the ground reflection effect.  
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This paper proposes a new mathematical model aimed at improving the preci-
sion of WSN-based RTLS. The use of measurements from several readers as in-
puts of the MLP in the proposed model reduces even more the prediction error. 
This way, the ground reflection effect is mitigated and the approximations  
provided by other methods with high adjustment goodness, as the logarithmic re-
gression model, were improved. This improvement in the distances forecasting is 
very relevant to estimate the positions of the tags, thus optimizing the overall cal-
culations of locating techniques. In addition, the neural network responsible for 
calculating the final position reduces the error level of traditional methods from 
the information provided by them. The results obtained demonstrate that the use of 
ANNs allows improving the approximations provided by the locating techniques. 

As future work it is planned the reduction of the readers necessary to perform 
the locating process, as well as the implementation in larger environments. Future 
work also includes the study of more detailed multipath models as Ricean and 
Rayleigh fading or shadowing [13]. 
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Multiobjectivisation of the Antenna Positioning
Problem

Carlos Segura, Eduardo Segredo, Yanira González, and Coromoto León

Abstract. Multiobjectivisation is a technique which transforms a mono-objective
optimisation problem into a multi-objective one with the aim of avoiding stagna-
tion. The transformation can be performed by the addition of artificial objectives or
by the decomposition of the original objective function. Several well-known multi-
objectivisation schemes, based on the addition of artificial objectives, are analysed.
Also, some novel artificial objectives are suggested. The main advantages of these
multiobjectivisation methods are their generality and ease of implementation. Dif-
ferent multiobjectivisation schemes have been applied to the mono-objective version
of the Antenna Positioning Problem. Tests have been performed using NSGA-II, one
of the most successful MOEAs. The experimental evaluation demonstrates that high
quality results can be achieved by multiobjectivisation, when they are compared to
the results obtained by the best mono-objective approaches.

Keywords: Multiobjectivisation, Diversity Maintenance, Antenna Positioning
Problem, Multi-Objective Evolutionary Algorithms

1 Introduction

Optimisation may be defined as the process of finding the best solutions to a problem
from the set of the candidate ones. In mono-objective optimisation only one objec-
tive is considered. Thus, a mono-objective optimisation problem can be described
as an objective function f that maps a tuple of m parameters (decision variables) to
a single objective y. Formally, y = f (x) must be minimised or maximised, subject
to x = (x1,x2, ...,xm) ∈ X where x is called the decision vector, X is the feasible re-
gion and y is the objective or fitness function. In multi-objective optimisation several
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objectives are considered. These objectives are usually conflicting but must be si-
multaneously optimised [6]. In this kind of Multi-Objective Optimisation Problems
(MOPs) a solution optimising every objective usually does not exist. In such cases, a
non-dominated solution set, as close as possible to the optimal one, must be found.
MOPs can be formally described as:

Optimize f (x) = ( f1(x), f2(x), ..., fk(x)) sub ject to x ∈ X

where f (x) is the objective vector, fi(x) is the i-th objective to be optimised, x is the
decision vector and X is the feasible region in the decision space. While in single-
objective optimisation the optimal solution is clearly defined, this does not hold
for MOPs. Instead of a single optimum, there is a set or front of alternative trade-
offs, known as a Pareto-optimal front, consisting of the non-dominated solutions y.
Considering a maximisation problem, the Pareto-optimal front is constituted by the
solutions y ∈ X that:

�z ∈ X/ ∀i ∈ 1..k fi(z) ≥ fi(y), ∃i ∈ 1..k fi(z) > fi(y)

Over the years, optimisation methods have evolved considerably. Several exact ap-
proaches have been designed for both, mono-objective problems and MOPs. How-
ever, exact approaches are unaffordable for many real world problems, so a wide
variety of meta-heuristics has been developed with the aim of obtaining good qual-
ity solutions in a restricted time. Meta-heuristics can be classified into two groups:
population-based and trajectory-based algorithms. In population-based algorithms,
several solutions are taken into account simultaneously, while in trajectory-based
ones only one solution is maintained. Among these techniques [17], Evolution-
ary Algorithms (EAs) and Multi-Objective Evolutionary Algorithms (MOEAs) are
widely used in many fields. They are population-based algorithms inspired on the
biological evolution. They have shown great promise for calculating solutions to
large and difficult optimisation problems [7]. They can be easily adapted to afford
different problems. However, depending on the characteristics of the decision space,
premature convergence to local optima may occur. Maintaining a population is a
great way to increase solutions diversity. However, even with the incorporation of a
population, selection pressure may cause premature convergence. While in mono-
objective optimisation, diversity is important to avoid stagnation, in MOPs it is nec-
essary in order to cover the maximum possible regions of the decision space.

The term multiobjectivisation was introduced in [11] to refer to the reformula-
tion of originally mono-objective problems as multi-objective ones. Since the fitness
landscape is changed, multiobjectivisation can be useful to avoid local optima [9].
Although it can also produce a harder problem [2]. There are two different ways
of multiobjectivising a problem. The first one is based on a decomposition of the
original objective, while the second one is based on adding new objective functions.
The addition of alternative functions can be performed by considering problem-
dependent or problem-independent information.
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APP (Antenna Positioning Problem) is an NP-Complete problem which arises in
the engineering of mobile telecommunication networks [13]. Both mono-objective
and multi-objective schemes have been used to deal with APP. A study of several
mono-objective meta-heuristics applied to APP was presented in [12]. The problem-
independent techniques achieved poorer quality solutions than those which incor-
porated problem-dependent information. The diversity maintenance mechanisms of
the problem-independent techniques were not able to avoid stagnation. In order to
escape from local optima, including problem-dependent information was necessary.

The main contributions of the current work are the following: advantages and
drawbacks of different multiobjectivisation techniques based on the addition of
new problem-independent objectives are analysed, and a performance study for the
aforementioned multiobjectivisation techniques is carried out.

The remaining of the paper is structured as follows: the mathematical formula-
tion for the APP is given in Sect. 2. In Sect. 3, a set of well known methods to mul-
tiobjectivise problems is presented. Also, the used optimisation method is detailed.
Then, the experimental evaluation is described in Sect. 4. Finally, the conclusions
and some lines of future work are given in Sect. 5.

2 APP: Mathematical Formulation

APP is defined as the problem of identifying the infrastructures required to estab-
lish a wireless network. It comprises the maximisation of the coverage of a given
geographical area while minimising the base stations - BS - deployment. A BS is a
radio signal transmitting device that irradiates any type of wave model. The region
of the area covered by a BS is called a cell. In our definition of APP, BS can only be
located in a set of potential locations. The APP mathematical formulation here used
is presented in [1, 16]. In this formulation the fitness function is defined as:

f (solution) = Coverα

Transmitters

In the previous scheme a decision maker must select a value for α . It is tuned consid-
ering the importance given to the coverage, in relation with the number of deployed
BS. As in [1, 16], the parameter α has been fixed to the value 2.

The geographical area G on which a network is deployed is discretised into
a finite number of points or locations. Tamx and Tamy are the number of verti-
cal and horizontal subdivisions, respectively. They are selected by communications
experts, depending on several characteristics of the region and transmitters. U is
the set of locations where BS can be deployed: U = {(x1,y1),(x2,y2), ...,(xn,yn)}.
Location i is referred using the notation U [i]. The x and y coordinates of lo-
cation i are named U [i]x and U [i]y, respectively. When a BS is located in posi-
tion i its corresponding cell is covered. The cell is named C[i]. In our definition
we use the canonical APP problem formulation, i.e., an isotropic radiating model
is considered for the cell. The set P determines the locations covered by a BS:
P = {(Δx1,Δy1),(Δx2,Δy2), ...,(Δxm,Δym)}. Thus, if BS i is deployed, the cov-
ered locations are given by the next set: C[i] = {(U [i]x +Δx1,U [i]y +Δy1),(U [i]x +
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Δx2,U [i]y + Δy2), ...,(U [i]x + Δxm,U [i]y + Δym)}. Being B = [b0,b1, ...,bn] the bi-
nary vector which determines the deployed BS, the next definitions holds for APP:

Transmitters = ∑n
i=0 bi Cover =

∑tamx
i=0 ∑

tamy
j=0 covered(i, j)

tamx×tamy
×100

where:

covered(x,y) =
{

1 I f ∃ i/{(bi = 1) ∧ ((x,y) ∈C[i])}
0 Otherwise

3 Optimisation Method

In the presented approach, an artificial objective function has been added to mul-
tiobjectivise the APP. The first objective has been selected as the fitness function
of the APP, while for the second one, an artificial function which tries to maximise
the diversity has been used. Since selection pressure is decreased, some low quality
individuals could be maintained in the population. However, in the long term these
individuals could help to avoid stagnation in local optima. One of the main chal-
lenges has been the selection of this artificial function. A comparison of a set of
well-known schemes has been carried out. Moreover, two novel artificial objectives
have also been tested.

Several options have been proposed to define the artificial objective [3]. The fol-
lowing ones have been taken into account:

• Timestamp: A timestamp represented by a counter is assigned as the artificial
objective to be minimised.

• Random: A random value is assigned as the second objective to be minimised.
• Inversion: In this case, the optimisation direction of the original objective func-

tion is inverted and is used as the artificial objective.

Also, some schemes based on the Euclidean distance on the decision space has been
defined. They have also been analysed:

• DCN: Distance to the closet neighbour of the population.
• ADI: Average distance to all individuals of the population.
• DBI: Distance to the best individual of the population, i.e., the one with highest

APP fitness.

Two novel variants of the DBI scheme have also been considered. They are based
on the addition of a threshold which penalises those solutions that may have a poor
quality. In DBI TH1 a threshold is established over the APP objective function. Thus,
individuals that are not capable to achieve the fixed threshold, are penalised by as-
signing a zero value to the second objective function. DBI TH2 is similar to the
previous mechanism, but the threshold is established over the distance.

In order to test the aforementioned schemes, they were integrated in NSGA-II [4].
Tentative solutions are represented as binary strings with n elements, where n is
the number of potential BS. Each gene determines whether the corresponding BS
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is deployed. The applied mutation operator has been the well-known Bit Inversion
Mutation [14]. Each gene is inverted with a probability pm. The used crossover
operator has been the Geographic Crossover [15]. It exchanges the BS which are
located within a given radius (r) around a randomly chosen BS.

4 Experimental Evaluation

In this section the experiments performed with different multiobjectivisation
schemes are described. All multiobjectivisation schemes depicted in Section 3 have
been tested. However, only the results for the four best alternatives are presented.
Tests have been run on a Debian GNU/Linux computer with two Intel(R) Xeon(TM)
at 2.66GHz and 1Gb RAM. The compiler which has been used is gcc 4.3. Two
problem instances have been studied. The first one is a real world-sized problem
instance [8]. It is defined by the geographical layout of the city of Malaga (Spain).
This instance represents an urban area of 27.2 Km2. The terrain has been modelled
using a 450 x 300 grid, where each point represents a surface of approximately 15 x
15 m. The dataset contains 1000 candidate sites for the BS. The second instance is
an artificial generated one. In this case, the terrain has been modelled using a 287 x
287 grid. The dataset contains 349 candidate sites for the BS.

Since we are dealing with stochastic algorithms, each execution was repeated
30 times. In order to provide the results with confidence, comparisons have been
performed following the next statistical analysis [5]. First, a Kolmogorov-Smirnov
test is performed in order to check whether the values of the results follow a nor-
mal (gaussian) distribution or not. If so, the Levene test checks for the homogeneity
of the variances. If samples have equal variance, an ANOVA test is done. Other-
wise, a Welch test is performed. For non-gaussian distributions, the non-parametric
Kruskal-Wallis test is used to compare the medians of the algorithms. A confidence
level of 95% is considered, which means that the differences are unlikely to have
occurred by chance with a probability of 95%.

In the first experiment a comparison among the multiobjectivisation schemes is
carried out. Each model has been executed with a stopping criterion of 4 hours. The
analysis is performed in terms of the obtained fitness. Every model has been tested
with the following parameterisation: pm = 1

n , pc = 1, and r = 30.
The evolution of the average fitness values achieved by each considered model is

shown in Fig. 1. Table 1 shows whether the row scheme is statistically better (↑), not
different (↔), or worse(↓), than the corresponding column scheme. The best results
were obtained by DBI. In fact, for the Malaga instance, DBI is statistically better than
any of the other schemes. The multiobjectivisation schemes proposed as the best
ones in [3] do not match with the multiobjectivisation schemes which obtain the
best results in the current work. Therefore, the selection of the multiobjectivisation
scheme is problem-dependent. Establishing the threshold over the fitness function
has reported better solutions than establishing it over the alternative objective for
the artificial instance. However, this has not held for the Malaga instance. Anyway,
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Fig. 1 Fitness evolution for the multiobjectivisation schemes

Table 1 Statistical comparison of multiobjectivisation schemes

Artificial Instance Malaga
DBI DBI TH1 DBI TH2 ADI DBI DBI TH1 DBI TH2 ADI

DBI ↔ ↔ ↑ ↑ ↔ ↑ ↑ ↑
DBI TH1 ↔ ↔ ↔ ↑ ↓ ↔ ↔ ↑
DBI TH2 ↓ ↔ ↔ ↑ ↓ ↔ ↔ ↑

ADI ↓ ↓ ↓ ↔ ↓ ↓ ↓ ↔

in any of the cases, the fitness remains increasing after four hours of execution,
showing the good capability of avoiding stagnation in local optima.

Results achieved by the multiobjectivisation schemes were able to improve the
mono-objective models presented in [12] that did not include problem-dependent
information. However, their quality was not as high as the ones obtained by the
schemes which incorporated problem dependent information. The second experi-
ment analyses whether, in the long term, the multiobjectivisation schemes are able
to reach such high-quality solutions, and quantifies the impact over the performance
when compared to the best approaches presented in the literature. The best multiob-
jectivisation model - DBI - is compared with the algorithm which achieved the best
result in [12] (Iterated Local Search - ILS). In order to measure the improvement,
the run-time behaviour is analysed using the ideas presented in [10]. Specifically,
both schemes were executed using as finalisation condition the achievement of a
certain quality level: the worst result achieved by ILS on 1 hour (L1), and the worst
result achieved by ILS on 2 hours (L2). The success ratio is defined as the prob-
ability of achieving the required quality, considering a maximum amount of time.
Figure 2 shows the run-length distribution of ILS and DBI for the quality level L2.
Since ILS incorporates a high amount of problem-dependent information, it is able
to obtain the high quality solutions very fast. DBI has a slower convergence, but
it has also been able to obtain such high quality solutions. Considering a success
ratio of 0.5 and the quality level L1, DBI requires 5.05 more times than ILS in the
artificial instance. When considering L2, the ratio increases up to 13.61. In the case
of the instance of Malaga, the ratio considering the quality level L1 is 10.57, while
considering L2, it is 10.25.
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Fig. 2 Run-length distribution for the quality level L2

Although DBI has a slower convergence, it has been able to avoid local optima
and obtain high quality solutions. In fact, by using executions of 24 hours DBI has
been able to obtain the best currently found solutions for both analysed instances.

5 Conclusions and Future Work

In this paper we have tested the ability of multiobjectivisation to deal with a com-
plex NP-Complete problem: APP. The used multiobjectivisation approach is based
on adding new alternative objectives to the original fitness function of APP. The
approach has been tested with NSGA-II, one of the most successful MOEA. Experi-
mental evaluation has been carried out with several alternative objectives. The one
which obtained the best results is based on using the Euclidean distance to the best
individual in the population. However, it has been proved that the best-behaved mul-
tiobjectivization scheme depends on the problem over which it is applied. In the
case of APP, the best multiobjectivisation method has been compared with the best
mono-objective approach published in the literature. Although it has a slower con-
vergence, in the long term it has been able to achieve solutions of similar quality.
The main advantage of the multiobjectivisation method is its generality, and ease of
implementation.

Future work will be focused in the analysis of other multiobjectivisation schemes.
The usage of other problem-independent and problem-dependent alternative objec-
tives should be analysed. Also, in order to reduce the time required to attain high
quality solutions, a parallel MOEA should be tested. Since the appropriate alternative
objective depends on the problem that is being solved, the hybridisation of multiob-
jectivisation and hyperheuristics seems a promising approach. Thus, the selection of
which alternative objective must be used, could be performed in an automatic way.

Acknowledgements. This work was partially supported by the EC (FEDER) and the Span-
ish Ministry of Science and Innovation as part of the ‘Plan Nacional de I+D+i’, with contract
number TIN2008-06491-C04-02 and by Canary Government project number PI2007/015.
The work of Carlos Segura was funded by grant FPU-AP2008-03213. The work of Ed-
uardo Segredo was funded by grant FPU-AP2009-0457. The work was also funded by the
HPC-EUROPA2 project (project number: 228398) with the support of the European Com-
mission - Capacities Area - Research Infrastructures.



326 C. Segura et al.

References

1. Alba, E.: Evolutionary algorithms for optimal placement of antennae in radio network
design. In: International Parallel and Distributed Processing Symposium, vol. 7, p. 168
(2004), http://doi.ieeecomputersociety.org/
10.1109/IPDPS.2004.1303166

2. Brockhoff, D., Friedrich, T., Hebbinghaus, N., Klein, C., Neumann, F., Zitzler, E.: Do
additional objectives make a problem harder? In: Proceedings of the 9th Annual Con-
ference on Genetic and Evolutionary Computation, GECCO 2007, pp. 765–772. ACM,
New York (2007),
http://doi.acm.org/10.1145/1276958.1277114

3. Bui, L., Abbass, H., Branke, J.: Multiobjective optimization for dynamic environments.
In: The 2005 IEEE Congress on Evolutionary Computation, vol. 3, pp. 2349–2356
(2005), doi:10.1109/CEC.2005.1554987

4. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multiobjective ge-
netic algorithm: NSGA-II. IEEE Transactions on Evolutionary Computation 6, 182–197
(2002)
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Mobile Access System for the Management of 
Electronic Health Records of Patients with 
Mental Disability 

M. Antón-Rodríguez1, I. de la Torre-Díez, P. Gutiérrez-Díez*, F.J. Díaz-Pernas,  
M. Martínez-Zarzuela, D. González-Ortega, and J.F. Díez-Higuera 

Abstract. This paper presents an electronic health records (EHR) management 
web system for patients with mental disability, allowing the access from mobile 
devices. The system gives priority to information security to guarantee the privacy 
and confidentiality of the data handle. Moreover, it provides features, which im-
proves the typical use of common web systems, like accessing to the mobile cam-
era from the web for taking images or videos and a complete interoperability with 
other systems using the medical standards HL7-CDA R2 and DICOM. The whole 
system is implemented using open technologies and free software. 

Keywords: Web system; wireless access; electronic health records; medical stan-
dards HL7-CDA R2 and DICOM; communications security. 

1   Introduction 

Accessing to EHRs (Electronic Health Records) through mobile devices provides 
a number of advantages both for health centers and clinical staff, and for patients. 
Among these advantages are: accessing to patients’ information in real time (from 
wherever and whenever), resource savings, improving the information manage-
ment, and reducing the delay in health care. In the field of mental health, there are 
important epidemiological studies releasing relevant information about types and 
rates of more frequent disorders. However, a significant number of people with 
mental diseases remain unnoticed due to the incorrect identification of the symp-
tomatology, the resistance to seek either help or information regarding these ser-
vices, among others. Mobile technologies can offer a full potential for helping 
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people with cognitive problems and their supporting staff. The system presented in 
this paper, which we call EHRmobile, has as its main goal the remote access to the 
EHR of any patient with a cognitive disorder, through mobile devices (smart-
phone, PDA, tablet PC, etc.). 

We performed a deep analysis of EHR systems of specialties like pediatrics 
[10], urgency [3], oncology [12], etc. Chew et al. [5] developed the OphthWeb 
application within a multidisciplinary project of EHRs in Singapore. Taddei et al. 
[16] accomplished a web-based system for EHRs of cardiology in an Italian health 
institute. There are other web applications, like CareWeb™, using the standard 
HL7 [11]. Becker & Sewell [4] presented an EHR system, InfoDOM, based on 
web technologies. Siika et al. [15] described the development and structure of an 
EHR system for patients with Human Immunodeficiency Virus (HIV) in Kenya. 
Cho & Park [6] developed an EHR system based on the Korean beta version of the 
International Classification for Nursing Practice (ICNP). The system was evalu-
ated by 20 nurses and 57 patients, in 2 Korean hospitals. Karagiannis et al. [13] 
implemented a web-based EHR system (pEHR) that was proven by 22 physicians 
and 150 patients of 3 European hospitals. The system was developed to meet the 
needs of patients with a congenital heart disease, Parkinson or Diabetes type 2. 
The research team of the present work accomplished an web-system for ophthal-
mological EHR management, TeleOftalWeb [8] [9]. This system is in used in the 
the Institute of Applied Ophthalmobiology (Instituto de Oftalmobiología Apli-
cada, IOBA) of the University of Valladolid, Spain. TeleOftalWeb complies with 
the Health Level 7-Clinical Document Architecture Release 2.0 (HL7-CDA) stan-
dards for EHRs storage, and Digital Imaging and Communications in Medicine 
(DICOM 3.0) for medical images. 

Mobile applications offer a chance to improve health services. However, nowa-
days there are few applications integrating mobile communications with EHRs. 
Velde & Brobbel [17] developed a mobile information system intended for cardi-
ology field. Shyu et al. [14] performed a mobile EHR system for the family medi-
cine department in the NTUH (National Taiwan University Hospital) from  
Taiwan. Countrywide, the Health Department (Conselleria de Sanitat) from the 
Community of Valencia allows the opportunity to access to the personal health re-
cord through its website, downloading the record updated and ciphered. Hence, 
patients can be better assisted out of the region [1] [2]. Nevertheless, some barriers 
still exist to achieve the extended use of this kind of systems: many EHR systems 
are still in a consolidation phase, information is not shared among different health 
systems, there is uncertainty in themes related to security and data protection… 

Present paper shows the development of a web system for managing EHRs of 
patients with mental diseases intended for the socio-sanitary staff from Intras 
Foundation, accessing from a mobile or a desktop browser. Intras Foundation, Re-
search and Treatment in Mental Health and Social Services (Investigación y Tra-
tamiento en Salud Mental y Servicios Sociales), is a non-profit institution focusing 
its interest in improving the quality of living of people with sanitary, socio-
sanitary and socio-labor integration requirements.  



Mobile Access System for the Management of Electronic Health Records  331
 

This paper is organized as follows. In section 2 the system presented is de-
scribed differentiating among presentation, business and data layers. In section 3, 
conclusions are shown and, finally, the references used are listed. 

2   EHRmobile System 

EHRmobile is a web system for performing a complete management of EHRs of 
patients with mental disabilities. It includes the capability of interoperability with 
other systems thanks to the use of the standards HL7 and DICOM. The system 
provides two different versions depending on the access, from a PC and from a 
mobile device. Accessing from a PC allows the complete management of the sys-
tem, while accessing from a mobile device provides functionalities for browsing 
and updating clinical data along with additional features related to the terminals 
used, and always prioritizing information security and privacy. Fig. 1 shows the 
schema of the proposed system. 

 

 

Fig. 1 Schema of the proposed system: EHRmobile. 

2.1   Presentation Layer 

This layer includes the graphic interface utilized by the user to access the system 
through the device browser. As previously said, the system provides two means of 
access, via PC or mobile device, so the type of device used is detected to provide 
it the appropriate design and features. Markup languages used to draw up both in-
terfaces are different depending on the final user, XHTML-MP for mobile devices 
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and HTML/XHTML for desktop web, and so are the designs due to the different 
specification of both ways of access, mainly the size of the display. W3C recom-
mendations [18] have been followed. 

Accessing from PC (see Fig. 2a), a complete functionality is achieve. It is pos-
sible to add new EHRs, search in them, update, and delete them. Also, it can be 
administered all about the users accessing the system, i.e. the socio-sanitary staff. 
Using a mobile device (see Fig. 2b), data can be consulted, updating those needed, 
always interacting with a friendly interface, considering the possibilities of the de-
vice. All functionalities are not allowed using a mobile device, but for an adminis-
trator user, since we considered nonviable creating an EHR from a 12-keypad. 
Time spent could be too high. Nevertheless, exploiting services provided by mo-
bile devices, both pertinent medical images and videos can be taken and attached 
to the EHR. 

 

 
(a) (b) 

 
Fig. 2 (a) Home view from desktop version of the system, clinical staff profile. (b) View 
from mobile version of the system. 

2.2   Business Layer 

Business layer accomplishes the processing required for attending the user re-
quests, hence, it includes all the system logic, completely developed under PHP5 
using Apache as web server. This layer has been divided into different modules 
according to their functionalities: 

• Security management logic: EHR information imply higher risk of breach of 
confidentiality and privacy, therefrom the importance of this module. Among 
the security measures taken are: users identification determining a privilege 
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level within the system, securing communication established within the system, 
physical security… Personal identification is performed every time when trying 
to access the system, providing information according to the privilege level as-
signed to each user by Intras Foundation. In order to provide communications 
security we use OpenSSL, which implements the SSL (Secure Socket Layer) 
protocol. SSL support authentication and information privacy between ends us-
ing cryptography. Data exchange between client and server are cipher through a 
symmetric-key algorithm (DES, triple-DES, RC2, RC4 o IDEA), as well as the 
session key of the algorithm using a public-key algorithm. As a different key is 
generated for each transaction, even though it would be attacked, it could deci-
pher future transactions. Hence, all the system communications use the HTTPS 
(Hypertext Transfer Protocol over Secure Socket Layer) protocol which in-
cludes a SSL based ciphering. 

• Presentation interface management logic: It undertakes the task of detecting 
the device requesting access to the system in order to show the interface better 
fitting its features. We use a server PHP code including a list with the browsers 
more used, both for mobile and desktop. As it was previously said, detecting 
the device is not only important at design level providing a more compact and 
light web to the mobile terminal, but also at a functionality level, as from a 
desktop browser it is possible to access to the entire application, allowing in-
serting new records, delete them, and administering the system. 

• EHR management logic: It is the module in charge of standardizing the EHRs 
observing the standard HL7-CDA, Health Level Seven-Clinical Document Ar-
chitecture, in particular the version provided by the Department of Health from 
Castile and Leon (Spain) [7]. HL7 is the international standard more com-
monly-held for EHR storing and exchanging. It is based on XML. With the aim 
to not continuously work with the XML file of each patient, all data are stored 
in an encrypted MySQL database and, asynchronously, XML files are created 
or updated. By so doing, the temporal price when accessing to each EHR con-
siderably diminishes as data reading or updating are directly performed against 
the database, and it is the parser who updates the XML data when it is neces-
sary. In Fig. 3 it is shown the sequence diagram used by the parser for import-
ing a new EHR. Fig. 3 b displays the sequence diagram when importing a user 
previously known by the system. Exporting EHRs are an easier action, generat-
ing the XML/HL7 file. 

• Medical images management logic: It includes the code necessary for con-
verting the medical images in DICOM (Digital Imaging and Communication in 
Medicine) format to classical digital images. DICOM is the internationally-
recognized standard for medical images exchange. 

• Database access logic: It is the module in charge of performing the database 
(MySQL) accessing. Database includes all the information required about pa-
tients (anamnesis, clinical observation, medication, and clinical appraisal), clin-
ical staff, and system administration information. MySQL manager was chosen 
due to its easy handling from the server programming language used, PHP, and 
for being a popular open source database. As it has been previously said, the 
XML/HL7 parser uses the information stored into the relational database to 
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generate/update the XML files, and contrariwise, it gets through the XML file 
to insert its information into the database. This way, a quick access is provided 
to the final user, as the system interoperability remains. 

 
 
 
 
 

 
(a) (b) 

Fig. 3 Sequence diagram of the parser performing when importing a new patient from 
XML/HL7 file. (a) Importing a patient new to the system. (b) Importing a patient previ-
ously known, already registered in the system. 

 
• Mobile device services access logic: As HTML5 standard is not yet finished, 

which it is supposed to provide a complete accessing to the mobile devices ser-
vices. Meanwhile, to complete the access to the camera, we used Adobe® 
Flash®, JQuery, and PHP, allowing taking the images or videos from the corre-
sponding web page and appending them to the patient record.  

2.3   Data Layer 

This layer is in charge of managing all the information in a persistent way, storing 
and supplying the data to the business layer. It includes information about the us-
ers (clinical staff), and the complete health records both in MySQL and XML files 
following the HL7-CDA R2 standard. This framework is also designed to provide 
a basis for storing medical images using DICOM standard, and digital images and 
videos, increasingly used in many medical specialties. 

Consistency and speed in the access are critical factors for the smooth-running 
of the system. Hence, we opted for separating the access to the information from 
within the system and the interoperability to other systems. 
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3   Conclusion 

Nowadays, applying mobile technologies to health assistant may open new possi-
bilities: better access to relevant information, counseling and cooperation among 
health professionals, and patient care assistance at home. However, these new fa-
cilities must inexorably include security and privacy information issues. Further-
more, the use of EHR management systems, specifically framed in the mental 
health field which suffers from an ever-expanding perspective, can mean an im-
portant support for improving both the treatment quality of these patients and the 
work quality of the socio-sanitary staff. 

Accordingly, this paper presents an electronic health records (EHR) informa-
tion and management web system for patients with mental disability, allowing the 
access, from within the sanitary center and from the house call, which are  
routinely performed, via mobile device, prioritizing the secure and quickly com-
munications and storing. The system also provides new functionalities, as they are 
enabling the image and video capture, and the interoperability to other systems by 
using the HL7-CDA R2 and DICOM standards. 

At present, the system is on a trial basis with the final user (Intras Foundation), 
managing records from 87 patients with cognitive disabilities from Castile and 
Leon (Spain). The possibility of accessing to the updated information of the pa-
tients in the house calls means an important benefit for the Intras Foundation’s 
staff and so, for its patients. Nevertheless, some issues have emerged, like the ac-
cessibility to the system from a mobile device, as a usual complaint is to have to 
type the URL accessing the system and, then, the patient’s name. At this point, we 
pretend to incorporate the QR codes to give access to the patient’s information. 
The future extension of the system will include the integration with Gradior, the 
rehabilitation system used by Intras Foundation and a great deal of associated cen-
ters, so as the data about the patient and his/her rehabilitation sessions. 
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Spanish Ministry of Science and Innovation under the project TIN2010-20529. 
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Using Mobile Systems to Monitor an
Ambulatory Patient

Ângelo Costa, Guilherme Barbosa, Tiago Melo, and Paulo Novais

Abstract. Medical diagnostics and vital signs monitoring demands more technolog-
ical solutions to cope with new methods of treatment. Continuous monitoring and
information processing tools are vital to a physician with several patients under his
care. In this work, a system that relies on agents and mobile and wireless devices is
presented. Its use with small scale sensors allows to collect and analyse vital data in
real-time, triggering appropriate reactions in case of eminent danger. This includes
real-time notifications to practitioners. In cases in which the physician is unable to
divide his attention among all his patients, the system is able to drive his attention to
one patient only and, when it is necessary, to another one, according to their medical
state. This concept represents a breakthrough in terms of the physician’s time and
task management, being possible to apply it two major scenarios: patient recovery
in a hospital environment or elderly living alone in a domestic environment. In that
sense, we present a brief contextualiation of the problem as well as the architecture
and technologies used to implement the proposed work.

1 Introduction

The increase in the quality of health care services, along with socio-economic
growth and technological achievements are making life expectancy higher. More-
over, the latest United Nations (UN) reports on world population [1] show the cur-
rent population ageing.

Due to the overall growth in the elderly population, constant monitoring of
some specific groups of population has become increasingly necessary, namely in
groups that suffer from chronic diseases and heart conditions. Although transport
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338 Â. Costa et al.

availability has increased over the years, frequent travel to health care facilities is
not a viable solution, mainly in cases that need continuous care. Moreover, this can
also have a negative impact on the patient’s quality of life.

With the technological progress in the fields of electronics and computing, wear-
able and environmental sensors have become more compact and portable, while pro-
viding high precision measurements of the parameters they are sensing. This allows
to develop applications that explore sensor’s capabilities in mobile and portable de-
vices that a patient can carry, without being intrusive or affecting the person’s daily
life.

Based on these ideas, we propose a portable monitoring system, implemented
over a mobile device (e.g. PDA, smart-phone), capable of transmitting information
collected by sensors worn by the patient to an external medical entity, which in turn
will generate a medical diagnosis of the patient being monitored. In this case, the
focus is on constant vital sign monitoring in order to anticipate heart failure. With
these goals in mind, this system allows practitioners to provide instant and localized
health-care services to those being monitored and avoid critical scenarios which can
ultimately lead, in an unsupervised environment, to the patients’ death.

1.1 Related Projects

Some projects exist that already have working devices and systems. Their devel-
opment is important and allows to compare the features and, if proven useful, use
the hardware and underlaying platforms to develop new applications with different
purposes.

Vital Jacket [3] is a vital sign monitoring system integrated in the patient’s cloth-
ing, combining both textile and micro-electronic components. VitalJacket is com-
posed of a t-shirt that accommodates a small, lightweight and compact electronic
device that constantly monitors the user’s heartbeat. The electronic device has an
integrated Bluetooth module for data transmission.

Plux [2] is a Portuguese company specialized in the design, development and
production of systems for data acquisition and wireless sensors to study the electro-
physiological activity. The data acquisition systems also communicate with the com-
puting devices via Bluetooth.

2 iNumon- Independent User Monitoring

This project aims at being an answer to the previously presented problems. The
question of on-body monitoring is a very complicated one, including challenges
about reliability and choice of correct sources of data. It is also at steak the level of
adaptation of the user to the entire system.

In the following pages, we will present our insights and the solutions that we pro-
pose in order to achieve the established goal. The project is organized into several
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main modules: the Sensor Network, the mobile devices and the server-side appli-
cation. These modules are combined to develop a mobile monitoring system that
can make the appropriate decisions. In this section we describe the architecture, the
technologies, the developed modules and the results observed.

2.1 System Architecture

As mentioned before, the system proposed aims at a constant monitoring of relevant
information about a patient, relying on the concept of Body Area Network (BAN).
BANs will be operating over a mobile device that records the patient’s condition
through a sensor network and forwards the information collected to an external en-
tity [12, 13]. A set of sensors must thus capture the specific condition of a patient in
a discrete time interval and use such information for remote diagnose, to assess the
patient health condition and detect eventual anomalies (Fig. 1).

Fig. 1 The architecture of the proposed system.

This sensor network must be flexible enough to allow engaging or disengaging
sensors without any kind of system reboot and without affecting the performance
and efficiency of the system. Inside the BAN, a set of software agents will also
reside, focused on providing interaction services to the remote entities [11]. These
are able to process the result of the diagnose within the mobile device, making it
possible to inform about the patient’s condition after a successful diagnosis based
on the information provided by his mobile device in the first place.

2.1.1 Agents’ Characteristics

The agents that interpret the data provided by the sensors must only retain, manage
and forward the information.

The forwarding of the information gathered by the sensors through a network
to an external diagnosis entity is done by an agent called Sensor Discovery Agent
(SDA) and has management-oriented characteristics.
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These management abilities are associated with basic characteristics that this
agent must comply with at the interaction level with the Sensor System Agents
(SSA) and the I/O communication module in order to guarantee the existence of
a data flow between the sensors and the respective SSA. Therefore, the SDA must
receive notifications every time a sensor enters or exits the BAN through the I/O
module. This allows the SDA to load or unload the sensor agents according to the
system’s needs.

Moreover, the SDA must gather information obtained by the SSA and forward it
to an external entity so that a diagnosis of the patient’s current state can be created.

To carry out information forwarding, a module called Communication Platform
(CP) is being used. This module is responsible for the encapsulation of the available
information and sending it along the network to the remote entity.

2.1.2 Communication Technologies

This project encompasses several methods and technologies of communication. In
this section we describe the main technologies that were used to implement the
proposed architecture.

In our first tests, the ZigBee technology was used (Figure 2) [5, 6, 7]. We have
abandoned ZigBee in favour of Bluetooth. Specifically, the platform of reception
was too large and did not support all of the mobile systems.

(a) EGC Capture with ZigBee com-
munication.

(b) Result of the ECG Capture.

Fig. 2 Representation of the ECG device and the visual representation of the collected data

In terms of agent support and communication, the OSGi Platform is being used
[8]. A Multi-agent System (MAS) [9, 10] supported by JADE Framework using
FIPA-ACL standard and XML for the message content is our base supporting system
to the developed agents.
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Fig. 3 Typical communication between the Agents and platforms

2.1.3 Sensor Monitoring

With the emergence of increasingly compact and precise sensors, the concept of
Sensor Monitoring has become viable in the sense that a patient wearing a set of
sensors can have a normal daily life without any discomfort or mobility difficulties.
This technology is seen as very positive by the medical field as it allows to constantly
control and monitor a patient’s vital signs with no need for the him to be located
inside any medical facility. Within this subject, the goal is to apply the concept of
BAN as it is defined above, with some architecture specific variants that promote an
intelligent, modular and flexible interaction between the different components.

The main challenge that arises from the use of sensors is the quality of the in-
formation received. One of the major problems here is the fact that sensors are not
static and the user can, in fact, misuse them or damage them.

To monitor the sensors and measure the quality of the information provided by
them, two different operating modules are considered: The first approach dictates
that to communicate directly with the system’s sensor hardware a low-level com-
munication module is necessary. The module can be seen as a set of small software
components that interact with a specific sensor and depend on the technology that
the sensor uses to communicate with the monitoring device.

The second approach dictates that the agent-oriented platform must be able to
read and filter the data coming through the sensors at a higher level. The agents that
form this platform operate independently of the technology used by the sensors,
which justifies the use of the first module mentioned before.

Every agent communicates directly with the respective software component that
handles low-level communication to establish an information bridge and allow the
agent to read and interpret the information.

The I/O Sensor Platform is thus responsible for encapsulating the different com-
munication methods and protocols and will inform the system when a sensor enters
or exits the BAN.

In Figure 4, a photo of the application running in a PDA is depicted. The informa-
tion is from a live feed of the sensor platform and it is being processed in real-time.
The data collected can be represented as the graph presented in the screen shows.
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(a) Execution on
Mobile Device.

(b) Development interface.

Fig. 4 Two representations of the Advanced User Interface.

Currently we are testing the implementation of a portable ECG sensor platform
in this system, which is reliable and more compact when compared with classical
ECG sensors.

2.2 User Notification

Fig. 5 User Mobile Interface

Besides the monitoring component of the system, it
is also convenient that the user of the device can be
informed about his/her health condition. Moreover,
location-based services can also be interesting in cases
of emergency. This is implemented using several ap-
proaches, ranging from a notification to the user about
his state using the interface of the application or audio
alerts. With this level of flexibility, it is possible for a
medical practitioner to fully support a patient regard-
less of his/her consciousness state.

In the case of a user alert operation, the agent re-
sponsible for delivering this kind of information has a
set of pre-determined definitions so that it can provide
the user with very precise and clear information about
his/her diagnosis.

This way, the user receives notifications if he/she needs some specific medical
procedure concerning his/her clinical condition. On the other hand, if a text mes-
sage or telephony operation is requested, the appropriate agents must be aware of
the people directly involved in the patient’s monitoring and therefore provide such
configuration.
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3 Results

The system presented in this paper essentially implements the collection of informa-
tion on a ECG sensor, including the values of blood pressure and body temperature.
The ECG data was collected by real sensors wore by a test subject. In addition, in
order for more data to be available for testing purposes, a simulation platform was
developed. This platform emulates data captured by an ECG sensor, following func-
tions extracted from the real temporal series of values. The simulation can emulate
both normal and abnormal health states and is running on an Android powered mo-
bile device. The data collected about the user’s body temperature and blood pressure
value is used the same way as the one generated by the ECG simulation platform.

The development of the Android application and the Server has also the advan-
tage of, by these being modular platforms, allow the services to be developed inde-
pendently, without having to depend on the development of the sensor platform or
any other module. Currently, the work focuses on the combined use of the Android
platform and OSGi, with a special regard on the sensor fusion [15] theme.

From our point of view, the simulation platform is a first step that will support
the rest of the development process. Its importance is even higher when we consider
the risks of developing and testing in real environments, with real patients.

Another major feature is the fact that the project can communicate with other
applications and projects in a transparent way. A concrete case is the integration
with the iGenda project [12]. This agenda manager deals with the problems of au-
tomatic scheduling of events. In this case, the innovative factor is the inclusion of,
for instance, the event of scheduling a visit to the physician or call the emergency
system in case of an event involving critical readings of sensors or deterioration of
the health condition.

4 Conclusion

The system presented in this paper covers different users (patients, physicians) and
the use of a mobile device to capture the data and pre-process it, gives more mobility
to the user, not interfering with his daily life. It is our conviction that the community
has a lot to benefit from this project as it will improve the quality of life of people
in need of constant health care.

Moreover, this project may indirectly relieve already congested medical institu-
tions and services. Given the modular architecture of the system mostly relying on
standard protocols of communication, the integration with other projects is possible,
allowing to develop a wide range of services, focused on very different fields.

In future work we aim to explore a possible architecture for a complementary
system to the mobile architecture presented here, which can achieve automatic and
intelligent diagnose based on the information gathered. Moreover, another future
goal is to provide the mobile device with learning skills This will focus on the inter-
action of the sensor agents and the data they gather from the sensors, and the user
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notification that will be taking place each time a diagnose is received by the mobile
device.

Finally, a note about the use of a mobile device as a type of web-service with
a set of properties and operations. This approach can be interesting in many other
fields such as tourism, data synchronization or location-aware services.

References

1. Department of Economic and Social Affairs, Population Division: World Population
Ageing. United Nations (2009)

2. Amini, S., Narasimhan, P.: Twitter Jacket, An automated activity and health monitoring
solution for the elderly (2009)

3. Biodevices, S.A.: http://www.biodevices.pt/VitalJacket
4. Malan, D., Fulford-Jones, T., Welsh, M., Moulton, S.: CodeBlue: An Ad Hoc Sensor

Network Infrastructure for Emergency Medical Care. In: MobiSys 2004 Workshop on
Applications of Mobile Embedded Systems (2004)

5. Lehr, W., McKnight, L.W.: Wireless Internet access: 3G vs. WiFi. Telecommunications
Policy 27(5-6) (2003)

6. Whitaker, R.M., Hodge, L., Chlamtac, I.: Bluetooth scatternet formation: A survey. Ad
Hoc Networks 3(4) (2005)

7. Gislason, D.: Zigbee Wireless Networking. Newnes (2008)
8. Huang, H.-Y., Teng, W.-C., Chung, S.-L.: Smart Home at a Finger Tip: OSGi-based

MyHome. In: Proceedings of the 2009 IEEE International Conference on Systems, Man,
and Cybernetics (2009)

9. Sycara, K.: Multiagent Systems. Artificial Intelligence Magazine (1998)
10. Bagherzadeh, J., Arun-Kumar, S.: Flexible Communication of Agents based on FIPA-

ACL. Electronic Notes in Theoretical Computer Science 159 (2006)
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Bluetooth-Based System for Tracking People
Localization at Home

S. Orozco-Ochoa, X.A. Vila-Sobrino,
M. Rodrı́guez-Damián, and L. Rodrı́guez-Liñares

Abstract. Indoor location or positioning is not a mature technology but with the
spread of wireless communication technologies applications are nowadays more
feasible. In the telecare field, indoor location could be used for tracking people
position at home, in order to know their daily routine and automatically detect ab-
normalities. This paper describes a Bluetooth-based method for indoor location,
suitable for this kind of applications. The fingerprint algorithm uses the received
signal strenght (RSS) parameter and a k-Nearest Neighbour classifier. For testing
the algorithm an experiment was carried on a public educational building. The goal
is to determine in which room a person is at any time. Results are satisfactory: 95%
of correct classification.

1 Introduction

Recent years have witnessed a rapid commoditization of GPS hardware and related
products, so that outdoor location is now accessible. Unfortunately, due to the fact
that GPS coverage is good only for open spaces, indoor positioning must be based
in other technologies [11]. The proliferation of mobile computing devices and local-
area wireless networks has fostered a growing interest in using this infrastructure in
location-aware systems and services.

One of the most promising areas of application of indoor location is telecare [2].
Telecare seeks to improve quality of life by assisting an independent living of elderly
or disabled people at home. Moreover, in order to detect atypical situations, or even
a progressive deterioration in physical or mental status [8], it would be useful to
know the behavioral patterns of the person. Indoor location for telecare can be based
on radio-frequency technologies (Bluetooth, RFID, Wi-Fi) or video cameras. This
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paper describes a prototype of a Bluetooth-based indoor location system suitable
for locating a person in his house; thus, the proposed location has a room level
granularity. Our intention is to integrate this subsystem with other systems like vital
signs monitoring or intelligent vision systems.

The paper is organized as follows: next section describes the state of the art of
Indoor Location based on radio signal technology, section 3 presents the metho-
dology used for training and validating the system, section 4 shows results of the
experiment and finally, sections 5 and 6 have the discussion and conclusions.

2 State of the Art

GPS-based outdoor positioning systems are nowadays a mature technology. Re-
ceivers are integrated in car navigators, mobile phones, or even watches. However,
developing robust indoor positioning systems is an open issue; as explained here
with a brief overview of the state of the art of indoor positioning using radio signals.
A deeper review can be found in [11].

Two strategies can be used to develop an indoor positioning system. The first one
is based on especiallized hardware like RFID devices, ultrasound or ultra high fre-
quency (UHF) band equipment; an example of this is the LANDMARC system [12].
The second approach uses existing wireless communication hardware like 802.11
WLAN or Bluetooth, and some distance dependent control parameter is chosen as
a measurement unit. The RSS (Received Signal Strength) parameter, available both
in WLAN and Bluetooth networks, has been widely used for this purpose. As signal
strength decreases with distance, it can be used as an indirect measurement of the
distance between the transmitter and the receiver. The 2 major drawbacks of this
parameter are: noise and the non linear dependence on the distance.

Some indoor positioning systems are based on signal propagation models, e.g.
RADAR [1]. But, the model definition is a challenge because the characterization
of the radio channel is rather difficult; besides, the achieved accuracy is not very
high. An alternative approach is fingerprinting. This method has two phases: an off-
line phase, in which a map of observed RSS values (or radio map) is built, and an
on-line phase, in which object location is obtained. The location process is based
on data from the radio map and a classification technique. A well known classifier,
which we chose for this work, is the k-Nearest Neighbour (kNN) algorithm [10].
The fingerprinting method is accurate and does not have the difficulties associated
with propagation models; however, its deployment is generally more costly and its
accuracy degrades easily due to the changing conditions of indoor environments.

The Bluetooth technology has attractive characteristics such as: low cost of de-
vices, low power consumption and integration in a wide variety of portable devices.
These characteristics make Bluetooth a good candidate for the system under de-
velopement. Work done in the field, like Forno’s [5], presents a system in which
transmitters vary the transmission power in order to achieve a more accurate loca-
lization. Chawathe [3] describes a methodology for optimizing the location of bea-
cons. Genco [7] uses the link quality parameter in his learning system; it is based
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on genetic and neural network algorithms for training. All of these have a goal of
accuracy improvement as much as possible. But, what we need is a system that, by
working at room level granularity, shows a high percentage of correct classification.

3 Methodology

3.1 Experimental Setup

The experimental testbed is located within a public educational building. Its dimen-
sions are 21 x 15 meters, and it includes offices for research students, laboratories
and corridors. The area was divided in eight zones numbered 10, 20, 30, 40, 50 60,
70 and 80 (Fig. 1). There are 5 Bluetooth Access Points (APs) v2.1 USB 2.0 from
Conceptronic. The APs are located to cover the whole area with overlapping zones.
The mobile host is a Toshiba laptop M100-139 with Bluetooth 2.0 EDR.

The host is in Bluetooth ’inquiry mode’ transmitting a discovery packet every
15 seconds, while APs are set to ’discoverable’ responding to these packets with
their identification (MAC Address) and RSS information. In order to get the RSS
information from the Linux Bluetooth protocol stack (BlueZ), a python program is
executed in the laptop. To cover the area, we marked 17 possible localizations for
the laptop. These inquiry points are shown as x’s in Fig. 1.

Fig. 1 Map of the experimental area with Bluetooth access points, zones and inquiry loca-
tions

3.2 Database

For each inquiry point m (m = 1 . . .17), a total of 20 inquiries were performed (total
340 inquiries). Each inquiry i gives a set of vectors containing RSS values in dB
magnitude, one vector per AP (P = 1, . . .5).

Op
mi =

{
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mi)
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mi)
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mi)
(Lmip)

}
(1)
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Lengths Lmip of vectors Op
mi depend on the transmission conditions, and in our case

they are between 0 (meaning out-of-range AP) and a maximum of 26. Instead of
dealing with vectors of variable length, average values op

mi are calculated:

op
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Lmip
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Then, our database is a matrix
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with P = 5, M = 17, I = 20 and column C is the classification. This matrix was
divided into a training set (inquiries 1 . . .10) and a validation set (inquiries 11 . . .20).

3.3 Classification Algorithm

For classification, the algorithm used is the kNN [9]. When an instance of the vali-
dation set is presented for evaluation, the algorithm computes its k closest neighbors
in the training set. Then, a class is assigned to the instance by voting among those
neighbors. In our case, the goal is to estimate the class (or location) of a given a
vector from the evaluation set (Ωi). The distance between vector Ωi and each Ω j

from the training set is calculated as:

d(Ωi,Ω j) =

√
5

∑
P=1

(oP
i −oP

j )2 (4)

This Euclidean distance formula is used in the RSS-space to determine the k nearest
neighbors.

Because the entire training data must be scanned to classify each test vector,
instance-based learning is time-consuming for datasets of realistic size. Improved
procedures such as condense and reduce [6] address this issue. Condense removes
the data points which do not add more information, and show similarity with other
training data. Reduce goes further by removing patterns which are not affecting
the training result. These techniques make use of redundancy in data; besides, thet
provide a minimal consistent subset of the training data. The subset gives the same
performance in classification, as it would, if the full set was used. The outcomes
from these methods are shown in section 4.1.
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(a)

(b) (c)

Fig. 2 Correct classification rates on: training set with cross-validation (a), validation set with
full training set (b), validation set with the reduced set (c)

We used R1, a well known software environment for statistical computing [4],
for implementing the algorithm. R has many publicly available packages that extend
core functionality, one of them is the package class [13] that includes classification
functions.

4 Results

4.1 Evaluation of the Traning Set and Validation

Figure 2(a) shows results of cross-validation on the training set for k varying be-
tween 1 and 8. The best result is obtained when k = 1 (94.71% correct); then, the
performance gradually decreases as k increases, 86.47% for k = 8.

Performance, in new situations and new data, must be tested once the capability
of the training set for discriminating between different classes (locations) was eval-
uated. With this purpose, we devised a validation procedure with a new collection of
data, the validation set. Fig. 2(b) shows correct classification rate for an increasing
k. High correct classification rates are obtained, 94.71% (for k = 1, k = 2) down
to 86.47% (for k = 8). In fact, we developed a 2-fold validation and results for the
second fold were similar, 94.11% of correct classification for k = 1.

After applying condense and reduce, only 29 vectors are left in the training set.
Fig. 2(c) shows correct classification rate for this reduced set. K = 1 yields good
results (95.29% correct); but, for k > 1 performance drops to values around 50%.

1 http://www.r-project.org/
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4.2 Error Analysis

Given the small size of our training set, processing time is not a problem; therefore,
we decided to use the full training set, and the value of parameter k = 1 for the
kNN algorithm. The analisis of the errors shows which classes are most frequently
confused and misclassified. Conclusions can be drawn from Table 1, such as:

• Class 10 shows 20% of misclassification, all assigned to adjacent class 50.
• Class 30 shows 10% of misclassification, all assigned to non-adjacent class 20.
• Class 40 shows 20% of misclassification, equally split between classes 20 and

30, both of them adjacent.
• Class 70 (corridor) with 6,6% of misclassification, equally split between adjacent

classes 40 and 50.
• Classes 20, 50 and 60 have no misclassification error.

Table 1 Confusion matrix

10 20 30 40 50 60 70 80
10 80 0 0 0 20 0 0 0
20 0 100 0 0 0 0 0 0
30 0 10 90 0 0 0 0 0
40 0 10 10 80 0 0 0 0
50 0 0 0 0 100 0 0 0
60 0 0 0 0 0 100 0 0
70 0 0 0 3.3 3.3 0 93.4 0
80 0 0 0 0 0 0 0 100

4.3 Accuracy

Bibliography about indoor location systems sometimes gives results in terms of ac-
curacy or mean distance error. Although, it is not our goal to give the position in
meters but in terms of room number; for comparison purposes the accuracy of our
algorithm is calculated. As our classes correspond to rectangular areas of size be-
tween 20 and 45 square meters; we simulated our classes with circles of the same
area. Estimation of the mean distance error depends on the results of the classifica-
tion procedure as follows:

• If classification is correct, the mean distance error will be approximated by r/2.
Being r the radius of the circle corresponding to the class.

• For points belonging to class A but assigned to an adjacent class B, the mean
distance error will be approximated by (rA + rB).

• For points belonging to class A but assigned to non-adjacent class B, the mean
distance error will be approximated by (rA + rB + ∑〈c〉 2rC). Being 〈c〉 the set of
classes between A and B.

This approximation along with the classification results from Table 1 give a mean
distance error of 1.97 meters.
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5 Discussion

In this paper we present our indoor location positioning system, designed for loca-
ting the room in which the person is. For k = 1, the system has a correct classification
rate of 95%. By increasing the size of the training set, the error rate may be further
reduced. Analysis of errors shows that, except in one case, all of them correspond
to misclassification of adjacent classes. In a real situation most of these errors could
be corrected using trajectory information. For instance, when going from room 30
to 40, 70 must be crossed; hence, a simple set of rules or restrictions describing the
allowed transitions should improve performance.

Validation results also show that it is possible to use methods for reducing the
training set while maintaining the performance. The reduced set has 29 samples,
about 3 samples per class. From such a small sample, it can be understood why
performance drops for values of k > 1.

We have an accuracy of 1.97 meters. In case of no errors, accuracy would be 1.45
meters. Therefore, it is possible to obtain even better accuracy by defining smaller
regions, in that case each room should be subdivided in smaller zones. Of course,
error rates would be higher since there is a trade-off between accuracy and preci-
sion. As a comparison, works like that of Forno [5] show an accuracy of 1.8 meter;
RADAR’s [1] accuracy is about 2-3 meters, and the comercial system Ekahau2 has
a room level accuracy such as ours.

6 Conclusions and Future Work

A system suitable for locating people at home using Bluetooth was presented in this
paper. We showed that this Bluetooth-based system offers good precision for our
purposes, 95% of correct classification within 2 meters accuracy. Moreover, fea-
tures of Bluetooth such as: the chips come embedded in many devices and the low
power consumption, make it an affordable technology. On the other hand, WLAN
is a widely spread technology and the infrastructure is present in many public areas;
therefore, we are exploring the possibility of merging information from Bluetooth
and WLAN access points with fusion techniques. The system we proposed can be
easily deployed in real world conditions, so we are developing a mobile phone ap-
plication with our indoor positioning algorithm.
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A Case Study on Agriture: Distributed
HLA-Based Architecture for Agricultural
Robotics

Patricio Nebot, Joaquı́n Torres-Sospedra, and Rafael Martı́nez

Abstract. In agricultural robotics, as in other robotic systems, one of the most im-
portant parts is the control architecture. This paper describes the definition of a new
control architecture specially designed for groups of robots in charge of doing main-
tenance tasks in agricultural environments. This architecture has been developed
having in mind principles as scalability, code reuse, abstraction hardware and data
distribution. Moreover, it is important that the control architecture can allow coordi-
nation and cooperation among the different elements in the system. The architecture
presented in this paper implements all these concepts by means of the integration
of different systems, such as Player, JADE and HLA. The most important system
is HLA because it not only allows the data distribution and implicit communication
among the parts of the system, but also allows to operate with simulated and real
entities at the same time, allowing the use of hybrid systems in the development of
applications.

1 Introduction

Robotic applications have been widely spread to many different application fields
in the last years. One of them could be the implementation of agricultural robotic
systems in charge of doing a great variety of applications such as navigation into
orange groves for maintenance tasks as spraying, detection of illnesses, detection
and elimination of weeds, fertilize, or simply explore the grove to eliminate rests of
trees by the pruning.
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In the bibliography we can find some approaches of robotic systems used in the
agriculture to perform different maintenance tasks, [1, 4, 3, 10, 9]. In general, most
of the approaches are based on the use of a single complex robot which performs
specific actions on the environment, but we have not found any cooperative system,
with some different robots, for agricultural tasks.

In a cooperative robotic system, the control architecture is one of the most impor-
tant parts to develop. This control architecture must give support for all the facilities
of the system and forms the backbone of the robotic system. The right choice of
the architecture can facilitate the specification, implementation and validation of
the applications implemented for the system. In the literature, we can found some
important architectures which are able to be used in our cooperative system.

• Robot Operating System (ROS): It is a framework for robot software develop-
ment, providing operating system-like functionality on top of a heterogeneous
computer cluster. This framework was originally developed in 2007 by the Stan-
ford Artificial Intelligence Laboratory in support of the Stanford AI Robot project
under the name switchyard. Although it is intended to be cross-platform, it is only
fully supported by a few linux distributions.

• Orca / Orocos: Orca is another open-source framework, released under LGPL
and GPL licenses, for developing component-based robotic systems. It was ini-
tially a part of an EU sponsored project, OROCOS 2002, but it was renamed to
ORCA. This framework is based on CORBA and it provides the means for defin-
ing and developing the parts of complex robotic systems.

• Umbra: Umbra is a framework for modeling and simulation. This framework
allows generating models and simulations for intelligent system development,
analysis, experimentation, and control and supports the analysis of complex
robotic systems. The models in Umbra include 3D geometry and physics of
robots and environments. Model components can be built with varying levels of
fidelity, so the models built with low fidelity for conceptual analysis can be grad-
ually converted to high fidelity models for later phase detailed analysis. Within
control environments, the models can be easily replaced with actual control
elements.

All these alternatives are well known and widely used, and implement important
concepts as abstraction of the hardware, code reuse, scalability, and some of them
implement the capability to manage the possible coordination or cooperation among
different entities which could be involved in the system to perform the different
tasks. Moreover, some of them implement systems for allowing communication,
implicit or explicit, between the elements in the system.

The research described in this paper is focused in the development of a cooper-
ative system to control a team of mobile robots. The intention, is to use the system
proposed in agricultural environments developing different maintenance tasks. As
mentioned before, in any robotic system it is necessary to choose a control archi-
tecture giving support for the system. However, none of the architectures reviewed
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before fit well in our cooperative system requirements. In our case, including the
capabilities of the other architectures, it is also desirable to have the architecture
based on international standards and allowing simulations of the elements of the
system in order to deploy or debug the applications without the necessity to move to
the outdoor scenario. These concepts are not present in the cited architectures. For
this reason we introduce a new control architecture called “AGRIcultural architec-
TURE” (Agriture), which integrates three different systems (Player [6], JADE [8]
and HLA [7]) that interact among them to provide a solid control architecture for
developing cooperative robotic system.

Following, a description of the proposed architecture, and the different levels
which compose it, is presented in section 2. In section 3, some possible distributed
applications are depicted. These applications show how the system makes use of
some of the capabilities of the proposed system. Finally, the conclusions are pre-
sented, with some future research lines.

2 Agriture: Our Proposed Architecture

As mentioned, the purpose of this work is to develop a system able to control a team
of mobile robots in agricultural environments. This system is based on the Agriture
architecture which is the backbone for the system. Agriture as explained, is based in
three subsystems: Player, JADE and HLA, each one giving different features to the
architecture.

The most interesting system added to the architecture is the HLA (High Level Ar-
chitecture) subsystem. HLA is an architecture to create complex simulations using
simple components and it is defined under IEEE Standard 1516-2010. HLA simu-
lations are divided into federates, “A HLA federate can be a computer simulation, a
manned simulator, a supporting utility (such as a viewer or data collector), or even
an interface to a live player or instrumented range” [5]. This property of the HLA
systems opens a very big field of applications. It allows the use of both, real and
simulated entities, at the same time, being these entities robots, environments, or
any part of the system able to be simulated. This is specially useful when the sys-
tem is optimized for a specific application, like the case of agricultural robotics. The
relationship among the different parts is depicted in figure 1.

2.1 Architecture Design

Our new architecture, shown in figure 2, is composed of three layers. The physical
layer is related to all the real or simulated devices (robots, cameras, ...) of our sys-
tem. Each of them has its own specifications and communication protocols. They
are the agents which interact with the real or simulated environment.

In the architecture middleware cooperation and coordination, communication be-
tween the elements and abstraction of the external devices (elements) are imple-
mented. This middleware involves three parts, one of them is in charge of implicit
communication and establishes the links and data exchange format between the
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Fig. 1 HLA offers the possibility to employ at the same time real and simulated entities

different elements; another part is related to explicit communication, it is in charge
of determining which information is transmitted and how the tasks are assigned to
physical elements; the last one provides machine independence to the system be-
cause each robotic system is abstracted. The system does not work directly with the
real robots, their abstraction allows to use basic commands to control the robots.
In this way, the robot can be easily replaced by a different robot without having to
recode the middleware. Only the abstraction module related to the robot has to be
replaced.

Finally, the highest part of our architecture is composed by the distributed appli-
cations. These distributed applications are controlled by the middleware layer, which
is in charge of assigning the different tasks to each specific element or device.

Fig. 2 The new distributed HLA-based architecture
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2.2 Architecture Implementation

2.2.1 Physical Devices / Hardware

The physical layer of the architecture contains all the hardware elements of our
system. They are directly managed by Player. In the experiments on orange groves,
the following devices will be used:

• ATRV-2: The ATRV-2 is a rugged four-wheel drive, differentially steered all-
terrain robot vehicle for outdoor robotic research and application development.
It is stable in wide varied terrains and it can traverse them easily.

• RESCUER: It is a mobile platform extremely solid and very appropriate for
outdoor environments, even hazardous to access. It is appropriate for scientific
research and some civil protection agencies use them.

• GPS: Each robot has is own GPS module, concretely a GPS Pathfinder ProXT
Receiver. This device is composed by a sub-meter precision GPS receiver, an
antenna, and an all-day battery. Moreover, it is totally cable-free, rugged and
weatherproof, so it suitable for outdoor environments such as orange groves.

• Vision system: The vision system is composed by a VGA FOculus camera and
an autoiris Cosmicar lens which can be used in outdoor environments.

• LASER detector: To perform the detection we have used a HOKUYO’s LASER
system. This detector provides a field-of-view around 240 degrees and its angular
resolution is close 36 degrees with a scanning refresh rate of up to 10Hz.

• WiFi Network: This device is used to allow the wireless communication be-
tween the different robots.

2.2.2 The Middleware Layer

In this subsection, the three different systems which forms the middleware layer are
described.

• JADE: JADE is a software framework designed to develop agent-based appli-
cations in compliance with the FIPA specifications for interoperable intelligent
multiagent systems. It is a software framework fully implemented in Java lan-
guage and simplifies the implementation of multiagent systems through a mid-
dleware and through a set of graphical tools that supports the debugging and
deployment phases [2]. The JADE middleware implements an agent platform for
execution and a development framework. Also, it provides some agent facilities
such as life cycle management, naming service, message transport and parsing
service, and a library of FIPA interaction protocols ready to be used [2].

• The High Level Architecture: HLA provides a general framework in which the
researchers can structure and describe their final applications. In any case, HLA
is neither a simulator nor a modelling tool. Furthermore, HLA does not generate
data or simulations for you because it does not eliminate programming.
The main objective of HLA is to generate systems (Federations) based on
reusable components of different nature (Federates) which can interact among
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them easily through a distributed, real-time operating system. To perform this
task, there are three main components in the HLA architecture:

– A set of rules: HLA consists of a set of ten rules which must be obeyed in order
to govern the overall system and to govern each participating component.

– An Object Model Template: The Object Model Template, OMT, provides a
standard for defining and documenting the form, type and structure of the
information shared within a simulation.

– Interface Specifications: The Interface Specifications, IS, describes the run-
time services between each federate and the RTI. There are six classes of
services. The HLA Interface Specification defines the way these services are
accessed in an application programmer’s interface (API).

• Player/Stage: One of the most widely used software nowadays for program-
ming multirobot applications is the Player/Stage project [6]. Player is a network
oriented device server that provides clients with network-oriented programming
interfaces to access actuators and sensors of a robot. It employs a one-to-many
client/server style architecture where one server serves all the clients of a robot’s
devices and it relies on a TCP-based protocol to handle communication be-
tween client and server. Accompanying Player is the robot simulator Stage, a
lightweight, highly configurable robot simulator that supports large populations
of robots and allows programmers to control these virtual robots navigating in-
side a virtual environment.

In the system, each one of the subsystems is in charge of a main task. In that way,
the coordination and cooperation task, as well as the explicit communications, are
relied to JADE, whereas the implicit communication, the data distribution and the
control of the simulated entities are assigned to HLA. Finally, Player is in charge of
the hardware abstraction and the control of the real entities in the system.

3 Possible Distributed Applications of Our Architecture

Our architecture can interact with real and simulated devices. Depending on the
final application, a concrete device (real or simulated) can be used. For instance, an
application can be run in a real orange grove in real time. After this running, some
simulations can be performed off-line with the information related to this grove in
order to optimize some parameters of the system.

Furthermore, we can consider the use of our architecture for hybrid applications
in which real and simulated elements are used together.

In a first application, the real robots move in a free-obstacle environment (Fig.
3). The orange grove can be simulated but the interaction and navigation of the dif-
ferent robots can be real. For instance, the robots can be located into a warehouse
but the information provided by the camera and GPS can be used to simulate that
they are navigating into a real orange grove. In this application, the robot behavior
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in an orange grove can be tested without being there. In this case, the real robots will
navigate into the simulated grove without the risk of damaging people. Moreover,
the economical costs of optimizing the system (testing different algorithms for a
task) are reduced because the outdoor field experiments are avoided.

Fig. 3 First application: HLA offers the possibility to virtualize an orange grove into a ware-
house

The second hybrid application (fig. 4) consists in using both, real and virtual
devices, in a real environment. In this system, a real robot could perform a virtual
task in parallel with other real tasks. For instance, the orange threes can be virtually
sprayed or the weeds located in the path can be virtually removed while the robot is
navigating through the grove. In this way, we can test some different algorithms to
perform a new task while the robot is running a real application. The real devices,
such as cameras and other sensors can provide real information to the new virtual
element, so the simulation can be more realistic. It can be also useful in the case in
which the availability for simulations of the real devices is low, because we need the
resources to perform a real application. In this case, the new virtual applications can
be tested, in situ, while the required real task is being done.

Fig. 4 Application 2: HLA offers the possibility to virtualize an element/device of a real
robot
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4 Conclusions

In this paper, Agriture, a new architecture to implement an agricultural multirobotic
system has been introduced. In Agriture, Player/Stage is in charge of the hardware
(real or simulated) abstraction. The coordination and cooperation task are relied
to JADE whereas the implicit communication is assigned to HLA. They have been
selected to improve the reusability, scalability and interoperability of system.

Furthermore, we have introduced the use of Agriture either in real or simulated
environments. It can be used in real applications or it can be applied to simulate
experiments. In addition, the proposed architecture can be used in hybrid systems in
which real and simulated elements (devices and environments) can interact.
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Tracking a Mobile Target Using Visual Servoing
and Estimation Techniques

Carlos Alberto Dı́az-Hernández,
José Luis Muñoz-Lozano, and Juan López-Coronado

Abstract. This paper is concerned with the visual servoing of a mobile robot in dy-
namic environments. We assume a target with maneuvering capabilities, and thus it
can be hidden from the camera by the obstacles in the scene. These two problems
must be taken into account in the control law to ensure correct servoing. The con-
trol law must consider the target movement to reduce tracking errors as small as
possible. Moreover, the control law should consider visual loss management (re-
construction of the visual signal in case of occultation), and collision avoidance,
estimating the obstacle motion. Here, we present a strategy to avoid the tracking
error due to the movement of the target itself.

1 Introduction

Visual servoing provides very efficient solutions to control robot motions from a
initial position to a precise goal [1]. It supplies high accuracy and good robustness
to noise in image processing, camera calibration, and other setting parameters.

This work is concerned with the visual servoing of non-holonomic mobile robot
in dynamic environments. A pan-camera, attached to the mobile robot, is used to
perform the task of tracking a mobile target. Target dynamics contributes on vi-
sual error, so with the aim of reducing the tracking error, we must compensate the
command, that is computed from visual information. The compensation is based on
an estimate of the target movement.

In the literature there are several solutions to estimate target motion: in Ref. [2] a
visual controller is presented, that is based on a classical method in automatic con-
trol to cancel tracking errors consists of compensating the target motion through
an integral term in the control law. This scheme allows the controller to cancel
the tracking errors only if the target has a constant velocity. Other approach, as in
Ref. [3] that is based on feed forward control, estimates directly the velocity through
the image measurements and the camera velocities.
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This article is structured as follows. In section 2 we present the model of the
serving robot. In section 3 we propose a first approach to control law that takes into
account the target movement. Validation of the precedent control law is discussed
in section 4. Finally, in section 5 we present the conclusions.

2 Modeling

We consider a robotic configuration composed of a non-holonomic robot equipped
with a camera on a pan-platform (see Fig. 1). The configuration of the mobile base
is described by a vector Q = [x,y,θ ]T , where the pair (x,y) denotes the coordinates
of the robot reference point M with respect to the scene frame RO (O,−→x ,−→y ,−→z )
and the angle θ represents the orientation of the mobile base to the axis (O,−→x ).
RM (M,−→x M,−→y M,−→z M) denotes the frame linked to the mobile base. P denotes the
center of rotation of the pan-platform and Dx is the distance MP. RP (P,−→x P,−→y P,−→z P)
and RC (C,−→x C,−→y C,−→z C) represent respectively the frames attached to the pan-
platform and the camera. θPl defines the orientation of RP in relation to RM. The
camera’s optical center, denoted C, has the coordinates [a,b,c]T in RP. Vector −→z C

matches up with the optical axis of the camera. Defining the vector q = [l,θ ,θPl]
T ,
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Fig. 1 The mobile robot with pan-platform.

where l denotes the curvilinear abscissa of M, the velocity screw of the camera with
respect to RO is expressed in RC as:

TC = Jqq̇, (1)

where

Jq =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0
−sinθPl a + Dx cosθPl a

cosθPl −b + Dx sinθPl −b
0 −1 −1
0 0 0
0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎠
,
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and
q̇ = [v,ω ,ωPl]

T .

The null rows of the Jacobian matrix Jq define the restricted movements of the ca-
mera. Thus, the velocity screw is reduced, by retaining only the controllable degrees
of freedom (DOF) of the camera, as expressed in Eq. (2).

Tr = Jrq̇. (2)

where

Jr =

⎛

⎝
−sinθPl a + Dx cosθPl a

cosθPl −b + Dx sinθPl −b
0 −1 −1

⎞

⎠ .

In the pin-hole camera model, scene points are projected onto the image plane
through a perspective projection. Thus, if xp = [x,y,z]T represents the coordinates
of a point p of the scene in RC, then, its projection P in the image plane in metric
coordinates is XP = [X ,Y, f ]T computed by:

XP =
f
z

xp, (3)

where f represents the focal length of the camera.
Let s the vector associated with the observed visual pattern. The velocity of the

visual features, ṡ, in the image is related to TC by:

ṡ = LsTc, (4)

where Ls denotes the interaction matrix which is defined by Samson and Espiau [4].
This matrix depends on the nature of the visual characteristics considered (points,
lines, etc.) and depth of the target from the camera.

The target is modeled by the four-corners of a square, thus s is defined by a
vector containing the coordinates (Xi,Yi) of these points. In the case of a single
point, Chaumette [5] defines Ls as:

Ls =
[ −1

z 0 X
z XY −(

1 + X2
)

Y
0 −1

z
Y
z 1 +Y2 −XY −X

]
. (5)

In order to match the dimensions of Ls and Tr, we remove the columns of Ls corre-
sponding to the not allowed movement of the camera. Thus, the reduced interaction
matrix is written as:

Ls =
[

0 X
z XY

−1
z

Y
z 1 +Y2

]
. (6)

The final interaction matrix for the chosen pattern is:

Ls =
[
LT

s1,L
T
s2,L

T
s3,L

T
s4

]T
. (7)
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3 Control

The task function e is computed from the visual features [4, 6]:

e(q, t) = C (s(q, t)− s∗) , (8)

where s is the current value of the visual features for task e and s∗ its desired value;

C is the combination matrix and allows to enclose more information to compute the

command than the number of camera DOF. A practical solution is to define C = L̂s
+

,

where L̂s
+

is the left pseudo-inverse of an estimated of Ls.
Usually, the control law is obtained from the following equation that constrains

to set an exponential decoupled decreasing of the task function:

ė = −λ e, (9)

where λ > 0. From Eq. (8), we obtain:

ė =
∂e
∂q

q̇+
∂e
∂ t

= CLsJrq̇+
∂e
∂ t

, (10)

where ∂e
∂ t represents the variation of e due to target movement.

Taking into account the Eqs. (9) and (10), Chaumette [5] deduces the next control
law:

q̇ = J−1
r

(
−λ e− ∂̂e

∂ t

)
. (11)

Chaumette [5] estimates ∂e
∂ t by the recurrence:

(
∂̂e
∂ t

)

k+1

=

(
∂̂e
∂ t

)

k

+ μek, (12)

where

(
∂̂e
∂ t

)

0
= 0 and μ is a predefined gain. This estimator, type integrator, is

based solely on successive measurement values of e, which is also based on visual
characteristics.

Bensalah [3] has proposed a measure of the apparent movement of the target in
the image, this measure is based on the difference between total variation of e and
the change of e due to camera motion.

(
∂̂e
∂ t

)
= ˆ̇e−

(
∂̂e
∂q

)
TC. (13)
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In the discrete domain (period Δ t), it is expressed as:
(

∂̂e
∂ t

)

k

=
ek − ek|k−1

Δ t
−
(

∂̂e
∂q

)
(TC)k−1 , (14)

where ek|k−1 is the predicted value for ek computed from ek−1 and the applied ve-
locity screw at k−1 instant. Equation (14) is the measure equation for the evolution
models of ∂e

∂q , which are the basis for a Kalman filter.

4 Results

We present in this section the control law evaluation for tracking task. The mobile
camera must track a visual target (a rectangle of four points easily detectable). The
target robot with the visual pattern follows a straight line path with a constant ve-
locity.

The reference pattern is defined by the vector s∗ = [ −0.1, 0.1, −0.1, −0.1,
0.1, −0.1, 0.1, 0.1]T . This pattern will be observed by the camera only when 1)
the axis (C,−→z ) pass through the square pattern center, 2) the image plane is paral-
lel to pattern plane and 3) the camera’s optical center is located to desired distance
d∗ = 2m from the pattern plane.

The visual servoing has been evaluated, taking into account that ∂e/∂ t = 0 and
estimating ∂e/∂ t through the Eqs. (12) and (14).

Figures 2, 4, and 7, show the evolution of s. In all these graphs, we make com-
ments on the left superior point of s. s∗ is drawn as reference point. Starting point
and ending point correspond to the observed points at initial and final instant of
simulation, respectively. The line, connecting the starting and ending points, repre-
sents the evolution of the point. We encircle the ending point and reference point to
highlight the error.

Figures 3, 5, and 8 display the error ε = s− s∗ for X1. The vertical and horizontal
error components are plot in dash and solid lines, respectively. A single point has
been represented, because the absolute value of the vertical and horizontal compo-
nents of each point has the same behavior and it makes easier the visualization.

Figures 6 and 9 show the estimated value of the target velocity in the image plane,
denoted as ∂ s

∂ t . In a similar way as in Fig. 3, the components corresponding with X1
are visualized, in dash and solid lines for the vertical and horizontal components,
respectively.

4.1 Visual Tracking without Target Movement Estimation

The control law has been evaluated taking into account that the target movement is
not meaningful. Under this configuration, the task is not correctly realized, because
not all the error components converge to zero, specifically those components related
with the horizontal error observed in the image plane, which converge in magnitude
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to a same value. It was observed that the magnitude of this error is directly related
with the lineal velocity of the target.

As it was mentioned previously, Fig. 2 shows that the error is presented only
in the abscissas of the image coordinates; correspondingly, Fig. 3 shows that the
vertical component of the error tends to zero, and it implies that the desired distance
d∗ has been reaching, however the error in the horizontal component of ε indicates
that the line that passes through the point C and the center of the square pattern
does not coincide with the axis (C,−→z ). The error of the vertical components tends
to zero, however, the magnitude of the horizontal error tends to a constant value, it
indicates that the image plane is parallel to the pattern plane.
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4.2 Visual Tracking with Target Movement Estimation

The control law expressed by Eq. (11) has been evaluated using estimators for the
own velocity of the target proposed by Chaumette and Bensalah, expressed by Eqs.
(12) and (14) respectively. In both cases the error observed in the image, ε , tends
to zero and, thus, the task function expressed by Eq. (8) is correctly executed. This
result can be observed in Figs. 4-5 and Figs. 7-8.

Although in both cases the task function is correctly executed, the dynamic ob-
tained is different; Bensalah estimator allows the error, ε , tends to the final value
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time in this case is faster than Chaumette’s es-
timator.
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faster than Chaumette estimator. Figures 5 and 8 show the dynamic of the error in
both cases. This dynamic is directly related with the estimated value of ∂e

∂ t , which is

shown in Figs. 6 and 9. The effect of ∂̂e
∂ t calculated with Chaumette estimator arise

that s exceeds s∗; in Fig. 4 this effect is shown by the curve generated by s in the
proximity of s∗ and in Fig. 5 when ε overcomes the t axis in the graph.

The fast convergence of Bensalah estimator is mainly due to it takes into ac-
count only information from the instant t and t −1, avoiding the effect of the error
observed at the beginning of the task, which is generally larger in magnitude.

5 Conclusion

In this paper we has presented the controller for a robotic system, composed by a
non-holonomic mobile base and a camera mounted on a pan-platform, from inverse
kinematics. The controller exploits the properties of visual servoing method. The
robotic system allows the driver to perform tasks of visual tracking of a moving
target by a non-holonomic robot in dynamic environments.

In order to increase the accuracy of the tracking system, in this article, we have
focused on the compensation of the command using an estimate of the movement of
the target itself. The application of this compensator allows an efficient execution of
the robotic tasks; the results show that the estimator proposed by Bensalah allows
fast convergence and an accurate estimate of the target velocity and therefore the
convergence of the task function. The simulated results show the feasibility, effec-
tiveness and proper functioning of the controller. In the future, we will extend this
work to make the target occultation management and obstacle avoidance method.
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Abstract. Programming robotic systems is not an easy task, even devel-
oping software for simple systems may be difficult, or at least cumbersome
and error prone. In this document it is presented a C++ distributed compo-
nent based programming framework for robotics socalled CoolBOT, around
which we have started an open source initiative which is freely available via
www.coolbotproject.org termed The CoolBOT Project. This framework,
started initally as a framework for easy software integration in robotics, has
been improved in order to allow, not only easy integration using the CBSE
paradigm, but also transparent distributed system computation.

1 Introduction

Despite there is no established standard methodology for robotic software
development, in the last ten years many approaches based on the CBSE
(Component Based Software Engineering) paradigm [1] have blossomed in
the robotics community, some significant ones are: GenoM/BIP [2][3], Smart-
soft [4], OROCOS [5], ORCA [6], OpenRTM-aist [7] and ROS [8]. CoolBOT
[9] is a CBSE C++ framework, designed and developed in our laboratory,
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also aimed at easing software development for robotic systems. In its last
operating version we have endowed it with facilities for distributed compu-
tation. In this paper we will introduce briefly the main features of CoolBOT
as a distributed CBSE framework for robotics.

2 CoolBOT: Overview

CoolBOT [9] is a distributed C++ component oriented programming frame-
work aimed to robotics. This is a programming framework that follows the
CBSE paradigm for software development. The key concept in the CBSE
paradigm is the concept of software component which is a unit of integra-
tion, composition and software reuse [10][11]. Thus, complex systems might
be composed of several ready-to-use components.

integration
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Robot

integration

machine machine

network

web browser

view

Robot

view

Map

java
applet

probe

ND
Navigation GridMap

TCP/IP
connections

port
connection

input
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commands
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commands

commands

map

sensory
info

Fig. 1 CoolBOT. Secure Navigation System.

Fig. 1 gives a global view of a real example of software developed using Cool-
BOT. The example shows a secure navigation system for an indoor mobile
robot based on the ND+ algorithm for obstacle avoidance [12]. It has been im-
plemented attending to [13]. In CoolBOT we can find three types of distributed
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software components: components, views and probes. The system in the figure
is organized using two CoolBOT integrations (processes), one only formed by
CoolBOT component instances, and the other one containing two CoolBOT
view instances. The former one consists of four component instances, namely:
PlayerRobot (this is a wrapper component for hardware abstraction using the
Player/Stage project framework [14]), GridMap (this component maintains a
grid map of the surroundings of the robot built using robot range laser scans,
it also generates periodically a 360o virtual scan for the ND+ algorithm),
NDNavigation (implements the ND+ algorithm) and ShortTermPlanner (a
planner which uses the grid map for planning paths in the robot surroundings).
On other machine another integration is shown hosting two views through
which we can control and monitor the system remotely. In addition, in another
machine, there is a web browser hosting a Java applet using a CoolBOT probe
to connect to some of the components of the system in order, also, to control
and monitor the system remotely through a web interface.

3 CoolBOT Software Components: Components, Views
and Probes

CoolBOT components are active objects [15][11]. They are modeled as port
automata [16]. Fig. 2 provides a view of the structure of a CoolBOT com-
ponent. Components can be seen as “data-flow machines”. In fact, the model
of computation in CoolBOT follows the Flow Based Programming (FBP)
paradigm [17]. Components intercommunicate among them only through its
external interfaces which are formed by input and output ports. When con-
nected, they form port connections, as depicted on Fig. 1 (in the figure for the
sake of clarification they have been simplified). Through them, components
interchange discrete units of information termed port packets. Thence, a com-
ponent’s external interface comprises all its input and output ports, its types,
and the port packets it accepts through them. Port connections are unidirec-
tional (from output to input port), and follow a publish/subscribe paradigm
of communication [11]. Output and input ports may be defined out of a set of
available typologies. The typologies of the input and output ports involved in
a port connection determine the pattern and semantics of the communication
through it. There are specific typologies of connections to indicate events to
other components; to send port packets which get stored in a fifo in the re-
ceiver end (the input port); to publish a master copy of port packets where its
subscribers can access it, etc (more details in [9]). In addition as we can see
on Fig. 2 there are two special ports in any component: the control port and
the monitoring port, the rest of ports are user defined. Those two ports allow
an external supervisor (i.e. another component, a view or a probe) to control
and monitor a given component. As active objects, CoolBOT components
can organize its rut-time using multiple threads of execution as depicted on
Fig. 2. The synchronization among them is guaranteed by the underlying
framework infrastructure.
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Inspired by one of the “good practices” proposed by the authors of CAR-
MEN [18]: “one important design principle . . . is the separation of robot con-
trol from graphical displays”, we have introduced in CoolBOT the concept
of view as an integrable, composite and reusable graphical interface available
for CoolBOT system integrators and developers. Thus, CoolBOT views are
graphical interfaces which, as software components, may be interconnected
with any other component, view or probe in a CoolBOT system. In Fig. 3 is
depicted the structure of a view in CoolBOT. As shown, CoolBOT views are
also endowed with an external interface of input and output ports. Internally,
a view is a graphical interface, in fact, the current views already developed
and operational which are available in CoolBOT have been implemented us-
ing the GTK graphical library [19].

As depicted in Fig. 3 a CoolBOT probe is provided with an external inter-
face of input and output ports, and likewise component and views, as software
components, this allows them to be interconnected with other components,
views or probes. Probes are devised as interfaces for interoperability with non
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Fig. 3 CoolBOT. View and probe structures.
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CoolBOT software. As of now we have used CoolBOT probes to interoperate
with Java applets inserted in a web browser (shown in Fig. 1).

4 Distributed Computation

As depicted in Fig. 1, CoolBOT provides means for distributed computa-
tion. A given system can be mapped on a set formed by different machines
sharing a computer network. Each machine can host one or several CoolBOT
integrations. A CoolBOT integration is an application (a process) which inte-
grates instances of CoolBOT components, views and probes. Port connections
among components, views and probes are transparently multiplexed using
TCP/IP connections between software components in different integrations.
In the same integration port connections are supported using thread synchro-
nization resources (locks, conditional variables, mutexes and shared memory).
Integrations can be instantiated in any machine and port connections can be
established dynamically at any moment, wheter local or remote.

Transparent distributed computation was one of the main concerns we had
when designing CoolBOT network support for system integration. The main
idea was to make network communications as transparent as possible to de-
velopers (and software components). Thus, at system level, to connect two
component instances instantiated in different CoolBOT integrations should
be as easy as connecting them when instantiated locally in the same inte-
gration. In particular, we follow three main principles related to transpar-
ent distributed computation facilities: transparent network inter component
communications, network decoupling of component’s functional logic, and
incremental design.

Transparent Network Inter Component Communications. In order to
make network communications transparent to components, views and probes,
we have developed a protocol termed Distributed CoolBOT Component Com-
munication Protocol (DC3P) to multiplex port connections over TCP con-
nections established among the software components involved. In the current
version of CoolBOT, only the TCP protocol is supported for network con-
nections. The integration of the UDP protocol is under development, and it
is expected for next CoolBOT version. DC3P has been implemented using
the TCP/IP socket wrappers and the marshalling facilities provided by the
ACE library [20]. DC3P is transparent to CoolBOT users in the sense that
is only used internally by the framework itself, as illustrated in Fig. 4. In its
current version, the DC3P protocol consists of the following packets:

• Port Type Info (request & response): For asking type information about
input and output ports through network connections. This allows port
connection compatibility verification when establishing a port connection
through the network.
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• Connect (request & response): For establishing a port connection over
TCP/IP.

• Disconnect (request & response): To disconnect a previous established port
connection.

• Data Sending: Once a port connection is established over TCP/IP, port
packets are sent through it using this DC3P packet.

• Remote Connect (request & response): For establishing port connections
between two remote component instances. Permits to connect component
instances remotely.

• Remote Disconnect (request & response): To disconnect port connections
previously established between two remote component instances.

• Echo Request & Response: Those DC3P packets are useful to verify that
the other end in a network communication is active and responding.
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Fig. 4 Abstraction layers in CoolBOT.

All DC3P packets and port packets sent through port connections are
marshalled and unmarshalled in order to be correctly sent through the net-
work. We have used the facilities ACE provides for marshalling/demarshalling
based on the OMG Common Data Representation (CDR) [21]. In general,
port packets are user defined. In order to make their marshalling/demar-
shalling as easy and transparent as possible for developers, a description
language describing port packets can be used, much like CORBA IDL [22]. A
description language compiler generates a C++ skeleton class for each port
packet where the code for marshalling/demarshalling is part of the code gen-
erated automatically. In addition, we have endowed also CoolBOT with a rich
set of C++ templates and classes to support marshalling and demarshalling
of port packets (or any other arbitrary C++ class).

Network Decoupling of Component’s Functional Logic. Another im-
portant aspect for network communication transparency is the decoupling of
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network communication logic from the functional logic of a software compo-
nent. Thus, each component, view or probe is endowed with a pair of net-
work threads, and output network thread, and an input network thread, which
are responsible for network communications using DC3P. CoolBOT guaran-
tees transparently thread synchronization between them and the functional
threads of the component. The network threads are mainly idle, waiting to
have port packets to send through open network port connections, or to re-
ceive incoming port packets that should be redirected to the corresponding
component’s input ports. At instantiation time, it is possible to deactivate
the network support for a component instance (and also for views and probes
instances). In this manner, the component is not reachable from outside the
integration where it has been instantiated, and evidently network threads
and the resources they have associated are not allocated.

Incremental Design. In future versions of CoolBOT, it is very possible
that the set of DC3P protocol packets grow with new ones. In order to allow
an easy integration of new DC3P packets in CoolBOT, we have applied the
composite and prototype patterns [23] to their design. These design patterns,
jointly with the C++ templates and classes to support marshalling and de-
marshalling provide a systematic and easy manner of integrating new DC3P
packets in future versions of the framework.

5 Conclusions

In this document we have presented a C++ distributed component based
programming framework for robotics socalled CoolBOT, around which
we have started an open source initiative which is freely available via
www.coolbotproject.org termed The CoolBOT Project. This framework,
started initally as a framework for easy software integration in robotics, has
been improved in order to allow, not only easy integration using the CBSE
paradigm, but also trasparent distributed system computation.
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An ICT Solution with Real-Time Tracking 
Capacities for Improving the Incidence 
Management Timing in the Transportation of 
Industrial Equipments 

Asier San Nicolás, Ignacio Angulo, Asier Perallos, and Nekane Sainz* 

Abstract. This paper explores the use of ICT technologies in good traceability. In 
fact, it presents a solution for real-time tracking and fleet management which can 
be applied in the transportation of manufacture equipment. The system can man-
age routes and operations and provides onboard support to the carriers, enabling 
an agile response to incidences happened during transport. We describe both 
through its technical implementation as a test case used to validate the basic func-
tionality of a first developed prototype. Furthermore, some future works are pre-
sented in order to improve some capacities of the solution. 

Keywords: goods traceability, transportation of industrial equipment, fleet  
management, incidence recovery. 

1   Introduction 

Nowadays there are numerous technological advances which can contribute to a 
higher quality and productivity in the supply chain management activities. The 
traceability of goods is a key activity in the supply chain which has to be per-
formed in an effective way in order to achieve a higher competiveness of the com-
panies. At this moment, with regard to the traceability of goods, not relying on 
new technologies is unthinkable [1]. 

In fact there are some industries in which the traceability is a very critical re-
quirement. For example, concerning to agricultural industry, Regulation 178/2002 
requires the traceability of foods in the European Union in order to know the 
source of each food and the route followed to reach its destination [2]. Other criti-
cal industry is the pharmaceutical one, where lately a lot of trends are arising. In 
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this industry, solutions for medicines tracking have to be deployed as far as possi-
ble in order to prevent counterfeit of drugs, assure their source, so as to guarantee 
that they arrive where they are expected to. 

An unexplored sector is the manufacturing one. Specifically, the distribution 
and transportation of equipments, where the main goal is that all components of an 
equipment arrive together to their destination as soon as possible, in order to as-
semble the equipment and begin to produce manufactured goods. The traceability 
of this kind of components, as well as the capacity to get an efficient fleet man-
agement, route planning and incidences recovery, will increase the productivity of 
the manufacture companies. It is a consequence of the improvement of the way in 
which the distribution of the components that compound each equipment is done 
and the reduction of the time needed to resolve problems during their distribution. 

Information and Communications Technologies (ICT), due to the latest ad-
vances in positioning, wireless communications and radio frequency systems, 
have become the new hope for improving such activities. In fact, the result of the 
work described in this paper is an ICT solution for real-time tracking and fleet 
management which can be applied in the transportation and distribution of manu-
facture equipment. Furthermore, this innovative solution is able to manage routes 
and operations, as well as onboard support to the carriers, enabling an agile re-
sponse to incidences happened during transport. In the second section of this pa-
per, the related work is analyzed. In the third section the context of our work is 
presented, as well as its functional requirements, challenges and innovative contri-
butions. Then, in the fourth section we provide a detailed description of the tech-
nical solutions. In the fifth section a first prototype is presented and some results 
obtained in a test scenario. Finally, the future work and conclusions are presented. 

2   Related Work 

It is a common requirement in different kind of industries to track the route of 
each product being shipped from supplier to customer. The importance of tracking 
goods has reached such a point that is being regulated by law in some countries. 
For example in Europe, Regulation 178/2002 requires the traceability of all food 
from farms to the end of the supply chain. This is one of the reasons because most 
of the projects about tracking are focused on the food industry, as for example the 
Trace FP6 project (http://www.trace.eu.org) or those ones based on RFID technol-
ogy and described in [3] [4] [5]. There are other critical sectors as the pharmaceu-
tical one. Thus, the PharmaX initiative is proposed to shed light on the pharma-
ceutical traceability and overall-process regulation. This system ensures that all 
pharmaceutical supply chain participants can integrate with each other, resulting 
in information sharing, consistency checking and anti-counterfeit [6]. 

Other related challenge is the use of ICT to improve logistic processes in inter-
modal transportation, as is being done in TIMI project (www.proyecto-timi.es). 

When performing the above projects and other similar ones, actually they are 
seeking the following benefits: processes automation, turnover increase, and stock 
management improvement [7]. In fact, there are many other sectors where new 
technologies are applied to improve goods tracking and achieve these goals. For 
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example, Galeria Kaufhod in retail clothing market is using RFID to automate lo-
gistics processes of the store. Thus, it is possible to improve the inventory or count 
the entry of goods, among other benefits [8]. Other example is found in Dell 
Company. Changing from barcodes to RFID they have reached a big improvement 
in their logistic: read-accuracy improved from 95.8% to 99.8% and Mean-Time-
To-Repair was reduced by 38%; the Return-on-Investment was 122% [9]. 

The use of this kind of ICT tracking solutions in manufacturing industry is  
a great innovation because there are not a lot of previous references in this sector. 
Furthermore, the transportation of industrial equipment has some additional tech-
nological challenges to be faced, such as interoperability with manufacturing in-
formation systems, real-time fleet and goods traceability, management and moni-
toring of the route and job actions, providing of onboard information to carriers, 
and real-time incidence management and recovery. The result of our work is an 
ICT solution with real-time tracking capacities for improving the incidence recov-
ery timing in the transportation of industrial equipments. That is, an innovative 
characteristic is that it provides an ICT-based support for all the above processes. 

3   Context of Work and Functional Requirements 

The scope of the project covers all the stages included in the distribution process 
of industrial equipment. Functionalities of the project are described below. 
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Fig. 1 Arquitecture of the proposed solution 

a) Planning, route monitoring and job actions management: The planning 
server receives the list of actions to be carried out, it connects to the Product Data 
Management system (PDM) to get the set of required materials, their physical cha-
racteristics and realize its storage points or potential dealers in order to generate 
truck routes for every transport service. These routes determine actions to be per-
formed by the staff of the company indicating the stops for each vehicle, the order 
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they must be carried out and detailed list of every job action to be executed at 
every point on the route. The most common actions included are the collection or 
loading of materials, unloading and subsequent assembly and installation of dif-
ferent components that make up each end equipment, so as maintenance activities 
required by them. Once established, the routes are sent to the staff by the “carriers 
supporting device” (whose function is detailed below) to be executed in the short-
est possible time. It should be mentioned that after delivery of the route of each 
vehicle it can be dynamically altered during the course if it is necessary. 

b) Fleet online tracking and traceability of parts: Each vehicle has a specific 
route that gives the list of actions to carry out. In order to validate the correct exe-
cution of each job action, each vehicle is permanently monitored by the planning 
server, storing and displaying the position of each vehicle in real time. Moreover, 
all parts manipulated by the system are labeled with an RFID tag that allows track-
ing and ensures proper selection of different parts involved in each job action. Any 
difference occurred in each route is notified immediately to reduce its impact. 

c) Carriers supporting device: Each employee responsible for a vehicle has a 
mobile device that will guide the development of assigned tasks. This system, 
through a user friendly graphic interface, includes driving support to reach each 
stop on the route established, shows the list of job actions to be carried out at each 
point of the route and allows validating the implementation of these actions 
through the traceability system. In addition, internally the device is permanently 
connected to the server to reveal the positioning of the vehicle and the moments in 
which takes place every planned action. Finally the user can notify all relevant in-
cidences that have happened such as an accident or breakdown, filling out a sim-
ple form that is immediately sent to the server. 

d) Incidences management: Information sent by the previously described device 
allows detecting significant deviations from the planned time and rescheduling the 
routes and job actions assignments to different involved vehicles in order to mini-
mize the time needed to resolve the problem. The system distinguishes between 
manual incidence (required by a worker) and automatic (directly sent by the mo-
bile device) and from emergency incidence, which must be notified immediately 
to the planning server, or informative because it does not significantly affect how 
the transport service is done. This system creates a repository that stores all the in-
cidences generated by each employee or company car. 

4   Technical Solution 

All features explained in the previous section have been developed thanks to the 
use of different technologies. At this point, we are going to describe each function 
of the system from a technical point of view: 

a) Planning, route monitoring and job actions management: The fundamental 
component of the project, also called Planning Server, has granted access to cer-
tain tables managed by the database management system used by the business 
software suite installed in the company. Through such access Planning Server 
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reads tasks list and manages status assigned to each task in terms of demanded, 
under development and performed. By SOAP messages to a web service devel-
oped for the Product Data Management system (PDM), system takes all the in-
formation about the different parts needed for each task by storing features like 
size, weight, stock, place of collection and delivery, and all actions needed for fi-
nal assembly of parts. Using a simple algorithm, the server divides the list of  
actions between the fleet of the company, setting the routes for each vehicle in ac-
cordance with their own physical limitations and geographical criteria. This route 
is stored in what has been called a route document, which is an XML formatted 
document that includes hierarchically the stops on the route, the actions to be car-
ried out at each stop and parts involved in every action. For each piece, in addition 
to its relevant data such as the name of the piece, description, etc. a unique identi-
fier is stored coincident with the ID code stored in the RFID tag assigned. Both 
route points as actions are displayed in the order they should be performed. The 
following diagram shows the general structure of the route document: 

 

Fig. 2 Route document XML schema 

Any transfer of information between Planning Server and each onboard mobile 
device on vehicle (using wireless technologies such as GPRS or HSPA) will be 
carried out by sharing this document, in which the mobile device is storing all the 
advances in the development of the activity imposed on each route. Thus, the im-
portance of the document is as relevant that it allows comparing the planned and 
real times in the implementation of the tasks and carrying out the traceability of 
shipped parts. When a vehicle suffers an emergency incidence or if the deviation 
between the scheduled time and the execution is critical, the route of one or more 
vehicles can be replanned by simply updating XML file for each mobile device. 

b) Fleet online tracking and traceability of parts: The onboard mobile device, 
implemented on a smartphone with HSPA and GPRS connectivity and buit-in 
GPS receiver, is responsible for periodically sending the position of each vehicle, 
so all vehicles can be monitored through a basic real-time fleet tracking system as 
well as storing routes performed by each vehicle for further analysis. Traceability 
of the parts is performed by the carrier with the help of a portable RFID reader 
that connects mobile device through Bluetooth connection allowing validate all 
parts involved in each action and notify immediately every error in parts selection 
to the Planning Server. Subsequently, the information stored by the tracking sys-
tem can locate the source of each piece installed in an equipment and the current 
location of each piece supplied. 
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c) Support system for carriers: The system developed for carriers is also hosted 
as a resident application in an onboard mobile device. The interface displayed to 
each carrier is a representation of the route to be done, which is stored in the XML 
document. Using this application, driver can see which stops should be done, what 
action has to perform, an estimated planning and what parts or material are in-
volved in a particular action. In addition, through GPS, system notices the driver 
when is arriving to a point of the route, helping him find the place. 

d) Incidences management: The incidences that have been explained above are 
recorded and if necessary sent through the manager of the mobile application. 
When materials are being recorded by RFID and a product that should not be read 
is registered (part is not included in the route document) or when concluding an 
activity without validating document specifications, an automatic incidence is 
generated and written in the XML file, indicating the details and where it has oc-
curred. Apart from this, the application allows writing an incidence manually by 
the driver himself filling out a simple form. If in this form the incidence is marked 
as urgent, it is sent to the scheduler at the time. The scheduler can replan the route 
of one or more trucks, shorten the route of the truck concerned or just do nothing. 

5   Testing and Evaluation 

In order to validate the system developed at this moment, a test route has been 
created for a truck with 3 stops: AgerBide, Radimer and BaraCons, which must in-
itially be accessed sequentially. At each stop, a number of actions must be made: 
in AgerBide, to load propeller blades; in Radimer, to charge propeller body and 
propeller base and discharge propeller blades; finally, in BaraCons, to assemble 
propeller body and propeller base. See the route details in Table 1. 
 

Table 1 Places and actions 

Place Longitude Latitude Actions Parts 
AgerBide -3,031389 43,330278 Charge P. Blades. 
Radimer -3,036667 43,30611 Charge Body, Base. 
   Discharge P. Blades 
BaraCons -2,991667 43,297222 Assemble Body, Base 

 
This route will test the basic functionality of the current system: communica-

tion platform, fleet and goods tracking, on board support information, and  
incidence detection. Other capacities, such as intelligent planning of routes and 
job actions, will be developed and tested in the future.  

Once the carrier is authenticated by the mobile solution, the route of Table 1 is 
downloaded from the Planning Server. Once route is shown by the mobile applica-
tion, transport service starts driving to the first destination. Figure 3 shows at the 
left, how the Planning Server is receiving positioning from each vehicle. 

When vehicle approaches the desired place (AgerBide), the location icon in the 
mobile application changes of color and warns us. Once in destination, the driver 
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chooses the option “Actions TODO” in the application menu. After choosing the 
action “Charge”, mobile device establishes Bluetooth connection with the RFID 
reader and records appropriate part ID (propeller blades) to complete the action.  

Once all actions assigned in the first stop are correctly performed, carrier drives 
to the second one, Radimer, where two actions are planned. The first one, which is 
unload propeller blades, is performed validating the RFID code, and in the second 
action, which should be loading propeller body and propeller base, RFID reader 
only registers propeller body, so when employee ends this action, the application 
will alert him indicating that some materials are missing. Accepting this issue, an 
automatic incidence is automatically sent to the Planning Server. The route will be 
changed by adding an additional stop where retrieve lost (see Figure 3). 

 

Fig. 3 Monitoring and replanning 

This route is sent to our mobile device and with the updated route we can con-
tinue the job. Now we have a new stop (Machinery Retuerto) at which we need to 
collect the material we needed (propeller base). Thus, arriving at BaraCons, we 
can assemble all the components we have.  

After finishing the test we can conclude that we obtain the expected results, de-
tecting incidences in real time and minimizing the time needed to manage them. 

6   Conclusion and Future Work 

The result of our current work is an ICT solution with real-time tracking capacities 
for improving the incidence recovery timing in the transportation of industrial 
equipments. It is considered an innovative solution because it faces technological 
challenges concerning to this transport, such as interoperability with manufactur-
ing information systems, real-time fleet and goods traceability, management of the 
route and job operations, onboard information to carriers, and real-time incidence 
management and recovery. Now, a first prototype has been successfully validated. 

The current implementation of the system uses passive RFID tags that should 
be verified by a portable HF RFID reader which connects to the mobile device by 
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simply sending ID codes of the RFID tags. These passive tags can be replaced by 
active ones which can store more information and improve the reach of the reader. 
In that way, the employee does not have to validate each individual piece with the 
portable RFID reader, but can perform the tasks of loading and unloading of mate-
rials being automatically validated. Consequently the traceability of goods can be 
carried out in a non-intrusive way (without modifying the behavior of transport 
staff). This will made the system portable to other areas such as rail or pharmaceu-
tical. Other important aspect of future work must be to improve the way in which 
the planning of the routes and job actions is done, because a non-automatic proc-
ess is used in this moment. A higher level of automation in the task of reschedul-
ing, based-on the use of Artificial Intelligence techniques, is a desirable issue. 
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Levels of Adaptation and Control

Sebastian Bader and René Leistikow

Abstract. To realise the vision of ubiquitous computing, we need to control
heterogeneous and dynamically changing device ensembles, that is software com-
ponents distributed over different devices encapsulating hardware functions or ser-
vices. The resulting control systems must be real-time capable and able to describe
their actions. Here we propose a layered architecture, which is currently under de-
velopment. It is based on a probabilistic model providing the real-time assistance
functions, and on symbolic descriptions. These description can be used (a) to syn-
thesise the probabilistic model, and (b) to explain the resulting actions taken by the
controller.

1 Introduction and Motivation

Controlling dynamic and heterogeneous ensembles is a major problem and will be
of central importance for the field of ubiquitous computing / distributed intelligent
systems in the future. With the advent of ubiquitous computing techniques their
intelligent control becomes more and more important. Already now smart environ-
ments are equipped with numerous sensors and actuators. Some are still visible but
some are already hidden in the environment as envisioned by Marc Weiser in the
seminal paper [1]. This makes the interaction with the embedded technique quite
hard for the non-experienced user. To complicate things further, the device ensem-
bles are dynamic. That is, devices enter and leave the environment – for example
mobile computing devices carried by users. Nonetheless, we would like to have a
smart control system, able to cope with changes and able to support the user while
achieving his goals. Therefore, we propose a layered architecture based on proba-
bilistic models, adaption systems, and a high-level logic description.
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MMIS, Computer Science, University of Rostock
e-mail: firstname.lastname@uni-rostock.de

A. Abraham et al. (Eds.): International Symposium on DCAI, AISC 91, pp. 385–388.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

firstname.lastname@uni-rostock.de


386 S. Bader and R. Leistikow

2 Requirements and Goals

We are aiming at a system able to control environments equipped with a number of
different devices, that change over time. Such ensembles can for example be found
in smart meeting rooms consisting of hard wired projection equipment, computers
and other infrastructure as well as mobile devices like laptops, smart phones and
the like. But also modern homes contain many intelligent and remotely controllable
devices, like entertainment systems, home automation equipment, security systems
and others, as well as mobile devices carried by the inhabitants. Therefore our sys-
tem must be able to control such heterogeneous and dynamic infrastructure.

Another major requirement of a control system is the real-time capability. That
is, the possibility to assist the user instantaneously. Therefore, the system can nei-
ther rely on logic based planning systems nor on other non-time-bounded inference
procedures. Furthermore, the system needs to be able to explain the decision taken
in a human-understandable manner – that is in some symbolic way. To address both
issues, we propose to use a probabilistic controller, which is constructed from and
adapted by a symbolic system. The generation of probabilistic systems from formal
description has been described in [2]. But so far we have not been able to adapt the
resulting systems dynamically to changes in the environment.

To summarise: a controller must be able to support users in dynamically chang-
ing heterogeneous environments in a real-time manner and must be able to provide
explanations for actions taken.

3 A Layered Architecture for Adaptive Control

The design of our architecture is based on the following insights: (a) different infor-
mation is valid for different time frames only, (b) assistance should be provided in
real-time and (c) we need a symbolic description to provide explanations. All three
points are detailed below. The time of validity of information varies. There are

I1. Immutable truths: the laws of mathematics and physics
I2. Slowly changing information: the number and functionality of devices
I3. Faster changing information: time of the day and the tiredness of the user
I4. Instantaneous information: position of the user

As mentioned above, we are aiming at a controller which is able to react in real-time.
Therefore, most assistance provided by the system should be as provided in a reflex-
like manner. But there are also slower adaptations within such a system. Namely
those that depend on the slower changing information (I2 and I3). For example
there might be different assistance required during day- and night-time. We can
distinguish the speed of reaction as follows:

R1. Adaptation layer: adaptation to slow, structural changes of the environment
(I2), that is to new devices or changing functionality.
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R2. Optimisation layer: optimisation of the underlying system with respect to
faster changing information (I3), that is the adaptation of the internal probability
distributions and attached action sequences.

R3. Reflexes: instantaneous reactions to changes of the environment (I4)

Fig. 1 The layers of the
proposed architecture. The
probabilistic layer at the
bottom provides the actual
assistance by controlling the
environment. The adaptation
layer optimises the proba-
bilistic one by fine-tuning
the parameters. The infer-
ence layer on top controls
both, the probabilistic layer
as well as the adaptation
layer.

Probabilistic Layer

Optimisation Layer

Adaptation Layer

Environment

 real time control
 of the environment

 optimise 
 probabilistic system

 adaptation of the  
 probabilistic system  
 and adaptation layer

Based on these layers of adaptation, we propose the architecture depicted in Fig-
ure 1. In this system, the bottom layer, that is the reactive layer is implemented
as a probabilistic state based system as for example a hidden Markov model [3].
Actions are attached to the internal states of the system, and those actions are ex-
ecuted whenever the system enters the state (meaning the state becomes the most
likely one). For example, whenever the system enters the state corresponding to a
situation requiring more light, a lamp could be switched on.

Depending on the faster changing information (I3), this system is optimised to
different contexts. For example if the outside lighting conditions change, the con-
crete actions attached to the states are modified appropriately. But also the overall
structure of the probabilistic model can be altered by adding new states, or removing
unnecessary ones. Even though simple solutions for this exist, the optimal strategy
for these adaptation is subject to further research.

The adaptation layer is based on a symbolic description of device capabilities
as well as user behaviours and preferences. While the former are usually expressed
in PDDL [4], the later can for example be captured in CTT, or CTML-models [5].
Both descriptions can be compiled into a probabilistic model with action sequences
attached to states as follows: Based on the description of the human behaviour and
the current context, we can compile a hidden Markov model, basically capturing all
possible changes of the environment. We can furthermore infer which goals the user
tries to accomplish, a process known as intention recognition. Based on these goals,
the current state of the environment and the formal description of the device actions,
we can construct action sequences to support the user in the specific situation. Those
action sequence can now simply be attached to the states and be executed whenever
the system enters the state.

Due to the fact that the whole probabilistic model is synthesised from a formal
description, the system is able to explain its actions. As described above, a state of
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the probabilistic model corresponds to a certain situation with respect to the state
of the world and the user’s intention. Therefore, the system actually knows what
it believes, namely that the user is trying to achieve a certain goal. On this basis
and using the formal descriptions of the device actions, the system can provide an
explanation of the taken actions, and thus address one of the major issues in the area
of ubiquitous computing, namely the explainability [6].

For this to work, we need formal descriptions of both, the user behaviour and his
preferences and of the devices of the environment. Those descriptions can be pro-
vided by means of user-independent task models generated by application experts,
a user-dependent preference description provided by the user, and PDDL-fragments
provided by the devices themselves. All fragments have to be collected by the con-
troller and afterwards used to synthesise the probabilistic model.

4 Conclusions and Future Work

After discussing the problem of controlling heterogeneous dynamic device ensem-
bles, we described a layer control architecture. The resulting system is based on
a probabilistic state-based model with actions attached to states and a higher level
controller, consisting of two layers: the first modifying the probability distributions
and action sequences of the underlying model and the second to adapt the overall
structure of the system based on formal descriptions.

We are currently building a system based on the proposed architecture and plan-
ning to use it for the control of a smart meeting room equipped with numerous
sensors and actuators. Further steps will include the investigation of the formal
properties of the system. In particular the correctness of the internal transformation
routines and the consistency while modifying the underlying probabilistic model.

The control architecture described above has so far been designed as a central
component controlling distributed devices. An interesting and challenging alterna-
tive to this central system is a distributed implementation.
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Application of Artificial Neural Networks for 
Inflow Estimation of Yuvacık Dam Catchment 
Area 

Bahattin Yanık1, Melih Inal2, and Erhan Butun3 

Abstract. Inflow data for longer length at a reservoir site is necessary for proper 
planning and operation of the reservoir. However presently for most of the reser-
voirs, the measured length of inflow data is insufficient for use in planning and 
operation. Artificial neural networks (ANNs) have been applied within the field of 
hydrological modeling for over a decade but relatively little attention has been 
paid to the use of these tools for flood estimation in catchments. Modeling of non-
linearity and uncertainty associated with rainfall-runoff process has received a lot 
of attention in the past years. We analyzed the potential of neural network models 
for the estimation of inflow for Yuvacik Dam Catchment. Multilayer feed-forward 
neural networks were developed to model the relationships between known rain, 
snow depth and temperature data. Results suggest that artificial neural network 
model can be simple, robust, reliable and a cost-efficient tool for environmental 
inflow determination at the catchment area. 

Keywords: Artificial Neural Networks, inflow estimation, dam catchment area. 

1   Introduction 

Development of physically-based models requires an understanding of all the 
physical processes which impact a natural process and the interactions among 
them. Since identification of the relationships among these physical processes is 
very difficult, data-driven approaches have recently been utilized in hydrological 
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modeling. Artificial neural networks are one of the widely used data-driven ap-
proaches for modeling hydrological processes. Rainfall-Runoff modeling has a 
significant role in operational flood management procedures like flood forecast-
ing, flood warning and design of hydraulic systems. Though many conceptual or 
physically based models are popular, black box models are considered as very 
useful tools for operational hydrologists particularly in hydrological data scarcity 
scenarios. A vast variety of black-box-rainfall runoff models have been proposed 
and demonstrated in recent years. Alcazar and at al, analyzed the potential of neu-
ral network models for the estimation of environmental flow values in gauging 
sections and reaches under a natural flow regime in the watershed of the Ebro 
River, Spain, with a view to a future application in both ungauged and/or regime-
altered sections [1].  Remesan and at al, explores the ability of two artificial intel-
ligence techniques, namely Neural Network Auto Regressive with exogenous  
input (NNARX) and adaptive neuro-fuzzy inference system, to model the rainfall 
runoff phenomenon effectively from antecedent rainfall and runoff information. 
Specifically, to illustrate applicability of these techniques, two year (1994-1995) 
rainfall-runoff data from Brue catchment of The United Kingdom were used [2]. 
Partal and Cigizoglu aims to estimate and predict the suspended sediment load in 
rivers by a combined wavelet–ANN method. Measured data were decomposed 
into wavelet components via discrete wavelet transform, and the new wavelet se-
ries, consisting of the sum of selected wavelet components, was used as input for 
the ANN model. The wavelet–ANN model provides a good fit to observed data 
for the testing period [3]. Estimation of future monthly river flows for Guvenc 
River, Ankara is conducted using various artificial neural network models. Suc-
cess of artificial neural network models relies on the availability of adequate data 
sets. A direct mapping from inputs to outputs without consideration of the com-
plex relationships among the dependent and independent variables of the hydro-
logical process is identified. In this study, past precipitation, river flow data, and 
the associated month are used to predict future river flows for Guvenc River [4]. 
Dawson and at al, uses data from the Centre for Ecology and Hydrology’s Flood 
Estimation Handbook (FEH) to predict T-year flood events and the index flood 
(the median of the annual maximum series) for 850 catchments across the UK. 
When compared with multiple regression models, ANNs provide improved flood 
estimates that can be used by engineers and hydrologists [5]. Blazkova and Beven 
applied a continuous simulation approach to the estimation of flood frequency for 
a dam site in a large catchment (1186 km2) in the Czech Republic. The models 
used allow for the simulation of both high intensity and low intensity rainfall 
events, and snowmelt events, over subcatchments in contributing to the flood fre-
quency distribution [6].  Based on the mid-to-long-term hydrological phenomena 
is a typical fuzzy system of the basic thinking, Guohua and at al, combined cause-
andeffect and statistical analysis with fuzzy analysis and chooses predictors such 
as rainfall and atmospheric circulation in earlier stage which effect the annual 
maximum peak discharge. Then sets up the fuzzy model of pattern recognition 
that used to the Xiangtan station of the Xiangjiang river [7]. Applicability of non 
linear model based on ANN with a random component embedded is explored for 
Pawana reservoir in Upper Bhima River Basin,Maharashtra, India. Suitability of 
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time lagged recurrent networks (TLRNs) with time delay, gamma and laguarre 
memory structures is investigated for predicting seasonal (June to October) reser-
voir inflow with a monthly time step [8].  

2   Study Area 

TheYuvacık Dam Cachment Area, chosen as the study area, it is located at the 
northwest of the Turkey, in Marmara Region (Fig. 1). It has an approximate wa-
tershed area of 25786 km2 and all cachment area is divided four different sub 
catchment area: Kirazdere, Kazandere, Serindere and Contribute. Reprensative 
coefficients for four sub catchment areas were listed in Table 1. There are 12 
gauging stations within the watershed. 

 

Fig. 1 Yuvacık Dam Cachment Area 

Table 1 Reprensative coefficients for four sub catchment areas 

 

Kirazdere  
Sub-Catchment 

(FP1) 

Kazandere  
Sub-Catchment 

(FP2) 
Serindere  

Sub-Catchment (FP3)

Contribute 
Sub-Catchment 

(Fcont) 
  79,54 km2 23,10 km2 120,53 km2 34,69 km2 
RG1       0,247 
RG2   0,11   0,094 
RG3 0,058       
RG4     0,08 0,247 
RG6       0,299 
RG7   0,21 0,07 0,113 
RG8 0,92 0,38     
RG9     0,35   
RG10     0,5   
RG11 0,022 0,3     

3   ANN Model 

A neural network is a powerful data modeling tool that is able to capture and rep-
resent complex input/output relationships. The motivation for the development of 
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neural network technology stemmed from the desire to develop an artificial sys-
tem that could perform "intelligent" tasks similar to those performed by the human 
brain. Neural networks resemble the human brain in the following two ways: 

1. A neural network acquires knowledge through learning.  
2. A neural network's knowledge is stored within inter-neuron connection 

strengths known as synaptic weights.  

The true power and advantage of neural networks lies in their ability to represent 
both linear and non-linear relationships and in their ability to learn these relation-
ships directly from the data being modeled. Traditional linear models are simply 
inadequate when it comes to modeling data that contains non-linear characteris-
tics. The most common neural network model is the multilayer perceptron (MLP). 
This type of neural network is known as a supervised network because it requires 
a desired output in order to learn. The goal of this type of network is to create a 
model that correctly maps the input to the output using historical data so that the 
model can then be used to produce the output when the desired output is unknown. 
Since that time research into ANNs has expanded and a number of different net-
work types, training algorithms and tools have evolved. Given sufficient data and 
complexity, ANNs can be trained to model any relationship between a series of 
independent and dependent variables. That's why ANNs are considered to be a set 
of universal approximators and have been usefully applied to a wide variety of 
problems that are difficult to understand, define, and quantify—for example, in fi-
nance, medicine, engineering, etc. In the context of this paper, ANNs are trained 
to represent the relationship between a range of catchment descriptors and associ-
ated flood event magnitudes. There is no need for the modeler in this case to fully 
define the intermediate relationships (physical processes) between catchment de-
scriptors and flood event magnitudes—the ANN identifies these during the learn-
ing process.   

 

Fig. 2 A graphical representation of an MLP 

Although there are now a significant number of network types and training al-
gorithms, this paper will focus on the Multi-Layer Perceptron (MLP). In this case, 
the ANN has three layers of neurons (nodes) - an input layer, at least one hidden  
layer and an output layer. Each neuron has a number of inputs (from outside the  
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network or the previous layer) and a number of outputs (leading to the subsequent 
layer or out of the network). A neuron computes its output response based on the 
weighted sum of all its inputs according to an activation function (in this case the 
logistic sigmoid). The network is trained by adjusting the weights that connect the 
neurons using a procedure called error backpropagation. With backpropagation, 
the input data is repeatedly presented to the neural network. With each presenta-
tion the output of the neural network is compared to the desired output and an  
error is computed. This error is then fed back or backpropagated to the neural net-
work layer by layer and used to adjust the weights such that the error decreases 
with each iteration and the neural model gets closer and closer to producing the 
desired output. This process is known as training. The basic feedforward network 
performs a non-linear transformation of input data in order to approximate the 
output data. The number of input and output nodes is determined by the nature of 
the modeling problem being tackled, the input data representation and the form of 
the network output required. The number of hidden layer nodes is related to the 
complexity of the system being modeled. The interconnections within the network 
are such that every neuron in each layer is connected to every neuron in the adja-
cent layers. Each interconnection has associated with it a scalar weight which is 
adjusted during the training phase. The hidden layer nodes typically have sigmoi-
dal transfer functions.  

4   Learning Algorithms 

In our study we used several different variations of the backpropagation training 
algorithm, each of them having a variety of different computation and storage re-
quirements. They are summarized the training algorithms used in the searching 
procedure of the model with the highest level of accuracy. 

Table 2 Training algorithms used in the searching procedure 

Algorithm Description 

Gradient Descent with 
Adaptive Learning Rate 
(GDX) 

Faster training than Gradient Descent, but can 
only be used in Batch training mode 

Levenberg-Marquardt 

(LM) 

Faster training algorithm for networks with 
moderate size, with ability of memory reduction 
for use when the training data set is large 

Used technique requires the data set to be divided into two subsets: training, 
test and validation set. The training set consists of 1334 days data, between 1999 
and 2009 years and is used for computing the gradient and updating the network  
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weights and biases and the training procedure monitors the Mean Squared Error  
(MSE) of the validation set for 30000 epoch and as soon as the error starts to in-
crease the training stops and returns the weights at the phase where the MSE is 10-

6. In catchment areas, wetness is most important parameter for estimating inflow 
rate. For this reason, first 10 and then 2 days data were used to train models shown 
in Fig. 3 and 4 respectively.   

 

Fig. 3 Training model for 10 days data 

 

Fig. 4 Training model for 2 days data 

Results after training for 10 and 2 days are listed in Table 3 and 4 respectively.  

Table 3 Training model results for 10 days data 

Model
MSError 
(Fcont
Ftotal)

MSEr-
ror_test
(Fcont
Ftotal)

Test
Min. Error 

Value and 
Index

Test
Max. Error 

Value and 
Index

L
ev

en
be

rg
-M

ar
qu

ar
dt

an
d

T
an

Si
gm

oi
d

fcont
net_ftotal_onc
eki_ft_ve_cont
_trainlm_tansi
g_norm_karsiz

ftotal

0.1027 10^-
3

0.0972 10^-3

470.7057

514.3509

-143.9269 32

-137.7739 32

47.3614 30

81.0542 30

fcont
net_ftotal_onc
eki_ft_ve_cont
_trainlm_logsi
g_norm_karsiz  

ftotal

0.0965 10^-
3

0.1029 10^-3

277.7908

198.6201 

-89.7367 14

-62.1639 14

55.9895 38

39.8763 38
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Table 3 (continued) 
G
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ith
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iv
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L
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rn
in

g 
R

at
e

A
nd

fcont
net_ftotal_onc
eki_ft_ve_con
t_traingdx_ta
nsig_norm_ka

rsiz
ftotal

0.0468

0.0697

1.0136

0.8691

-4.7527 39

-2.7440 37

2.7652 14

4.3125 36

fcont
net_ftotal_onc
eki_ft_ve_con
t_traingdx_lo
gsig_norm_ka

rsiz
ftotal

0.0571

0.0842

0.7391

3.2633

-3.0132 35

-3.3831 32

5.1533 30

14.9845 30

 

Table 4 Training model results for 2 days data 

Model

MSEr-
ror 

(Fcont
Ftotal)

MSEr-
ror_test
(Fcont
Ftotal)

Test
Min. Error 

Value and 
Index

Test
Max. Error 

Value and 
Index

L
ev

en
be

rg
-M

ar
qu

ar
dt

an
d
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an

Si
gm

oi
d

fcont
net_ftotal_onceki
_ft_ve_cont_train
lm_tansig_norm_

karsiz_2delay
ftotal

0.0108

0.0110

2.9823 10^3

3.9625 10^3

-235.2003 
51

-273.9539 51

283.3554 37

327.7100 37

fcont
net_ftotal_onceki
_ft_ve_cont_train
lm_logsig_norm_

karsiz_2delay
ftotal

0.0104

0.0097

7.0734 10^3

9.0979 10^3

-222.6024 
21

-257.3828 21

438.4752 39

490.4559 39
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m_karsiz_2delay

ftotal

0.0753

0.1418

0.3788

2.3798

-4.3932 40

-9.8993 40

1.7595 41

8.5992 38

fcont
net_ftotal_oncek
i_ft_ve_cont_trai
ngdx_logsig_nor
m_karsiz_2delay

ftotal

0.0789

0.1498

0.6700

2.9510

-1.0902 22

-3.1601 22

6.7246 38

14.9323 38
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According to Table 3 and 4, Model 1 and Model 2 are chosen according to their 
performances. They are marked with bold characters.  They are trained with  
10 years data. Performance of these two models are given in Figure 5 and 6  
respectively. 

 

Fig. 5 Training performance of Model 1. 

 

Fig. 6 Training performance of Model 2. 

After training, both of the models are tested by using year 2010’s data and re-
sults are shown in Figure 7. 

 

Fig. 7 Training performance of Model 1. 
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5   Conclusions 

The results of this study supported artificial neural network models as simple, ro-
bust, reliable and cost-efficient tools for inflow determination of Yuvacik Dam 
Catchment Area. We found two models capable of good estimations of inflow 
with a probability of approximately 90%, for 12 gauging stations under natural 
flow regime in the Catchment Area. Overall results are satisfactory, considering 
the extreme conditions are slightly over-estimated. One of the major weaknesses 
of ANN models is that they may fail to generate good estimates for extreme 
events. However, since the ANN model has the chance to be trained well for regu-
lar events it has higher chances of producing reliable results  Thus, it is very im-
portant to be able to identify the extreme events. Classification of an input vector 
as a regular or an extreme event may provide important information for the plan-
ning and management of water dam. 
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Integrating 3D Animated Characters  
with Adaptative Tests 

Carina S. Gonzalez* 

Abstract. In this paper we present a 3D animated character developed with 
Blender that evaluates the knowledge of a user in a particular subject using an 
adaptive test. The avatar was built with the Game Engine of Blender and Python. 
Our adaptive test is based on XML as data manager and CLIPS as inference en-
gine. Both are connected with a new library in Python that we had to develop for 
this purpose. Some characteristic of our project include: a) mesh deformation in 
real time (dynamic creation and edition of IpoCurves in Game Engine), b)  Inter-
action with external applications to Blender (such as CLIPS) using pipes, c) use of 
threads for concurrent execution of tasks, d) use of Text to Speech. 

Keywords: 3D animation character, Adaptive tests. 

1   Introduction 

The cognitive-emotional processing of information is vital for learning and avatars 
can be used to transmit non-verbal information improving the communication [1]. 
In this sense, the objective of this work is to present in a friendly way adaptative 
tests to the users. So, in this paper we will focus on the developed 3D character  
and the structure of the adaptative test presented to the user. 

The developed 3D animated avatar has a humanoide shape which function is 
formulating the questions to the user using adaptative tests.  The 3D avatar devel-
oped in Blender is not limited to the modeled and animation,  but there is a com-
plex development in Python [2].  

The system is formed by three fundamental modules: a) Question Manager 
(QM): responsible of select and evaluate questions for the adaptive test. It  
has been developed in Python, b) User Interface (UI): compose by the avatar  
developed in Blender, and c) Inference Engine (IE): responsible of select the level 
of knowledge of user through the process of rules in CLIPS [3]. 
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The IE and the QM determine the results of the test, that are stored in XML 
files. These data are process by the UI using a module developed in Python. The 
interaction among these modules is carry out by the GameEngine of Blender, so 
our animated character has the total control of the system leading the interaction 
with the user. 

The following sections shows the differents parts of our system. First of all, we 
present the how we have modeled and animated the 3D avatar, then we show how 
we have iluminated the scenes, after the TextToSpeech (TTS) module is explained 
and finally how is produced the interation between the avatar and the adaptative  
test is described. 

2   Modeled and Animation 

The modeled and animation of the 3D avatar was completely made in Blender [4]. 
The 3D character is formed by a head and all those elements related to it. At the 
time of approaching the eyes, we decided to create an eye Pixar style. This type of 
eye is characterized to give much personality to the character by means of the 
depth. This is easy to simulate, for it is created the eye from 4 parts: ocular globe, 
rainbow, cheat on and pupil. Of course, the eyes have to be complemented with 
eyelashes. For its implementation it’s has been used a plane with alpha channel. 
This technique consist in to insert a plane, of the approximated thickness of an 
eyelash. An image with black lines is created (the eyelashes) and the rest is trans-
parent (using a channel alpha). This image is mapped in the rectangle created  
previously and it is curved to obtain the effect of curly of the eyelashes. 

The hair is one of the elements that more realism gives to an animated charac-
ter, but, simultaneously, it is one of the most complicated part to approach. The 
hair has been modeled from a mesh to which the wished form has occurred it. 
Next, this mesh has been divided by heights and made slow parent of each one of 
the heights carried out weak. Finally an offset has been assigned to these heights 
obtaining a realistic movement. 

The 3D avatar is located in a stage formed by several elements (Figure 1). 
There is a table that serves as support for the head, which is within a room with 
metallic walls. All this structure has been illuminated with centers of type lamp. 
The illumination of the room has not been created with a predefined scheme, it has 
been proved until finding the wished effect. 

The hole left in one of the walls has filled up with a window. Through this hole 
and the ceiling, can be observed  the sky, that has been created using two planes. 
In the sky it is possible to observe the way a cloud movement takes place. This 
was obtained by means of a plane with a applied texture. Through the window, an 
incessant traffic of air vehicles can be observed. This effect helps to give the im-
pression that we are in a great futurist city. The user can interact and control dif-
ferent elemens of the stage through buttons. 
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Fig. 1 Stage with the 3D avatar 

In order to represent the answers given by the users, a picture has been de-
signed to show the chosen option. After formulating the question, the user must 
introduce his election by means of keyboard. After this, the picture will reflect the 
answer until the moment at which a new answer is asked for to him (that is, when 
finishing of formulating the following question).  

2.1   Gestures 

In order to give her a little more life and naturalness to the character, we decided 
to create a script that execute a set of gestures ramdomly. Within these gestures 
we found the movement of head, eyes, mouth, etc. Basically the algorithm that has 
been implemented is explained below.  

In some especific times (regulated by timer) it is generated a number random 
that will determine the gesture. When the gesture finishes the character remains in 
delay until the following gesture is generated. 

During the execution of the previous algorithm different types of gestures take 
place. The gestures can be developed through animation curves (in Blender called 
“IPO curves”):  

a) IPOs from GameEngine: in order to activate animations supported by the 
module of games; in our case, animations of rotation and position;  

b) IPOs from code: we invoked from code the IPOs that uses relative vertex 
keys. We do not have left more alternative than to call to our method for the exe-
cution of this type of IPO from Python.  

c) Motion: in some occasions we used this type of animation due to its  
simplicity. 
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2.2   Animation 

Due to the versatility that allows we used Relative Vertex Keys (RVK). The  
different relative keys used (related or not to the movement of the mouth) are the 
following:  

a) Keys used for Key blinking: closed straight eye and closed left eye. 
b) Keys used for Key speech: inferior lip slightly lowered; movement of right 

comisura; movement of left comisura; superior lip slightly raised; tongue down;  
tongue arrives; key inferior lip raised; lowered superior lip; smile. 

Through these keys, it is possible that the mouth adopts the wished form. We have 
been used a method in Python to control the animations. The values of the keys 
are stored in a configuration file that reads the 3D avatar when being sent. In this 
file the buccal groups and the letters belonging to each of them are identified 
themselves, with the optimal values for their representation. This allows an ex-
tense range of action: from being able to sharp the simulation of the movement of 
each buccal group, to the generalization of these movements creating the corre-
sponding file to different languages. 

2.3   Illumination 

The illumination was created with standard lamps of Blender distributed in an ar-
bitrary form. There are many elements without illumination, because has not been 
considered necessary. These elements are: a) the hair: when having a very dark co-
lour, the illumination would not be appreciated; b) the eyelashes and the eye-
brows: by the same reason that the hair; c) the bellboys and the ships. In the case 
of the eyes, two lamps were located to give something of light. The stage was il-
luminated adding lamps as the surroundings were created. To create the illumina-
tion of the most important part, the head, we used a predefined scheme. 

For the illumination of the head a classic scheme in the cinema was used. This 
system uses three light sources: a) key light: it is the light located in front of the 
head, spot type (directed light) and is strongest of the scene;  b) light of stuffed: it 
is the central light that has circular form, lamp type, to be able to fill up better the 
hollows lazy by the key light; c) back light: it is the light located behind the head. 
In the Blender it is a light of spot type of smaller force than the other two. 

3   TextToSpeech 

The TTS is a tool that allows to transform text written in spoken text. In our case, 
the TTS was implemented by means of Speech API of Microsoft. This API allows 
to make speech functions from the code in Python. 

The first problem when trying to communicate Blender with the TTS is pro-
duced when it calls to the TTS, because the execution in Blender is left blocked 
until the execution of the sintetyzer of voice ends.  This is totally unacceptable 
that the voice and the movement of the mouth would be totally out of phase. In 
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order to resolve this problem it has been necessary to use a thread-demon which 
allows that the independet execution of the TTS and of Blender. Once established 
this independence we were with another problem: the possibility that a new thread 
is executed, or rather demon, without has finished the previous one. In order to 
solve this, we places a semaphore that it indicates if the execution of the thread 
has finished, so that it allows only a new call to the TTS when the previous one 
has finished. 

4   Control System 

The GameEngine is the module of game of Blender that allow us to carry out very 
complex operations supported in scripts in Python. Next, we explained the basic 
structure of the logic of games used in our project. 

The control system, developed in Python, is the kernel of the logic of games. 
The control kernel makes the following functions: a) to make the mouse appears; 
b) to initialize the CLIPS; c) to load the profile of the user; d) to load all the neces-
sary files for the execution; e) to pass to the following question and f) to send the 
blinking.  

The speech in the GameEngine, is implemented in two functions: a) hablar.py: 
to control the Speech API, that is as well in charge to initiate the sound of the 
voice. This bookstore has many parameters, which it allows to make changes on 
the voice of the character in a quite simple way; b) moverboca.py: its function is 
to cause that the mouth of the character moves while speaking. The way in which 
the mouth appears in the configuration file. 

Another script that is executed on continuous way is gestos.py. This file causes 
that the character makes random gestures eventually and its main function is to 
modify the value of the variable ”k”. This value is obtained from random way and 
establishes that type of gesture is due to execute, explained in the section 2.1. 
Each gesture is activated when the variable ”k” is in certain interval. 

The motor of 3D avatar inference is implemented in CLIPS and it was needed 
to communicate with it from Blender. So, we have implemented a tunnel between 
the process of Blender and the process of CLIPS, using the bookstores of man-
agement of processes of Python. The working of this tunnel is quite simple, but is 
quite complicated o implement; the idea is to have a process of CLIPS sent in 
background, and that 3D avatar is sending to it the entrances and gathering the ex-
its; that is to say, that 3D avatar is the user who is introducing the adecuated 
commands in the CLIPS and reading the corresponding exits.  The user can select 
the choices of the answer through letters of the alphabet, pressing it in the  
keyboard.  

5   Adaptive Tests 

For our project we used the Bayesian adaptative test as solution [5,6,7]. With this 
kind of adaptive tests we can make a dinamic assessment of the kwnoledge of stu-
dent, where depending of his answers the difficulty is incremented or decremented. 
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The structure of the adaptative test is stored in XML format. A test is divided in 
syllabyus (A), a syllabus in topics (T), the topic in concepts (C), the concepts in 
questions (P), and each question has associated a variable number of answers 
(Figure 2).  

In the Bayesian net we have two phases: a) evaluation phase: use the results of 
the previous phase in the propagation of probabilities, an a punctuation system to 
determine the final punctuation obtained for the student and b) assessment phase: 
use the part of the net with concepts, questions and their relations. In this phase, 
the concepts that the student knows is determined trough his answers. 

 
 

Evalua-
tion phase 

Assess-
ment phase 

 

Fig. 2 Structure of the adaptative test 

The concepts has four difficulty levels: simple, intermediate, complex and ad-
vanced. However, each questions has associated two probabilities: a) the probabil-
ity of to know the answer and b) the probability of guess  the answer (or aleatory 
probability). So, the probability to answer correctly the questions is the sum of  a) 
plus b).  Nevertheless, we distinguish three difficulty levels in questions: low, me-
dia, high. 

On the other hand, regarding to the user, we distinghish different bayesian sets  
according to the knwoledge: novel, intermediate, advanced and expert.  The level 
of knwoledge varies related with the test execution. The level asigned a priori is 
novel. In summary, the probabilistics sets implemented in our test are: 

-Concepts: simple, intermediate, advanced and complex. 
-Questions: low, media, high. 
-Users: novel, intermediate, advanced y expert. 

The evaluation process has been  implemented in a function in Python 
(clipsxml.py) and by rules in CLIPS (Figure 3).  
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Adaptive TESTS 

Services and permissions 

 
3D Animated Character 

Control System 

 
Data Base 

Users and Tests 

 
Evaluation Process  

Fig. 3 Architecture of the system 

6   Conclusions 

In this paper we have presented an intelligent system composed by a 3D animated 
avatar developed in Blender and Python, and a module of Bayesian adaptative 
tests based in XML, CLIPS and Python. Several phases of the developing process  
has been presented  as well as the found problems and the implemented solutions.  
We use this system to teach a topic of Memory Hierarchy in the Computer Archi-
tecture's syllabus in the School of Computer Science Engineering at University of 
La Laguna. We are currently working about Bayesian adaptative tests mixed with 
conceptual maps and implemented collaborative learning functions in the system. 
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Depth-Wise Multi-layered 3D Modeling 

S.S. Mirkamali and P. Nagabhushan* 

Abstract. 3D modeling is an emerging trend both in the areas of machine vision 
and computer graphics. With the current 3D modeling systems the user can virtu-
ally travel around a scene and see the foreground objects. A 3D model would be 
more realistic if the user could also go into the depth of a scene from a specific 
view and see the obscured objects as well as foreground objects. The aim of this 
paper is to present a new scheme of 3D modeling which capable of segmenting a 
specific view of a scene into depth-wise multiple layers followed by layer peeling. 
The previous works in the area of depth-wise segmentation is reviewed in detail. 
Later the issue of layer peeling which is causing holes in the residual image is dis-
cussed and the solutions to the problem are reviewed exhaustively. 

Keywords: Multi-layered segmentation, 3D Modeling, Layer peeling, Inpainting. 

1   Introduction 

Three-dimensional (3D) modeling is an emerging trend both in the areas of ma-
chine vision and computer graphics as we presently witness the appearance of 3D-
TVs, 3D video games, and3D virtualtours. Thediverseapplications of 3D modeling 
have necessitatedtheirimprovement whichhas been partly achieved through the in-
troduction and use of somecomplex and realistic models. One such improvement 
can be achieved by segmenting a 3D model into multiple layers. Most of the layer 
segmentation methods separate layers of an image into the foreground (moving 
objects) and the background layers (static objects). However, there are some 
methods of layer segmentation which separate an image into a multiple layers re-
gardless of the depth order of the objects. The first layer comprises all those  
objects that are simultaneously visible irrespective of their depth. The subsequent 
layers will include the occluded objects. 
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The proposal is to introduce a novel scheme of layer segmentation called depth-
wisemulti-layered 3D modeling. This technique would be capable of segmenting a  
3D model into multiple layers on the basis of the depth and shape of objects per-
ceivedin the layers.The process will start with an available sequence of images (or 
a video) captured from different views of a static scene which may contain a clut-
ter of objects positioned in a particular location and continueswith the depth-wise 
segmentationof the 3D model from a specific view. In this paperdepth-wise seg-
mentation is theprocess of segmenting an image into multiple layers based on 
depth of objects followed bypeeling offthe layers. Figure 1 illustrates an example 
of an expected layered view of a scene along with its depth-wise segmented layers 
and the anticipated residual images after peeling off the layers. 

 

 
 

Fig. 1 a) A view from of a static scene. b) The first layer of the view.  c) Expected result of 
peeling off the first layer (L1) from the selected view. d) The second layer (L2) e) Remain-
ing objects of the scene after peeling off the L1 and L2. f) The third layer of the selected 
view. g) Expected objects of the scene behind the first three layers. h) The fourth layer of 
the selected view. i) Expected result of peeling off the first four layers (L1, L2, L3 and L4) 
which is the anticipated to be the fifth layer. j) Background layer.   

 
Theoretically, peeling off the upper layers of a 3D image should reveal the ob-

scured portion of objects present in the hidden layers. In reality, the act of layer 
peeling will caused holes in the residual image (Fig 2.b). To complete the holes 
(Fig 2.c) many methods have been introduced in the literature which are called in-
painting algorithms. Most of the inpainting algorithms can either fill up the small 
holes (like cracks) using known data on the boundary of the holes or complete 
them from available textures of an alternative image. A novel inpainting algorithm 
is required which is capable of filling up of the holes in the residual images using 
information in the other views. 
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(a) (b) (c) 

Fig. 2 a) Selected view from a sequence of images of a static scene. b) Residual image show-
ing a hole caused by peeling off the first layer of image c) Expected image after inpainting. 

2   Literature Review 

Since the proposed scheme is expected to contain such components as depth-wise 
segmentation and inpainting, a detailed review of the related works for each com-
ponent is given in a separate sub-section. 

2.1   Depth-Wise Segmentation 

Depth-wise segmentation is the process of segmenting a 3D image into multiple 
layers based on depth of objects followed by peeling offthe layers. Based on the 
given definition, this section is divided into two parts of depth reconstruction and 
layer segmentation. 

2.1.1   Depth Reconstruction 

There are mature algorithms for depth estimation from stereo images and exhaus-
tive surveys of stereo methods available in the literature[1].Most of the dense two-
frame stereo correspondence algorithms[2] first enumerate all possible matches at 
all possible disparities, then select the best set of matches in some way. This is a 
useful approach when a large amount of ambiguity may exist in the computed dis-
parities. An alternative approach is to use methods inspired by classic 
(infinitesimal) optic flow computation. Here, images are successively warped and 
motion estimates incrementally updated until a satisfactory registration is 
achieved. These techniques are most often implemented within a coarse-to-fine hi-
erarchical refinement framework[3-6].  

A survey of Multiview stereo (MVS) methods canbe found in[7]. Many of these 
methods (e.g., voxel-based approaches[8-9]) aim to build a 3D model for a single 
object and are usually not applicable to large scale sceneries due to the high com-
putational complexity and memory space requirement. The approaches based on 
multiple depth maps[10] are more flexible, requiring fusing view-dependent depth 
maps into a 3D model. Merrell et al.,[11] described a quick depth map fusion 
method to construct a consistent surface among multiple frames. Recently, a 3D 
modeling system with a hand-held camera is introduced by Pollefeys et al.,[12].In 
their method,depth maps are obtained by combining measurements of multiple 
pairstracked or matched between consecutive views and multi-view relations. 
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2.1.2   Layer Segmentation 

Many of the problems in machine vision and computer graphics are formulated us-
ing the concept of layer segmentation. These problems can be categorized into two 
main classes of video object segmentation and image-based rendering.  

For multi-object segmentation from the multi-view video of a dynamic scene 
Reid et al.,[13] proposed an algorithm uses Maximum A Posterior (MAP) estima-
tion to compute the parameters of a layered representation of the scene, where 
each layer is modeled by its motion, appearance and occupancy. Some other 
methods formulate the problem of multi-view object segmentation based on layer 
separation using Epipolar Plane Image (EPI)[14], a volume constructed by collect-
ing multi-view images taken from equidistant locations along a line.  

Another popular application of the layer separation is in image-based rendering 
approaches. In[15], Shade et al., proposed the sprite with depth and the layered 
depth image (LDI). LDI is a view of the scene from a single input camera view, 
but with multiple pixels along each line of sight. Correspondingly, the depth map 
is also multi-valued for each pixel. One major problem in this rendering method is 
that holes may occur in the rendered view due to undersampling or disocclusion. 
The LDI tree[16] is a modified LDI approach which combines multiple reference 
views into a single hierarchical representation, which maintains the resolution of 
each reference view in the data structure. On the other hand, even if holes do hap-
pen, they may be removed through algorithms such as splatting or meshing.  

Zhu et al.,[17] extract set of epipolar plane images (EPIs) from a long image 
sequence, and a panoramic depth map which is generated by analyzing the EPIs. 
They use layering to represent occluded regions and different spatial resolutions of 
objects with different depth ranges in different layers.  Recently, Lee et al.,[18] 
proposed a method to layer a scene, in a single pass, to compute DOF blur. To 
create layers, they use layered rendering method. However, this method does not 
protect the shape of the objects of the scene and it may decompose them into  
different layers. 

2.2   Inpainting 

Inpainting refers to the specific image restoration task of reconstructing an image 
with a missing or damaged region. Digital inpainting was first proposed by Ber-
talmio et al.,[19] and subsequently many approaches followed. Most relevant and 
related works in this area are classified into two categories, image and video in-
painting, in the following sub-sections. 

2.2.1   Image Inpainting 

Image inpainting algorithms can roughly be grouped into 3 types: Variational and 
partial differential equation (PDE), statistical, and exemplar based. The variational 
and PDE based methods solves optimization problems constrained on the known 
data on the boundary of the hole. An inpainting solution is obtained by finding the 
restored image which minimizes the functional. This optimization problem can be 
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solved by using calculus of variation which will lead to the problem specific 
Euler-Lagrange PDE which has to be evolved numerically. A few examples of this 
type of methods can be found in the work by Ballester et al.,[20]. 

At the second corner of the triangle we have the statistically based meth-
ods[21], in which statistical models of image content are constructed and used for 
sampling new image content in the hole. These methods are mainly based on tech-
niques for texture synthesis and as such works well for regions with stochastic and 
irregular textures.  

Exemplar based methods[22-23]search for similar image patches, usually in the 
image surrounding the hole, and paste a filling of the hole using the found patches. 
Criminisi et al.,[23] choose the filling order based on a gradient measure on the 
boundary to the hole, which leads to an order where patches at high gradient edges 
going into the hole are visited first.  

2.2.2   Video Inpainting 

Most of video inpainting algorithms fundamentally evolved from image inpainting 
approaches. A Markov Random Field (MRF) is used to model the local distribu-
tion of the pixel and new texture is synthesized by querying the existing texture 
using a patch-based direct sampling process. This forms the basis of the space–
time video completion scheme in which the inpainting is formulated as a global 
optimization problem. The hole of the video is filled by using spatio-temporal 
patches sampled from the existing video. Cheung et al. introduced a space–time 
patch model based on probabilistic learning with applications to inpainting[24]. 
Inpainting is treated as a reconstruction problem and the epitomes in this case are 
learned from the observed pixels. Inferring the missing pixels from the condensed 
epitomes leads to severe over smoothing of the reconstructed pixels. A video 
completion scheme based on motion layer estimation followed by motion com-
pensation and texture completion has been proposed by Zhang et al.,[25]. After 
removing a particular motion layer, motion compensation is used to complete 
moving objects and non-parametric texture synthesis is used to complete the static 
background regions. The inpainted layers are then warped into every video frame 
to complete the holes. An object-based video inpainting algorithm based on a 
modular approach for a scene consist of stationary background  and moving fore-
ground regions is proposed by M. Vijay Venkatesh et al.,[26] using replacement. 
A novel sliding-window based dissimilarity measure in a dynamic programming 
framework is introduced to inpaint repetitive moving objects. unlike other inpaint-
ing algorithms, which is described in this survey, this technique can handle large 
regions of occlusions, inpaint objects that are completely missing for several 
frames, and has minimal blurring and motion artifacts.  

3   Discussion 

So far we have discussed a variety of successful methods of depth reconstruction, 
depth-wise segmentation and inpainting in details. However, there are many issues 
in each domain still remain unsolved.  
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Depth of a scene is estimated in many different ways using three different 
sources:  i) monocular images ii) stereo images iii) multi-view stereo. The first 
group of algorithms, which use monocular images, employs global structure of the 
image as well as prior knowledge of that. Employing the prior knowledge of 
known specific classes of objects of a scene provides a good depth cues. However, 
preparing a knowledge-base of all the objects is almost impossible. The second 
group of works tries to recover the depth of a scene employing stereo images. Us-
ing a pair of calibrated cameras to capture the stereo images is the difficulty of 
these methods. Recently, many of researchers used a sequence of images or multi-
view images instead of stereo images with the advantage of easy capturing of the 
images and the accessibility of more details of objects of a scene to reconstruct the 
depth map. 

Progress in the field of layer segmentation can be traced through at least two 
different scientific disciplines. In object segmentation, a view is layered into two 
main layers, foreground (moving objects) and background (static objects). In im-
age-based reconstruction the target image is separated into some constant number 
of layers, where the first layer contains pixels to be displayed in the scene and 
whose remaining layers represent occluded objects of the scene. Unfortunately, in 
these methods the ordering of layers does not match the ordering of objects of the 
scene based on their depth. Layer separation of still images is adapted to solve the 
problem of Depth-of-Field recovery. An image is separated into layers based on a 
constant distance value with respect tothe pinhole camera lens. However, there is 
no method in the literature to address the problem of segmenting an image into 
layers while preserving both the depth order and shape of the objects of a scene in 
the respective layers. 

As image inpainting needs to be visually pleasant and clear, many algorithms 
have been specifically tailored for completing only small holes or cracks. Al-
though there are methods that have dealt with large holes most of these methods 
use either a knowledge-base or repetitive moving objects of the scene to complete 
these types of holes. There are no reports in the literature showing that there are 
methods to address the problem of completing a hole without using a database of 
objects or without repeating the same texture of the scene.   

4   Conclusion 

A novel scheme of 3D modeling called depth-wise multi-layered 3D modeling is 
introduced in this paper. The major thrust isapplying a new method of depth-wise 
segmentation of a view of a scene and filling up the holes in the residual images 
caused by layer peeling. In the course, depth estimation is adapted as a part of the 
depth-wise segmentation technique. If the objectives of this paper achieved, the 
field of 3D modeling will have the advantage of making a 3D model capable of 
separating and manipulating the layers of a scene captured from multiple views. 
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Semi-supervised Learning for Unknown
Malware Detection

Igor Santos, Javier Nieves, and Pablo G. Bringas

Abstract. Malware is any kind of computer software potentially harmful to both
computers and networks. The amount of malware is increasing every year and poses
a serious global security threat. Signature-based detection is the most widely used
commercial antivirus method, however, it consistently fails to detect new malware.
Supervised machine-learning models have been used to solve this issue, but the use-
fulness of supervised learning is far to be perfect because it requires that a significant
amount of malicious code and benign software to be identified and labelled before-
hand. In this paper, we propose a new method of malware protection that adopts
a semi-supervised learning approach to detect unknown malware. This method is
designed to build a machine-learning classifier using a set of labelled (malware and
legitimate software) and unlabelled instances. We performed an empirical validation
demonstrating that the labelling efforts are lower than when supervised learning is
used, while maintaining high accuracy rates.

1 Introduction

Malware is any computer software intentionally designed to damage computers.
Although ‘fame and glory’ were the main goals of malware writers in the past,
more recently, their reasons have evolved into economic considerations [9].

Commercial anti-malware solutions generally base their main detection systems
on signature databases [7]. A signature is a unique sequence of bytes that is always
present within malicious executables and in the files already infected by that mal-
ware. The main problem of such an approach is that specialists have to wait until
new malware has damaged several computers to generate a signature file and they
can provide a suitable solution. Suspect files that are later subjected to analysis are
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compared with this list of signatures. When the signatures match, the file being
tested is flagged as malware. Although this approach has been demonstrated to be
effective when threats are known in advance, signature methods cannot cope with
code obfuscation, with previously unseen malware, or with large amounts of new
malware [11, 12].

Machine-learning-based approaches train classification algorithms that detect
new malware (i.e., ‘in the wild’), relying on datasets composed of several charac-
teristic features of both malicious and benign software. Schultz et al. [14] were the
first to introduce the concept of applying machine-learning models to the detection
of malware based on their respective binary codes. Specifically, they applied several
classifiers to three different feature sets: (i) program headers, (ii) strings and (iii)
byte sequence. Later, Kolter et al. [4] improved Schulz’s results [14], by applying n-
grams (i.e., overlapping byte sequences) instead of non-overlapping sequences. This
approach employed several algorithms, achieving the best results with a boosted1

decision tree. In a similar vein, substantial research has focused on n-gram distribu-
tions of byte sequences and data-mining [8, 19, 12].

Machine-learning classifiers require a high number of labelled executables for
each of the classes (i.e., malware and benign datasets). Nevertheless, it is quite dif-
ficult to obtain this amount of labelled data for a real-world problem such as mali-
cious code analysis. To generate these data, a time-consuming process of analysis
is mandatory, and in the process, some malicious executables can avoid detection.
Within the full scope of machine-learning, several approaches have been proposed
to deal with this issue.

Semi-supervised learning is a type of machine-learning techniques that is spe-
cially useful when a limited amount of labelled data exists for each class. These
techniques create a supervised classifier based on labelled data and predict the la-
bel for all unlabelled instances. The instances whose classes have been predicted
with a certain threshold of confidence are added to the labelled dataset. The process
is repeated until certain conditions are satisfied (a commonly used criterion is the
maximum likelihood found by the expectation-maximisation technique). These ap-
proaches improve the accuracy of fully unsupervised methods (i.e., no labels within
the dataset) [1].

In light of this background, we propose here the first approach that employs a
semi-supervised learning technique for the detection of unknown malware. In par-
ticular, we utilise the method Learning with Local and Global Consistency (LLGC)
[18] able to learn from both labelled and unlabelled data and capable of providing
a smooth solution with respect to the intrinsic structure displayed by both labelled
and unlabelled instances. For the representation of executables, we choose the byte
n-gram distribution, a well-known technique that have achieved significant results
with supervised machine learning (e.g., [4, 8, 12]). However, the presented semi-
supervised methodology is scalable to any representation susceptible to be repre-
sented as a feature vector. Summarising, our main findings in this paper are: (i) we
describe how to adopt LLGC for unknown malware detection, (ii) we determine

1 Boosting is a machine-learning technique that builds a strong classifier composed by weak
classifiers [13].
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the optimal number of labelled instances and we evaluated how this parameter af-
fects the final accuracy of the models and (iii) we show that labelling efforts can be
reduced in the industry, while still maintaining a high rate of accuracy.

The remainder of this paper is organised as follows. Section 2 provides the back-
ground regarding the representation of executables based on byte n-gram frequen-
cies. Section 3 describes the LLCG method and how it can be adopted for unknown
malware detection. Section 4 describes the experiments and presents results. Finally,
Section 5 concludes the paper and outlines avenues for future work.

2 Byte n-Gram Representation

Byte n-grams frequencies distribution is a well-known approach for training machine-
learning classifiers to detect unknown malicious code [14, 4, 8, 15, 19, 12]. To ob-
tain a representation of the executables by the use of byte n-grams, we need to
extract every possible sequence of bytes and their appearance frequency. Specifi-
cally, a binary program P can be represented as a sequence of � bytes b as P =
{b1,b2,b3, ...,b�−1,b�}. A byte n-gram sequence g is defined as a subset of consec-
utive bytes within an executable file where g ⊆ P and it is made up of bytes b, such
as g = (b1,b2,b3, ...,bn−1,bn) where n is the length of the byte n-gram g. Therefore,
a program P is composed of byte n-grams such as P = (g1,g2, ...,g�−1,g�) where
� is the total number of possible n-grams of a fixed length n.

4D 5A 90 00
03 00 00 00
04 00 00 00
FF FF 00 00

Fig. 1 Machine code example.

Consider an example based on the machine code snippet shown in Fig. 1; the
following byte bi-grams can be generated: g1 = (4D, 5A), g2 = (5A, 90), g3 = (90,
00), g4 = (00, 03), g5 = (03, 00), g6 = (00, 00), g7 = (00, 00), g8 = (00, 04),
g9 = (04, 00), g10 = (00, 00), g11 = (00, 00), g12 = (00, FF), g13 = (FF, FF),
g14 = (FF, 00), and g15 = (00, 00).

We use ‘term frequency - inverse document frequency’ (t f − id f ) [6] to obtain
the weight of each byte n-grams, whereas the weight of the ith n-gram in the jth

executable, denoted by weight(i, j), is defined by: weight(i, j) = t fi, j · id fi, where
the term frequency t fi, j [6] is defined as: t fi, j = mi, j

∑k mk, j
where mi, j is the number of

times the n-gram ti, j appears in an executable e, and ∑k mk, j is the total number of
n-grams in the executable e.

On the other hand, the inverse document frequency id fi is defined as: id fi =
|E |

|E :ti∈e| where |E | is the total number of executables and |E : ti ∈ e| is the number of
documents containing the n-gram ti.
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Finally, we can obtain a vector v composed of byte n-gram frequencies, v =
((g1,weight1), ...,(gm−1,weightm−1),(gm, weightm)), where gi is the byte n-gram
and weighti is the value of t f − id f for that particular n-gram.

3 Overview of LLCG

Learning with Local and Global Consistency (LLGC) [18] is a semi-supervised
algorithm that provides smooth classification with respect to the intrinsic structure
revealed by known labelled and unlabelled points. The method is a simple iteration
algorithm that constructs a smooth function coherent to the next assumptions: (i)
nearby points are likely to have the same label and (ii) points on the same structure
are likely to have the same label [18].

Formally, the algorithm is stated as follows. Let X = {x1,x2, ...,x�−1,x�} ⊂ Rm

be the set composed of the data instances and L = {1, ...,c} the set of labels (in our
case, this set comprises two classes: malware and legitimate software) and xu(� +
1 ≤ u ≤ n) the unlabelled instances. The goal of LLGC (and every semi-supervised
algorithm) is to predict the class of the unlabelled instances. F is the set of n× c
matrices with non-negative entries, composed of matrices F = [FT

1 , ...,FT
n ]T that

match to the classification on the dataset X of each instance xi. with the label
assigned by yi = argmax j≤c Fi, j. F can be defined as a vectorial function such as
F : X → Rc to assign a vector Fi to the instances xi. Y is an n× c matrix such as
Y ∈ F with Yi, j = 1 when xi is labelled as yi = j and Yi, j = 0 otherwise Considering
this, the LLGC algorithm performs as follows:

if i �= j and Wi,i = 0 then

Form the affinity matrix W defined by Wi, j = exp
(−||xi−x j ||2

2·σ2

)
;

Generate the matrix S = D−1/2 ·W ·D−1/2 where D is the diagonal matrix with its (i, i)
element equal to the sum of the i-th row of W ;
while ¬ Convergence do

F(t +1) = α ·S ·F(t)+(1−α) ·Y where α is in the range (0,1);
F∗ is the limit of the sequence {F(t)};
Label each point xi as argmax j≤c F∗

i, j;

Fig. 2 LLGC algorithm.

The algorithm first defines a pairwise relationship W on the dataset X setting
the diagonal elements to zero. Suppose that a graph G = (V,E) is defined within
X , where the vertex set V is equal to X and the edge set E is weighted by the
values in W . Next, the algorithm normalises symmetrically the matrix W of G. This
step is mandatory to assure the convergence of the iteration. During each iteration
each instance receives the information from its nearby instances while it keeps its
initial information. The parameter α denotes the relative amount of the information
from the nearest instances and the initial class information of each instance. The
information is spread symmetrically because S is a symmetric matrix. Finally, the
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algorithm sets the class of each unlabelled specimen to the class of which it has
received most information during the iteration process.

4 Empirical Validation

The research question we seek to answer through this empirical validation is the
following one: What is the minimum number of labelled instances required to assure
a suitable performance using LLGC? To this end, we collected a dataset comprising
1,000 malicious executables and 1,000 benign ones. For the malware, we gathered
random samples from the website VxHeavens2. Although they had already been
labelled according to their family and variant names, we analysed them using Eset
Antivirus3 to confirm this labelling. For the benign dataset, we collected legitimate
executables from our own computers. We also performed an analysis of the benign
files using Eset Antivirus to confirm their legitimacy.

Hereafter, we extracted the byte n-gram representation for each file in the dataset
for n = 2. This specific length was chosen because it is the number of bytes a
operation represented by an operational code needs in machine code and it is a
widely-used n-gram length in the literature (e.g., [14, 4]) Because the total num-
ber of features we obtained was high, we applied a feature selection step based on
a Document Frequency (DF) measure, which counts the number of documents in
which a specific n-gram appears, selecting the 1,000 top ranked byte n-grams. This
concrete number of features was chosen because it provides a balance between effi-
ciency and accuracy and it has been proven to be effective [8].

Next, we split the dataset into different percentages of training and tested in-
stances. In other words, we changed the number of labelled instances from 10% to
90% to measure the effect of the number of labelled instances on the final perfor-
mance of LLGC in detecting unknown malware. We did not use cross-validation
because in the validation we do not want to test the performance of the classifier
when a fixed size of training instances is used repeatability. Otherwise, we employ
a variable number of training instances and try to predict the class of the remaining
ones using LLGC in order to determine which is the best training set size. In this
case, the training instances are the labelled ones whereas the unlabelled ones are the
ones in the test dataset. In particular, we used the LLGC implementation provided
by the Semi-Supervised Learning and Collective Classification package4 for the
well-known machine-learning tool WEKA [2]. Specifically, we configured it with a
transductive stochastic matrix W [18] and we employed the Euclidean distance.

To test the approach, we measured the True Positive Ratio (TPR), i.e., the number
of malware instances correctly detected divided by the total number of malware
files: TPR = T P/(TP + FN) where T P is the number of malware cases correctly
classified (true positives) and FN is the number of malware cases misclassified as

2 http://vx.netlux.org/
3 http://www.eset.com/
4 Available at:
http://www.scms.waikato.ac.nz/$\sim$fracpete/projects/
collective-classification/downloads.html

http://www.scms.waikato.ac.nz/$sim $fracpete/projects/collective-classification/downloads.html
http://www.scms.waikato.ac.nz/$sim $fracpete/projects/collective-classification/downloads.html
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legitimate software (false negatives). We also measured the False Positive Ratio
(FPR), i.e., the number of benign executables misclassified as malware divided by
the total number of benign files: FPR = FP/(FP + T N) where FP is the number
of benign software cases incorrectly detected as malware and T N is the number
of legitimate executables correctly classified. Furthermore, we measured accuracy,
i.e., the total number of the hits of the classifiers divided by the number of instances
in the whole dataset: Accuracy(%) = (T P + TN)/(T P + FP + TP + TN) Besides,
we measured the Area Under the ROC Curve (AUC) that establishes the relation
between false negatives and false positives [17]. The ROC curve is obtained by
plotting the TPR against the FPR. All the these measures refer to the test instances.

Fig. 3 and Fig. 4 show the obtained results. The best results in terms of AUC were
obtained with a training set containing 50% of labelled instances. These results indi-
cate that we can reduce the efforts of labelling software in a 50% while maintaining
a AUC higher than 88%. In terms of accuracy, the best results were achieved with a
training size of 65%.

Fig. 3 Accuracy, TPR and AUC results. The X axis represent the percentage of labelled
instances. The best AUC results with a 50% size for the labelled dataset.

Fig. 4 FRP results. The X axis represent the percentage of labelled instances. In particular,
the best results were obtained with a size greater than 30%.



Semi-supervised Learning for Unknown Malware Detection 421

Previous supervised learning obtains better results (above 90% of accuracy [14,
4, 8]) than this semi-supervised approach. However, the main contribution of this
paper is the reduction in the number of required labelled instances while maintaining
a relative high precision. We consider that these results are significant for the anti-
malware industry. The reduction of the efforts required for unknown malware can
help to deal with the increasing amount of new malware.

However, because of the static nature of the features we used with LLGC, it can-
not counter packed malware. Packed malware is produced by cyphering the payload
of the executable and having it deciphered when finally loaded into memory. Indeed,
broadly-used static detection methods can deal with packed malware only by using
the signatures of the packers. Accordingly, dynamic analysis seems to be a more
promising solution to this problem [3]. One solution for this obvious limitation of
our malware detection method is the use of a generic dynamic unpacking schema
such as PolyUnpack [10], Renovo [3], OmniUnpack [5] and Eureka [16].

5 Concluding Remarks

Unknown malware detection has become an important topic of research and con-
cern owing to the growth of malicious code in recent years. Moreover, it is well
known that the classic signature methods employed by antivirus vendors are no
longer completely effective in facing the large volumes of new malware. There-
fore, signature methods must be complemented with more complex approaches that
provide the detection of unknown malware families. While machine-learning meth-
ods are a suitable approach for unknown malware, they require a high number of
labelled executables for each classes (i.e., malware and benign datasets). Since it
is difficult to obtain such amounts of labelled data in a real-word environment, a
time-consuming process of analysis is mandatory.

In this paper, we propose for the fist time the use of a semi-supervised learning ap-
proach for unknown malware detection. This learning technique does not need a large
amount of labelled data; it only needs several instances to be labelled. Therefore, this
methodology can reduce efforts in unknown malware detection. By labelling 50%
of the software, we can achieve results with more than 86% of accuracy.

Future work will be focused on three main directions. First, we plan to extend
our study of semi-supervised learning approaches by applying more algorithms to
this issue. Second, we will use different features for training these kinds of models.
Finally, we will focus on facing packed executables with a hybrid dynamic-static
approach.
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Self-organized Clustering and Classification:  
A Unified Approach via Distributed Chaotic 
Computing 

Elena N. Benderskaya and Sofya V. Zhukova* 

Abstract. The paper describes a unified approach to solve clustering and classifi-
cation problems by means of oscillatory neural networks with chaotic dynamics. It 
is discovered that self-synchronized clusters once formed can be applied to clas-
sify objects. The advantages of distributed clusters formation in comparison to 
centers of clusters estimation are demonstrated. New approach to clustering  
on-the-fly is proposed.  

Keywords: clustering, classification, distributed clusters, chaotic neural network. 

1   Introduction 

Clustering is formulated like the search process of n-input objects division into 
previously unknown number of m groups. The division should be the best from the 
point of maximum similarity of objects within each cluster (intra-cluster similarity 
is high) and at the same time maximum dissimilarity of objects that belong to dif-
ferent clusters [6, 10, 11] (inter-class similarity is low). Clustering techniques are 
developed as heuristics capable to recognize input topological peculiarities at the 
extent of similarity measure universality. The similarity measure depends greatly 
on mutual disposition of elements in the input dataset. If we have no a priori in-
formation about groups topology (ellipsoidal, ball-shaped, compact, scattered due 
to some distribution, etc.) then the risk to choose a wrong metric, or grid size or 
vitality parameter or density distribution (depending on joining criteria of a meth-
od)  is very high [11].  
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Clustering as one of fundamental problems in pattern recognition and data 
processing covers in its general statement also classification, forecasting and seg-
mentation problems. Though there are hundreds of clustering techniques [6, 11] 
organized in groups of partitional [20] (e.g. k-means, h-means, canopy clustering, 
PAM clustering), hierarchical [12] (e.g. UPGMA, UPGMC, WPGMC, WPGMA), 
density-based (e.g. DBSCAN, OPTICS, DENCLUE), grid-based [7] (e.g. STING, 
WaveCluster,  CLIQUE), probability-based [10] (e.g. EM algorithm, COBWEB, 
Gaussian mixture model, Bayesian clustering), bio-inspired methods [9, 13, 15, 
19] (SOM, ART, neural gas, ACCM, DSC algorithm) it is hard to choose an ade-
quate clustering method  when there is no a priori information about peculiarities 
of mutual disposition of objects in input dataset. To cope with large set of algo-
rithms voting principal and visual-aided analytics are applied. Visual-aided ap-
proach [11] consists in expert control of computational process by setting different 
input parameters, interpretation of the results and directing the algorithms towards 
the solution that better describes the underlying phenomena. The key issue of the 
first approach is the expert participation in computational process that makes pat-
tern recognition system automated, but not automatic. Voting principal [21] is 
based on simultaneous application of different clustering techniques and choice of 
the most frequent clustering answer as the final one due to the majority rule. This 
approach is enormously resource consuming as many of clustering algorithms are 
NP-complete. This paper aims to make next step in the development of automatic 
high quality clustering system with reduced computing complexity that demon-
strate capabilities to clustering on-the-fly and classification.  

2   An Alternative Approach to Clustering 

Under high quality clustering technique is understood right clustering solutions 
obtained in respond to each of complex clustering problem in world known FCPS 
dataset [18] without any special expert tuning the method. So the developed clus-
tering system is set in the hardest conditions with no prior information about to-
pology and number of clusters. In comparison partitioning methods ask the user to 
provide number of clusters; density-based methods require maximum radius of the 
neighborhood and minimum number of points in a neighborhood; probability-
based methods need data on probability density models of clusters (distribution 
hypothesis); genetic clustering algorithms need prior statement of fitness function; 
neural network clustering techniques rely on prior knowledge about valid distance 
metric or minimum number of nearest neighbors, or vigilance parameter, or num-
ber of clusters; hierarchical clustering require information about clusters topology, 
otherwise there is a great risk to obtain erroneous results.  

Bio-inspired clustering techniques (genetic algorithms, neural networks, 
swarm-based networks, ant colonies) reduce computational complexity of tradi-
tional clustering techniques by means of their parallel interpretation and imple-
mentation [9, 17]. Unfortunately when no information about clustering data is 
available solution quality should be somehow improved on the next stages of data 
processing and this is a serious obstacle to the development of automatic cluster-
ing systems.  
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Oscillator paradigm 

In recent years promising results obtained in nonlinear dynamics, and neurophysi-
ology predetermined formation of oscillator paradigm that combines knowledge 
from neurobiology, molecular physics, electronics, chaos and synchronization 
theories [5, 8, 14, 16]. One of most perspective techniques that apply internal syn-
chronization of coupled chaotic oscillators to clustering is described in [1]. It was 
improved greatly in [2, 3], in terms of automatically estimated local scale 
(neighborhood parameter), improved processing of output dynamics and matrix 
interpretation of system’s overall evolution. After implementation of preceding 
modifications proposed technique does not require any more a priori information 
about topology and number of clusters to generate high quality results. Compara-
tive analysis of OCNN clustering results with other 43 clustering techniques is 
given in [4]. In this paper this clustering technique based on oscillatory chaotic neu-
ral network (OCNN) [2, 3] capable to cluster objects in p-dimensional feature space 
is applied to accomplish also on-the-fly clustering, classification and multiple clas-
sification procedures in one unified way. To demonstrate the results in a vivid form 
we use data from FCSP dataset (2D, 3D).  Chaotic neural networks can be classi-
fied as oscillatory neural networks with chaotic transfer function. Highly unstable 
dynamics and distributed data processing were combined in OCNN model.  

Phenomenology of chaotic neural network 

OCNN is a recurrent neural network with one layer of n neurons. Each neuron 
corresponds to one point in the input dataset which in general case consists of n 
objects, each described by p features (p-dimensional image). OCNN is a dynamic 
neural network, where each processing unit changes its state depending on the dy-
namics of all other neurons: 
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where N – number of neurons, wij - strength of linkage between elements i and j, 
dij - euclidean distance between neurons i and j (each neuron represents a point 
from input dataset described by p coordinates), а – local scale calculated by means 
of triangulation metric [2], Tn – evolution period. The initial state of neural  
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network is described by random values in the range [-1, 1]. Information about in-
put dataset is given to OCNN by means of linkage coefficients calculated via (3). 
Number of neurons N correspond to n objects in the input dataset. Transfer func-
tion of each neuron is calculated via (4). Overall evolution of coupled chaotic os-
cillators is described by (1), where Ci value allows to limit output values in the 
range of [-1; 1].  

The key point of the OCNN functioning is the emergence of cooperative dy-
namics between neuron’s outputs via time. After some transition period they start 
to change states synchronously. To explore the chaotic neural dynamics (oscilla-
tory clusters) visualization of OCNN output evolution is provided. The deep 
analysis of the output dynamics helps to discover a new type of synchronization – 
fragmentary synchronization [3]. 

3   Methodology of OCNN Clustering 

In case of system described by (1)-(4) at present formal mathematics gives only 
partial but not general solutions. In this paper high dimensional OCNN is investi-
gated by means of computer modeling. Clustering technique consists of 4 stages. 
On the first stage OCNN is initialized due to (3) and random assignment of neuron 
outputs from the range of [-1; 1]. Second stage (learning) is aimed to form oscilla-
tory clusters by means of self-organizing OCNN dynamics during transition  
period via (1). Third stage (preparatory) consists in gathering dynamics about neu-
rons fluctuations during some observation period via (1). Fourth stage (clustering) 
aims to translate oscillatory clusters into object clusters.  

Detection of distributed clusters  

Exponential growth of dynamics dependence from initial conditions is one of the 
main chaos indicators [14]. In OCNN each of neurons evolves in chaotic manner 
due to logistic map (4). If clustering results depend on initial conditions then ap-
plicability of OCNN to pattern recognition stands to be questionable. Nevertheless 
it is possible if OCNN parameters (linkage coefficients wij) are set in a proper 
way. All trajectories of outputs evolution remain to be chaotic. Thus, a trajectory 
in the phase space of OCNN undoubtedly depends on initial conditions. Yet, mu-
tual trajectories disposition in n-dimensional phase space stands to be invariable to 
start point. That means that mutual synchronization is insensitive to initial condi-
tions and as a result the obtained solution of clustering problem is insensitive ei-
ther. To be particularly stressed is the coincidence on the third stage clusters 
membership, number and size though the initial states of neurons can be abso-
lutely different. 

In other words OCNN stay to be chaotic all the time but manages to produce 
stable solution if the mean field is appropriately calculated [2]. There appear very 
interesting logics in mutual relations of neurons expressed in cooperative oscilla-
tion dynamics. These logics can hardly be described by standard mathematical 
techniques, but after all can be successfully applied to solve various clustering 
problems. 
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On Fig. 1 are demonstrated the results on both simple and complex image clus-
tering produced by OCNN. The more complicated input dataset the more intricate 
becomes the structure of oscillatory clusters. Correct clustering of input image 
from Fig. 1.d becomes possible due to the phenomenology of fragmentary syn-
chronization when each oscillatory cluster is characterized by its unique melody. 
Within trajectories that comprise one cluster there can be no instant coincidence 
between neurons phases and amplitudes and yet the clusters integrated dynamics 
differs from the dynamics of trajectories from other clusters. 

For each of test clustering problems from fundamental clustering problems 
suite [18] was fixed the fact of cluster formation insensitiveness to initial condi-
tions and correct clustering results were obtained for each of the test datasets.  

 
Fig. 1 Fragmentary synchronization of OCNN outputs: (a) – OCNN dynamics statistics 
comprised by completely synchronized neurons within each of clusters in respond to simple 
input image; (b) – simple input dataset comprised by 46, 50, 50 points in three clusters 
(clusters are compact); (c) – complex input image comprised by 65, 47, 46 points in three 
clusters (clusters are loose); (d) - OCNN dynamics statistics comprised by fragmentary 
synchronized neurons in respond to complex input image. 

Thus the main accent in the proposed approach is made on temporal dimension. 
The neural network sway helps to overcome the geometrical uncertainty by means 
of distributed character of decentered oscillations, no centers of clusters are evalu-
ated. The fourth stage is realized by means of algorithm proposed in [3] that allow 
to detect complete, phase and fragmentary synchronization. 

4   Combining Clustering and Classification 

Solutions of complex pattern recognition problems deal with clustering and classi-
fication processes. When there is no information about typical representatives of 
classes (or group labels assigned to objects) clustering is preliminary accom-
plished. There are two main approaches to use clustering results. First considers 
clustering as the mechanism to get group labels and clustered image becomes 
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training data for classification algorithms that either constructs classifier (dis-
criminant rule) in the form of surfaces or class centers. (In case of unknown num-
ber of clusters there is the need to combine centers of clusters to reflect more 
closely real number of groups in the input dataset). This approach in fact doubles 
classification time. Second approach generalize clustering results in the form of 
computing centers of clusters with further comparison of new object with centers 
of clusters as their typical representatives in order to classify new object. Thus 
classification process can be realized in two different ways: classification with 
fixed classes and classification with changing classes (dynamic clustering). If a 
new object belongs to a class that previously was not recognized wrong classifica-
tion take place, as pattern recognition system can’t generate the answer “I don’t 
know” without fuzzification [19]. Thus modern pattern recognition system some-
how should combine both classification and clustering abilities to reduce the com-
putational complexity and to increase clustering and classification quality.  

Classification by means of OCNN 

In this paper it was discovered that OCNN is capable not only to cluster input im-
ages of different complexity [18], but also to classify new objects. Clustering an-
swer in the form of synchronized chaotic sequences is stored in the memory of 
OCNN. When new object is added to the input dataset for further classification a 
neuron joins structure of OCNN and its individual chaotic trajectory is calculated 
on the base of OCNN dynamics stored in OCNN memory. 

It is important to stress that scaling constant used in (3) is not recalculated for 
the modified dataset but corresponds to the one estimated for the clustered image. 
If the classified point belongs to the neighborhood of one of the clusters in the im-
age on the language of OCNN it means that individual dynamics of neuron k is 
seized by one of the closest synchronized clusters and thus classification takes 
place.  

Classification process accomplished by OCNN is demonstrated on Fig. 2.c. In 
respond to 2D image (input dataset) comprise by146 points (Fig. 2.b) OCNN gen-
erates chaotic oscillatory clusters (Fig. 2.a), which are considered to be memory 
(146 trajectories correspond to 146 points in the input dataset). Let us classify 
point one by one 7 points added to the input dataset (Fig. 2.d). Classification proc-
ess consists in calculation trajectories of 7 neurons on the base of previous OCNN 
dynamics (OCNN memory), with further comparison of this 7 trajectories with os-
cillatory clusters stored in OCNN memory. As one can see 7 trajectories form 3 
different groups. And if one compares each of these groups with clusters on  
Fig. 2.a the corresponding coincidence can be noticed.  

To check ability of OCNN to generate “I don’t know” answer 8 points (Fig. 2.f) 
with far location from three clusters are added to the input dataset. These 8 points 
are classified independently one by one. As a result on Fig. 2.e. OCNN generates 
8 trajectories that evolve asynchronously to each of three oscillatory clusters dem-
onstrated on Fig. 2.a. On the language of oscillations this means that no decision 
on this 8 points membership in any of the three clusters can be made. Thus 8 “I 
don’t know” answers are produced.  
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Fig. 2 Classification and on-the-fly clustering by means of OCNN: (a) – input dataset to be 
clustered, comprised of 146 points; (b) – 3 oscillatory clusters (OCNN memory) comprised 
by 46, 50, 50 neurons trajectories; (d) – 7 points marked with asterisks to be classified by 
OCNN; (c) – 2,1,4 neurons trajectories are generated in respond to 7 points (the three 2, 1, 
4 groups of trajectories fully coincide with those stored in OCNN; (f) – 8 points to be clas-
sified, clustered on-the-fly; (e) –8 trajectories are asynchronous to each of 3 oscillatory 
clusters stored in OCNN, 8 “I do not know answers” are generated; (g) – 8 synchronous tra-
jectories form a new oscillatory cluster different from the three stored in OCNN memory.  

Multiple classifications by means of OCNN 

Computational complexity of clustering method based on OCNN is predetermined 
by global linkage between elements. The analysis of OCNN mathematical model 
comprised by n difference equations (1) reveals the way how to cut down cluster-
ing time. 

Each of OCNN neurons state depends on the states of all other neurons. And 
this extends greatly clustering time. To overcome this it is proposed to use matrix 
form of OCNN evolution.  
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The identity of (1) and (5) comes from mathematical apparatus of linear algebra 
that says that left matrix and vector multiplication ends with consequent sum of 
element wise multiplications. This interpretation opens the opportunity for future 
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hardware implementation of OCNN clustering method. It also makes possible to 
conduct multiple classifications in parallel. 

Independent calculation of 7 trajectories (Fig. 2.b) via (5) thus can be provided 
in parallel and this makes classification system more efficient in comparison to 
Kohonen’s network, where objects can be classified only consequently.  

Clustering on-the-fly 

A lot of existing clustering techniques do not support incremental clustering. 
Hereon it is proposed to check whether it is possible to form new clusters without 
recalculation of previously revealed clusters.  

The on-the-fly clustering process is demonstrated on Fig. 2.f, Fig. 2.g. To pro-
vide on-the-fly clustering by means of OCNN is used previous OCNN dynamics 
(Fig. 2.a) that corresponds to the clustering answer for the initial input dataset 
(Fig. 2.b). Linkage coefficients are calculated for each of 8 added points (Fig. 2.f) 
and the scaling constant a is not recalculated. Then trajectories of each 8 new neu-
rons are calculated depending on the previous state of each other. It is noted that 
the states of all other 146 neurons are not recalculated. On Fig. 2.g is demon-
strated the formation of a new synchronous cluster, its “melody” is different to any 
of the three clusters generated by OCNN previously (Fig. 2.a). Thus clustering on-
the-fly allows to reduce computational complexity twice, because there is no need 
to recluster the whole input dataset. 

5   Conclusions 

It was discovered that OCNN is capable not only to cluster but to classify objects 
on the basis of previous oscillatory dynamics without reclustering of the whole 
image. What is more crucial OCNN manages to reveal whether an object belongs 
to any of clusters at all – if classified object is located far from each of clusters 
OCNN produces “I don’t know” answer. Due to the introduced interpretation of 
mathematical apparatus OCNN can be applied to accomplish multiple simultane-
ous classifications. Clustering on-the-fly abilities of OCNN were investigated. 
Without any recalculation of overall system’s dynamics OCNN is applicable to 
incremental clustering. To summarize clustering, classification, on-the-fly cluster-
ing, multiple classifications can be processed within one unified approach based 
on oscillatory chaotic neural network.  
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Cognition and Digital Ecosystems 

Cecilia Ciocan and Ioan Ciocan* 

Abstract. The paper aims to establish a framework for analysing the role of cogni-
tive science in the development of digital ecosystems. It is well known that cogni-
tive science has plenty borrowed from artificial intelligence, therefore building 
models based on the co-evolution of cognitive human and artificial agents, which 
could provide answers in a considerably shorter time than people usually need for 
fulfilling the same tasks. Organizations, as complex social and human systems, re-
gardless of the information technologies they use, were and still are subjected to 
knowledge. This happens both at the level of members’ individual behaviour, as 
well as at a large scale with regard to groups and organizations behaviour: rela-
tions between goals, means, results, and the relationship between the organization 
and its environment. The development of knowledge ecosystems is analyzed (re-
garded) as a modelling activity, which involves developing an informatic model. 
Developing knowledge ecosystems emphasizes the importance of cognitive proc-
esses in all their aspects, involving the simulation of new and flexible ways of  
cooperation and work in the network by the means of dynamic association and 
self-organizing developing structures through open source. 

Keywords: knowledge management, cognitive processes, digital ecosystems. 

1   Introduction 

As a result of the ecologic unbalance caused by the industrialized countries both 
on their territory as well as on the territory of other states it could be found that the 
nature does not always have available the means for restoring the ecologic bal-
ance, in many cases being required the restoring intervention of the human being. 

The sustainable economic development assumes a new attitude of the human 
being toward the environment, modifying the relations between the human being 
and the nature, ensuring the balance between the human activities and the natural 
environment where they are carried out. That is why; the sustainable economic 
development is aimed at all the segments of the social life. 
                                                           
Cecilia Ciocan · Ioan Ciocan 
Department of Economic Cybernetics, 
Academy of Economic Studies, Bucharest, Romania 
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In the last years, a new concept have appeared and have developped at the  
border between biology, ecology, economics and business world: the digital eco-
system. In fact this is an adaptive complex system. In biology, an ecosystem is “a 
system of organisms which live in a habitat, together with that aspects regarding 
the physical environment with which interact”. (The New Shorter Oxford English 
Dictionary, 1993).  

The notion of “ecosystem” within an economic context was used for the first 
time by Zeleny  (Zeleny et al, 1990) for justifying the necessity of some busi-
nesses which should be aimed to human requirements and in the same time should 
comply with rules of behaviour of  nature (Business Ecosystem). Thus, nowadays 
this concept is not defined very clearly. Some specialists use the term of “Business 
Ecosystem” for describing a systemic model of a company involved in a tight rela-
tionship with business environment and distribution networks. Ecosystem is a dy-
namic complex of microorganisms and their life environment which interact in a 
functional unit.  

The digital ecosystems have a self-organization capacity appearing whenever 
the interactions between agents reach a complex linear behaviour level. The 
achievement of self-organization within knowledge-based ecosystems assumes the 
necessity of a superior capacity of reproduction of the components with a mini-
mum level of intervention from the part of human agents. 

Regarding the organization, the Business Digital Ecosystem (DBE) might be 
defined as „a self-organizer evolutive system that aimes the creation of a digital 
software for small organizations” (Holland, 1995), which support the local and re-
gional development using open technologies and promote evolutionist business 
models for developing small organizations.  

The agents within a digital ecosystem resemble the biological individuals, 
meaning that they interact, move and die. In conclusion, the digital ecosystem 
consists of agents interacting between one another, but also with the external envi-
ronment just like within the real ecosystems in the nature. 

The organizations co-evoluated within a social ecosystem, because co-
evolution cannot take place isolated. Therefore, a social ecosystem consist of or-
ganizations, and not of individuals, and from here the qualificative “social"  
derives. Mitleton-Kelly proves that any social ecosystem is an evolutive complex 
system, so a more evoluated type of system than adaptive complex system.   

The knowledge-based digital ecosystems are aimed at exceeding the existent 
barriers and promoting some innovative forms of software creation, sharing of 
knowledge and composing of communities, thus allowing the long-term progress 
and the competitiveness of companies acting in the field of healthcare. The pur-
pose of the initiative regarding digital business ecosystems consists of simulating 
new and flexible ways of cooperation and work in a network by dynamic associa-
tion and self-organization evolution through the intermediary of an open source 
structure. The open source model refers to a decentralized initiative, opened to a 
diverse range of participants situated in different localities, which makes control 
more difficult. 

There is a tight analogy between ecologic communities and business communi-
ties, that explains why the companies, as biologic microorganisms, function within 
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a dense networks of interactions, from domestic economy to global economy. Bio-
logic ecosystems and economic ecosystems are adaptive complex system and  
follow the same profound rules. There is an essential difference between these 
systems: the human ability of taking conscious decisions, while biologic organ-
isms have no conscience of the same type. In the digital ecosystems, the agents are 
intelligents and able to plan the future with certain accuracy. On the other hand, 
business ecosystems compete to acquire new members.    

Biological ecosystems and knowledge-based ecosystems have a series of com-
mon properties like interaction, interdependence, emergent behaviour, self-
organization, feedback, non-linearity etc. 

Both types of systems operate as organisms and not as a machine. In addition, 
neither biological ecosystems nor digital business ecosystems are capable of opti-
mizing their own behaviour. In business ecosystems, the company represents the 
equivalent of organisms within the biological ecosystem. 

The digital ecosystem strongly imposed itself after the European Union 
launched a series of projects and a program cancelling the disparity between the 
performances of small and medium enterprises of Europe and of the United States. 
These ecosystems consisted of “digital species” occupying a “digital environment”. 
The digital species can be software programs and components, applications, ser-
vices, knowledge, business models, learning modules, conceptual framework, ar-
chitectures and legislation.  

The digital ecosystem is a methodological proposal of economical and techno-
logical innovation containing a program that addresses a large number of eco-
nomic users and services found in interaction. Economic users interact between 
one another, they develop and adapt to a dynamic digital environment thus serving 
the economic requirements in a continuous change imposed by economy. 

2   Biology of Digital Ecosystems: Profiles for Adapting 

Companies are developed within a business ecosystem, which assumes the neces-
sity of appearance of a platform for administering such ecosystem. 

The ecosystem consists both of an environment and of a set interacting agents 
or entities, which reproduce in that environment. The agents’ needs modify from 
one place and from one moment to another, and from this point of view the profile 
for adapting a digital ecosystem is complex and dynamic, resembling the genetic 
algorithm of a biological ecosystem. 

The success of a digital business ecosystem is determined by three factors, 
which are productivity, as fundamental factor; robustness, for the purpose of ac-
cumulation of competitive advantages from various sources and the ability to 
transform when the environment changes; possibility to create new niches and op-
portunities for the new companies.  

The companies have multiple relations with their partners, which can be direct 
or indirect, formal or informal. Relations can be: 

• vertical: direct complementary relationship, cooperation, subcontracting; 
• horizontal: possibility of substitution, competition, but also cooperation;   
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• transversal: common goal, agreements among sectors; 
• intangibility: common culture, behaviour standards, etc. 

An important role within digital business ecosystems is occupied by the relations 
of trust, as any kind of economic transactions requires a certain level of trust be-
tween the parties involved. By trust it is understood a certain degree of safety, a 
fundamental aspect for small and medium enterprises operating within a complex 
regulation environment. 

The relations of trust have a central role for digital business activities as any 
kind of economic transactions requires a certain level of trust between the parties 
involved in the relevant transaction. An important condition of the achievement of 
trust is a certain degree of “safety”, fundamental aspect for small and medium en-
terprises operating in a complex regulation environment. 

The rules of digital ecosystems are:  

•  leadership: One or more companies have the leading role. Thus the leader of 
the company have to elaborate a common vision of all members of business 
ecosystems and the leader guides the competences. The leadership could be de-
velopped and influence the evolution of business ecosystem;  

• keystone and platform; 
• common central competences; 
• biodiversity: The actors of a business ecosystem are eterogen (companies, insti-

tutions, labour unions, groups with special interests). The actors of a business 
ecosystem come from different industrial branches. There is a convergence of 
industries. The same company can belong to more business ecosystems; 

• competition: so at the intra-ecosystem (accesion to the role of leader), as at the 
inter-ecosystem (competition among business ecosystems), there is a strong 
dynamics of competition. 

Business ecosistem1                                               Business ecosistem2 

 

Fig. 1 Relationship between ecosystems 

The achievement of self-organization within digital business ecosystems as-
sumes the necessity of a superior capacity of reproduction of the components with 
a minimum level of intervention from the part of human agents. The objective of 
achievement of self-organization within digital business ecosystems suggests the 
necessity of a superior capacity of reproduction of the components with a mini-
mum level of intervention from the part of human agents, thus increasing the 
number of difficulties for quality control. 

The application of digital ecosystems can solve complex and dynamic problems. 
The medical business world is a dynamic and complex environment generating  
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local, general, human and social interactions. The information technology has a sig-
nificant role in the elaboration of systems that should solve such dynamic and  
complex problems. 

The major advantage that the digital ecosystems present compared to other 
methods is represented by the capacity of dynamic adaptive self-organization. For 
the solutions generated by digital ecosystems to be useful they should be efficient 
from the IT point of view and should solve the relevant problems. Thus, the digital 
ecosystem is useful in the business environment if it succeeds to achieve a balance 
between the freedom of self-organization of the system and the capacity to find 
useful solutions, taking into account its internal dynamics and it should satisfy the 
adaptation criteria imposed by users. 

In designing a useful digital ecosystem they shall also take into calculation the 
error possibilities, they shall make attempts to adapt the possibilities of stability 
and diversity. In order to avoid the appearance of problems in the system they 
shall also take into calculation the introduction of negative feedback mechanisms. 

The performance indicator of a digital ecosystem is given by users’ satisfaction 
by the achievement of measurable, adaptive solutions of complex dynamic prob-
lems. At digital ecosystems, the diversity should be put in balance with the effi-
ciency of adaptation. The system should react efficiently at environment changes 
adapting rapidly so that it would avoid sudden modifications that can lead to los-
ing control on the situation occurred. 

Regarding digital ecosystems, diversity have to be balanced with the eficiency 
of adaptation. The system have to react eficiently to environment changes, adapt-
ing rapidly so that to avoid the sudden changes that could lead to the loss of con-
trol on the appeared situation.  

The ecosystem addresses a large number of economic users and services found 
in interaction and operates in two steps: 

• a decentralized fundamental network of services provided, with relations from 
peer to peer. 

• structure operating locally (habitat) and being aimed at identifying solutions 
that would satisfy the relevant local constraints. 

Through the intermediary of this double process they obtain optimum levels of 
resolution of problems and constraints locally. This is a digital ecosystem where 
the autonomous mobile agents represent various services provided by the partici-
pating economic entities which carry out services in local habitats. 

The diversification of activities and of services required forces agents to grow 
on a permanent basis in order to cope with such requirements. In order to cope 
with the permanent procedures, the pressures in the dynamics of economy, of so-
cial pressures and changes from the business environment many small and me-
dium enterprises were established in economic entities and networks reflecting the 
structure of economic sectors within the base of users of the digital ecosystem. 

3   Cognitive Architecture within Digital Ecosystems 

The cognitive processes are determined by the preoccupation for generating new 
knowledge by individual knowledge labour, but especially collaborative labour, 
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by using knowledge-based IT instruments, in a computerized intellectual envi-
ronment and, sometimes, even an intelligent one, being populated with natural and 
artificial intelligent agents and systems. Under these conditions it becomes possi-
ble to elaborate a global cognitive model, which can integrate in a unitary explana-
tory structure the knowledge, methods and projects regarding the knowledge  
labour, the actual cognitive environment, just like the work groups and practice 
communities established in the intellectual healthcare environment. 

Cognitive processes are distributed between the members of a social group in 
time so that the final result of a previous event can change the outcome of future 
events involving coordination between internal and external structures. The cogni-
tive processes can be automated or controlled. The automated cognitive processes 
are represented by those unconscious, rapid processes carried out with no effort, 
while the controlled cognitive processes are represented by those conscious, slow 
processes involving effort and attention and being easily modifiable. 

The development of the human society is achieved by knowledge and learning. 
Knowledge is dependent of the learning process. Information, knowledge and 
communications are at the base of scientific, economical, technological, social, 
cultural, medical processes/events etc.  The limitative factor in development shall 
be more and more linked to knowledge and learning, to the individual’s capacity 
to assimilate and develop new technologies, to use them in new fields of activity. 

Cognitive architectures are frequently created to model human performance in 
multimodal multiple task situation. Cognitive systems are evaluation from many 
points of view: adaptive behaviour, dynamic behaviour, flexible behaviour, devel-
opment, evolution, learning, knowledge integration, vast knowledge base, natural 
language, real-time performance, and brain realization. Two key design properties 
that underline the development of any cognitive architecture are memory and 
learning. Together, learning and memory form the rudimentary aspects of cogni-
tion on which higher-order functions and intelligent capabilities, such as delibera-
tive reasoning, planning and self-regulation are built. Organization of memory de-
pends on the knowledge representation schemes.  

The notion of knowledge ecosystem could be presented from the definition of 
digital business ecosystem in which digital environment is replaced by an envi-
ronment consisting of knowledge.   For Magnan, F. s.a., Knowledge Ecosystem 
term is used for „describe a practice comunity what use collaborative aplications 
to build knowledge in a bottom-up way”.  

Table 1 Taxonomy of cognitive architecture 

Cognitive architectures 

Symbolic Emergent Hybrid 

Memory 

- Rules based memory 

- Grapf based memory 

Memory 

- globalist 

- localist 

Memory 

- localist distributed 

- symbolic connectionist 

Learning 

- inductive 

- analytical 

Learning 

- associative 

- competitive 

Learning 

- bottom-up 

- top-down 
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The knowledge ecosystems represents complex adaptive systems having the 
shape of virtual networks interconnected by people, knowledge and technical 
means whereby the knowledge is created, organized, selected, sinthetised and dis-
tributed to the other entities/ systems of environment which need knowledge. 
Among knowledge ecosystems and these entities / systems a symbiothic relation-
ship is created whereby the knowledge is created and recreated uninterrupting, in a 
feedback process of transformation from implicit knowledge in explicit knowl-
edge and inverse, through mechanisms and flows with a dynamic character and 
being in a continous evolution and change.  The networks within ecosystems and 
the other systems intermit and intercondition each other, in an intime process of 
permanent transfer and of recreating knowledge depending on new appeared data 
and information, on new appeared situation and on ways of solving them.  Knowl-
edge ecosystem aime to create, organize and operate with knowledge in an unified 
and dynamic way. Using the newest methods and technologies of knowledge 
management, sustained by methods and models based on agents, Knowledge Eco-
systems come into prominence in more and more scientific and applied fields, es-
pecially in those which generate and distribute knowledge (scientific research, 
education, technologic innovation etc).   

4   Knowledge Management 

The knowledge management intends to explain key subjects like: organizational 
adaptation, survival and increase of competences under the conditions of a con-
tinuous evolution of the environment. Essentially, the knowledge management  
includes organizational processes, which would profit from the synergetic combi-
nations between the avalanche of the data generated by the information technol-
ogy and creativity and the innovative potential of human resources. 

Knowledge management is accompanied today by project management and in-
vention management, then by change management, risk management or strategic 
management. 

The approach of knowledge management as a process leads to optimizing the 
creation, to the cooperation of the creators of knowledge and to the balance of the 
knowledge assets market. This process should be understood as a spiral of trans-
formation of the tacit knowledge into an explicit one. Thus, the tacit knowledge 
represents a cognitive scheme of mental models, personalized and formal, formed 
of two components: technique/know-how and cognitive/beliefs. Representative for 
the tacit knowledge are the ideals, the intuition, the premonition and the inner feel-
ing. The explicit knowledge is given by encrypted elements easily transmissible. 

Knowledge management should be concentrated on the instruments of coopera-
tion of the program on the change of knowledge, on team work and on portals of 
knowledge, so that it would organize in an efficient manner a large volume of in-
formation, it would filter the essential contents and it would gain access to the 
corporative knowledge. 

In knowledge economy, the success of companies is more and more a relational 
success. The companies aime more and more to intensify cooperation with  
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research laboratories, universities and inclusive other private companies. The rec-
ognition of an organization or of a country will be more and more caused by the 
ability and eficiency with which will know to access, to assimilate and to use  
information.  

Many corporations implemented softwares of distributing knowledge and in-
formation among subsidiaries, stimulation of the innovation process being realised 
through training courses and continous education. The transfer of knowledge 
among the subsidiaries of the same companies records a major weight in the inter-
national transfer of knowledge. 

The fight for the control of standards lead to create partnerships among compa-
nies. The complexity of technical specifications of nowadays, a lot of applications 
cause divergent evolution in innovation process. The control and enforcement of 
the own technical specifications is an important factor in the success of economic 
activity.  

5   Intelligent Technologies 

The cognitive models are based on individual cognitive processes moulded 
through neuronal networks, fuzzy systems, agent and multi-agent systems based 
on knowledge. 

Such a methodology frequently used in the development of multi-agent systems 
is the knowledge-based methodology. A large part of the methods of intelligent 
multi-agent systems was developed starting from their approach in the methodol-
ogy of knowledge.  

A business model is created for describing the roles and relationships among a 
company, his customers, partners and suppliers. Thus in a business model are 
specified the roles of each entities, details of structures of taking decisions, also 
strategies of specific business.  

At almost all levels of decision process, interaction among players is 
significant.   
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It is aimed: 

• To create new global business environment, based on digitalization, virtual or-
ganization in business network;. 

• To secure technologic and business information in the systems of economic co-
operation, in the systems of public administration and systems of services; 

• To build some innovation pole, to generate and to capitalize the knowledge, to 
build self-organized and self-multiplication mechanisms.  

6   Trends and Strategy 

Within actual business environment there are known some key elements that will 
influence the future of mankind. These are: the rise of population and demo-
graphic changes, the climatic changes, the mirage of energetic crise, globalisation, 
accelerate and exponential development of technology, etc.  

We could say that the trends within business environment are determined by 
macroeconomic evolution, either microeconomic conjuncture. The most important 
macroeconomic trends of evolutions are demographic, social, technologic and 
business. One of the recent trends in business is collaboration of big companies 
with small and medium sized enterprises for realising some products or performe 
some services.   

Small and medium sized enterprises meet a series of dificulties in participating 
or creating global digital markets. The key problem in creating some digital mar-
kets is to choose some specific strategies as strategic partnerships, agreements  
regarding sharing market segments like, for example, franchising and schemes 
similar with franchising.  

As individual participants to digital markets, small sized enterprises can meet 
big dificulties because, in an initial phase of some kind of digital markets, the 
price transparency will raise more than transparency of product characteristics 
generally (quality, delivery term, services level and business knowledge).   

7   Conclusions 

Strategic involvement and managerial  ingeniousness is necessary regarding the 
combination of computing facilities of intelligent assistance with consolidated or-
ganizational practices referring the innovation, learning, and cooperating interac-
tivity. Being a developing field, the application of information and communication 
technology are away from the maxim level.      

Using information and communication technology give chance to business of 
small and medium sized dimensions to compete at domestic or global level with 
big corporations.  

Information and communication technology presents an important role in 
adopting the best practices regarding intelligent assistance of activities of learning, 
of innovating and of knowledge management within digital ecosystems.  
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Pérez, Luis Pastor 183, 225
Palomares, Iván 125
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