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Foreword

THE CANADIAN INSTITUTE FOR ADVANCED
RESEARCH AND THIS BOOK

This book had its beginnings in 1988 when I was asked by the CIAR to set up a
research programme on long-term economic growth. I became a Fellow of the
Institute in 1989. The programme was accepted by their Research Council soon
afterwards and I became its first director. The programme also had an advisory
committee chaired by Kenneth Arrow. For several years, Arrow attended our meet-
ings on a fairly regular basis. At the beginning of the second five-year period, Joel
Mokyr joined the advisory committee and became almost a de facto member of the
group, attending most of our meetings and contributing to much of our debate,
especially on matters of the history of technology."

The CIAR’s programmes are innovative. Funding is for five years and potentially
renewable for another five, after an in-depth peer review. Fellows get full-time relief
from university duties and Associates get part-time relief. There is no overarching
research design but members are expected to work on related subjects. They meet
regularly, present papers, interact, and are encouraged to engage in joint research
collaborations, particularly across subdisciplinary borders.

When I set the programme up, I intended to bring together different groups of
economists who typically do not interact. I hoped that the sparks this process would
inevitably produce would light some interesting research fires. By the end of the first
five-year period, our group included growth theorists, labour economists, economic
historians, business school economists, and institutionalists. I also wanted to recruit
representatives of the evolutionary school, but for various reasons I did not achieve
that goal.

When I was first approached by Fraser Mustard, the then president of the CIAR, I
was already convinced that technological change lay at the heart of long-term
economic growth and that perfect competition was not the right market structure
against which to judge the efficiency of dynamic evolving economies. As an under-
graduate at the University of British Columbia, I was lucky enough to take part in an

! The list of those who were members of the programme together with the dates they served follows:
Daron Acemoglu (2000-2), Philippe Aghion (2000-2), George Akerlof (1992-2002), John Baldwin
(1993-8), Paul Beaudry (1996-2002), B. Curtis Eaton (1991-3), Pierre Fortin (1993-2002), Rick Harris
(1993-2002), Elhanan Helpman (1992-2002), Peter Howitt (1994-2002), Richard Lipsey (1989-2002),
Huw Loyd-Ellis (1999-2002), David Mowery (1994-8), Kevin Murphy (1994-9), Diego Puga (1999—
2002), Craig Riddell (1994-2002), Paul Romer (1991-2002), Nathan Rosenberg (1991-2002), Joanne
Roberts (2001-2), Ed Safarian (1991-7), André Schleifer (1991-3), Scott Taylor (1996-8), Manuel
Trajtenberg (1997-2002), Daniel Trefler (1997-2002), Eric von Hippel (1994-8), Michael Wolfson
(1992-8), and Alwyn Young (1994-2002).
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honours seminar run by a young staff member, Bill Merritt, where we read widely in,
and reported on, such classic social science authors as Thorston Veblen, H. J.
Mencken, Werner Sombart, Vilfredo Pareto, and James Burnham. It was my good
fortune to be asked to report on the first few chapters of Schumpeter’s The Theory of
Economic Development. I was profoundly influenced by what I read and the views I
formed then were reinforced when as a graduate student at the University of Toronto
I studied his Capitalism, Socialism, and Democracy. From those readings, I took away
several things. First, I developed a mental non-equilibrium model of the circular
flow of income that was continually disturbed by new innovations and the cycles that
they induced. Throughout my subsequent professional career, I was fond of saying
that this model insulated me against the excesses of Hicksian (and Samuelsonian)
comparative statics. Second, I rejected the common use of perfect competition as the
ideal against which the performance of all other market structures were to be judged.
Indeed, the very forces that are seen as undesirable market imperfections in a world
of perfectly competitive equilibrium are the driving forces of growth in a dynamic,
changing world. Third, I accepted that the main long-term determinant of growth in
living standards is technological change, against which the effects of improvements
brought about by feasible changes both in economic efficiency and in income
distribution are insignificant.

After graduating, I had kept abreast of macro growth theory until the interest in
neoclassical growth models petered out in the late 1960s. As editor of the Review of
Economic Studies in the early 1960s, many of the early growth models had passed
over my desk. Also, as a consultant in the early 1960s for the newly formed British
National Economic Development Council, popularly known as NEDY, I was made
dramatically aware of the gap between theory and policy in the area of economic
growth. We were charged with studying obstacles to growth in Britain, and to that
end I approached some of those British economists who were most active in the
rapidly expanding theoretical literature on growth. I asked: ‘What assistance does
your work offer to applied economists interested in understanding and improving
Britain’s poor growth performance?” But, as from the oysters who were foolish
enough to walk with the Walrus and the Carpenter, ‘answer came there none’

At the time of my appointment to the CIAR fellowship in 1989, I had not worried
much about economic growth for two decades, having spent the 1980s working
mainly on trade policy and the 1970s on problems in Industrial Organization and
Economic Geography with Curtis Eaton (see Eaton and Lipsey 1997). So I divided
my time between the large amount of necessary reading and getting the programme
underway. I had already concluded that if technological change was the key to long-
term growth, our group needed to know a lot more about technology, invention, and
innovation than is normally covered in economics courses, whether on growth or
anything else. Early on in my reading, Nathan Rosenberg’s Inside the Black Box had a
profound effect on my thinking about these critical subjects. I also read Freeman and
Perez’s essay ‘Structural Crises of Adjustment: Business Cycles and Investment
Behaviour, which got me thinking about how technology was related to the
economic and social structure. For some years, I used their concept of a techno-
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economic paradigm as my organizing concept. Later, my then co-authors and
I replaced it with our concept of a structuralist-evolutionary (S-E) decomposition
(see Chapter 4), explaining our reasons in Lipsey and Bekar (1995). Other early
readings that had profound effects on my thinking were Rosenberg and Birdzell’s
How the West Grew Rich, and Leonard Dudley’s The Word and The Sword. The latter
led me to realize just how deep the transforming effects of technologies could be.
A reading of almost all the chapters of Technical Change and Economic Theory by
Dosi et al., and a rereading of Nelson and Winter’s classic, An Evolutionary Theory of
Economic Change, put my thinking on an evolutionary track.

In the early days of setting up the programme, Simon Fraser University made me
an offer I could not refuse, and my wife and I moved to Vancouver in 1989. In 1991, 1
began teaching a course called ‘Economic Growth and Policy, which laid the
foundations for this book. Each year until 1997, fifteen to twenty graduate students
and one or two staff members attended. Most confessed to having their minds blown
by hearing someone who viewed growth from outside of the neoclassical paradigm,
going beyond macro modelling to combine description, history, and theory in one
broad view of the growth process.

In the first year, my star pupil was Clifford Bekar, who was particularly interested
in the methodological and historical parts of my message. His essay that year, then
his MA dissertation, and finally one chapter in his Ph.D. dissertation, looked at the
First Industrial Revolution as an illustration of what we then called transforming
technologies and later came to call general purpose technologies (GPTs). In the
second year of the course, my star pupil was Kenneth Carlaw. He was a theorist at
heart and deeply steeped in the neoclassical approach. He fought me tooth and nail
every inch of the way. I am not sure what the rest of the class thought, but I soon
came to look forward to our twice-weekly battles.

I was impressed enough to recruit both these students as RA’s working on many
issues, most of which became part of this book. Their work was so impressive that
they soon became junior authors of several articles—Lipsey and Bekar (1995) and
Lipsey and Carlaw (1996) were the first instances. Finally, their hard work and
considerable insight promoted both of them to equal co-authors. Carlaw and Lipsey
(2002) and Bekar and Lipsey (forthcoming 2005) were the first papers to signal
this change. Because the project that led to this book was initiated by me (in 1990)
and the early conceptual work was done mainly by me (during the first half of the
1990s), I have remained the senior author of the book. Over the later years, however,
the other two have contributed in big ways to the book’s development.

Richard G. Lipsey
Bowen Island, BC
February 2005



Preface

In this preface, I first ask: what distinguishes this book from the many others on
technology and on economic growth? I then go on to consider the evolution of the
three most important themes of this book.

WHY ANOTHER BOOK ON GROWTH?

While books on long-term growth have always been popular, the last few years have
seen a great increase in their number. Readers may wonder if ours is simply another
marginal addition to this fast-growing literature. We think not. First, we are inter-
ested in the phenomenon of general purpose technologies (GPTs) in themselves and
we say much more about them, both descriptively and analytically, than is typical in
books on growth. Second, in our work on growth we take up a broader set of themes
and employ a larger array of analytical tools than is typical of most books on growth
and technological change. While others concentrate on one or another of these
techniques, we do not hesitate to use historical analysis, formal modelling, simula-
tion techniques, what Richard Nelson calls appreciative theorizing, and aspects of
evolutionary economics.

In Chapter 1, we outline our coverage in detail and note much of what we have to
say that is new on each of these topics. Here we merely illustrate the wide scope of
our coverage, which, for better or for worse, is one of the distinguishing features of
our book. We start by observing that long-term growth is driven mainly by techno-
logical change. This leads us to study the nature of technology and how it changes,
building on material found in books such as Rosenberg’s Inside the Black Box. We
argue that understanding technological change requires an evolutionary approach,
such as was pioneered by Nelson and Winter in An Evolutionary Theory of Economic
Change. We outline such an approach and contrast it with neoclassical theory.
Because over the centuries new technologies radically alter more or less everything
in the socio-economic order, doing much more than just increasing output per
person, standard neoclassical theory is a relatively poor tool for studying their
effects. We argue that one approach that handles these effects well is a combination
of institutional and evolutionary economics that we call structuralist-evolutionary
(S-E) theory. The contrast between neoclassical and S-E theory leads us to consider
two different world views of how the economy works and of what policies are
effective in achieving given ends.

We also argue that a full study of growth requires an understanding of quite a bit
of the history of technological change as is found in Mokyr’s Lever of Riches. Here
we concentrate on the big shocks caused by GPTs as are discussed in Dudley’s
The Word and the Sword (although he does not use the term ‘general purpose
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technologies’). Big GPT shocks change almost everything in a society and revitalize
the growth process by creating an agenda for the creation of new products, new
processes, and new organizational forms. To elaborate, we study GPTs through an
S-E lens, spending much time developing an S-E theoretical structure in which we
situate GPTs. We systematize much more of the knowledge of how GPTs evolve
and affect the society than we were able to do in the two chapters that we
contributed to Helpman (1998).

We then discuss the nineteenth-century emergence of sustained growth of output
in the West, building on the analyses in Rosenberg and Birdzell’s How the West Grew
Rich and in Landes’ The Unbound Prometheus, but putting much more emphasis on
science than is usual. This leads us to ask why sustained growth of output was not
generated endogenously outside of the West, where we use much of the analysis
found in Toby Huff’s The Rise of Early Modern Science, and take issue with some of
the arguments in Kenneth Pomeranz’s The Great Divergence. Then we turn to the
emergence of the West’s sustained per capita growth that happened later in the
nineteenth century. This leads to a discussion of population dynamics as is found in
Easterlin’s Growth Triumphant, although, in contrast to his appreciative theorizing,
we build our analysis around several simulation models that make use of neoclassical
growth theory.

We argue that once sustained growth has been established, we can learn quite a bit
about its dynamics from formal models of GPT-driven growth. We develop new
ways of theorizing formally about GPTs that allow us to incorporate much more of
their richness than was possible in the first-generation models, which were based on
crude assumptions needed for theoretical tractability. In doing this, we are taking up
the programme that we enunciated at the end of our contribution to the Helpman
volume and that we thought would by now have been much further advanced than
1t 1s.

Developing satisfactory theories of GPTs is not a task that will be completed quickly or easily.
It seems to us that the theoretical research program should be to extend existing models, and/
or to develop new models, to capture more of what we know empirically about GPTs rather
than elaborating and generalizing just because we are able to do so. In this program there
would be a large payoff to the development of new models that are designed to capture more
of the characteristics of GPTs in their assumptions, and then explore the implications of those
assumptions. (Lipsey, Bekar, and Carlaw 1998: 217-18)

Finally, we discuss some policy implications of our approach to understanding long-
term growth.

Doing all of what we have just outlined requires that we cover a much wider range
of topics, using a larger variety of tools, than is found in almost all other books
dealing with growth and/or technological change. We hope that we have at least
begun the process of integrating these various topics and tools into a coherent
analysis of both the causes and the consequences of long-term growth.
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EVOLUTION OF THREE IMPORTANT THEMES

Three of the book’s most important themes were a long time in gestation: (a) the
relation between long-term economic growth and general purpose technologies
(GPTs); (b) the importance of science in the First Industrial Revolution that initiated
sustained long-term growth in the West; and (¢) the relation between the twentieth-
century revolution in information and communication technologies (ICTs) on the
one hand and the so-called productivity paradox, and the use of total factor
productivity (TFP) to measure technological change, on the other hand.

GPTs and Long-Term Growth

Historically, this book began with my investigation into the causes and consequences
of long-term growth. I quickly discovered Perez and Freeman’s concept of a tech-
noeconomic paradigm, which my co-authors and I came to see as a key to under-
standing the impact of technological change in terms of periodic transformations of
the economy. After using the concept for a few years, we developed our own more
focused concepts of transforming technologies and the facilitating structure. Later,
we discovered that our concept of a transforming technology was more or less the
same as that of a GPT that had recently been put forward by Bresnahan and
Trajtenberg, so we switched to using that term. Our work then developed into two
distinct but interrelated research programmes concerning (a) GPTs and (b) long-
term economic growth.

We sought to understand what GPTs were, how they evolved, and how they
impacted on the economy. Since the concept of a GPT was introduced into the
literature just over ten years ago, it has received a growing amount of attention with
many scholars utilizing it in their research. Unfortunately, on the theoretical side
there have been no further advances, either in modelling it or in delineating its
extent empirically, since Helpman’s 1998 volume (in which the present authors have
two chapters). We believe that modelling has not been expanded beyond the crude
first-generation models found in Helpman because the standard theoretical maxi-
mizing techniques applied to GPTs quickly become intractable when elaborations
are made in the direction of increasing realism. We sought methods of breaking
through the roadblock that was so created. What we regard as a success in this
endeavour came when we developed simulation models of GPTs which, although
much less elegant than analytical models, are not constrained in the same way and
can handle any degree of complexity that is needed to incorporate into formal
models a large set of typical GPT characteristics. Some of the many pay-offs to
this approach are developed in Chapters 14 and 15.

Unfortunately, on the empirical side there is considerable misunderstanding on
just which technologies are and are not GPTs. For example, Moser and Nicholas
(2004) argue that electricity, one of the most pervasive GPTs of all time, is not a GPT
at all. The questions of what a GPT is and how to identify one are taken up in detail
in Chapter 4.
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On long-term economic growth, we sought to integrate the concept of GPTs into
the historical story of growth and to use our new insights to investigate how the
episodic growth that had existed for millennia was transformed in the nineteenth
century into sustained growth. In writing the book around the theme of long-term
growth, we may have obscured the contributions we seek to make through our
research programme to better understand and model GPTs. We hope that this is not
so since much of what we say about GPTs, particularly in Chapters 4, 5, and 6, can be
divorced from considerations of very long-term growth.

Science and the Industrial Revolution

The second main theme is the importance of mechanistic science in the First
Industrial Revolution. No one doubts that science was important in the Second
Industrial Revolution and that it grew more important as a driver of invention and
innovation as the twentieth century progressed. But the prevailing view in the 1990s
seemed to be that, up until the late nineteenth century, empirically based techno-
logical advances led science (by, among other things, presenting scientists with such
problems as understanding fermentation and heat transference), not the reverse.

I first began thinking about trajectories in the advance of scientific knowledge
when I encountered Joseph Needham’s argument that, although the Chinese did not
have Newtonian mechanics, their holistic approach might have allowed them to
jump directly to twentieth-century quantum mechanics. It was clear to me that
although he was a great scholar of Chinese technology, Needham could only have
held that view if he knew very little about how scientific knowledge grows cumula-
tively. This led me to think about the place of Western science in the emergence of
sustained economic growth at the time of the First Industrial Revolution. Nathan
Rosenberg had argued that on balance, up until late in the nineteenth century,
technology led science, not vice versa. While arguing with him when I presented
some of my preliminary thoughts to the CIAR group (discussed in the Foreword), I
had a great insight. He, and many others who argued in a similar vein, were thinking
of modern science: great embracing hypotheses from which specific applications
were deduced. But this was not the nature of early modern science. At that time, the
overarching hypotheses were due to Aristotle, whose science had been fully inte-
grated into Christian theology by the great scholastic philosophers of the Middle
Ages. Early modern science can then be seen as a piecemeal testing and gradual
refutation of Aristotelian science. Not until Descartes and Newton was Aristotle
replaced by new overarching scientific world views.

With these concerns in mind, I reread Mokyr’s The Lever of Riches and found him
dismissive of the importance of science at the pre-industrial stages of technological
history. But what caught my attention were his statements that ‘Britain did not have
a significant scientific advantage that would explain its technological leadership’
and that ‘Britain had no more science than the Continent, only different science’
(Mokyr 1990: 242). That was the clue: it really did matter that only Britain had
Newtonian science, while France had Cartesian science, and those outside of the
West had neither. Britain had a significant advantage in Newtonian mechanical
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science, which was what mattered for the First Industrial Revolution, and the great
eighteenth-century engineering works that preceded it. Two books were critical in
my elaboration of this view: Toby Huff’s Rise of Early Modern Science, and Edward
Grant’s The Foundations of Modern Science in the Middle Ages. Later, Margaret
Jacob’s Scientific Culture and the Making of the Industrial West filled in a missing
piece of the puzzle by showing how much Newtonian science permeated the whole
of eighteenth-century British thinking. A detailed study of developments in science
and technology in the early modern period filled in the remaining blanks.

So, understood as referring to modern science, the statement that technology
presented results to be used by science rather than vice versa is correct. (Rosenberg
1982: ch. 7 gives half a dozen examples.) But understood as referring to science as it
was in the early modern period, the statement is questionable. This led to a detailed
study of the mutual interaction of early modern science and technology. I presented
these ideas to our CIAR group in 1997.

Then in 1999, Clifford Bekar and Kenneth Carlaw joined me in preparing a paper
on this issue for a conference entitled ‘On the Origins of the Modern World:
Competitive Perspectives from the Edge of the Millennium’ in Davis, California.>
Stated in a nutshell, our theses were: (a) early modern science and technology
coevolved without one being the clear leader of the other; (b) Newtonian mechanics,
the first fully modern, overarching, scientific ‘laws’ were critical to the First Indus-
trial Revolution, which helped to explain why it occurred where and when it did (in
eighteenth-century Britain); (¢) the absence of Newtonian science solved the puzzle
of why China, which was the equal of Europe in so many other ways, failed to
generate its own indigenous industrial revolution.

We were roundly attacked by the assembled ranks of Sinologists, who accused us
of being hopelessly Eurocentric, but equally encouraged by a group of technology
students, who remained silent in open discussion but supported us privately. We
wrote these ideas up and had them rejected by three major journals. Nonetheless, we
were sure we were onto something because the referees’ reports were divided
almost equally between those who said the ideas were so commonplace that they
should not be published and those who said they were so obviously wrong that
they should not be published. Our answers to the Sinologists and our analysis of the
importance of science to the Industrial Revolution are mentioned briefly towards the
end of Chapter 1 and detailed in Chapters 7 and 8. We were also encouraged by some
recent writings in which several authors have increased the importance they accord
to science in the First Industrial Revolution.’

The Revolution in ICTs, the productivity paradox, and TFP

The third theme is actually a set of interrelated issues concerning ICTs, the prod-
uctivity paradox, and TFP. Early on, I came to the conclusion that the world was

2 The paper was listed as ‘Science, Institutions, and the Industrial Revolution’ by Richard G. Lipsey,
Clifford Bekar, and Kenneth Carlaw.

* Since this Preface was written, we have heard that our paper has finally been accepted by a journal (see
Bekar and Lipsey 2005, forthcoming).
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experiencing a profound economic, social, and political transformation driven by
the revolution centred around the electronic computer. When I first began to express
this view in Canadian policy circles in the early 1990s, most economists were
dismissive. Typical arguments against my view were:

Technology changes more or less continuously, a little faster sometimes, a little slower at other
times, but such change is not interrupted by the kinds of revolutionary events you describe.
For conclusive proof look at the growth in total factor productivity, which measures techno-
logical change, and which, if anything, has been slowing over the 1980s and early 1990s just
when you assert the revolution was occurring.

This conflicting view set in motion three research subprojects within my general
study of long-term economic growth. First, Bekar and I set out to study past
technological shocks brought about by what we came to call GPTs. We identified
twenty or so of these in all of history. (See Lipsey and Bekar 1995 for our first
statement of these.) So we had established, contrary to my critics, that such trans-
forming shocks have occurred in the past. This left us with our second project, to
study the question: Is the so-called ICT revolution one of these or is it a lesser shock?
Studies of its effects first published in Lipsey and Bekar (1995) left us in no doubt
that it ranked with the most important of history’s transforming GPTs. This led to
our third project: to discover what was wrong with the commonly repeated argu-
ment that the deceleration in the rate of growth of the Solow residual, now called
TFP, indicated a slowdown in technological change rather than a new technological
revolution. This set Carlaw and me off on a search that extended over more than half
a decade into the meaning and behaviour of TFP. As our understanding of these
issues evolved, we presented them in a number of workshops and finally in a massive
paper presented at the conference in honour of Nelson and Winter in Aalborg,
Denmark (Carlaw and Lipsey 2001). We knew we were onto something when the
paper presenting our analysis of TFP was enthusiastically endorsed by students of
measurement such as Erwin Diewert and Alice Nakamura, although rejected by a
leading journal. The paper has since been published in The Canadian Journal of
Economics (Lipsey and Carlaw 2004). Our main conclusion in this paper is that since
TFP does not measure technological change, there is no paradox in observing high
rates of technological change and low rates of TFP growth.

More generally, however, we argue in this book that the whole expectation of an
acceleration in productivity growth associated with a new GPT—and the assumption
of a paradox when we see the latter but not the former—is a case of the ‘Emperor’s New
Clothes’ The argument concerning why we should not necessarily expect anew GPT to
be accompanied by a productivity bonus, as well as an enumeration of changes that
make the ICT revolution rank as one of the most important transforming technologies
of all time, can be found in Lipsey (2002b). It is substantially repeated here in Chapter 4
under the subheading “The Myth of the Productivity Paradox’.

Richard G. Lipsey
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Technology as Revolution

This book is about two interrelated phenomena: long-term economic growth and
the pervasive technologies that occasionally transform a society’s entire set of
economic, social, and political structures and that have come to be called ‘general
purpose technologies’ (GPTs). In most of the existing literature, these have been
treated separately, and indeed much of our discussion of GPTs can be taken on its
own, independent of long-term growth. Importantly, however, we seek to relate
these phenomena by treating GPTs as one of the main forces that sustain economic
growth in the long term.

Largely working through the mechanism of general purpose technologies, eco-
nomic growth has transformed our economic, social, and political structures over
past millennia, and is still doing so. Over the last ten or so millennia since the
neolithic agricultural revolution, economic growth has helped to turn us ever so
slowly but quite decisively from hunter-gatherers, consuming only what nature
provides directly, into people who consciously produce what we consume, often
using materials that we ourselves have created. Growth has occurred not by produ-
cing more of the same, using static techniques, but by creating new products, new
processes, and new forms of organization.

Over the last two and a half centuries, the pace of economic growth has quick-
ened, raising the material living standards of average citizens in industrialized
countries to levels previously undreamed of by any of their earlier counterparts
and reducing the typical working hours for urban dwellers in industrialized coun-
tries from 60-72 hours a week at the beginning of the nineteenth century to 35-40
hours a week at the beginning of the twenty-first century. But this more rapid
growth has not benefited everyone, at least in the first instance, since growth is an
uneven process that initially yields gains for some and losses for others (although, on
average, each generation in the countries that have succeeded in producing sustained
growth has been better off materially than all previous generations). This rapid
growth has also come at a significant cost by threatening and sometimes destroying
many aspects of social and political organizations, cultures, and the environment.
There is no question that these side effects exist, although how important they are
when set against the beneficial effects of growth is, today, a matter of intense debate.

Because one of our major concerns is to understand how and why growth has
both accelerated and become sustained over the last two centuries, we concentrate
most of our study of growth on the West—Europe and the former English-speaking
British colonies, the USA, Canada, Australia, New Zealand, and, to some extent,
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South Africa—since it was there that modern sustained, as opposed to episodic,
economic growth emerged sometime in the eighteenth or early nineteenth century.
But when we ask why sustained growth did not emerge elsewhere, we need a
comparison set and we chose China and the Islamic countries for this purpose.

We argue that all long-term growth is best understood as a historical process
driven by innovative activity. Indeed, the evolution of technology causes much of the
economic, social, and political change that we experience. Consequently, we pay
much more attention to both the structure and the evolution of technology than is
usual in the writings of most growth theorists (but not those historians who study
growth). When studying the early evolution of technology, we take a wider geo-
graphical focus than what we now think of as the West. Since the West’s techno-
logical development can be seen as a continuum of developments that began in the
Middle East, particularly the countries of the Tigris—Euphrates Valley and the
surrounding uplands, we begin our historical survey with developments in that
area. To avoid cumbersome expressions, we use the term ‘the West’ to refer to the
countries of the West listed above plus those middle eastern areas that were the
cradle of Western civilization and technology until some time in the second millen-
nium Bc when the centre of technological development shifted to the countries that
bordered on the Mediterranean. Many of the technologies that we study were
innovated independently elsewhere, often in China. In concentrating on the West,
we do not mean to imply that these innovations were unique to the West. (Later in
the chapter we consider the charge that this focus makes us Eurocentric in some
undesirable ways.)

I. PERVASIVE ECONOMIC CHANGE

We live today in a world of rapid economic and social change. Any one change
typically causes other changes, which in turn cause others, and so on in a concat-
enation of linked causes and effects. For example, the invention of the dynamo in
1867 allowed for the practical generation of electricity. The use of electricity allowed
a separate power source to be attached to each factory machine (rather than being
driven by a central power source through a system of shafts and belts as in the steam-
powered factory). The ‘unit drive’ electric motor allowed the machines in the factory
to be rearranged to coincide with the rational flow of production through the
factory. In turn, this arrangement allowed Henry Ford to mechanize production
with a moving assembly line. In Ford’s hands, the assembly line, together with
standardized parts (themselves the result of another key invention in the machine
tool industry), enabled the mass-produced, affordable automobile. The model T,
and its successors, transformed American (and later European) society in myriad
ways. It allowed people to move about more quickly and more cheaply than ever
before. It provided high-paying work to many immigrants who could not easily
converse in English. It helped to create the suburb, the shopping centre, the domestic
tourist industry, and the motel. It helped to alter sexual mores (as courting couples
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were freed from the eyes of parents and chaperons)—to mention only a few of its far-
reaching effects.

The Power of Growth

Economists most often focus on economic growth (usually measured by increases in
gross domestic product, GDP) rather than economic change. This is understandable
since growth in GDP is relatively easy to measure and its cumulative effects are
dramatic. An annual growth rate of 3 per cent doubles output every twenty-four
years, and then doubles it again, increasing output by just over 15-fold in one
century. Even at the modest rate of 1 per cent per year, output doubles in about
seventy years and then doubles again to four times the starting point in another
seventy years. A further reason for focusing on growth of GDP is that it correlates
strongly with many other things that people care about, such as increases in literacy,
reductions in absolute levels of poverty, increases in life expectancy, more gender
equality, and increased ability and willingness to deal with environmental issues.
We too analyse growth in GDP, but at the core of our analysis is the notion that a full
understanding of the causes and consequences of long-term economic growth also
requires an appreciation of the qualitative changes induced by technological innov-
ations—a point stressed by Schumpeter (1934, 1943) many years ago. People living at
the beginning of the twenty-first century experience measured real consumption that
is over ten times as much as the consumption of those living at the beginning of the
twentieth century. But they consume this enormous increment largely in terms of new
commodities made with new techniques. People living in the first decade of the
twentieth century did not know modern dental and medical equipment, penicillin,
bypass operations, safe births, control of genetically transmitted diseases, personal
computers, compact discs, television sets, automobiles, opportunities for fast and
cheap worldwide travel, affordable universities, central heating, air conditioning,
and food of great variety free from ptomaine and botulism, much less the elimination
of endless kitchen drudgery through the use of detergents, washing machines, electric
stoves, vacuum cleaners, refrigerators, dishwashers, and a host of other labour-saving
household products, which their great-grandchildren take for granted. Nor could
our ancestors of 100 years ago have imagined the robot-operated, computer-con-
trolled, modern factories that have largely replaced their noisy, dangerous, factories
that spewed coal smoke over the surrounding countryside. Technological
change has transformed the quality of our lives. It has removed terrible diseases that
maimed, crippled, and killed—plague, tuberculosis, cholera, dysentery, smallpox,
and leprosy, to mention only the most common. In 1700, average European life
expectancy was about thirty years; in early eighteenth-century France, one in five
babies was dead by the end of its first year, and 50 per cent of registered children were
dead by age ten.' In 1900, death from botulism and ptomaine poisoning from
contaminated food was common. Chemical additives virtually eliminated these

! Many were not registered because they died before their births had been registered or were victims of
parental infanticide. (Data in the text and the footnote are from Blum 1982.)
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killers and allowed us to live long enough to worry about the long-run cancer-causing
effects of some of these additives. Now they are being replaced by safer preservatives.

In summary, technological advance not only increases our incomes but it also
transforms our lives through the invention of new, hitherto undreamed of products
that are made in new, hitherto undreamed of ways. For all these reasons and more, it
is clear that changes in per capita GDP radically understate the impact of economic
growth on the average person. Nonetheless, changes in real GDP do convey signifi-
cant information. They give us information of how much the market value of the
nation’s total output has grown when measured at constant prices. This tells us,
among other things, how much is available for gross investment and consumption in
one form or another.

Various Concepts of Growth

Material living standards are not a function of total production and total consump-
tion but of how much is available for each person. So we need to distinguish two
types of growth: ‘extensive growth’—a simple increase in real GDP; and ‘intensive
growth’—an increase in GDP per person. Assuming that living standards were not
much above subsistence at the beginning of the neolithic agricultural revolution, the
growth in the world’s population gives a minimum estimate of extensive growth as
measured by the rate of growth of total output.’

If population is constant, all growth is intensive growth. If population increases at
least as fast as GDP, we have only extensive growth. Thus the population dynamics
that we study in Chapters 9 and 10 are central to understanding the relations
between extensive and intensive growth, which have existed at different times and
different places.

Throughout human history, both extensive and intensive growth have sometimes
occurred in occasional bursts and at other times have been sustained for long
periods. This suggests that two further concepts are needed. The first is ‘sustained
growth’—a well-defined concept within the context of a formal model, existing
when growth never ends. Such growth is usually modelled to occur along a balanced
or a stationary equilibrium growth path. But since we can never know what will
happen over the indefinite future, that definition has no empirical counterpart. For
example, the assertion that some policy would produce sustained growth, or that we
are currently living in a regime of sustained growth, could not be shown to be
empirically correct. No matter how long growth has continued, it might end in the
future. In an empirical context, sustained growth is probably best understood as self-
reinforcing growth that is not obviously episodic. So the criteria are first, that it is
obviously not a short burst of growth that comes to an end in a few decades or less;
and second, that there are reasons to believe that the growth is self-sustaining.

2 It is a minimum because it is what would be needed to keep the growing population on the
subsistence level. To the extent that living standards have risen, the rate of growth of total output has
exceeded the rate of growth of total population.



Technology as Revolution 7

The second concept is ‘sustainable growth’, which was made famous by the World
Commission on Environment and Development (1987), popularly known as the
Brundtland Commission. It refers to growth that continues without causing unsus-
tainable alterations to the environment, or unsustainable depletions in the overall
stock of natural resources. For example, a country’s growth that is based mainly on
cutting down teak forests much faster than they can be regenerated is not sustainable
for longer than the stock of trees lasts. World growth that raised global temperature
to the extent that various growth-stopping crises developed would also not be
sustainable. As these examples show, it is conceivable that one country, or the
world as a whole, could engage in a bout of unsustainable growth that continued
for a long time, until the problems it caused became insurmountable. We consider
the problem of sustainability further in Chapter 13.

Underestimating the Power of Growth and Technical Change

Modern societies are constantly adapting to new technologies. Because not all of
these adaptations have been peaceful or trouble-free, technology has a bad name in
some circles. Some critics emphasize the destructive aspects of technological change.
It destroys specific jobs (while creating others), alters patterns of trade, and even
eliminates entire ways of life. The First Industrial Revolution destroyed the liveli-
hood of many craftsmen, while moving work from the villages to the new industrial
towns, where the poverty and squalor that had existed for millennia in the coun-
tryside became visible to urban onlookers. The automation, restructuring, and
downsizing that has resulted from the late twentieth-century revolution in infor-
mation and communication technologies (ICTs) has destroyed the jobs of many
unskilled and semi-skilled factory workers as well as many in middle management.
Also, while narrowing the gap between rich and poor through the first seven decades
of the twentieth century, technological change has helped to widen that gap dra-
matically since then. Detractors also stress that new technologies are sometimes
environmentally destructive. Modern fishing technologies have caused the near
extinction of many previously plentiful sea creatures. Although smoke pollution in
industrial cities is much less than it was 100 years ago, global warming, with all its
harmful potential, was not then an issue, nor were industrial disasters on the scale of
Chernobyl or Bhopal even thinkable.

Although many of the alleged harmful effects of technological change have
substance, many others are based on misinformation and misunderstanding. As
outlined above, technological change is responsible for all the new products, process,
and forms of organization that have raised material living standards 10-fold over the
last century. Also, the number of new jobs created by all previous technological
changes has far exceeded the number of old jobs destroyed. So, in spite of recurring
worries, technological change has not so far been a net destroyer of jobs.

Despite the valid points they make about the many harmful side effects of
technological change, few of even the most vociferous critics of the effects of modern
technology would be willing to go back to the technologies of 1900, foregoing all
twentieth-century products and processes. Because they are never faced with such a
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stark choice, many of the critics of technological change underassess the power of
the growth that it drives. This leads to many misguided policy views, including the
belief that past technological change has been harmful on balance and that further
growth is undesirable. We mention four of the many reasons for this underassess-
ment of the benefits of growth.

For more than a century most economists paid little attention to the importance
of technological change. In spite of Schumpeter’s strong criticisms (1943) of the
excessive emphasis that economists gave to static efficiency and their relative neglect
of the economics of technological change, the profession continued largely to ignore
his criticism. Although today there is more interest in economic growth and
technological change than there was fifty years ago, the typical introductory eco-
nomics course still spends far more time on the static theory of market allocation
than on economic growth. Furthermore, if students do take a course on growth, it
typically starts and ends with mathematical growth models in which technology is
hidden in the black box of the neoclassical aggregate production function. As a
result, students all too often learn almost nothing about technology and techno-
logical change when learning about ‘growth’ They can also come away with some
serious misconceptions of what has really happened in the history of long-term
growth. One common misconception is that the upheavals that have beset the world
over the last few decades of the twentieth century, and that are associated with new
ICTs are unique. In fact, large economic, social, and political upheavals due to new
technologies have occurred episodically ever since humans first abandoned their
nomadic hunter-gatherer existence 10,000 or so years ago. ‘New economies’ are not
new to human experience and the changes wrought by the current new economy are
in many ways repeats of those wrought by previous ‘new economies’. Among other
things, our study of technological shocks provides material that may help to guard
against some common but mistaken beliefs about the actual record of growth and
innovation—some of which are crude misconceptions, while others are quite subtle.

A second reason why many dismiss the importance of technological change is that
the majority of young people, naturally enough, take for granted the massive
alterations that technology has wrought. It is hard for the youth of any recent
generation to imagine the world in which their parents and grandparents grew up,
let alone the world of their more distant forebears a century or two ago. An
economist beginning his professional life in 1950 would have known no electronic
computers and would have done his econometric work on a mechanical calculator,
which took ten or more seconds to do one long division. Two or three moderate
regressions, done by inverting matrices using the Doolittle method, would have been
a good day’s work. International phone calls were expensive and difficult. Letters
were the main method of communicating hard copy over distances, and they
took days or weeks to reach their destination. Travel was expensive and rare,
employing two-lane highways, rail, ocean liners, and, only rarely, slow and expensive
propeller aircraft. Ballpoint pens were unknown. There were no credit cards or
automatic teller machines, and to be caught away from one’s hometown without
cash on a weekend was a serious matter. Dental work was slow and painful, and



Technology as Revolution 9

medical diagnosis and treatment were rudimentary by today’s standards. The point
is that those who have not studied social and economic history typically have little
idea of how technology has transformed and improved the ordinary person’s lot,
even over the lifetime of people still alive, and much more so over the centuries.

A third reason why the power of growth is often underassessed is because the
growth of 1 or 1.5 per cent per annum changes per capita GDP so slowly that people
barely notice its variations from year to year and hence do not regard variations in
growth rates (over their normal range) as a big force in their lives. But anyone who
was taken back 50 or 100 years would see the enormous power of such growth to
alter living standards and to reduce the blight of poverty. Describing how the slow
growth that transformed the living standards of working people over the course of
the last two-thirds of the nineteenth century’ went unnoticed for nearly a century,
Rosenberg and Birdzell (1986: 6) wrote:

Over a year, or even over a decade, the economic gains [of the late eighteenth and the
nineteenth centuries], after allowing for the rise in population, were so little noticeable that
it was widely [and incorrectly] believed that the gains were experienced only by the rich, and
not by the poor.

A fourth reason for underassessing the power of technical change to raise living
standards is that contemporaries pay most of its costs—in terms of such things as
lost jobs, lost values of physical and human capital, and environmental effects
associated with the teething troubles of new products and processes—while the
benefits of the technologies in use (including other technologies that are built on it)
are enjoyed by some in the present and all in future generations. We still benefit, for
example, from the wheel, much of Greek mechanics, and the dynamo. This temporal
asymmetry in costs and benefits tends to skew assessments. Everyone benefits from
past technological change and few would want to undo advances that have
been made in the past. But not everyone gains from current changes. Some—for
example, a fifty-eight-year-old man who loses his job and the full value of the large
investment in his now obsolete human capital—might have been better off if
technological change had stopped just before it impinged so unfavourably on him.
Indeed, it is possible that a self-interested contemporary electorate would vote to
prevent some proposed new technological advance because the losers outnumbered
the gainers, while the same technology would win overwhelming support in a
vote taken fifty years hence because most of the losers would then be dead while
the gains persisted.

The discussion so far should be sufficient to show that economic growth and
increases in a sense of well-being are not necessarily perfectly correlated. In concen-
trating on economic growth in this book, we do not mean to imply any judgement
that all forms of growth increase people’s sense of well-being or necessarily make

* Although current research suggests that the living standards of ordinary working people may have
fallen in the earlier stages of the Industrial Revolution, there is strong evidence that living standards had
risen significantly between 1800 and 1900.
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them better off in any demonstrable way. We do believe, however, that growth often
makes people better off and improves their sense of well-being.* Our discussion of
how people are usually unaware of what past growth and technological change has
done for them is sufficient reason for saying that making people better off in
definable ways does not guarantee that it will increase their sense of well-being.

Causes of Growth

We distinguish three main sources of extensive growth.” The first is increases in
market size. The resulting growth is sometimes called Smithian growth since it was
emphasized by Adam Smith in The Wealth of Nations. Increasing the size of the
market allows for increased gains from trade based on a finer division of labour. It
also facilitates the exploitation of scale economies of the sort we discuss in Chapter
12. Further, a growing market may encourage innovation by increasing the pay-off
to the introduction of new technologies and products because the costs of making
inventions and innovations tend to be independent of the size of the market that
they will serve but the potential pay-off is not.

The second source is investment. In standard economic analysis, investment in
physical and human capital is distinct from technological change. Investment gives
each worker more capital to work with and this, according to the neoclassical
aggregate production function, increases per capita output. The classical economists
stressed the accumulation of capital as a major source of long-term growth, as do
many modern economists.

The third source is technological change. We consider our definition of technology
in some detail in Chapter 3. In the mean time, we adopt the provisional definition
that by technological knowledge, technology for short, we mean knowledge of
everything—products, processes, and forms of organization—that can create eco-
nomic value. In the long term, new technologies are potent sources of economic
growth, as emphasized by Schumpeter and his followers. In standard growth models,
new technologies cause growth by increasing the amount of output that can be
produced from a given set of resources. At least as important, however, is that new
technologies enable new products, new processes, and new forms of organization.

The three sources of growth typically interact, making it difficult (but not
necessarily impossible) to estimate the separate contribution of each. For example,
market size and technological change are interrelated. Falling transport costs that
increase the size of markets are often driven by technological changes in the
transport industry, such as the introduction of the three-masted sailing ship in
the fifteenth century, the building of railroads in the nineteenth century, and the
replacement of 10,000-ton tankers and freighters by supertankers and large con-
tainer ships in the 1960s. The resulting expansions in market size, in turn, drive
other innovations such as the development of the joint stock company and the legal

* See Helliwell (2002) for a fascinating analysis of the relation between economic growth, globalization,
and people’s sense of national well-being, as well as an argument for the importance of institutions.
5 See Mokyr (1990).
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concept of limited liability that helped to finance the sixteenth-century voyages of
discovery.

In spite of such interactions, we can still hope to provide a general qualitative
answer to the question: How do expansions of the market, capital accumulation, and
technological change compare as engines of long-term growth? We reject the most
common way of doing this by estimating the contribution of technology to eco-
nomic growth through the so-called Solow residual. This method uses an aggregate
production function fitted to the data for measured inputs and GDP, to account for
as much as possible of the increases in GDP by increases in measured inputs, and
then assumes that the remainder, the Solow residual or total factor productivity
(TFP), measures the contribution of technical change (and a few other lesser
influences). We discuss our reasons for rejecting this commonly used measure in
the Appendix to Chapter 4, in Carlaw and Lipsey (2003), and Lipsey and Carlaw
(2004).

Instead, we use a simple thought experiment that illustrates a conclusion on
which economic historians and students of technological change agree: techno-
logical change is the most important determinant of long-term economic growth.
Consider investment first. Imagine freezing technological knowledge at the levels
existing in, say, 1900, while continuing to accumulate more 1900-vintage machines
and factories and using them to produce more 1900-vintage goods and services, and
training more people longer and more thoroughly in the technological knowledge
that was available in 1900. It is obvious that today we would have vastly lower living
standards than we now enjoy (and pollution would be a massive problem). The
contrast is even more striking if the same thought experiment is used to compare
today’s knowledge of product and process technologies with those that existed at
even earlier times. Similarly, holding technology constant and expanding market size
would have some effect, but could not be the source of exponential growth over the
centuries. Now hold constant the sizes of the market and of the capital stock (which
means positive gross investment but zero net investment), then introduce all the new
products, processes, and forms of organization that characterized the twentieth
century. As old plant and equipment wore out or became obsolete, they would be
replaced with new equipment embodying new technologies to make new goods and
services. The effects of these innovations would be much less than if they were
accompanied by an increase in the capital stock. But the illustrative list of new
products and new processes given above shows that the effects would be substantial.
These products and processes have transformed people’s standards of living, how
and where they work, their social and political ways of life, and even their value
systems in ways that mere capital accumulation and expanding markets within the
context of unchanging technology could not have done.

We should not, however, conclude that savings and investment do not matter.
Most new technology is embodied in new capital equipment whose accumulation is
measured as gross investment. Because technological change and investment are two
aspects of a single phenomenon—the latter being the vehicle by which the former
enters into use—anything that slows the rate of embodiment of new technologies
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through investment, such as unnecessarily high interest rates, will slow the rate of
growth. The resulting strong, short-run relation between growth and investment has
erroneously led some observers to conclude that investment is the major determin-
ant of long-term growth. In the very long run, however, it is technological change
that has the most important effect on living standards.

Technological Change and General Purpose Technologies

We humans are technological animals. Through many millions of years of biological
evolution, technology has helped to make us the physical beings that we are today.
Through many thousands of years of economic and social evolution, our adapta-
tions to the technologies that we have created have helped to mould and remould
our economic, social, and political institutions and our behavioural patterns.

We can think of technological change as occurring in three stages: invention,
innovation, and diffusion. Invention creates new technologies or improves existing
ones. Until the nineteenth century, individuals, operating more or less on their
own, were responsible for most inventions. In the second half of the nineteenth
century, invention became institutionalized by the creation of research laboratories
both in firms and in the public sector. Today, a large share of invention is done in
government and university research laboratories or in the R&D facilities of large
firms, while a much smaller fraction is performed by individuals. ‘Innovation’
occurs when some agent commercializes an invention by producing something
that has economic value. This can itself require much development and supporting
inventions before the original invention can be embodied in saleable goods or
services (thus blurring the distinction between the two). ‘Diffusion’ is the spreading
of invention and innovation from the place where they first occur to other firms in
the same industry, to other industries, and to other countries. As technologies
diffuse, they usually require changes to adapt to different situations. So diffusion
and innovation are to a great extent intertwined; they are different but closely related
activities.

In many contexts, the distinction between invention and innovation is important.
For example, many societies have been good at one but not the other. Being able to
innovate on the platform of other people’s inventions can be socially profitable,
while being successful at invention but not at innovation can lead to serious social
wastes. In many of the circumstances in which we are interested in this book,
however, the distinction is unimportant. At those times we use the two terms
interchangeably. Where the distinction matters to our argument, we state clearly
to which of these concepts we are referring.

Technological change runs the whole gamut from continuous, small, incremental
changes, through discontinuous radical inventions, to occasional new GPTs that
evolve to pervade much of the economy. We will define these terms fully in Chapter
4. In the mean time, we merely observe that GPTs share some important common
characteristics: they begin as fairly crude technologies with a limited number of uses
and they evolve into much more complex technologies with dramatic increases in
the range of their use across the economy and in the range of economic outputs that
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they help to produce. As they diffuse through the economy, their efficiency is steadily
improved. As mature technologies, they are widely used for a number of different
purposes, and have many complementarities in the sense of cooperating with many
other technologies.

Any technological change requires alterations in the structure of the economy that
often proceed incrementally, more or less unnoticed. Sometimes, however, major
new GPTs cause extensive structural changes to such things as the organization of
work, management of firms, skill requirements, location and concentration of
industry, and supporting infrastructure. Since not all GPTs require great structural
changes to become effective, we distinguish two types. “Transforming GPTs), such as
the ones discussed in Chapters 5 and 6, lead to massive changes in many, sometimes
most, characteristics of the economic, social, and political structures. Other GPTs
do not. Lasers provide one example of the later type of GPT. They are used widely
throughout the economy for multiple purposes: to measure interplanetary distances
in astronomy; to read bar codes at retail checkout counters; and to facilitate
numerous types of surgery in hospitals. They are instrumental in communications;
they cut diamonds; they are used to mill materials in new cutting-edge machine
tools; they weld plastics; and in the future, they may facilitate the usage of nano-
technology. Lasers, do not, however, qualify as a transforming GPT because they
fitted well into then-existing social, economic, and institutional structure, causing
no major transformations. Unless we specify otherwise, when we speak of GPTs, we
will be referring to transforming GPTs.

We discuss the historical experience of GPTs in some detail in Chapters 5 and 6.
All the GPTs we identify there fall into five main classes: materials (e.g. bronze);
power (e.g. the steam engine); ICTs (e.g. the computer); transportation (e.g. the
railroad); and organizational technologies (e.g. the factory system).

Some economists question whether the concept of GPTs is useful and whether
the last few decades have been characterized by events that are typical of the evolution
of a new GPT. We discuss this question more fully in Chapter 4. Here briefly are
some of the key points. We first appeal to historical data to show that such transform-
ing shocks have occurred in the past. Call them what you will, but they surely did
occur. Once this is agreed, the next question is: Have we been living through such a
shock over the past few decades? Much of the debate about this second question
has assumed that a GPT must be accompanied by certain observed phenomena
such as investment booms, productivity slowdowns, increasing demands for human
capital, and so on. Indeed, most of the existing theoretical models of GPTs are
engineered to produce such phenomena. Those who wish to answer ‘no’ to the
above question often argue that, since these phenomena have not been systematically
observed, there has been no recent GPT-induced shock. In contrast, we argue that the
existing theories make such unequivocal predictions only because they are crude first
approximations, which omit most of the rich and varied behaviour that characterizes
the evolution of real GPTs. We argue that it is wrong to expect all GPTs to be
accompanied by a specific set of phenomena such as those just mentioned. Thus
our argument for the existence of a GPT shock in recent decades must take us beyond
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any behaviour that is assumed to accompany all GPTs. In Chapter 4, we consider and
reject the argument that, because GPTs may or may not be accompanied by any or all
of these phenomena, our GPT theory is an untestable rationalization, consistent with
any set of observed facts.

The level of ‘aggregation’ that one employs tends to influence how one sees
technology. If, for example, one studies the efficiency of energy production meas-
ured as the output of all energy sources (in horsepower) divided by the proportion
of the nation’s productive resources devoted to producing it, one will see an upward
sloping curve that is more or less continuous with some alterations in slope. But if
one looks inside the black box of the technologies that produce horsepower, one will
see a succession of GPTs, and other technologies, that alter not only the efficiency of
producing horsepower but also the technological possibilities facing society. For
example, electricity produced power at a lower price than did steam but, much more
importantly, it allowed things to be done that were technically impossible with
steam. For example, power could now be generated in one place and used in another,
and a small, efficient power source could be attached to individual machine tools
and individual consumer goods.

History Matters

Chapters 5 and 6 illustrate in detail why and how historical processes matter. Briefly,
since new technologies largely result from activities of profit-motivated agents,
technological change is significantly endogenous to the economic system. Further-
more, scientific and technological knowledge is cumulative. Today’s knowledge
could not have been discovered or invented in the absence of many earlier discov-
eries and inventions. Thus, growth and technological change is a historical process in
which there is a clear arrow of time. Outcomes are not reversible: introducing a
shock and then removing it will not return the economy to its original, pre-shock
position because the reaction to the shock will typically lead to the accumulation of
new knowledge that will affect future outcomes. Since agents’ behaviour and choice
sets are path-dependent, technological change is replete with the possibility of
multiple equilibria, lock-ins, and possible ‘butterfly effects’ To understand where
the system is today, we need to know where it has been in the past. In the study of
innovation and economic growth, we need explanations that contain an arrow of
time, explanations in which past history does exert an influence on the present—
explanations and theories in which history matters.

Wright (1997: 1561) argues in a similar vein that the key to understanding the
path-dependent evolution of technological knowledge lies in increasing our under-
standing of how GPTs have impacted societies through history:

The extent of technological opportunity for a particular sector is related to its proximity to
what are known as ‘general purpose technologies’, new schemes or conceptions of broad
potential import, such as the steam engine, the electric motor, and semiconductors....
Identifying and tracing the course of general purpose technologies should be central to the
research agenda of this sub-field. But the appropriate research will be historical in character,
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that is to say, specific to the technologies and institutions in question; as such, it will not
always look or feel like conventional applied economics.

But since each ‘historical tape’ is played only once, we may wonder if we can ever hope
to do more than tell unverifiable stories to explain historical events. Fortunately,
things are not quite that hopeless. Although every event is in some ways unique, so
do events also share commonalities. At one extreme, a city’s rush-hour traffic prob-
lems recur every working day. Although a full history of each day’s traffic, including
who was driving what car, when, and where, will differ day by day, hypotheses about
causes and cures of the overall traffic flow can be stated and then tested by verifiable
results. At the other extreme, there was only one First World War and only one First
Industrial Revolution. But the First World War was not the only war in history, and for
purposes of comparison, all wars share some commonalities and subgroups of wars
share more commonalities. Also, useful contrasts are possible with periods when war
seemed imminent but did not happen. Similarly, the period of the First Industrial
Revolution was not history’s only period of profound technological change.

Although there can be no finality to theories of why such one-off events as the
Industrial Revolution occurred, the absence of finality does not imply the presence
of total uncertainty about explanations. For example, Freeman and Loug¢a (2001)
identify a number of commonalities among the five waves of major technological
and organizational change that they identify over the last two and a half centuries.
More generally, the theory that event X was a necessary condition for outcome Y can
be rejected by showing that X was absent when Y happened, and the theory that
event X was sufficient for outcome Y can be rejected by showing that event Y
occurred while X did not happen.

Why Is the West So Rich?

The simple answer to the question “Why is the West so rich?’ is that the industrial-
ized countries of the West pioneered the development of the technologies, which
raised their material living standards above those of all other civilizations past and
present. But why did this happen?

In Ap 1000, Europe was technologically backward and uncivilized by the standards
of both Islam and China. By 1900, Europe and its offshoots in the English-speaking
nations that had been seeded by Europeans were the technological leaders and
possessors of the world’s dominant civilization. In Chapters 7 and 8, we investigate
some of the factors that we believe contributed to the West’s success, such as the
freedom to innovate; reliance on market rather than political decision-making with
respect to new technologies; institutions—particularly private property and patent
laws—that allowed successful entrepreneurs to reap large gains; pluralism that wea-
kened the strong links between political and economic activities, which persisted in
many other civilizations and allowed vested interests to resist revolutionary techno-
logical change; rule of law; and, most importantly, fostering of free scientific enquiry.®

© Most of these points are described in detail in Rosenberg and Birdzell (1986). When we say that these
factors contributed to the success of the West, we do not wish to imply that any of them were either
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II. SOME COMMENTS ON PROCEDURE AND METHOD

Much of our concern in the rest of this book is with the causes and consequences of
economic growth over the very long run. As observed at the beginning of this
chapter, we concentrate geographically on what is roughly called the West, defined
as Europe, the English-speaking former British colonies, and, in preclassical times,
the countries of the eastern Mediterranean and the Middle East. For comparative
purposes we examine some limited aspects of China and the Islamic countries.
Chronologically, we draw our illustrations of technologies from some 11,000 years
of human experience, beginning with the neolithic agricultural revolution.

Are We Technological Determinists?

Accepting the importance of technological change as a determinant of long-term
growth does not imply technological determinism. In this respect, we accept three
propositions, the second and third of which directly conflict with technological
determinism:

1. Major new technologies, particularly transforming GPTs, have important effects
on the socio-economic system of any country into which they are introduced.

2. The same technology introduced into different places, and/or at different times,
will have different effects because the rest of the political, social, economic, and
institutional structures will differ between the two situations.

3. Because knowledge builds on previous knowledge in an uncertain, path-depen-
dent, and sometimes discrete process, the introduction of a new technology
cannot have unique predetermined results.

Much of the rest of this book is dedicated to demonstrating the first proposition.
Because we are interested in the transforming effects of major new technologies, we
emphasize these throughout. But nothing that we say on these matters is meant to
imply that technology was the sole determinant of the changes that we study or that
all important changes are primarily caused by new technologies.

The second proposition is a generalization from historical experience, and one
that we build into our structuralist-evolutionary theory outlined in Chapter 3. For
example, consider the effects on political behaviour of the introduction of the
television in the USA and UK. Unconstrained by government regulations, American
TV ads for political elections became the 10-30-second bursts that encouraged the
simplification of issues and ad hominem attacks rather than debate over substantial
issues. It also vastly raised the cost of fighting a US election, and the need to raise
large sums of money has important consequences on who can run and to whom the
winners are politically indebted. Although not all successful candidates become the
tools of their sponsors, many do (at least sometimes and for some issues). People
with money have always had ways of exerting influence on governments, but with

necessary or sufficient or that they were absent in all other times and places. Later, however, we do argue
that there was one necessary condition present in the West, but absent everywhere else.
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the rapid acceleration of the cost of fighting US elections, the distribution, form, and
scope of that influence has altered greatly. In the UK, TV stations were originally all
owned by the government, and when commercial TV was introduced, it was heavily
regulated. Political parties were given allotments of free time in multi-minute slots.
Later, they were allowed to buy time but in units that were controlled. Without being
differently motivated and without a very different audience, the political appeals had
to be much more focused on issues than was possible in short clips common in the
USA. As a result, political campaigns are conducted very differently in the USA and
UK, and money raised by individual candidates is much less important to British
than to American politicians. The technology had big effects in both countries, but
the effects were different because the technology was introduced into different
institutional settings. This is technology mattering, not technology determining.

The third proposition concerning the absence of unique outcomes is also empha-
sized in much of what follows. If we could return to some point in history, the same
technology introduced under the same conditions could produce different results as
different choices were made under uncertain conditions, and as related chance
events took different courses.

One of our themes concerning technological change is that it is endogenous to the
economic system, responding to such signals as changes in output processes, input
costs, and new opportunities. When we say that technological change is ‘endogen-
ous’, we mean ‘responds to economic signals such as prices and profits’; we do not
mean ‘wholly determined by such signals’ All that the theory of endogenous
technological change requires is that economic incentives be strong enough influ-
ences for innovation to respond to them. Economic incentives are not assumed to be
the only determinants of technological change. There is room for pure curiosity and
any number of other ‘non-economic’ variables. The footnote distinguishes formally
among endogenous, exogenous, and technologically deterministic theories.”

A Question of Focus

Our focus on the West raises the question of whether we are Eurocentric in the
pejorative sense of the term. We take the charge of Eurocentrism to include three
main issues: (a) taking European developments as unique; (b) imbuing European
cultures with unique, unexplained advantages that created its superior technologies;
and (¢) missing important influences of causes originating elsewhere.

On the first issue, we have already observed that we concentrate on the West because
it was there that sustained economic growth first emerged in the nineteenth century to

7 Consider the function: innovation = f(e,s), where eis a vector of economic variables such as prices and
costs, and s is a vector of non-economic variables, such as social attitudes and political systems. Exogenous
theories of technological change say that the partial derivative of fwith respect to each variable in e is
effectively zero; endogenous theories say that the partial derivative of fwith respect to at least one variable
in e is significantly non-zero (as also may be many of the partials with respect to items in s). Economic
determinists argue that all the partial derivatives of fwith respect to all s items are effectively zero. Since we
are neither determinists nor believers in exogenous innovation, we have no expectation that any of the
partials are necessarily zero.
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spread elsewhere over the subsequent two centuries. Our discussion of the develop-
ment of particular technologies in the West is not meant to imply that they were
unique to the West. Often they developed independently, and frequently earlier,
elsewhere. If we occasionally make statements about the West’s technological history
that seem to suggest that similar developments did not occur elsewhere, this is a sin
that, in common with many others, we may commit out of ignorance but not, we hope,
out of arrogance. Since some modern scholarship has suggested that parts of China
may have been on the verge of an Industrial Revolution in the eighteenth century, and
since Islam was an acknowledged leader in early scientific and technological develop-
ments, we explore both societies and their technological and scientific records.

On the second issue, our view of agents and technological change is that all
humans are innovative creatures. In a non-repressive environment, we expect
all societies to innovate in reaction to the problems, challenges, and opportunities
that they face. If some societies are more innovative than others, this is not due to
anything inherent in their members but to differences in circumstances often in
institutions, many of which arose because of historical accidents.

The third reason is possibly the most important critique of focusing on the West:
we may miss some of the important sources of long-run growth. Pomeranz (2000: 4)
makes the point this way:

The resemblances between western Europe and other areas that force us to turn from a purely
comparative approach—one that assumes essentially separate worlds as units of compari-
son—to one that looks at global conjunctures have another significance as well. They imply
that we cannot understand pre-1800 global conjunctures in terms of a Europe-centred world
system; we have, instead, a polycentric world with no dominant center.

But as strong as the resemblances no doubt are, we argue in Chapters 7 and 8 that the
important determinants of the West’s nineteenth-century transition to sustained
economic growth were primarily local. We also argue that, contrary to Pomeranz’s
view, no other region was ever a serious contender to produce an endogenously
generated Industrial Revolution. Further we argue that the key difference between
the West and China was the former’s development of mechanistic science. This
provided the intellectual underpinning of the First Industrial Revolution, as well as
of the great eighteenth-century engineering works that preceded it. This difference is
what really mattered and we need only to look inside the two areas to discover the
presence (or lack) of mechanistic science and the effects that this had on the
technological development of each society. We also seek to explain, not just to
document, this difference. But even if our specific explanations are not the last
word on the subject, that cannot upset the key difference of the presence of
Newtonian mechanics in one society, and its absence in another.

For us, the explanation of this difference lies in institutions, of which two sets were
highly important.® The first set comprised the institutions of learning that allowed

8 Jones (1988) notes that while similar events and pressures may be felt by various regions, they may
give rise to vastly different responses. The reasons for these differences arise from the different internal
structures of the regions.
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Western science to be cumulative while Chinese science experienced the acquisition
of isolated bodies of knowledge, and often the loss and subsequent relearning of such
knowledge. The individual pieces of knowledge often rivalled or surpassed Western
learning up until sometime in the early modern period, but the Chinese did not
build them into an evolving and integrated body of scientific knowledge. Their
learning never led to anything resembling Newtonian mechanics. The second set
comprised the West’s pluralistic institutions that contrasted sharply with the rela-
tively centralized institutions in China.” When either secular or ecclesiastical au-
thorities tried to stunt new scientific learning and/or technological developments in
Europe and China—as they often did in both regions—the different consequences
stemmed from the different internal make-ups of those places. Both these explan-
ations depend on differences in institutions, not on innate European advantages.

Beyond Formal Models

Formal models dominate most books on economic growth written by economists.
While we accept that much can be learned from such models—and we do develop
some formal models of our own in Parts II and IIl—we believe that existing
theoretical models are unable to capture much of the rich knowledge concerning
economic growth and technological change that has been accumulated over the past
decades by economic historians and students of technology. For example, after
decades of work on innovation, very little of the process has been formalized, and
the same holds for theories of knowledge accumulation. (See Mokyr 2002 for more
on this.) Some even argue that these sorts of processes will never be formalized. Be
that as it may, no one has succeeded in formalizing them yet and to do so is beyond
our capabilities. So, whenever such knowledge seems to be needed to deal with some
question in which we are interested, we do not hesitate to use techniques other than
formal modelling. Furthermore, since much of what we deal with has not yet been
adequately measured, we must seek an understanding of both technology and its
impact on society in ways that often go beyond quantitative measures.

For these reasons, we spend time reporting and systematizing much of the existing
but widely scattered knowledge about technological change. We argue that devel-
oping a purely descriptive understanding of long-run growth and innovation can be
important, even to those seeking to capture such processes through formal models.
But we go further. We generalize this knowledge into a series of stylized facts, which
we hope can be used to constrain theories of growth. We then go on to develop what
Richard Nelson calls appreciative theories. These are theories that are not expressed
in formal mathematical language but are developed rigorously in verbal form. They
are the natural complements of formal theories, not substitutes for them.

We would like to deal with all the questions that we think are important for
understanding long-term growth by using formal models. But standard growth
models do not deal with most of the characteristics of major technological shocks

® As with our geographical focus, our focus on the relatively high degree of plurality in European
institutions as a reason for European growth also strongly echoes Jones (1988).
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that we have discussed earlier in this chapter, while the models that attempt to do so,
by incorporating some of the characteristics of GPTs, are only in their infancy. These
latter models are first approximations that omit many of the rich details that we
think are relevant when dealing with some of the key issues related to economic
growth. If we want to deal with these, we have no alternative but to provide much
descriptive material on the complex and often subtle facts concerning technology
and technological change. We then need to theorize about them in an appreciative
manner, building formal models only when the questions we are dealing with are
simple enough to be handled by existing theoretical models and such extensions of
them as we can make. We then go on to develop our own formal models of GPT-
driven, long-term growth. This is how we proceed, moving from one approach to
another as is required by the problem at hand. We hope that the justification of our
unusually eclectic method will be apparent in our results—although we understand
that we run the risk that specialists in each of several growth-related fields of study
will find in our pages too little of their favourite method and too much of others.

Historical Specificity

When we do build models of growth, they are specific in both time and space. In
time, they are specific to the period that began sometime in the nineteenth century
when the conditions that made growth self-sustaining were established (as discussed
in Chapter 7). They are specific in space to the group of countries that generate their
own technological change endogenously, in contrast to catch up economies whose
growth is mainly generated by adopting and adapting technologies imported from
abroad. Neoclassical models, and those of the newer endogenous growth theories,
are relatively unstructured models based on a single aggregate production function.
They are thus one-size-fits-all models, applying to all times and places. In contrast,
our models are more structured and as such specifically focused on the group of
economies, mainly but not exclusively, in the West, whose own technological
advances drive much of their long-term growth.

Our view on the specificity of our models is in line with what Hodgson (2002)
calls ‘historical specificity’, an issue that was much discussed in earlier times by both
the historical and the institutional schools. Hodgson (2002 : 23) describes it this way.

The problem of historical specificity addresses the limits of explanatory unification in social
science: substantially different socio-economic phenomena may require theories that are in
some respects different. If different socio-economic systems have features in common, then, to
some extent, the different theories required to analyse different systems might reasonably
share some common characteristics. But sometimes there will be important differences as
well. Concepts and theoretical frameworks appropriate for one real object may not be best
suited for another. The problem of historical specificity starts from a recognition of significant
underlying differences between different objects of analysis. One theory may not fit all.

Hodgson shows that the question of how far highly general theories could apply, and
how much specificity was required for satisfactory theoretical explanations of
specific phenomenon, was front and centre in the analyses of the historical and
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the institutional schools in both Europe and the USA. But times have changed. As
Hodgson (2002: 22) goes on to argue: ‘The domination of economics and sociology
by general theorists, plus a minority of atheoretical empiricists, has excluded this
problem. ... The methodological discussion of the general and the specific, of
sameness and difference, is forgotten.” Most social scientists are, he believes, not
even aware of the issue, taking it for granted that the more general a theory is, the
better it must be. But this assumption ignores the probability that the more general a
theory is, the less empirical content it will have since, by ignoring the specific context
in which many problems arise, it becomes impossible to analyse them in depth. In
Chapters 14 and 15, we discuss why our more structured theory of GPT-driven,
long-term growth cannot apply to all countries at all times. In Chapters 16 and 17,
we argue that most useful policy advice must be highly context-specific and not of
the generalized sort that follows from much neoclassical policy analysis—remove
‘market imperfections’ wherever they are found.

Long and Short Term

Most of our study is concerned with the long-term effects of changes in technology,
particularly the introduction of new GPTs. For this reason, we make the usual
assumption of full employment of the available resources, peculiarly labour. There
are many reasons why technical change may be associated with business cycles and
unemployment that, even if transitory, can be quite long-lasting. But ours is already
a long book and we cannot study in detail everything that is associated with
technological change in general and GPTs in particular, so we do not include labour
market effects in our formal models, although we do deal with them where they are
relevant in our descriptive analyses.

III. A PREVIEW

Our book is divided into four parts: Part I presents descriptive and historical material
concerning economic growth and technological change; Part II deals with the emer-
gence in the West of sustained economic growth, both extensive and intensive; Part
I models modern GPT-driven sustained growth; and Part IV considers some of the
policy implications arising from our theories of the growth process.

Part I

In Part I, we deal mainly with technology and technological change, which is the
main engine of long-term economic growth. Most university courses on economic
growth concentrate exclusively on formal growth models, but just as one cannot
fully understand present international conflicts without knowing their history, we
believe that one cannot understand long-term growth without knowing much of the
relevant historical and descriptive material about technology and technological
change. This is why we believe that, even though it cannot all be reflected completely
in our formal modelling, the material in Part I is critical to understanding growth.
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Chapter 1 has considered the nature and power of long-term growth as a
historical, path-dependent process embedded in irreversible time. Chapter 2 intro-
duces two contrasting views of the workings of the market economy, which we call
‘neoclassical” and ‘structuralist-evolutionary’ (S-E). Although recent developments
in economics have blurred this distinction at the margin, it still divides two
different ways both of understanding long-term economic growth and of develop-
ing policies to influence it. Chapter 3 covers our ‘S-E decomposition, designed to
get inside the black box of the aggregate production function by distinguishing the
technology, facilitating structure, policy, policy structure, inputs, and outputs. It
avoids equating technological change with productivity change, an equation that
we argue is at the heart of many modern day confusions, including the unjustified
concern over the so-called ‘productivity paradox’ This decomposition leads us to
consider agents and their motivation. Chapter 4 deals with some important
characteristics of technology and technological change, introducing the concepts
of general purpose technologies (GPTs) and general purpose principles (GPPs).
Chapters 5 and 6 provide a tour through the history of the transforming effects of
GPTs, starting with the neolithic agricultural revolution and ending with nano-
technology. Our S-E decomposition provides a framework for organizing and
interpreting these historical data.

Part II

In Part II, we consider the West’s transition first to sustained extensive growth and
then to sustained intensive growth, asking why, when, and where it happened.
Chapter 7 deals with the transition to sustained extensive growth. In contrast with
existing formal models of this transition, we argue that it was the result, first, of a
specific set of contingent events that culminated in the First Industrial Revolution
and, second, of the subsequent institutional changes that endogenized the growth
process, thereby making it self-sustaining. We argue that only in Europe could this
revolution have happened anywhere near the time that it actually occurred (which
is accepted by many), and that within Europe, in the late eighteenth and early
nineteenth centuries it could only have happened in Britain (which is more contro-
versial). We deal with the commonly noted important influences that encouraged the
revolution, such as Europe’s freedom to innovate, its pluralism in government and
religion, and its rule of law. However, in contrast with many other explanations, we
stress the role of science. We argue that mechanistic science, whose roots lay in the last
half of the medieval period, was, by the early modern period, contributing essential
inputs to the technological inventions that created the First and Second Industrial
Revolutions. Thus, the questions of why the West made the transition to sustained
growth, and why most of the rest of the world did not for at least another century,
call for country-specific explanations—there is no generic theory of industrial re-
volutions that applies to all areas of the globe. The difference between Europe and the
restzcannot be handled within any of the existing formal models of the transition, all
of which predict that sustained growth will emerge when certain very general condi-
tions are fulfilled—conditions that have existed at many times and in many places
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outside of eighteenth-century Britain. Nor can any existing formal growth model
handle them. Historical analysis is necessary.

Chapter 8 asks a related question: Why did the Chinese and Islamic civilizations,
both of which were technological leaders well into the medieval period, not develop
industrial revolutions of their own? We answer that all non-western parts of the
world lacked the necessary condition of formal mechanistic science. Our set of non-
western countries includes China, which according to the research of Pomeranz
(2000), had most of the other characteristics that are usually associated with the
European Industrial Revolution. The failure of China and the Islamic countries to
develop anything like modern science was to a great extent due to their lack of the
institutions that supported and protected science, allowing its discoveries to accu-
mulate in a path-dependant, progressive advancement of knowledge.

Next we consider the relation between the growth in total output and growth in
per capita output. Chapter 9 builds models of population dynamics designed to
analyse how the effects of extensive growth are divided between increases in popu-
lation and increases in living standards (intensive growth). Our main models deal
with the 1,000 or so years prior to the Industrial Revolution and are consistent with
some sketchy evidence that, although medieval living standards did not rise rapidly
by modern standards, they may not have been as stagnant as is often assumed. We
find that much insight can be gained by using models that cover more than just the
agricultural sector, compared with many other studies that either explicitly or
implicitly confine themselves to one sector. We also find that when the constant
elasticity of substitution functions, which are commonly used in theoretical formu-
lations, are replaced by a production function, which is more realistic, much of the
conventional wisdom about population dynamics ceases to apply.

Chapter 10 considers the demographic revolution, which allowed the sustained
growth in total output that was set in motion by the First Industrial Revolution to be
increasingly transformed into growth in per capita output. We argue against the
view commonly held among economists that the main cause was parents becoming
less concerned about the number of children they had and more concerned about
the human capital with which they could endow each child. After the demographic
revolution, whatever its causes, most extensive growth became intensive growth, at
least in the high income countries of the West. This implies that, from that time on,
models such as those we develop in Part III to explain extensive growth also explain
intensive growth (with only minor corrections).

Part III

In this part, we develop a model of sustained, GPT-driven economic growth in a
series of four successive abstractions. Chapter 11 surveys the literature on GPTs and
other similar concepts, such as Freeman and Perez’s technoeconomic paradigms
(1988), and Mokyr’s macro inventions (1990). Chapter 12 does further ground
clearing by dealing with the important topic of scale effects. We argue that the
standard theoretical treatment of scale economies in economic theory is scholastic in
purporting to deduce empirical propositions from formalistic theorizing devoid of



24 Growth, Technological Change, and GPTs

empirical content. We then go on to consider the important phenomenon of scale
economies in economic history. We argue that these historical scale effects cannot be
picked up by most conventional studies of scale. We conclude with a discussion of
the treatment of scale effects in macro growth models.

Chapter 13 begins our series of abstractions, which take us progressively further
away from the rich detail in Part I but closer to a tractable macro model of sustained
GPT-driven growth. We make our first abstraction by looking for commonalities
among the GPTs that we have discussed in Part I. We find these in each of our
structuralist categories since, while no two GPTs are identical, they do share some
common characteristics that are useful in theorizing. Our second level of abstraction
then divides the evolution of the ‘typical’ GPT into five phases, which must be broad
and flexible enough to accommodate the major differences between the develop-
ment of various GPTs as well as their common features. Our third level of abstrac-
tion divides the evolution of the ‘typical’ GPT into two categories: the efficiency with
which it delivers its services and the range of its applications. We develop an
appreciative theory of how each of these phenomena evolves logistically.

Chapters 14 and 15 complete our series of abstractions by building a model of
GPT-driven growth in which the logistic formulation of Chapter 13 plays a key part.
This gives us a baseline model with which to work. It also gives us a standard of
comparison when considering the importance of the various complications, which
we introduce sequentially, to make the model evolve in the direction of an S-E
approach. As we proceed along this route, we are able to use our theory to develop
some specific predictions about GPT-driven growth, and to test the efficacy of
various methods of measuring growth-related phenomena. A full evolution in this
direction that would include many structuralist and evolutionary characteristics at
lower levels of aggregation is a major research programme that we can only begin in
this book. We hope, however, that the latter part of Chapter 15 indicates the outlines
of, and takes the first steps in, such a potentially fruitful programme.

Part IV

Part IV gives a brief discussion of some of the policy implications of what has gone
before. In particular, the absence of a welfare-maximizing equilibrium, when agents
are operating under uncertainty (as emphasized by Lipsey and Carlaw 19984, 1998b)
and when knowledge is non-rivalrous but appropriable (as emphasized by Romer
19934, 1993b, 1994), has profound implications for policy recommendations and
policy analysis.

Chapter 16 investigates some of these implications and applies them to technol-
ogy policy. We consider how policies with respect to technological change can be
assessed. We also contrast how they are typically assessed when viewed through
either neoclassical or S-E lenses. We then go on to outline a package of policies that
seems effective from an S-E point of view.



Two Views of Economic Processes

Two distinct views of economic processes are contrasted throughout this book: the
neoclassical and the structuralist-evolutionary. ‘Neoclassical’ is our collective term
for the well-known body of theory based on rational maximizing agents operating
under well-defined exogenous scarcity constraints. It has been an extraordinarily
successful theory. It has produced a rich set of predictions about reactions to many
types of shocks and its static equilibrium properties (such as the equality of the value
of one factor’s marginal products everywhere in the economy) are used as main-
tained assumptions in many measurement exercises. It produces its most general
results by focusing on the static equilibrium state of a competitive model that allows
micro outcomes to be aggregated to produce unique macro outcomes. Where
growth is studied, it is in terms of an aggregate production function with flat (i.e.
unstructured) technology. In Solow’s version, technological change is exogenous; in
the newer versions, it is endogenous. When dealing with the microeconomic issues
surrounding innovation and long-run technological change, however, the canonical
general equilibrium (GE) version of neoclassical economics due originally to Arrow
and Debreu is largely silent.'

‘Structuralist-evolutionary’ (S-E) is our collective term for the body of theories
developed explicitly to analyse long-term growth using dynamic evolutionary con-
cepts. Instead of focusing on equilibrium states, these theories seek to capture the
processes by which technologies evolve under the impact of a stream of innovations.
This requires dealing explicitly with such real-world aspects of innovation as uncer-
tainty and path dependency. It should be noted at the outset that an evolutionary
approach does not require dubious biological analogies. Many non-biological sys-
tems evolve. Indeed evolution of any system only requires that it be subject to change
as a result of disturbances and selection.

We take the pragmatic view that each approach has its own advantages and
disadvantages and each has a set of problems for which it is better suited. For
most resource allocation issues in which it is safe to take technology as given,
neoclassical tools have a proven track record. But S-E tools may be more appropriate
for situations where technology can be expected to change endogenously. Because

! The authors of the first generation of GPT models, such as Aghion and Howitt, and Helpman and
Trajtenberg, do not regard their models as neoclassical because they explicitly model technologies as
existing in a ‘hierarchy’ rather than being ‘flat’. Nonetheless, they do utilize a number of neoclassical
characteristics such as maximizing agents operating under conditions either of perfect foresight or risk but
not uncertainty, and they employ a stationary equilibrium concept.
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our main interest centres around endogenous technological change, we need to be
concerned with the differences between these two approaches. Nothing critical that
we say about neoclassical economics when applied to growth driven by technological
change should be taken to deny its enormous value in dealing with many other issues.”

Over the last few years, mainstream economics has begun to analyse situations
excluded from the canonical neoclassical GE model. Akerlof (2002) provides an
excellent summary of many of these recent developments. Thus, there has been a
slow blurring of the sharp contrast that was drawn between these two views in the
first five chapters of Nelson and Winter’s pathbreaking book (1982) An Evolutionary
Theory of Economic Change (distinctions that were much clearer at the time).
Typically these newer theories still use some key neoclassical assumptions that are
not found in evolutionary models. In particular, although they often allow for
incomplete and sometimes asymmetric knowledge, they typically assume that
people maximize with respect to the knowledge that they do have. The theories
also typically analyse end states of the competitive process rather than the dynamic
processes themselves.

So in spite of this blurring at the margin, important contrasts remain between S-E
theories and the rest. For example, much work in both theoretical and applied
economics is based on neoclassical approaches such as the following:

1. The study of reactions to shocks typically uses long-run, static equilibrium
models’ in which there is no arrow of time, and induced technological changes
are absent by assumption.

2. Most analyses of situations that depart from perfect knowledge are based on risk
rather than uncertainty.

3. Virtually all general equilibrium models are based on large group situations of
perfect or monopolistic competition rather than on small group oligopolistic
situations.

4. Much microeconomic policy advice is based on removing impediments that
would prevent the attainment of an optimal allocation of resources in a static
GE world.

5. Virtually all growth models, including those that explicitly allow for GPTs, are
based on stationary equilibrium concepts.

6. Many market characteristics that are seen as desirable in neoclassical-type the-
ories may be problematical in their effects when viewed by S-E theory, while
many characteristics that create imperfections from a neoclassical viewpoint are
the very driving forces of economic growth in S-E theory. (This last point is
critical from our point of view and it is taken up more fully in Section IT below.)

2 We stress this point because some readers of earlier versions of our manuscript have thought we were
dismissing neoclassical economics as useless.

> We use long run’ in Alfred Marshall’s sense: a period of time long enough for all adjustments to be
made to any exogenous shocks, including altering all components of durable capital, within the context of
given and unchanging technology.
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Importantly, many mainstream economists take the view, either explicitly or impli-
citly, that the only way to investigate a problem is to model it. (See Colander 2003 for
discussion of this issue.) The result is that many problems related to long-term
growth are not investigated by growth theorists because the known historical
evidence is too complex to model with existing techniques or, when they are
modelled, the necessary simplifications conflict with much of the known evidence®,
(See Chapters 7 and 8 for examples.) For these and other similar reasons, we believe
that the contrasts we draw in Section I are still relevant in spite of being lessened by
some modern developments. As long as some of these distinctions between the two
views remain relevant, the choice between them is not merely a matter of taste and
convenience; it is also a choice between two world views with many divergent
implications.

In Section I, we compare and contrast these two approaches in a number of key
aspects. In Section II, we discuss how these differences lead to two distinct views on
the overall working of the market economy. We also consider arguments advanced
by Alchian (1950) and Friedman (1953) that there is no operative distinction
between the two.

I. COMPARISONS AND CONTRASTS

In this section, we compare and contrast specific elements of what we call the
canonical versions of neoclassical and S-E theory. These are generalizations of the
main elements of the two bodies of theory. Although exceptions can be found for
each generalization, we believe they do suggest two distinct approaches to under-
standing the workings of a market economy and, as we point out in Chapters 16 and
17, to different policy advice on such issues as when and how to use public policy to
encourage technological change.

Tastes

The treatment of tastes is one of the few areas where the neoclassical and S-E views
are similar. Few economists in either camp have tried to model explicitly the
formation of tastes. It seems, however, that if one is to understand long-term growth
fully, one must accept a substantial endogeneity of tastes—an endogeneity that
probably also exists over shorter periods of time but is ignored in the interests of
obtaining tractable models. Consumers buy many goods that did not exist in the
past and it seems to us unreasonable to assume that they have taste functions defined
over the unknown (although some economists insist that they do). For example,
could an Egyptian peasant in the second millennium Bc have had tastes defined over
the range of ethnic foods available in New York in 2005, over the services of a

* From Baumol (2002: 9) ‘[T]he growth literature is full of invaluable analyses. But much of it is
unsuited to deal directly with the distinction between the growth accomplishments of capitalism and
those of other economic systems, because these analyses are preponderantly ahistorical, and all explicit
references to the special features of free-market economies have been expunged.
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modern travel agent, and over the range of computer and Internet services available
today?’

In the context of long-term growth, we believe that endogenous tastes fulfil an
important function of preventing what would otherwise be a steep decline in the
marginal utility of income as per capita incomes rose under the impact of exponen-
tial growth rates. If the technology of consumer goods and services had been held
constant at those existing at some earlier time, say 1900, diminishing marginal utility
of income would be a reality as consumers wondered what to do with a third and
fourth horse and buggy or a tenth steam train excursion to a seaside resort town.
Technological changes in consumers’ goods constantly present consumers with new
consumption possibilities for which they must develop new tastes, and which
prevent the marginal utility of income from declining steeply as real income grows
exponentially.®

Technology and Technological Change

In neoclassical price theory, technology is assumed to be captured by the forms of
the relevant production functions that determine the output flows of various goods
and services resulting from given input flows. Neoclassical (and most other equilib-
rium-based) growth theories use the concept of an aggregate production function.
Because the details of technology are hidden in the ‘black box’ of this function, the
process and the structure of technological change are observable only by their results
when given quantities of all inputs are associated with larger quantities of output.”
Conceptually, this phenomenon is observed by measuring the amount of the change
in output that cannot be statistically associated with a change in the inputs. The

> Of course, one can argue that Egyptian peasants did have tastes defined over an infinite set, but as
prices of non-existent goods were infinite, they did not enter their utility maximizing calculus. There can
be no finality about such assertions and it may be convenient to assume such universal tastes in some
theories where it is an innocuous assumption. But where it matters, we believe one has to experience new
goods and services that were unimaginable before they came into existence before one knows if one will
like them or not. For example, one of us used to like batting around in a force 8 gale in his 26-foot sloop,
Scalza, while some of his friends who thought they would like it found they were repelled by such an
experience once they tried it. They thought their tastes were one thing and learned by experiencing the
‘service’ that their tastes were something different.

© We need to distinguish sharply between cross section and time series comparisons of the marginal
utility of income. As people move upwards in the income distribution, they may or may not develop new
tastes that mitigate against a decline in the marginal utility of income. But even a cross-sectional marginal
utility income that declines at all levels is consistent with a constant or rising marginal utility of income as
new tastes are developed under the impact of the new goods and services that accompany growth-
inducing technological change.

7 There are two other ways in which, conceptually at least, technological change may be manifested
in the neoclassical aggregate production function. First, some of the values of the parameters in the
production function may alter. Second, if physical capital is measured so as to include the value of new,
embodied technological change, while human capital is measured so as to include the value of new know-
ledge, some of the effects of technological change will be observed as increases in measured inputs of
physical and human capital. This may happen inadvertently due to measurement conventions or adver-
tently when inputs are measured in efficiency units.
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remaining change is referred to as the Solow residual, or TFP, which we discuss in
more detail in the Appendix to Chapter 4.

Modern growth theory models technological change as endogenous (although in
modern micro theory technological change is commonly treated as exogenous). But
since the theory is formulated at the macro level, it makes little contact with the
much older strand of micro work on endogenous innovation and technological
change that goes back to such writers as Schumpeter (1934), Schmookler (1966),
and Rosenberg (1982). So, while it has been influential, it does not have the detailed
prescriptions for micro economic policy issues that are implied by both the canon-
ical neoclassical and S-E theories.®

In S-E theories, technology is observed through its embodiment in such things as
physical and human capital. Technological change is modelled as evolving endogen-
ously. Also, because S-E theories attempt to incorporate many of the awkward
facts surrounding the microeconomics of innovation, they often treat the economic,
social, and political structure of an economy explicitly. Institutions are seen as
co-evolving with technology. Chapter 3 lays out an explicit model of the structure
of the economy and Chapter 4 discusses the details of innovation.

In S-E theory the firm is seen as inhabiting a specific point in input space with the
possibility of moving to other points, but only in real time, at significant cost, and
under conditions of uncertainty. Designing, building, and working up a production
facility that uses inputs in a different proportion than they are now being used, even
when no ‘new’ technological knowledge is required, is a costly process with signifi-
cant uncertainty attached to it. Indeed, the greater the departure from existing input
proportions that is envisaged, the more learning the firm is required to do (i.e. the
more aspects of the plan are exposed to uncertainty). This stands in stark contrast to
the assumptions of the neoclassical model where the firm can make costless choices
among a continuum of known alternatives expressed by a production function. The
difference, in terms of input spaces and production trajectories, is illustrated in the
Appendix to this chapter.

Information and Motivation

In neoclassical models, agents are assumed to have an information set that is
sufficient to allow them to make maximizing decisions. This implies that all de-
cisions are made either with perfect foresight or with foresighted rational expect-
ations. For such rational expectations, agents need to know all possible outcomes of
their choices and to have well-defined probability distributions about the likelihood

8 While the original endogenous growth models had perfectly competitive behaviour and sustained
growth that was achieved by assuming constant returns to the accumulation of broadly defined capital or
knowledge, sometimes with externalities, newer models have incorporated imperfect competition, using a
constant elasticity of substitution aggregator such as the Dixit—Stiglitz function. These later models
demonstrate that sustained growth can occur in models with some forms of imperfect markets. This
result takes macro growth theorizing just a little closer to well-known empirical observations about
growth and market power, long chronicled in the literature of industrial organization. (There are many
references of which Chandler (1977, 1990) are the best.)
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of each possible outcome. This implies that when they operate with less than perfect
certainty, they do so in situations of ‘risk’ rather than ‘uncertainty’. We use these
terms in the senses defined by Knight (1921). A risky situation is one in which the
possible outcomes can be delineated and a probability distribution attached to each.
An uncertain situation is one in which it is impossible either to delineate all the
possible outcomes or to attach probabilities to the outcomes that can be identified.
Risk is insurable, uncertainty is not.

Almost all neoclassical models assume that agents maximize over exogenous tastes
subject to an exogenous production technology, the equilibrium outcome for which
displays no arrow of time. Agents need not learn from experience since all information
that is relevant to their decisions is known by them initially. Optimal decisions can be
taken by scrutinizing all possible outcomes of any choice, assigning probabilities to
each and then choosing the alternative that has the highest expected value associated
with its outcome. Two individuals with the same endowments and tastes, faced with
the same choice between two alternative courses of action and possessing the same set
of relevant information, are predicted to make the same maximizing choice.

Of course, exceptions can be found in the literature to each of these points. Many
neoclassical-type models have been used to study problems where the information
set of the agents is less than perfect (to say nothing of models of pure uncertainty).
Examples include studies of habit formation in choice theoretic models, studies of
the effects of learning by doing, principal agent problems, moral hazard, transac-
tions costs, and a host of other ‘market imperfections’. Industrial organization
economists have used partial equilibrium models with many neoclassical character-
istics to study oligopolies and ‘market imperfections’ as well as other sources of non-
convexities. Yet all these models typically retain many neoclassical characteristics,
such as stationarity in their equilibrium concepts, well-defined choice sets, and
optimizing behaviour. More importantly, however, the canonical GE model, on
which the policy of removing market imperfections is based, encompasses few if
any of these complications.

In S-E theory, innovation is typically seen as endogenously determined by de-
cisions taken by individuals in search of profits. The theory does not endow agents
with perfect information or perfect foresight. Instead, agents face genuine uncer-
tainty when making their decisions, particularly those associated with innovation.
Since innovation means doing something never done before, there is an element of
genuine uncertainty in all innovative activity. The existence of such uncertainties
implies that agents may not even be able to enumerate in advance the full set of
possible outcomes of a particular line of research, let alone assign probabilities to
them in order to conduct risk analysis as conventionally defined. The assumption of
rational maximizing behaviour is, therefore, usually replaced by an alternative
assumption, such as groping in a purposeful, profit-seeking manner. Bounded
rationality is often used to approximate these conditions.” Whatever the explicit

® Many S-E theories also appeal to the substantial body of evidence indicating that, even in well-defined
situations involving only statistically measurable risk, agents do not maximize expected values but instead
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theory of choice that is used, the key implication of genuine uncertainty is that two
individuals with the same endowments and tastes, faced with the same choice
between two courses of action, and possessed of the same bounded set of relevant
information, may make different choices. In effect, each is deciding to back different
horses in a race with unknown odds. Given the uncertainty, neither individual’s
choice can be said to be irrational.'’

Note, however, that decision-making under uncertainty does not imply totally
blind groping. Agents look forward. They consult evidence from past behaviour.
They try to anticipate future events from what they know both of public policy and
of the normal behaviour of the economy. But because to look forward under
conditions of uncertainty involves an irreducible element of personal judgement,
what agents cannot do is to arrive at a unique probability distribution of each
possible outcome that would be agreed by all rational agents.

Technological Trajectories

In the neoclassical world where agents have sufficient information to make maxi-
mizing choices with respect to all their decisions, they are assumed to allocate their
R&D expenditures so as to maximize the expected value of the results. This, as we
shall see in Part IV, has important consequences for how firms are predicted to
respond to policies designed to encourage technological change and on how such
policies should be designed.

In an S-E world where firms are groping into an uncertain future in a profit-
oriented way, each firm must form its own subjective evaluation of the possible pay-
offs of different lines of R&D and decide how to allocate its expenditures. Although
it is possible analytically to treat an individual agent’s subjective assessment as an
objective probability distribution and use risk analysis on it, the agent is still acting
under uncertainty. The key difference between risk and uncertainty is so important
that it bears repeating in this context: two individuals with the same endowments,
tastes, and objectives, faced with the same choice between two alternative courses of
action and possessing the same set of relevant information, are predicted to make the
same maximizing choice when operating under conditions of risk, while they may
make different choices when operating under conditions of uncertainty, and there is
no objective way to determine at the time that the choices are made whether one is
more likely to achieve a preferred result than the other.

Thus different firms in similar situations may make different decisions based on
the external state of technological developments and their internal capabilities and
operating procedures, which Nelson and Winter (1982) call their ‘routines’ (dis-
cussed in Chapter 3). This introduces the possibility of significant amounts of path
dependency and inertia in technological choices. To emphasize this, researchers in

display ‘loss aversion’ or ‘endowment effects’. For discussion of these alternatives see, for example, Kahne-
man and Tversky (1979), Thaler (1980), Knetsch and Sinden (1987), and Tversky and Kahneman (1992).

1% An economist who has continually emphasized the importance of uncertainty is Nathan Rosenberg.
See, for example, Rosenberg (1996).
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the area of technological change speak of technological trajectories, the tendency of
technological developments to follow distinct lines that are not easy to alter. (Of
course, big enough alterations in signals can deflect a trajectory as many agents
perceive an advantage in responding more or less in the direction signalled.) This
concept is similar to that of a design configuration with scope for development as
used by many students of innovation. There are several reasons for the existence of
these trajectories, some external and some internal to the firm.

Reasons External to Individual Firms

Certain problems pose clear objectives that seem worth striving to achieve. This is
what Rosenberg (1963) calls ‘technological imperatives’. Bottlenecks such as short-
ages of woven materials in the early 1800s, or obvious weaknesses in a range of
products such as metal fatigue and other causes of structural failures, may direct
R&D along specific lines. These may persist for long periods as problems are solved
successively and as human capital in dealing with this type of problem accumulates
relative to human capital directed at dealing with quite different types of problems.
Nelson and Winter’s ‘technological regime’ (1982: 258-9) also suggests trajectories.
It is a concept that relates to

technicians’ beliefs about what is feasible or at least worth attempting. For example, ... the
advent of the DC-3 in the 1930s defined a particular technological regime; metal skin, low
wing, piston-powered planes....For more than two decades innovation in aircraft design
essentially involved better exploitation of this potential: improving the engines, enlarging the
planes, making them more efficient.

More generally, particular technologies and particular stages of scientific under-
standing of related fundamental issues cause particular lines of advance to look most
promising. As solutions are developed to specific technological problems and
underlying scientific issues, new problems arise and the mutual causation between
science and technology is reinforced.

While natural trajectories almost invariably have special elements associated with the particu-
lar technology in question, in any era there appear to be certain natural trajectories that are
common to a wide range of technologies. Two of these have been relatively well identified in
the literature: progressive exploitation of latent economies of scale and increasing mechan-
ization of operations that have been done by hand. (Nelson and Winter 1982: 259)

There are fads and fashions in research funding and such funding clearly influences
the R&D that does occur. The slow evolution of these fashions imparts a certain
stability into actual R&D behaviour.

Reasons Internal to Individual Firms

Internal reasons concern the firm’s developing its research capabilities by doing
research. Importantly, firms’ capabilities to follow various lines of research that
may look promising depend to a significant extent on decisions that they have
made in the past. For example, one firm’s past decision to work on automated
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production procedures will give it substantial capabilities in that direction. Not only
will it be predisposed to look for solutions to current production problems that
involve further automation but that may be the least costly thing for it to do because
it will use human capital of the type that the firm’s past behaviour has created. A
second firm that has looked for solutions that involve moving towards lean produc-
tion methods and away from mass production configurations will be predisposed to
look for solutions to problems similar to those facing the first firm by going further
in the lean production direction. Again, this may be the least costly procedure for
that firm. An important example of an internally driven trajectory of developing
knowledge is provided by Chandler (2001: 13-14):

The [US] radio sector, appearing in the 1920s, evolved from the learning acquired in the initial
commercializing of modern electrical and telephone equipment in the 1890s. The technical
knowledge learned in commercializing the radio, in turn, laid the foundations for the
commercializing of television in the 1940s and 1950s. That knowledge, in turn, provided
the base for the innovative tape and disk technologies of the 1970s and 1980s.

In summary, trajectories exist because there is path dependence in the development
of technologies. This path dependence results from the cumulative nature of know-
ledge concerning how to deal with problems, and it is accentuated by uncertainty
about which is the best technological path to pursue. The result is a tendency to
continue along the path already being explored unless the incentives to deviate are
strong and persistent. One aspect of path dependence is pursued a little further in
the appendix to this chapter, others are touched on in Section IV of Chapter 3.

Equilibrium

Much neoclassical theory is Newtonian in conception. Forces balance each other to
produce equilibria that are typically stationary, unique, and rendered stable by
negative feedback. Small perturbations are dampened so that the system returns to
its initial equilibrium position.

The great contribution of early neoclassical theorists was to show that under
conditions of perfectly foresighted, rational, maximizing behaviour, the decisions of
agents would result in a unique and optimal equilibrium.'" In contrast, the groping
behaviour, endogenous choice sets, and endogenous technology of S-E theory imply
the absence of a unique, welfare-maximizing, and in many cases stationary equilib-
rium.'? The innovation process is replete with non-convexities, such as once-for-all
costs of developing and acquiring technological knowledge, positive feedbacks from
current market success to further R&D efforts, and complementary relations among
various technologies.

"' Some modern versions of the neoclassical theory have extended the model (using the mathematics of
topology) to versions where uniqueness is no longer a necessary characteristic of the optimal equilibria.
However, in most such models all possible equilibria are optimal.

'2 In Chapter 15, we use a non-stationary equilibrium concept to illustrate how the different behav-
ioural assumptions of neoclassical and S-E models can give rise to significant differences in results.
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Models with uncertainty and non-convexities display non-linearities and path-
dependent processes. Some formulations of the resulting behaviour yield punctu-
ated equilibria: long, stable periods alternating with bursts of change, the timing and
substance of which are not predictable in advance. Others yield multiple equilibria,
in which historical accidents determine which equilibrium will be reached or
approached at any one time. Still others yield only perpetual change. In this case,
although theories that employ stationary equilibria are inapplicable, behaviour is
still open to theoretical analysis that seeks to understand the system’s laws of motion.
Considerations such as these put an arrow of time into S-E theories. For example,
because people learn from their behaviour, there is no guarantee that the imposition
and subsequent removal of an exogenous shock will cause the dependent variables to
change and then return to their original values. This is particularly important in the
context of technological change."?

It also follows, as pointed out by Nelson and Winter (1982), that the clear
neoclassical dichotomy between the objective function and the choice set that
enables it to produce stationary and unique equilibria is not sustainable in S-E
theory. In S-E theory, firms are continually faced with a choice of how much and
what type of innovation they should attempt. We know that a firm’s current
capabilities depend partly on decisions made in the past, so its set of feasible choices
evolves endogenously in a path-dependent way. The resulting ‘equilibrium’ is a
dynamic evolving process that must be analysed in terms of the system’s laws of
motion.

Competition

Neoclassical theory treats competition as the end state of the competitive process.
There is no ongoing process of rivalrous behaviour. Instead, what is modelled is the
static state in which firms are all adjusted to their environment. Under the assump-
tion of perfect competition, firms have no power over the market and so have
neither the need nor the ability to engage in rivalrous behaviour vis-a-vis each
other. In fact, there is no active competition in the sense that it is used in ordinary
language. The use of long-run equilibrium analysis is typically justified as showing
the end state towards which dynamic real-world competition is continually tending,
even if it is never reached.

The Dixit-Stiglitz version of monopolistic competition drops the assumption of a
set of perfectly competitive, price-taking firms in favour of a set of monopolistically
competitive firms all producing products that have equal elasticities of substitution
with respect to each other. This allows each firm some degree of market power.
However, when a new product is introduced, all existing products suffer the same
loss of sales. This characteristic is at odds with the observations of how consumers
actually behave with respect to differentiated products but is used because it makes

3 Mokyr (1990) was one of the first economic historians to discuss punctuated equilibria in the
context of technological change.
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the model tractable.'* This model of differentiated firms in one industry has
sometimes been treated as if it described an entire economy. But we know of no
GE model that contains several industries in which each firm is monopolistically
competitive with all other firms in the same industry but not with any of the firms in
other industries. Furthermore, all the other assumptions about foresight and maxi-
mizing behaviour that characterize the canonical neoclassical model are found in the
Dixit-Stiglitz monopolistically competitive model. It is probably best seen, there-
fore, as an extension of the neoclassical model rather than as a wholly new paradigm.

S-E theory follows the Austrian tradition in treating competition as a process that
takes place in real time. In this view:

[Flirms jostle for advantage by price and non-price competition, undercutting and outbid-
ding rivals in the market-place by advertising outlays and promotional expenses, launching
new differentiated products, new technical processes, new methods of marketing and new
organisational forms, and even new reward structures for their employees, all for the sake of
head-start profits that they know will soon be eroded. (Blaug 1997: 255)

Here competition encompasses rivalrous situations among both large and small
groups of firms. Simple passive price-taking behaviour is not involved. Rather,
behaviour takes the form of active struggling of firm against firm, each seeking a
temporary advantage over the others. In this type of competition, technological
innovations are a major tool by which firms strive to gain competitive advantages.
Since no such advantages are permanent, none will show up in long-run equilib-
rium. As a result, long-run equilibrium analysis of the competitive process is argued
to be not just irrelevant but misleading because firms that are competing through
innovations will cause technology to change endogenously long before any long-run
tendency based on fixed technology and tastes is manifested in observed behaviour
(see, for example, Dosi and Orsinego 1988).

The great problem with this type of theory is that no one knows how to aggregate
the behaviour of rivalrous, price-setting firms into a theory of the macro behaviour
of the whole economy. We argue, however, that if that is the way the world is, there is
no point in pretending otherwise. This difficulty of aggregating known micro
behaviour to obtain the aggregate variables and relations that we would like to
have for macro analysis is one of the main reasons why we do not base our models in
Part IIT on micro evolutionary theory, but begin instead with an (unorthodox)

' As we will observe in several places, this mathematical version of Chamberlin’s once-famous
symmetry assumption is empirically falsified by the observation that all differentiated products of one
generic type, such as the range of automobiles available today, are not equal substitutes for each other.
Instead, they are linked in a chain of closer and less close substitutes. Thus a new entrant into one part of
the product spectrum will not take sales equally from all incumbents, as is required by the symmetry
assumption, but will take more sales from close substitutes and less from others further away in the
product spectrum. Furthermore, the Dixit-Stiglitz model uses a representative consumer who consumes
some of every differentiated version of a single generic product although no one has been able to show
that such a consumer can be aggregated from the behaviour of individual consumers, each of whom
consumes only one or a small number or the whole range of differentiated versions of one generic product.
(See Eaton and Lipsey 1989: Introduction for further discussion.)
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aggregate growth model, which we amend incrementally to incorporate S-E behav-
iour piecemeal.

Structure

The neoclassical view tends to display the world as smooth, subject to incremental
alterations, with a featureless technology and homogeneous agents whose behaviour
is adequately displayed by that of a single representative for each class of agent. The
S-E view tends to display the world as lumpy, subject to discrete alterations, with a
structured technology and heterogeneous agents. We will encounter many examples
of such contrasts throughout this book and for easy reference we will refer to them as
the ‘structural contrasts’ Here we briefly foreshadow a few of these contrasts by way
of illustration. First, neoclassical economics portrays technology flatly, often by a
productivity constant, A, that ‘scales up’ the relevant production function (e.g. in the
aggregate production function that makes GDP a function of inputs of capital
services, k, and labour, : GDP = Af(k,1)). In contrast, S-E theorists see individual
technologies as characterized by structural hierarchies and linked by a network of
complex complementarities and substitutabilities. Second, neoclassical economics
tends to see the effects of changes in process technologies as being adequately
captured by changes in the input prices that are produced by these technologies,
while S-E theory sees new technologies as often creating many new possibilities that
were technically unfeasible with previous technologies. Examples of this contrast will
occur many times in subsequent chapters. Third, much neoclassical theory makes
use of the representative agent so that aggregation is a trivial matter of multiplying
any quantity chosen by that agent by the number of such agents. In contrast, S-E
theories make diverse agents a centrepiece. The evolution of the economy is driven
by differences among agents and it is often the outlier, not the median agent, who
drives change."

II. FUNCTIONING OF THE MARKET

As we have seen, the neoclassical market is one in which suitably informed agents
acting to maximize their own objective functions subject to well-defined feasibility
constraints achieve the optimal market equilibrium. In contrast, the S-E view is one
of imperfectly informed agents groping under uncertainty towards outcomes they
perceive as better, thus driving a historical, path-dependent process that never settles

!> Eaton and Lipsey (1997: Introduction and ch. 14) argue that the representative consumer in the
Dixit-Stiglitz model of monopolistic competition cannot be aggregated from the empirically observed
behaviour of heterogeneous consumers, each of whom purchase only a small subset of the available
differentiated versions of each generic product. The fiction that it can causes this accepted version of
monopolistic competition to have implications that were refuted on empirical grounds in the early debates
between Kaldor and Chamberlin. Nonetheless, this empirically refuted model continues to be the one used
for virtually all analyses of markets with differentiated products. Many of the predictions derived from this
model are in direct conflict with the predictions from a model that allows for heterogeneous agents.
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into a stationary equilibrium but is, instead, continually jostled by new, endogen-
ously created innovations. When contrasting these two views of how the market
functions, Nelson and Winter referred to the ‘hidden hand’ and the ‘evolutionary
hand’ views. These have different implications for many matters. Here we stress two
of them: the coordinating function of the market and the general justification of the
market economy.

Coordination

One of the great issues in economics is to explain why the whole economy behaves in
a more or less ordered way although the key decisions are made by many unrelated
agents. The economy’s coordinated behaviour is an emergent property of group
behaviour that cannot be predicted by studying the behaviour of any number of
isolated individuals. It is important in this respect not to confuse an ordered
structure, which is a generally agreed empirical property, with a theoretical equilib-
rium, which is not.

Coordination in Traditional Neoclassical Theory
The traditional neoclassical explanation is that the price system produces publicly
available signals that reflect relative scarcities. Individuals respond to these in a self-
interested manner and, in the process, impart order to the whole system. In this
view, agents do most of the work. They have the best information that is available
and do the maximizing calculations themselves. Where aggregation is required,
markets behave as if they were either perfectly or monopolistically competitive.'®
Although it is not clear how far the property of optimality relates to real economies,
it is clear from experience in places where the operation of the price system has been
seriously hampered by heavy-handed government interventions that market-deter-
mined prices and quantities do fulfil a major signalling and coordinating function.
Without them, decentralized decisions of individual agents would not produce the
emergent property of an economy that looks as if it had been consciously coordinated.
Little more needs to be said about this since it is well known and well investigated.
Because the coordinated macroeconomy is an emergent characteristic of uncoor-
dinated micro behaviour, macro outcomes that are unexpected can emerge (in the
sense that the outcomes are not consistent with the objectives of individuals). The
most obvious example emphasized by classical and neoclassical economists is that
the unconstrained pursuit of maximal profits by individuals operating in a com-
petitive setting ends up reducing their profits to zero. The tragedy of the commons is
another example well known to economists.

Coordination in New Classical Economics

Robert Lucas introduced rational expectations in the 1970s and by the mid-1980s
this view of the world had come to dominate macroeconomics. A key part of such

'® Where they are monopolistically competitive, they must obey the assumptions of the Dixit-Stiglitz
model that we discussed earlier.
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models is the representative agent. A representative consumer is blown up to explain
the nation’s total consumption behaviour and a representative firm is blown up to
describe the whole of the nation’s production behaviour. If everyone is the same and
the macro behaviour of producers and consumers is merely a blow-up of the micro
behaviour of representative agents, there can be no coordination problem. As
Howitt (2006) puts it: “‘When rational expectations was adopted ... the gap between
micro and macro became not bridged but papered over.

Coordination in Evolutionary Economics

The evolutionary hand approach typically employs neither the fiction of the rational
maximizer nor the representative agent (although some evolutionary models do
make use of these concepts). Agents are assumed to lack the relevant information
that would be required to maximize, and further, when agents are operating under
uncertainty, it is unclear what maximizing behaviour even means. Also agents are
usually assumed to be diverse and so can, and often do, have different expectations
about the future state of the market and hence what a good profit-seeking strategy is.

In these sorts of models, the market is much more important as a coordinating
mechanism, because there is real work to be done in coordinating the diverse and
sometimes inconsistent decisions of heterogeneous agents. Agents do the best they
can, often forming mistaken views on underlying processes and often being subject
to bandwagon thinking, and various other misdirecting influences. Sometimes they
get ‘it’ right but often they get ‘it’ wrong. So the job of the market is to direct
behaviour towards more value-creating activities by rewarding successes and pun-
ishing failures. Those who, by luck or good judgement, get it right are awarded big
profits, much larger than the normal return on capital that is all that is needed to
direct resources in static perfect competition. Those who get it wrong lose and, if
their losses are sufficient, they disappear from the scene.

Compared with the static world of neoclassical welfare economics, the problem of
coordination is much more complex in an S-E world of continuous change. How
does a system that is continually changing and destroying much of what it has, and
that is subject to cumulative causation and increasing returns to scale and a host of
non-linear dynamic structures at the micro level, produce relative order at the macro
level? Was the Great Depression of the 1930s an example of the poor functioning of
the market-coordinating mechanism or just of poor policy that exaggerated what
would otherwise have been a normal recession? Some years ago Dosi and Orsenigo
(1988: 25) posed the issue of coordination this way:

In standard models coordination among plans and actions of individual agents—and thus the
theoretical possibility of economic ‘order’—rests on the interaction between a simple behav-
ioural assumption (maximization) and some sort of scarcity constraint. Conversely, the ‘core’
heuristics of the [S-E] approach...depends on the interaction between exploitable oppor-
tunities, present in non-stationary environments, which are too complex and too volatile to be
fully mastered or understood by individual agents, and institutions which, to different
degrees, simplify and govern behaviour and interactions. As a consequence, ‘order in change’
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is generated by varying combinations of (a) learning, (b) selection mechanisms and (c)
institutional structures.

We briefly consider each of these generating mechanisms. First, technologies develop
along relatively structured paths shaped by their technical characteristics, and the
cumulative experience that evolves as knowledge is acquired. This is the concept of
technological trajectories, discussed earlier and in the Appendix to this chapter (and
further in Chapter 4). They help to impart stability to R&D behaviour.

Second, in static states, markets can deliver all the relevant information and even
discount future contingencies where risk is involved. However, when technologies
are evolving endogenously, markets cannot ‘deliver information about or discount
the possibility of future states-of-the-world whose occurrence is, to different degrees,
the unintentional result of present decisions taken by heterogeneous agents charac-
terised by different competencies, beliefs and expectations’ (Dosi and Orsenigo
1988: 18). In such situations, the evolutionary hand of the market is the major
selection mechanism for choosing which of the possible directions that agents follow
will be reinforced by profits and which discouraged by losses. Without this selection
mechanism, firms that began on different paths would deviate progressively; with it,
firms that deviate too much from paths that turn out ex post to be the successful ones
are eliminated. This market behaviour is often modified by substantial government
intervention that either consciously or inadvertently affects the speed and direction
of change.

Third, the uncertainty associated with technological change requires institutions
first to shape behaviour and second to organize the interactions of agents. Institu-
tions in both the public and private sectors serve to narrow the possible choice set
and impart some stability to decisions in the face of uncertainty. For Dosi and
Orsenigo (1988: 19), institutions play a role analogous to that of maximization in
the neoclassical model: ‘they are factors of behavioural order which contribute to
explain coordination and consistency in uncertain, complex and changing environ-
ments.

When discussing coordination, we must take note of what is probably the most
important appreciative theoretical treatment of long-term economic growth in the
S-E tradition that has been published in the last decade—Freeman and Lou¢@’s As
Time Goes By. The six key themes of their book (which we number for easy
reference) are:

Theme 1: Economic growth is to be understood in terms of five partially inde-
pendent and partially interacting subsystems: economic, technological,
scientific, political, and cultural.

Theme 2:  The historical evolution of these subsystems is coordinated by a process
that is not evident at the micro level but emerges at the economy-wide
level.

Theme 3:  The incremental evolution of these subsystems is occasionally inter-
rupted by large shocks leading to what in historical terms are discon-
tinuous changes.
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Theme 4:  These dramatic discontinuities that are important in understanding what
is driving growth and change are not typically evident in macro data and
so need to be studied at the micro level.

Theme 5: These discontinuities cause ‘structural crises of adjustment’ because
much of the economic, political, and social order needs to be adjusted
to the new developments.

Theme 6: This whole historical process causes economic growth to occur in spurts
that give rise to long-wave cycles similar, but not identical, to those
posited by Kondratieff and Schumpeter.

In developing these themes, they present a treatment of long-term growth that is in
some ways similar to ours and we consider their ideas in more detail in Chapter 11."”
What matters most at this point is to note that they give importance to the issue of
the coordination of dynamic evolving systems. Their five subsystems noted in
Theme 1 are partly independent of each other and partly interrelated in a complex
system of mutual causation. They argue that understanding the historical dynamics
of technological change and economic growth requires understanding the process
that coordinates the semi-autonomous and semi-interdependent evolutions of these
subsystems. This coordination process is not explicit but is an emergent property
resulting from the actions of individuals and groups. These actions are based partly
on calculations and partly on conventions and they create tensions that integrate
conflicts through many different forms of behaviour based on such things as
cooperation, competition, power, strategy, and domination. Unfortunately, the
authors do not outline this critical mechanism in any detail.

When all the work on this issue is surveyed, it is hard to avoid the conclusion that
in spite of the amount of thought that has been devoted to understanding the type of
market coordination, which produces stable macro behaviour relative to the indi-
vidual micro behaviour, which guides decision-making over time in S-E theory, no
really coherent appreciative theory has been developed so far. Such a theory would
need, first, to show how markets coordinate and produce relative stability in spite of
having many micro characteristics that tend towards instability (e.g. positive feed-
back loops associated with competition in technological change) and, second, to

7 The interrelation of these subsystems, Theme 1, is a major theme of our book and is stressed in
Chapters 5, 6, 7, 8, and 13. The issue of coordination, Theme 2, is discussed in the text above. We deal with
the confusion caused by different meanings attached to the concept of technological discontinuities in
Chapter 4, while the discontinuities themselves are discussed throughout the book since GPTs are our
major mechanism for producing such shifts. The difficulty of observing these changes from an inspection
of macroeconomic data, Theme 4, and the important confusions of interpretation that this causes, are
discussed in Chapters 4, 4A, and 13. Although we do not use the concept of ‘structural crises of
adjustment, Theme 5, our discussion of the structural changes required by new GPTs is closely related.
It is set up in our Chapter 3 and recurs at many subsequent places, particularly in Chapter 13. We do not
deal explicitly with long-wave cycles, Theme 6, as our analysis is not affected by the existence or non-
existence of such cycles. We believe, however, that Freeman and Lou¢a have developed a sophisticated
theory of the relation between long-term economic growth and long-term cycles that fits much of the
empirical data. Those who wish to dismiss such cycles should at least detail the sources of their
disagreement with the powerful arguments put forward by these authors.
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establish the useful functions of governments and other public bodies in such
markets. For this we must await the S-E analogy to the Arrow Debreu model, but
one that will be immensely more complex. In the absence of such a theory, we
cannot fully understand how well the coordinating system works and what public
policies, if any, might improve its functioning.

Coordination in Endogenous Growth Theory

Some endogenous growth theorists who do not work in the new classical paradigm
have recently caught up with the evolutionary view of the coordination problem.'®
Much of this work is directed to showing causes of instability in micro processes.
The modern work here goes back at least to Brian Arthur who argued throughout
the 1980s that many of the processes associated with technological change created
positive feedback loops.'® For example, in the common situation where two or more
versions of some basic new technology compete with each other, should one get a
temporary advantage, it may generate sufficient profits to finance an increasing flow
of R&D that pushes it further ahead of its competitor. Eventually, the pay-off to
R&D on the weaker competitor may become so small that further work on it is
abandoned. There is no guarantee, however, that such a process will chose what
might, with an equal input of R&D over a long period, have turned out to be the
superior alternative. Given the uncertainty associated with technological advance,
there is no way of showing after the event which one would have been the superior
version if sufficient time had been allowed to explore the possibilities of both. In
such cases, equilibrium if it exists at all, is not unique and historical accidents matter.

Recently, several other cases of positive feedback loops have been investigated. For
example, consider R&D designed to save on a particular factor input. The traditional
theory has it that if a factor becomes scarce, its price will rise and so will the pay-off
to R&D designed to economize on it. But if large quantities of the factor are not in
use, the total pay-off to the R&D may be less than the expected pay-off from
economizing on some plentiful factor, which, although its price is low, is widely
used. If everyone could do R&D, if there were perfect capital markets available to
everyone, and if there were no indivisibilities associated with R&D (no set-up costs,
no learning curves, etc.), this would not be a problem, as every potentially profitable
possibility would be explored. But given that none of these conditions hold, there is

'8 Communication between endogenous growth economists and evolutionary economists (who long
ago stressed endogenous growth) is so slight that the rediscovery of the coordination problem among
endogenous growth theorists seems to have proceeded without any recognition that these issues have been
discussed for more than two decades by evolutionary theorists. Nonetheless, the growth theorists are in
the main stream, at least in North America, so it is their rediscovery that will probably serve to revive
interest in the coordination problem among the mass of economists.

19" See Arthur (1994) for a collection of essays reporting on this work. Discussing the difficulty he had in
getting his ideas published in mainline journals, Arthur wrote (1994: xvii—xix): ‘In looking back on the
difficulties in publishing these papers, I realize that I was naive in expecting they would be welcomed
immediately in the journals. The field of economics is notoriously slow to open itself to ideas that are
different’
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no general prediction about whether R&D will be directed to saving on the scarce or
the plentiful factor.*

More generally, Rosenberg and Birdzell (1986) argued that the West grew rich by
being willing to accept the upset that is caused by growth, which is driven by
technological change. Vested interests lose out and inequalities are often exacerbated
as some find themselves well equipped to take advantage of the new technologies
while others with human capital invested in the skills required by the older tech-
nologies lose out. When technologies are heavy users of human capital, there is a
positive feedback loop in that those who win from the new process are better able to
educate themselves, and their children, in the skills that command a high market
price. Rosenberg and Birdzell argue that, compared with other areas, the West has
been tolerant of such disruptions and has gained the benefit of sustained economic
growth. Here is a clear case of positive feedback: ‘to him (or her) that hath is given’.
The West grew because it tolerated the upset of technological change. As it developed
the culture of doing so (and the institutions that encouraged that culture), it grew
more and more, with the gap between it and the rest increasing through the
nineteenth and early twentieth centuries. Only when other nations were willing to
accept the consequence of technological change, and to create the conditions that
welcomed it, did they begin to grow and narrow the income gap between themselves
and the West. In today’s world, there is also a clear division within the West of such
tolerance, with it being higher in the USA than in Europe.”!

It is understood that such positive feedback loops can cause growth to be
accompanied by disruptions and all sorts of non-equilibrium behaviour. Thus far,
endogenous growth theory, in reacting to the neoclassical point of view, has em-
phasized how and why the market may not perfectly coordinate individual decisions.
Much less attention has been devoted to the issues raised long ago by evolutionary
economists: How can a system that contains so many micro sources of instability
proceed in a more or less coordinated way—not perfectly coordinated, but more
stable than chaotic?

The Evolutionary Hand in Action

One situation in which the evolutionary hand of the market is often seen in action is
when technological changes require big alterations to the structure of the economy
(what in Chapter 3 we call the facilitating structure) and it is not clear to agents what

20 Which way the R&D goes would depend, among other things, on (i) the amount of use of each
factor; (ii) the price of each; (iii) the expected relative costs of R&D required to save a unit of each factor;
and (iv) the expectations of success in each line of research. For this last consideration, the trajectory of
past research, and thus the human capital developed in various kinds of R&D, would be a historically
determined influencing factor.

2L Of course it is not necessary to accept all the social costs that accompany disruptive technological
change. The tax-transfer system, working through institutions that do not dampen the incentive to
innovate and invest in human capital, can mitigate much of the social costs. However, if policies are
adopted that intentionally or unintentionally curtail technological change in the interest of preserving the
existing distribution of jobs, wealth, and incomes, growth can be reduced and, in the limit, stifled
altogether.
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constitutes the best adaptations to the technological shock. For example, firm size is
an important element of the facilitating structure, and it was impacted when
automated textile machines were developed sufficiently for the movement out of
cottages into early factories to begin some time in the late eighteenth century. But, as
is typical with an emerging GPT (this time an organizational one), no one was sure
what kind of factory was best.?? There was a wave of investment in factories, some
run by water power and some mere sheds containing a number of hand-operated,
automated machines. The investment boom proceeded until there were too many
factories, many of them too small to be competitive. The evolutionary hand sorted
out and preserved those arrangements that worked and eliminated those that did
not. For another example, when electricity replaced steam, large-scale operations
became efficient in many manufacturing activities, but not all. When petroleum
became big business, large-scale production and distribution became efficient in
many petroleum-related activities. As a result of these, and other developments, a
vogue for bigness led to a wave of US mergers in the 1890s. Some proved efficient
and others inefficient. Where they proved efficient, those who brought them about
earned large profits; where they proved inefficient, those who brought them about
lost heavily as new smaller firms entered and outcompeted their larger opponents. If
there had been perfect foresight, one set of mergers would have happened and the
other would not. As it was, no one was sure where large was going to prove better
than small, and the evolutionary hand had to sort out, reward, and preserve the
efficient mergers, while punishing and eliminating the inefficient ones. A somewhat
different story needs to be told about the wave of conglomerate mergers that swept
the USA in the 1970s, most of which were then undone a decade later. In the other
merger waves, there were genuine gains to be reaped but it was not known precisely
where they were located. With conglomerate mergers, the idea that diversification
was more efficiently produced within conglomerate firms rather than within the
portfolios of investors proved to be generally mistaken.

Similar things happen with new products. Chandler (2001: 17-18) illustrates the
evolutionary hand operating in the early days of the US electronics industry. In
October 1921, the first licence was issued for a US commercial radio station, but at
that time no one anticipated the enormous popularity of radios among consumers.
Within three years most of the available frequencies had been allocated and the
number of broadcasting stations levelled off in the 600-700 range. There was a
massive influx of firms to produce the radios that fuelled the expansion of stations.
Over 600 radio-producing firms were established during the period 1923-6, but only
18 survived until 1934. By 1934, the evolutionary hand had done what no individual
could have done in 1923—to sort out those who had what it took to survive from
those who did not. This experience also provides another illustration of path
dependence since, as Chandler points out, ‘the most successful survivors were

22 There is debate about the sources of the efficiency of factories over cottage production, but the move
would not have persisted (although it might have been experimented with) if it were not more efficient
than cottage industry in some important dimensions.
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existing producers of electrical devices that had built their functional capabilities
before the coming of the new radio technologies’ Indeed, there were only two
successful start-ups in the list of survivors; the rest had developed their skills
previously in such industries as auto batteries, auto ignition systems, telephone
equipment, light bulbs, and other electrical equipment. A more recent story of the
evolutionary hand in action concerns telecommunications where billions of dollars
were invested in the mistaken belief that the public would take to new telecommu-
nications products in volumes that were not forthcoming.

To summarize the evolutionary hand view: because innovation is surrounded by
uncertainty, the prospects for new products, new processes, and new forms of
organization are hard to assess both absolutely and relatively to other competing
products, processes, and forms of organization. Agents often do not have sufficient
information to tell which of several choices will turn out to be good ones and which
bad. So experimentation takes place and agents learn by making various decisions.
The role of prices and profits is to provide some general signals, to motivate people
to invest in these uncertain situations, and to sort out the winners from the losers
after the investments have taken place. In the neoclassical world of end-state
competition, profits above the normal rate of return on capital are rents and serve
no social purpose. In the evolutionary and uncertain world, large profits are the
needed incentive to motivate not only innovation but also investment in all kinds of
related activities, including altering elements of the economy’s structure to adapt
them rightly or wrongly to new technologies.

The General Justification of the Market Economy

Neoclassical theory provides what can be called a formal justification of the free
market system. It is based on a type of reasoning that dates back at least as far as
Walras and is currently embodied in the two fundamental theorems of welfare
economics. The theory proves that the perfectly competitive idealization of the
market economy would lead, in equilibrium, to an optimum allocation of resources.
Although the proof of the optimality of perfect competition was an intellectual
triumph, it raised practical problems. The assumptions of perfect competition are
not even remotely related to much of the world in which we live. Nor is static perfect
competition an achievable state in our dynamic changing world.>> Another import-
ant limitation is that the formal argument concentrates on static resource allocation
and says nothing about economic growth. The static model deals with intertemporal
issues by having dated inputs and outputs as well as myriad futures markets. It does
not, however, contain the endogenous, path-dependent, technological change that is
by far the most important force influencing our living standards over any long
period of time.** An unfortunate consequence of these limitations is that each

23 In the view of the methodologist, Mark Blaug (1997: 255), ‘everyone admits that these beautiful
theorems are mental exercises without the slightest possibility of ever being practically relevant.

24 See Lipsey (2001) for a fuller discussion of the formal defence and a comparison with what we later
call the informal defence.
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individual must rely on his or her own intuitive judgement to decide what relevance,
if any, these neoclassical welfare theorems have to the functioning of any real
economy.

Because there is no concept of optimality in most S-E theories, the formal
justification of the price system is irrelevant in the context of these theories.
The justification of the market system is provided by what we call the ‘informal
justification’ It is not laid out in equations leading to a formal, mathematical result.
But it does follow from some tight, appreciative theorizing and it has been subjected
to searching scrutiny over the years. This informal justification uses four well-known
points.

1. The market system is self-organizing. It coordinates economic decisions better
than any known alternative—not optimally, just better than the alternatives. But
economic self-organization is not a static process; instead it leads to self-
transformation, which is a more subtle notion of endogeneity than static theory
allows for.

2. Markets tend to accomplish this coordination relatively efficiently by producing
prices that are influenced by relative scarcities and that respond to changes in
these. Although prices are important signals, given continuing change in the
face of uncertainty, there is no way to prove that current prices are an optimal
set. But they do usually reflect scarcities sufficiently to induce agents to econo-
mize on the use of resources that are scarce and to make lavish use of resources
that are plentiful.

3. A well-functioning market economy with the necessary institutional underpin-
nings tends to decentralize power and to involve less coercion, and fewer
opportunities for corruption, than does any centrally administered type of
organizing mechanism.

4. The market system is conducive to growth by encouraging the exploration of
opportunities for innovation by decentralized, profit-seeking decision-makers
who compete against each other using privately owned capital. Market societies
are open societies in which no position is free from challenge unless protected by
government fiat. It has proved to be a marvellous framework for the kind of
business experimentation and discovery that facilitates growth.

Desirable Characteristics

So far we have contrasted many characteristics of market behaviour as seen in the two
approaches. We now ask of each view, which of these characteristics are regarded as
contributing to, and which detracting from, the efficient functioning of the market.

In the canonical GE version of neoclassical economics, desirable market charac-
teristics include the absence of market power so that price taking is the typical
situation; prices are equal to opportunity costs and do not, therefore, allow for any
pure profits; rents associated with market power of oligopolies and monopolies or
other forms of market power are eliminated; and sources of non-convexities such as
scale effects and high entry costs are minimal or non-existent.
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In the S-E view, the things that drive the economy towards desirable results are the
very characteristics that are undesirable sources of market imperfections in neoclas-
sical economics. Although the special case of an entrenched monopoly that does not
innovate is regarded as undesirable, most other market ‘imperfections’ are the very
forces that drive economic development.* Perfectly competitive industries rarely
innovate. It is rather oligopolies that do the most. One illustrative example is that
none of the innovations that have transformed agriculture in the twentieth century
has come from price-taking farmers. Instead, they have come from oligopolistic
firms producing farm machinery, fertilizers, and other inputs, as well as from
publicly funded research laboratories. An innovator knows how to do something
his competitors have not yet learned to do; he has market power and can earn profits
until competitors learn what he knows. If information were transferred immediately
and costlessly (as in the model of perfect competition), there would be no profits of
innovation and hence little or no innovation. Innovation creates asymmetric infor-
mation, which creates market power, which in turn creates the profits that drive the
system. Really large profits are the carrot that induces agents to attempt leaps into
the unknown and to make many more modest decisions under conditions of
uncertainty.”® Path-dependent evolutions brought about by new technologies are
preferable to static equilibria. Non-convexities are a key part of the desirable growth
process. Scale effects, rather than being imperfections to be offset, are some of the
most desirable results of new technologies. Entry costs for new products and new
firms are the accepted costs of innovation and the source of some of the rents that
drive such behaviour.

Because they see different market characteristics as desirable, the two theories
have radically different implications for economic policy. The main neoclassical
advice is to remove all market imperfections and other things that would prevent
the attainment of an optimum allocation of resources in such an economy. But,
according to S-E theory, the very market imperfections that are seen as impediments
to optimality are often important sources of growth in a dynamic economy and are
to be encouraged, not suppressed. We pursue this line of enquiry at some length in
Chapters 16 and 17.

Is There a Meaningful Difference?

Some economists have argued that there is no operative difference between the two
concepts of the market’s functions. In practice, they argue, each will produce the
maximizing result, whatever the individual micro behaviour that lies behind it. Here
we consider the two best known arguments, which are due to Milton Friedman and
Armen Alchian.

% Indeed Baumol (2002) wrote an entire book elaborating on the proposition that it is the profits of
imperfect competition that drive the technological arms race, which ultimately ends up generating long-
run growth.

26 Tt is interesting that in another context, measuring total factor productivity, the returns to innov-
ation are called ‘manna from heaven’ or ‘free gifts’ as if they were not the opportunity cost of inducing
entrepreneurs to act under uncertainty. See Appendix to Chapter 4 for further discussion of this point.
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Friedman (1953) appeals to Darwinian theory to argue that the survival of the
fittest guarantees optimal outcomes just as if individuals were choosing the best ways
to fit into environmental niches. So, according to this argument, we can use a model
of micro maximization even if firms are not maximizers because the market will
produce the results that would have occurred if they were maximizers. In other
words, the selection mechanism of the evolutionary hand will ensure that in
equilibrium the market will be inhabited only by maximizers.

There are at least three problems with this view. First, in a static world, all that
competition ensures is that those who survive will all be about as good as each
other. If, for example, all engage in behaviour that causes what Leibenstein calls
X-inefficiency, the overall result will be X-inefficient. All that the market will ensure
is that those who are relatively more X-inefficient will lose out to those who are
relatively less X-inefficient.”” Second, in a dynamic, path-dependent world, a snap-
shot of an economy full of maximizing firms may look very similar to an economy
full of firms groping under uncertainty. For example, when the relative price of some
factor rises, both types of firms will use less of that factor (see Appendix to Chapter 3).
Even though both may respond qualitatively in the same way to some shocks, the
array of practices in firms, and hence their average performance, will be different in
the two types of economy. Firms in the groping economy will investigate some lines
of enquiry that look unpromising but that occasionally turn out to have very high
pay-ofts, while maximizing firms would avoid them. Third, in a dynamic world of
uncertainty there is nothing in the market selection process to guarantee that only
the fittest will survive, that all the fittest will survive, and that all others will
be eliminated—as long as ‘fittest’ is defined independently of survival and not
tautologically as ‘those who survive’

Alchian’s argument (1950) is a subtler version of Friedman’s. Whereas Friedman
argued that survival of the fittest ensured that firms would be profit maximizers,
Alchian argued only that survival of the fittest produces aggregate results that are
qualitatively similar to what would happen if everyone were a maximizer. In other
words, the evolutionary hand selection mechanism guarantees that the market
outcome will be the same as if the market were inhabited only by maximizing agents.

Alchian starts by saying that when there is risk in which the distribution of
probable outcomes for any two actions overlaps, there is no unique way to decide
on an optimal choice of action. He then argues that it is not rational to choose the
more likely of the two most probable outcomes since there is no reason to ignore
higher moments of the probability distributions. This is a much more extreme
dismissal of maximization than the argument we have relied on, that maximization
is not a definable concept in the face of uncertainty. Alchian then goes on to state

" X-inefficiency covers ‘all the elements that could be involved in non-allocative inefficiencies many of
which are assumed away in neoclassical maximising theory .... [It] ...is similar to technical inefficiency
... [but is based on the assumption] that there is nothing technical about most of the substantial sources
of non-allocative inefficiencies in organisations. The theory of X-inefficiency predicts significant amounts
of non-maximizing behaviour under circumstances such as substantial inertias, incomplete contracts, and
significant amounts of discretion in economic decision-making (see Leibenstein 1987: vol. 4, 934-5).
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many of the points that we have argued, including that the market selects those who
make positive profits only on the basis of relative efficiency, not profit maximization.
Only at the end of his article does he reach a conclusion that we do not accept.
Having made all the relevant points he (1950: 220-1) concludes:

I have asserted that the economist, using the present analytical tools developed in the analysis
of the firm under certainty, can predict the more adoptable or viable types of economic
interrelationships that will be induced by environmental change even if individuals themselves
are unable to ascertain them. That is, although individual participants may not know their
cost and revenue situations, the economist can predict the consequences of higher wage rates,
taxes, government policy, etc. Like the biologist, the economist predicts the effect of environ-
mental changes on the surviving class of living organisms; the economist need not assume that
each participant is aware of, or acts according to, his cost and demand situation.

This, as Koopmans (1957: 140) points out, leads to a very different theory: ‘But if
this [evolutionary selection mechanism] is the basis for our belief in profit maxi-
mization, then we should postulate that basis itself and not the profit maximization
which it implies in certain circumstances.

To justify Alchian’s confidence in the ability of profit maximizing theory to
predict the behaviour of the real groping economy, if not that of individual firms,
we would need a dynamic theory covering such things as entry, exit, and the altering
of decision rules under the accumulation of experience. Some evolutionary models
will produce ‘good’ results from groping, profit-oriented or even random behaviour,
but only when the fitness function and the selection procedure work in the right way.
There is no guarantee that all evolutionary processes will produce the reactions that
the static maximizing model predicts, even as a general tendency. Path dependency,
scale effects, and uncertainty imply that the dynamic process can result in situations
that would never have been consciously chosen from the vantage point of either the
initial or final situation.

The formalization and testing of the Alchian thesis lies in evolutionary or other
dynamic formulations of economic change, not in asserting that the results of the
static model will be duplicated by any imaginable dynamic process and selection
mechanism. As Blaug (1992:102) says, we have two theories here—the neoclassical
and Alchian’s—not just two small variants of one great, all-embracing, neoclassical
theory. What Blaug calls Alchian’s theory is a theory of (more correctly a set of
assertions about) the dynamic functioning of the market that S-E theory seeks to
address. In Chapter 15, we use our own dynamic model of GPT-driven endogenous
growth to develop a counter-example that refutes Alchian and Freeman’s assertions
and illustrates the arguments made by their critics.

Conclusion

In many situations, firms face relatively simple choices made under fairly predictable
conditions. In such cases, maximizing behaviour is possible and something like it
may well occur. But when firms are making choices about inventing, innovating, and
diffusing new technologies, there is an inevitable element of uncertainty. These are
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the cases that interest us here and for them we need a groping, profit-oriented rather
than a maximizing view of the firm and an evolutionary rather than a hidden-hand
view of market behaviour.

Does it matter? Understanding long-term growth in S-E rather than neoclassical
terms matters in many ways, particularly as relates to policy. An important debate
relates to the conditions for creating growth in poorer countries. There is general
agreement that a necessary condition is that the economy be market-oriented to a
significant extent. Some in the neoclassical tradition argue that establishing com-
pletely free markets for goods, services, and capital flows is also sufficient. Free up
markets, establish the right rules of the game, and the miracle of the market will do
the rest. Others in the S-E tradition argue that the evolutionary hand needs signifi-
cant amounts of policy assistance. It received such assistance, they argue, in most of
the older industrial economies, also in the Asian Tigers, and it is needed in other
countries today (see Lipsey 2002a).

Another debate concerns technology enhancement policies in advanced countries.
Many in the neoclassical tradition are critical of all such policies. They argue that
fully informed maximizing firms can do anything the government can do, and do it
better. At most, they point to a generalized R&D externality to justify a ‘non-
distorting’ general subsidy or tax relief for all such expenditure. Those in the S-E
tradition argue that ‘assistance that distorts’ is a concept that is related to optimality
conditions that are unobtainable and hence irrelevant to a growing economy
operating under uncertainty. They argue further that governments should offer,
and have offered, aid to specific technologies and that governments that do so are
likely to create substantial national innovation leads over those that do not. In this
context, they observe that many of the most important new twentieth-century
technologies were developed with substantial assistance from public funds—often
coming from the Department of Defense in the USA. They also accept that such
specific (‘distorting’) assistance can go wrong in many ways. We consider this debate
in some detail in Chapters 16 and 17.
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APPENDIX: TECHNOLOGICAL CHOICES AND TRAJECTORIES

Technological trajectories play a large part in both theory and empirical work on
technological change. They reflect the inertia provided by agents pursuing innov-
ations in a path-dependent process of knowledge accumulation such that what is
decided today with respect to R&D is strongly influenced by what was done in the
past. In this appendix, we consider the neoclassical and S-E views on the choices
open to firms, paying particular attention to trajectories and their implication of
path dependence.

The Neoclassical Formulation

First consider the neoclassical microeconomic production function. A firm produces
good X using two inputs, fand g. Its production function

X = X(f.g)

represents its production choices with a given technology. A level surface, or
isoquant, for a given output, X,,

g = &gXm f)
is illustrated in Figure 2A.1.
B
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Figure 2A.1. Substitution along a neoclassical isoquant
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A firm making a long-run decision to build a plant is assumed to be able to choose
any point in this factor space. To minimize costs of producing some target output,
X, the firm will choose point a for relative factor prices given by the slope of the line
AA, and point b for relative prices given by the slope of the line BB. If the firm is
located at a and factor prices change from those indicated by the slope of AA to BB,
the firm will shift from point a to point b when it comes to replace its old plant. This
formulation is time-reversible. A new firm can choose to locate at a or b and a firm
at a can shift to b just as easily as a firm at b can shift to a.

An S-F Formulation

In the S-E formulation, the firm knows its current and past locations in factor space,
but moving to somewhere else in that space involves an uncertain cost and time.
Assume (Figure 2A.2) that the firm is currently at point a;, producing output X3
with factor inputs f; and gi. The shaded area between the lines X;X} and X} X7
shows the range of uncertainty about where the isoquant X; will turn out to lie if
resources are devoted to altering the production process so as to use a different ratio
of inputs to produce the output X;. The kinked line XJ X} indicates the least
favourable outcome thought ‘possible’, while X;X; indicates the most favourable
outcome thought ‘possible’.

Xy

Input g

f 5
Input f

Figure 2A.2. Changing factor proportions under uncertainty
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This is not the only uncertainty. If the firm targets a move from say as to a, it does
not know what the cost of the move will be in terms of designing a plant and getting
it operating to full efficiency—as factors go through the inevitable learning by doing
and the bugs are worked out of the design in learning by using. Assume that a firm at
a tells its engineers to design and set up a plant located at 4} in factor space, using
input amounts f, and g to produce X;. It then faces three types of uncertainty. First,
when the facility is designed and put into practice, it may not turn out to be located
at aj; instead, it may use the factors in some different proportion. Second, it does not
know what the full cost will be of developing and providing a facility that produces
at or near aj. Third, it does not know precisely what isoquant will pass through 4;.
The facility’s capacity output may be somewhat greater or less than X;.

Now let factor productivity change. First, consider a single firm having a constant
rate of output period by period. Technological change (embodied in new capital) will
impart a trajectory to the firm’s location in factor space.”® The numerical subscripts
on Figure 2A.3 now refer to times. The firm’s facility (which for convenience is
assumed to have a time-invariant, capacity output) is located in input space succes-
sively at ap, then a;, then a, and at times ty, #;, f, and so on. If the resulting
trajectory has a negative slope, as illustrated by arrow (1), the technological change

(1) N
a)

a

Input g

ai

@

Input
Figure 2A.3. Two alternative trajectories for technological change

8 Here we take ‘trajectory’ to mean a series of discrete points corresponding to past input combin-
ations.



Two Views of Economic Processes 53

uses more of one factor (gin the case shown) and less of the other. If the trajectory
has a positive slope, the technological change is absolutely factor-saving, using less of
all factors to produce a given output. In the case shown by arrow (2), the trajectory is
absolutely factor-saving and relatively f-saving, using more g per unit of f.

If the trajectory is of type (1), there is a past history of other blueprints that could
become relevant when factor prices changed enough. However, one of the things
agreed to by virtually all the writers on technological change is that the typical
trajectory is of type (2). In these cases, a firm’s past history gives no experience to
guide cost-reducing factor substitutions when input prices change.

If the innovations save on all inputs, any new technique will be preferred to all
older techniques. In the absence of competition, a firm would encounter buoyant
profits as its costs fall along any positively sloped trajectory no matter what its
precise slope. Consider the firm in Figure 2A.4. It is currently at gy, having followed
the trajectory indicated by the solid arrow. If it continues to follow its present
routines (in Nelson and Winter’s sense), it will proceed along the trajectory of the
broken line, arriving at a, at time t,. Now assume that at time zero there is a large fall
in the relative price of input f. Let the firm direct those managing its technological
change to put effort into biasing that change to be more f-using relative to g.

Now everything depends on the nature and flexibility of the trajectory. To
illustrate, define an iso-R&D curve telling us all possible locations in factor-input
space that could be occupied by a plant at time # for given expenditures on R&D,
including learning by using any new equipment. Such a precise curve implies a

Input g

Input f

Figure 2A.4. Alternative iso-R&D curves
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spurious degree of precision in the firm’s choice, but the iso-R&D curve is for
purposes of illustration only. So let the firm at gy decide to spend a given amount
on R&D plus ‘teething’ expenditures and then order that effort to be directed at
moving along a specified factor-ratio trajectory. It can obtain any one desired point
on the iso-R&D curve, I,,.

The figure shows three cases. In case 1, the kinked iso-R&D curve I; through 4,
shows that no deflection of the path is economic. Although some points on the iso-
R&D curve I; are absolutely efficient compared with g, (the segment xa,y), all but a,,
are absolutely inefficient compared with a,: any attempt to alter the technological
trajectory is absolutely costly in all inputs. Iso-R&D curve I is at the other extreme.
It looks like a neoclassical isoquant. The firm can chose its point a from a large range
of alternatives for a given expenditure on R&D. Curve I, is closer than I; to what
students of technology often find. This trajectory has some flexibility, but not a lot.
Variations in the relative factor price, py/py, between zero and infinity only lead to a
deflection of the trajectory between a/, and a/ (where the slope of the curve is
respectively vertical and horizontal).

What it is at issue here is the extent to which the trajectory of productivity growth
can be altered by economic signals and the extent to which it is determined by the
internal logic of science and specific technologies (e.g. the period starting in the mid-
1880s was the age of electricity, irrespective of specific economic situation, while the
late twentieth century was the age of computers and new materials just because
science has got to that place).

Attempts by agents to deflect the trajectory may be associated with uncertainties
whose number is an increasing function of the angle of deflection that the firm tries
to impose on the input trajectory that would arise from following existing routines.
The logic of a trajectory (e.g. substituting electric for steam power) implies that big
alterations of factor ratios from what would have been if previous plans and inertias
had been followed, ‘go against the grain’ of the technology and may be associated
with an increasing number of things that become uncertain. Adding an uncertainty
cost to the R&D cost increases the curvature of the iso-R&D curve, and could turn a
type 2 curve into a type 1 curve.

Contrast the picture of the firm in Figure 2A.4 with the neoclassical version in
Figure 2A.1. The neoclassical firm can choose any point in the whole space spanned
by the production function and knows the implications of doing so. Each point
implies given production costs in terms of known inputs of factor services. There is
no cost in moving from one point to another. In Figure 2A.4, all that the firm knows
for certain is its past trajectory. It has conjectures about its future trajectory if it
follows its current routines, which implies among other things going on doing more
of the same type of R&D. It may have some limited conjectures about where it would
end up if it decided to shift the slope of the trajectory one way or the other, but this
will by no means be certain (i.e. the iso-R&D curve should be an area rather than a
line). The firm’s present position, and alternatives for the future, depend on its past
history and its present location. For it, history matters.



A Structuralist-Evolutionary
Decomposition

In Chapter 2, we contrasted the neoclassical and S-E world views. Here we continue
on the same theme with a more detailed focus on the standard neoclassical growth
model and our S-E approach. Any study of technological change and its relation to
economic growth requires a theoretical framework. Ours, which is presented here,
incorporates many elements of the S-E approach and provides an organizing device
to guide our study of historical cases of GPTs in Chapters 5 and 6. Its categories help
to open our minds to possibilites that are left behind the scenes in all growth models
based on aggregate production functions. An illustration of why our decomposition
is so important arises in later discussions when the economy’s technology, structure,
and productivity move in different directions—breaking the equivalence between
technological change and various measures of productivity growth that is found in
any growth model using an aggregate production function.

The neoclassical aggregate production function, a key element of most growth
models, is shown schematically in Figure 3.1. It maps inputs passing through a single
aggregate production function to produce the nation’s output, as measured by its
GDP. Institutions and the structure of technology help to determine the function’s
form but are hidden inside the ‘black box’ of this function. Technological change is
only observable by its effects on productivity, as measured by such variables as TFP
and labour productivity. There are no independent ways of separately measuring
changes in technology, economic structure, and productivity. For example, coexist-
ence of rapid technological change and slow productivity growth cannot be observed
in this model.

Figure 3.2 summarizes our S-E alternative." Since we use it to break open the
black box of the production function, we also call it an ‘S-E decomposition’. The

—_— —_—
INPUTS PRODUCTION FUNCTION OUTPUTS
Figure 3.1. The neoclassical aggregate production function

' Our model is not intended as a full description of the economy, but only as a somewhat fuller
description than is provided by the aggregate production function. For some purposes, it is necessary to
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Figure 3.2. The structuralist-evolutionary decomposition

Note: The double arrows indicate (A) the flow of natural endowments into the facilitating structure where labour and
capital goods are used to produce (B) the flow of income and output that gives rise to the whole spectrum of economic
results, which we call performance.

The single arrows indicate the main internal flows of influence:

e changes in technological knowledge will (i) induce changes in the facilitating structure and may (ii) move the
boundary between valuable and non-valuable natural endowments;

e changes in the facilitating structure can (iii) affect the accumulation of technological knowledge, (iv) move the
boundary between valuable and non-valuable endowments, and (B) influence performance;

e public policy is (v) embedded in the policy structure and, operating through that structure, can (vi) move
the boundary between valuable and non-valuable endowments, (vii) directly affect the accumulation of new
technological knowledge, (viii) influence elements of the facilitating structure, and (ix) directly affect perform-
ance.

Examples of each influence are (i) new technological knowledge is embodied in new machines; (ii) new technologies
make previously useless materials valuable; (iii) new research laboratories increase the rate of R&D; (iv) a rise in
population makes it economical to redeem waste land, (v) a new public policy requires creating a new government
department; (vi) a new environmental protection law makes certain mineral deposits no longer profitable to extract; (vii)
a new tax incentive policy increases the amount of R&D; (viii) a new anti-monopoly policy alters the concentration and
location of industry; and (ix) a new tax policy alters the distribution of income.

decomposition separates technology from the capital goods that embody it, making
the latter a part of what we call the economy’s ‘facilitating structure’. It also separates
public policy from the policy structure that gives it effect. Separating changes in
technology, changes in structure, and changes in performance opens the possibility
that they can change in different directions, or that some will change while others
will not.

go further, distinguishing technological and scientific knowledge and allowing for social and other
structures that are not included in our facilitating structure.
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I. THE S-E DECOMPOSITION

The six main categories of our S-E decomposition are shown in Figure 3.2. Because
of the strategy we follow in Part III for developing formal theoretical models—
altering macro models incrementally in an S-E direction rather than using micro
evolutionary models—we do not need to say as much about the agents who make
choices concerning each of our variables as we would have to if we were going to
develop formal micro evolutionary models involving explicit assumptions about the
behaviour of heterogeneous agents.

Technology

The concept of technology is variously defined and often loosely employed. For
some it refers to the knowledge of how to make things; for others it refers to the tools
and other artefacts actually used to make these things. For example, the Cambridge
Encyclopaedia (1990: 1190) defines technology as:

The use of tools, machines, materials, techniques, and sources of power to make work easier
and more productive. ... Whereas science is concerned with understanding why things
happen, technology deals with making things happen.

The definition is unsatisfactory for several reasons. Technology is not just the tools
themselves, nor is it simply their use; it is the ideas or specifications of which the
tools are embodiments.> Also, making work ‘more productive’ is ambiguous and
might refer only to reducing the costs of producing given products. To cover all
aspects of technology, we must expand the meaning of ‘more productive’ to include
the creation of wholly new products and wholly new processes.’

We require a definition that has two key characteristics. First, it must clearly
differentiate technology from the capital goods that embody it and the humans
who retain knowledge of it. People often speak loosely about a capital good, such
as a steam engine or an automobile, as being a technology. But such goods are

% In developing a model of knowledge-led growth, Mokyr (2002: 2-3) makes a distinction similar to
ours: ‘The term “useful knowledge” was used by Simon Kuznets ... as the source of modern economic
growth. One could debate at great length what “useful” means. In what follows, I am motivated by the
centrality of technology. Because technology in its widest sense is the manipulation of nature for human
material gain, I confine myself to knowledge of natural phenomena that exclude the human mind and
social institutions.” We agree with Mokyr that the appropriate focus is on the knowledge base underlying
the embodiment of technology.

* Some writers distinguish techniques (and crafts) from technology. Cardwell (1995: 4) makes this dis-
tinction and says that inventions in the field of techniques and crafts ‘do not involve systematic knowledge
and are, in a sense, empirical’ while inventions deriving from technology ‘involve systematic or scientific
knowledge’. Yet this distinction seems unsustainable. If it refers to what is intrinsically involved, many
inventions that were made on wholly empirical grounds were subsequently found to involve important
scientific discoveries. If it refers to the body of knowledge used by the inventor, we do not know how to
assess this: for example, is it the body of knowledge the inventor generally had at his or her disposal or
what he or she used for this particular invention? (Many discoveries made by highly educated scientists are
stumbled on and in this sense are wholly empirical.) In any case, it does not seem useful to make a
distinction between various kinds of tools depending on the knowledge used by, or available to, their
inventors.
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embodiments of technology, not the technology itself. For example, if you knew
nothing about cars but were given a set of blueprints for a 1922 Model T Ford, you
could build it (acquiring quite a bit of tacit technological knowledge along the way).
But if you were given a Model T and no blueprints, you would have to reverse-
engineer it to arrive at the technological knowledge that it embodies before you had
a chance of building another one.

Second, we want our definition to include all practical knowledge about how to
create economic value. This makes it more embracing than is typical. Some things
are included that would not commonly be thought of as technology. For example,
the knowledge of how to write a best selling novel is technological knowledge since it
is knowledge about how to create economic value. Some of it is innate; some is tacit;
but some of it can be codified and taught to would-be writers. Similarly, knowledge
about how to play professional football is technological knowledge (embodied partly
in the capital goods of teaching manuals, and equipment and partly in the human
capital of players, referees, and coaches).

These two considerations lead us to the following broad definition:

Technological knowledge, technology for short, is the set of ideas specifying all activities
that create economic value. It comprises: (1) knowledge about product technologies, the
specifications of everything that is produced; (2) knowledge about process technologies,
the specifications of all processes by which goods and services are produced; (3) knowledge
about organizational technologies, the specification of how productive activity is organized in
productive and administrative units for producing present and future goods and services
(which thus includes knowledge about how to conduct R&D).*

This definition distinguishes technological knowledge from other types of knowledge,
including scientific knowledge. As with all definitions, there are grey areas at the
boundaries. In particular, some things are excluded that come close to being what we
might think of as technological knowledge. For example, knowledge about some
physical process is scientific knowledge until it is put to use to make something of
economic value. When that is done, the knowledge that does the job becomes
technological knowledge. For example, Newton’s laws of motion are scientific know-
ledge; but when that scientific knowledge was used to make a better waterwheel, which
embodied Newton’s laws, the knowledge of how to make the wheel was technological.

Since all technology is knowledge, it follows that all economies are knowledge-
based.” Although all capital goods embody technological knowledge, they are not

* Our inclusion of organizational knowledge in technology is contentious. But such definitions are
matters of convenience and we find it helpful to put all knowledge that assists in the creation of economic
value into the one category of technology. In any case, process and organizational technologies shade into
each other at the margins. For example, how to organize the productive process (an organizational
technology) is close to how to produce it with given instruments (a process technology). For those who
do not like to bundle these together, the term ‘technological and organizational knowledge’ can be
substituted in everything that we say about what we call technology.

> When people refer to the modern economy as being knowledge-based in contrast to previous
economies, they are probably referring to a presumed drastic increase in the ratio of human capital to
physical capital.
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themselves technology. Although it is humans who know how to construct and
operate the things that create economic value, the embodiment of this knowledge in
their memory circuits is not technology. Although technology is embodied in both
physical and human capital, it is distinct from both.

As our definition is a subtle change to some definitions of technology, we offer two
illustrations that may help clarify it. The first is a thought experiment that we use
several times in this book to distinguish technology from physical capital. Consider
increasing capital while holding technology constant at the level that existed at some
specific point in time. With physical capital, this would require making more capital
goods that were known at that time and were designed to produce the goods and
services that were then known. With human capital, it would require increasing the
knowledge about how to use the technology that existed at that time to create
economic value by embodying it in goods and services of all sorts—more people
would be learning more about the technological knowledge that existed at the time.

The second illustration concerns the difference between technological knowledge
and its embodiment. The statement that A embodies Bis different from the statement
that A is B. For example, let a given blueprint for a machine be used by two different
firms in two different places to build the machine. The technology used is identical
but the resulting capital good may be different because the embodiment requires a
translation from the blueprint to the specific reality in each case. We do not say that
there are two different technologies but that the one technology has been embodied
slightly differently in the two distinct capital goods. Similarly, when two persons
learn the same codifiable piece of technological knowledge about how to construct a
capital good, a translation is needed in order to fit this knowledge into their own
mental systems. The results of embodying this one bit of technology into two
different pieces of human capital residing in two different people may be somewhat
different and will show up in how they are able to use their knowledge. As a result,
when they each construct the specified capital good, the two may differ somewhat.
Again, we do not say that there are two different technologies but that the one
technology has been embodied first in two slightly different pieces of human capital
and then in two slightly different machines.

When it matters, we distinguish between technology as ideas from the embodi-
ment of technology in physical goods and organizations. But when it does not
matter, we follow the common usage of not distinguishing between the ideas and
their realizations.

Some technological knowledge is codifiable. It is stored in such things as blue-
prints and instruction manuals. Other technological knowledge is tacit and can only
be acquired by experience. It can only be stored as human capital. All product,
process, and organizational technologies have elements of both tacit and codifiable
knowledge.®

® In practice, some technologies are more codifiable than others: product and organizational tech-
nologies tend to be more codifiable while process technologies typically include relatively more tacit
knowledge.
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Notice also that technologies typically come in triplets. For every product tech-
nology, specifying the make-up of an individual good or service, there is at least one
corresponding process technology, specifying how to produce that product, and at
least one set of organizational technologies, specifying the organization of all the
activities associated with producing, marketing, and improving it.

The agents who develop technological knowledge and commercialize it are scien-
tists, engineers, entrepreneurs, users, and many others who contribute to techno-
logical change. They operate mainly within the structures of public and private
sector research organizations and of firms, including single proprietorships. When it
comes to creating economic value from new technologies, the entrepreneur is key—
an opportunist who recognizes the possibilities inherent in new technologies. ‘In
that sense, the entrepreneur gives life, so to speak, to an implicit demand on the part
of the consumers’ (Sautet 2000: 60). Because the outcomes of entrepreneurial efforts
are uncertain, successful entrepreneurs are adept at coping with uncertainty. Their
ability to create economic profit from innovation is one of the most important
weapons of competition among entrepreneurial firms.

The Facilitating Structure

We define the facilitating structure as the set of realizations of technological know-
ledge, by which we mean the actual physical objects, people, and structures in which
technological knowledge is embodied. To be useful, most technological knowledge
must be embodied in one way or another. Even what is called disembodied techno-
logical knowledge in the literature is usually embodied either in the human capital of
those who know how to use it or in various forms of organization such as the layout
of machines in a factory. The facilitating structure comprises the following broad
categories, which of course need subdivision in many practical applications:

e all physical capital;

e consumer durables and residential housing;

e people, who they are, where they live, and all human capital that resides in them
and that is related to productive activities, including tacit knowledge of how to
operate existing value-creating facilities;

actual physical organization of production facilities, including labour practices;
managerial and financial organization of firms;

geographical location of productive activities;

industrial concentration;

all infrastructure;

all private-sector financial institutions, and financial instruments;
government-owned industries’;

7 These are on the borderline between the facilitating structure and the policy structure since although
nationalized industries may be run just as private sector firms would be, they can also be used as
instruments of public policy. But our policy structure is restricted to those organizations such as the
civil service, which are directly under the control of some government and are primarily the instrument
for giving effect to public policy. In contrast, nationalized industries are usually run by a board that is
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e educational institutions®; and
o all research units whether in the public or the private sector.

The agents who take most of the decisions concerning these elements are firms and
households, with some input from the public sector, particularly for infrastructure.

We have assigned the stocks of capital and labour that provide the inputs of capital
and labour services to the facilitating structure. Capital is a man-made stock that
embodies technological knowledge. The analysis of its place in the productive
process, and of its slow change in response to new technological knowledge, is best
accomplished if we treat it as part of the facilitating structure.

We place labour in the facilitating structure because people are analytically similar
to capital. Theories sometimes make the distinction between pure ‘unskilled” labour
and the human capital that is embodied in labour. But a genuinely unskilled person
who embodied absolutely no learnt human capital would be totally unemployable
and hence of no economic value. Humans learn from the time of birth, constantly
acquiring knowledge that makes them valuable as productive agents. So a labourer
can be regarded in exactly the same way as capital. An item of physical capital is
made of basic materials that have characteristics and that are formed into shapes that
embody the technological knowledge without which the basic materials would be
useless. Similarly, a newborn infant has characteristics. The adult worker has
acquired a vast amount of human capital, without which he or she would be useless.
Thus from our point of view, a worker is as much a produced factor as is a piece of
physical capital. The stocks of both adjust with lags when there is a change in the
requirements of productive processes.

As with all definitions, the value of these is to be decided on grounds of usefulness,
not of right or wrong. The usefulness of these categories depends on the ability to make
them operational. Itis clear that each of them can be observed and either measured, as
with concentration and location, or described fully, as with managerial forms. His-
torically, it is possible to identify good and poor matches between new technologies
and the various elements of the existing structure. For example, the new IC technology
required a change in the locations of people and firms, different human capital, and
different management structures compared with the older paper-based forms of
organization and mass production—based factories. The necessary adjustments took
considerable time and caused much strife while they were being made.

So the categories are useful in interpreting historical experience. Because the
facilitating structure has the dimension of an array whose elements themselves
have many dimensions, it cannot be compressed into a single scalar measure,

removed from public policy intervention, although policy may direct its behaviour in broad ways such as
to price to maximize profits or to cover average or marginal costs.

8 Educational institutions are not in the policy structure for similar reason that the nationalized
industries are not included. But those that are fully publicly funded and operating at the elementary or
secondary levels do respond to public policy. They are also under the general direction of governmental
departments of education, which are themselves in the policy structure. But they maintain considerable
independence and typically act not unlike privately owned educational institutions.
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which can be compared across economies to conclude, for example, that one
structure is better, or larger, or different in some other unique way than another.
Dealing with the facilitating structure in a formal rather than an appreciative theory
is difficult although not, we contend, impossible, and we take a first step at
modelling it in Chapter 15.

Natural Endowments

Natural endowments are the basic materials used in producing output (through
production processes embedded in the facilitating structure). They are what the
classical economists called ‘land’, which includes physical land and all natural
resources. The only truly exogenous inputs are those provided by nature. Agricul-
tural land, forests, fish, all the natural materials, including ores and chemicals, are
the basic materials. They are fed into the productive system that is embedded in the
facilitating structure and are transformed by the services of capital and labour into
outputs, creating what we call performance variables.

Although what is provided by nature is exogenous, the current size and value of
stock of many of the items included under land is partly endogenous. Users and
public policymakers decide the rate of utilization of both renewable and non-
renewable resources. New technologies and new public policies reduce the value of
some resources and increase the value of others. We will see many examples of this in
Chapters 5 and 6.

Public Policy

Public policy is the set of ideas covering the specification of the objectives of public
policy as expressed in legislation, laws, rules, regulations, procedures, and prece-
dents, as well as the specification of the means of achieving them, expressed in the
design and command structure of public sector institutions from the police force to
government departments to international bodies. In Figure 3.2, policy is shown as an
exogeneous variable, although, of course, it reacts to changes in the variables both in
all of the other boxes and outside of our schema.

The Policy Structure

The policy structure is the set of realizations that provides the means of achieving
public policies. It includes all public sector institutions, parliament, courts, civil
services, regulatory bodies, and other government bodies. It also includes humans
who staff these organizations and whose human capital embodies the knowledge
related to the design and operation of public sector institutions, that is, institutional
competence. (Note the parallel with technology and its embodiment in capital goods
that are a part of the facilitating structure.”) Just as we put nationalized industries
into the facilitating structure, so we put public sector research facilities there as well.

? One interesting group that might seem difficult to categorize is the lobbying industry. Since this is a
private sector institution that is designed to influence public policy but cannot make it, we place it in the
facilitating structure.



S-E Decomposition 63

Elected bodies decide on public policy at a high level and make decisions with
respect to the policy structure and some aspects of the facillitating structure (such as
publicly provided infrastructure). Bureaucrats administer public policy and make
lower-level decisions with respect to it.'" Public policy, operating through such
policy structures as the tax department and government research bodies, influence
invention and innovation.

Economic Performance

We refer to the system’s economic performance rather than just its output since we
wish to include more variables than just its GDP. Economic performance includes:

e aggregate GDP, its growth rate, its breakdown among sectors and among such
broadly defined groupings as goods production and service production;

e aggregate gross national product (GNP) and its distribution among size and
functional classes;

e total employment and unemployment and its distribution among such sub-
groups as sectors and skill classes; and

e ‘bads’ such as pollution and other harmful environmental effects.

Economic performance is determined by the interaction between inputs and the
existing facilitating structure. The facilitating structure is in turn influenced by
technology and the policy structure, while performance is strongly influenced by the
compatibility of technology, policy, and the facilitating structure. It follows that
changes in technology typically have no effect on performance until they are embodied
in the facilitating structure. Furthermore, the full effects on performance will not be
felt until the elements of the structure have been adjusted to fit the newly embodied
technology. But as we emphasize in Chapter 13, causation runs in both directions. Not
only do changes in technology induce changes in the existing facilitating structure but
the existing facilitating structure and changes in it also influence what happens to
technology—when and how it changes and how effective any change will be."'

Precision of the Concepts

The approach taken in constructing our categories is unusual because we work from
empirical observations to definitions of categories that do not necessarily lend
themselves to easy measurement. Our variables seem vague to some because they
cannot all be measured on a numerical scale in the way that the inputs into the
neoclassical production function can be defined and measured as index numbers.

19 Of course, these functions are often blurred in practice. Bureaucrats often make policy decisions and
elected persons often meddle in administration.

! Freeman and Lougi (2001: 150) emphasize a similar set of ideas when they argue that the speed with
which a major new technology becomes dominant ‘depends to a considerable extent on the new
infrastructures that are needed for its diffusion’ These new structures include, according to them, physical
infrastructures, facilities for educating and training people in the skills needed for designing and devel-
oping the new range of products and services (we would add processes and organizations) that are enabled
by the new technology.
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We have two main responses, both of which argue that our concepts are no vaguer
than many of those used in standard theories of growth and technological change.

First, the measured values used in applications of neoclassical growth theory are
sometimes only vaguely connected to the theoretical concepts that they purport to
measure. What, for example, is meant by the concept of a given amount of pure
capital when the capital is, in reality, a collection of heterogeneous goods—an issue
long debated but never settled by economists at Cambridge, Massachusetts and
Cambridge, England. What does it mean to say that we have x per cent more of
this pure capital than we had a century ago, when that real capital embodies radically
different technologies?'* One might argue that the meaning is in the definition of the
index number that is used to measure this concept. But if we cannot point to a real-
world counterpart of the concept of pure capital, we are involved in a vagueness that
precise index numbers only conceal.

Second, many of the micro variables that research shows to be important charac-
teristics of technology, and important causes of technological change, are not meas-
urable as simple scalar values (at least given current measurement techniques).
Property rights are one important example. The strength of property rights legislation
is one determinant of the overall amount of inventive activity, while the intra-
economy differences in its enforceability influence the allocation of inventive activity
among various lines of endeavour. The strength and enforceability of property rights
laws are not easily quantified. Qualitative changes in them are often discernible
without being accurately measurable on a cardinal scale. Effective changes in property
rights can sometimes be inferred from changes in the number of patents, but this is an
imperfect measure since patents are taken out for many purposes, only some of which
are affected by the strength and enforceability of property rights. If such problems exist
with something so straightforward as property rights, they exist in much stronger
form in respect to many of the other determinants of technological change, such as the
current state of pure scientific knowledge and the extent to which the applied potential
of existing pure knowledge has already been exploited. Yet these things are generally
agreed to be important determinants of invention and innovation.

Lines of Influence

The main lines of influence are shown in Figure 3.2 and described, along with an
example of each, in the caption. Although we only give one example in each case,
changes in both public policy (operating through the policy structure) and technol-
ogy can affect each one of the elements of the facilitating structure.

Restrictive Modelling Requirements

Formal models require, among other things, the assumptions of unique causality
and simplicity of explanation. The uniqueness requires the model not to be over-

12 Of course, there are vintage capital models but in them virtually all of the measurements of growth in
output and productivity, as well as of technological change, are made in the context of an aggregate
production function in which each generic input is measured as a scalar value.



S-E Decomposition 65

determined, whereas we have argued that in reality there are often more than enough
sufficient causes for some observed result. Simplicity requires that the myriad
interrelated variables observable in technological history be represented as a few
abstract ones. As a result, many of the important details of history disappear from
the explanation. In contrast, appreciative theories in which history matters are not
constrained by such assumptions. They are, therefore, potentially productive in
analysing the messy history of innovation and growth over the very long term. In
our view, both appreciative and formal theorizing are complementary tools for
studies such as ours."> In Chapters 7 and 11, we argue that some issues, such as
the timing and precise location of the emergence of sustained growth in the West,
require appreciative theories. In contrast, we use formal theories to deal with
population dynamics in Chapter 9 and with GPT-driven growth in Chapters 14
and 15.

II. INCENTIVES AND BEHAVIOUR

To discuss innovation, and to compare innovating and non-innovating societies, we
need a theory of the incentives for the various agents who make decisions with
respect to the above S-E categories. As discussed in Chapter 2, and again later in this
chapter, we see firms as groping into an uncertain future in a profit-oriented
manner. We have little to say about households and so are content to see them as
utility maximizers, at least over the range of knowledge that they can be expected to
have in given situations (see Chapter 14). What matters most for our theorizing is
the behaviour of inventors and innovators, because they are the agents who create
and commercialize technological knowledge. We approach the issue of their behav-
iour in a series of steps, starting with the most general ideas relating to innovative
behaviour. This first step may seem a digression but it gives rise to our major
hypothesis concerning invention and innovation.

The Technological Ape

Homo sapiens share the use of tools with a dozen or so other animals that routinely
make use of a few simple tools."* What distinguishes us from all others, however, is
our routine use of a wide range of tools and our ability to invent new tools
consciously and persistently.

Hominids diverged from other apes somewhere between 4 and 8 million years
ago. The three main features that evolved to distinguish them from their close ape

3 We do not limit our methods of investigation to these two. We expect that a plurality of approaches
to understanding the many linkages posited in our models would be best. In this sense, we are operating in
line with Szostak’s notion (2003) of scientific diversity.

' For most of these other animals the use is instinctive, stereotyped behaviour that does not have to be
learnt. For our closest relative, the chimpanzee, culture and learning do seem to play some part in tool use.
‘It is only in the human lineage, however, that culture and technology are coupled and fundamental to our
existence’ (Schick and Toth 1993: 51).



66 Growth, Technological Change, and GPTs

relatives were bipedalism, dependence on toolmaking, and large brains. Of these,
bipedalism came first, but dependence on technology was crucial for much of what
followed. Looking backwards from the present, the history of human evolution
looks inevitable, but like other animals: ‘good luck, ill fortune, decline, near extinc-
tion, and startling recovery have peppered the story of our evolution. There was
nothing predetermined about the human race’ (Stringer and McKie 1996: 18).

Although the interpretation of the fossil evidence is subject to debate, the evolution
from primitive to modern humans seems to have been characterized by a series of
relatively rapid changes in biological make-up, each one followed by a long period of
stability. Each of these changes in anatomy was followed by a burst of technological
change, after which the technology remained relatively stable for a long period. The
probable explanation is that the maximum complexity of the technologies that each
type of early hominid could master was in part genetically determined, just as it is
today with the other tool-using animals: their brains do not allow them to use more
than a few simple tools.

The hominids that made these early tools used them to do things done by many
different types of animals, each with their own specialized biological make-up—a
process called techno-organic.' This line of development gave hominids an increas-
ingly varied diet, allowing them to colonize new environments and putting them
into competition with a much wider range of animals than any other species. The use
of tools set up a positive feedback loop—the first of many to be found in the history
of technological change. Better toolmakers and users were more successful and were
selected for survival.'® The better the tools that were used, the more dependent on
them hominids became, and thus the more did the hominid ability at making and
using them become a criterion for survival. In short:

[T]echnology is probably the most significant element in determining what we are today, not
just in forming modern ‘civilization, but in directing the course of our evolution from a
distant apelike ancestor. Genetically, anatomically, behaviourally, and socially, we have been
shaped through natural selection into tool makers and tool users. This is the net result of more
than 2.5 million years of evolutionary forces working upon our biology and behaviour.
(Schick and Toth 1993: 17-18)

About 1.7 million years ago, a new larger-brained hominid, called Homo erectus,
emerged. The associated technology, called Acheulian, was a dramatic improvement

'3 See Schick and Toth (1993: 183-4) from whom the following examples are drawn. Clubs and stones
allowed smaller animals to be attacked, thus overlapping the niche of smaller specialized carnivores.
Cutting tools allowed larger animals to be dismembered and eaten, so that Homo habilis could do what
larger carnivores did with their meat-shearing teeth or what other animals such as crocodiles could only
do after waiting for the meat to be softened by putrefaction. Hammers crushed bones, overlapping the
food sources of those animals, which had powerful bone-crushing teeth. Anvils used in conjunction with
hammers allowed the crushing of nuts, overlapping with the food supply of birds with specialized nut-
breaking teeth. Prying tools allowed access to gums below the tree bark, overlapping a niche occupied by
some specialized birds, reptiles, and small mammals.

16 Although there is debate over this view, we accept the strong evidence in its favour and make it a
basic assumption for our analysis of invention and innovation.
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on what had gone before. Compared with their predecessors, their tools were larger,
more specialized, and more standardized, requiring much more skill and strength to
manufacture. Adam Smith’s specialization and division of labour was developing
within Stone Age technology. At about this time, Homo erectus spread out of Africa,
taking their technologies with them to all inhabitable parts of the world. What was
habitable at any moment in time was technologically determined. For example,
colder climates were uninhabitable before the development of fire, clothing, and
reasonably sturdy dwellings for shelter, as they are today for most other types of apes
and monkeys.

Because of this early colonization, it was long believed that these separate groups
all evolved into modern humans in various places with enough interchange to make
them biologically as similar as the earth’s human inhabitants now are. However,
genetic evidence, reinforced by some reinterpretations of other older evidence, now
strongly suggests that all modern humans have descended from a small group of
relatively modern people, perhaps a couple of hundred, who left Africa sometime in
the last 100,000 years. This group spread throughout the world and eventually
outcompeted all the hominids that had become established earlier, including Nean-
derthals in Europe.'”

There is debate about the last creative evolutionary surge that produced anatom-
ically modern people, but one strong force was undoubtedly the development of the
human vocal equipment. Speech gives such enormous advantages of remembering,
collating, and coordinating information that once the evolutionary track to better
speech was established, a positive feedback mechanism improved it quickly.'® Such a
mechanism appears to have come into play about 100,000 years ago and to have
produced modern speech equipment some time before 40,000 Bc. It was the last
great biologically driven information and communication revolution.

There is no reason to believe that 40,000 years ago the dominant hominids, Homo
sapiens, were significantly different anatomically from their descendants today. So
40,000 Bc can be taken as the beginning of the period of fully modern people
equipped biologically with a large brain and full speech. For the first time in
human evolution, we can be certain that the technology developed by hominids
would not quickly reach limits imposed by brainpower.

Technological Solutions to Material Challenges

We now introduce a basic assumption that is consistent with the evidence of human
evolution just discussed:

'7 This story is well told by Stringer and McKie (1996). Although important in many ways, this view of
a modern African exodus is not important for our basic story of hominid’s long evolutionary connection
with technology.

18 See Diamond (1992) and Howell (1965) for arguments that the development of a modern voice box
was the driving force behind this change, which was the last great biologically driven ICT revolution.
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Assumption: Humans are inventive creatures. Faced with a challenge that threatens to worsen
their situation, or perceiving an opportunity to better it, they will typically seek solutions that
involve invention and innovation.

The assumption that humans are inventive and innovative animals could take either
of two forms. We could assume that these activities are their own reward; people do
them because they are enjoyable and fulfilling. Without denying that this type of
behaviour does sometimes exist, particularly among inventors, we make a different
assumption:

Assumption: Invention and innovation are risky and costly; people will only engage in these
activities if they anticipate a gain that exceeds the expected personal cost.

So we regard the amount of invention and innovation that goes on without being
motivated by a search for personal gain as random behaviour that provides a
background against which gain-motivated inventive and innovative activity occurs.
It should also be noted that the anticipated gain may be purely monetary or may also
include such things as prestige and other types of non-monetary rewards. (In the
above discussion it was necessary to speak of invention and innovation. From here
on, we revert to our procedure of using the term innovation to cover both inventing
and innovating, except where the distinction is needed.")

ITII. INNOVATING AND NON-INNOVATING BEHAVIOUR

The decision to innovate depends on the anticipated costs and benefits. Benefits
depend on the opportunities that people perceive and the reward that is expected.
Perceived opportunities depend on the external environment and the ‘world view’
with which they interpret that environment. The environment may or may not
provide many opportunities, and people may or may not perceive those that are
there. Reward depends on many things, such as property rights, taxes, market values,
and social approval. For rewards to be adequate to induce innovative behaviour, the
innovator need not receive the entire social value of his or her innovation. What is
required is that there be some margin of return over the opportunity cost of
innovating.”® Opportunity costs depend on the net benefits of alternative activities
and any social disapproval of the activity in question.

'Y Some readers have asked us to frame the two assumptions as testable hypotheses. We have two
responses. First, formally, assumptions about motivation are required in any theory that involves
behaviour. Second, we do not subscribe to the methodological prescription that only predictions of
theories should be tested against evidence. Instead, we accept that any empirical statement in a theory,
whether cast as an assumption, a prediction, or anything else, should be open to empirical testing and we
learn from such testing. For example, if a theory is built on empirically refuted assumptions, it is a good
idea to know so. (See Lipsey 2001 on this latter point.)

20" A large set of extreme assumptions is needed to get the neoclassical result that the optimum amount
of innovation occurs only when the innovator is paid the full social value of his or her innovation. In
Chapter 16, we explain why we reject this proposition.



S-E Decomposition 69

Our general assumption implies that we do not need to explain the existence of
inventive and innovative behaviour. What requires explanation is why it is some-
times absent, and when present, why it sometimes fails to lead to growth-creating
cumulative advances in technology. We deal with this issue in three places. In the
next subsection, we mention some broad considerations that are relevant to the issue
of non-innovating societies. In the following subsection, we raise the issue of why we
see non-innovating behaviour even in very innovative societies. In Chapters 7 and 8,
we deal with the issues of innovating and non-innovating societies in some key
historical contexts.

Opportunities for Innovation

Innovative opportunities arise in many ways. One way is the challenge of negative
changes in the environment, such as worsening weather, the exhaustion of some
natural resource, or a new enemy. These undesirable phenomena may present
opportunities to overcome them with an innovation—to innovate around the
problem. Opportunities may also be presented by some advantageous change in
the environment such as climatic warming (e.g. the end of the last ice age), by new
techniques of exploiting the environment (e.g. the discovery of bronze), or by a
change in non-economic conditions (e.g. the end of hostile invasions by the bar-
barians who destroyed the Western Roman Empire). Another way is when some new
theoretical knowledge creates new opportunities for inventions. For example, the
understanding of genetics that followed the discovery of the double helix by Crick
and Watson soon presented many opportunities for useful inventions in the area of
biotechnology.

Similarly, a new GPT presents a host of new opportunities for developments based
on that GPT. The computer opened up many new lines of product and process
development. When it was miniaturized, a new set of opportunities arose, including
in-ear hearing aids, navigational systems in automobiles, and automatic control of
many household gadgets. New opportunities may also arise simply when, for no
obvious reason, someone perceives an opportunity to do something new, possibly to
make a new product or to make an old one in a new way. Public policy can also
create many opportunities for innovation. Sometimes this is done consciously as
when governments assist in the development of new basic advances, such as super-
conductivity, in the hope that they will have commercial applications. At other
times, the opportunities are unintended by-products of policies introduced for
other reasons. For example, many environmental protection laws have created the
incentive for firms to develop new conforming technologies that subsequently
turned out to have a wide market.

One can think of the various incentives just outlined as providing the ‘carrots’ of
positive rewards for innovating and the ‘sticks’ of penalties for not innovating.
Agents in social systems that encourage risk-taking, such as the USA, will require
smaller potential rewards to act as an effective incentive than agents in societies that
regard business failure as a serious social failure, such as Japan and Germany. Of
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course, risk-taking is a multidimensional concept. For example, some environments
encourage short-term risk-taking while others encourage risk over longer periods. In
societies that discourage risk-taking and change, people may be satisfied to do as well
as their neighbours and Leibenstein’s X-inefficiency may abound.”' A low level of
challenge may also induce customary satisficing behaviour while too much challenge
can make individuals or whole societies dysfunctional.”® In Chapters 7 and 8 we
illustrate many of these broad points in the context of specific historical situations
when innovations were either encouraged or stifled.

The above discussion may sound like a challenge-response theory of innovation. If
this term is meant to imply that many innovations are made in response to
challenges, we accept it. If it is meant to imply that all are made for this reason,
we reject it. We illustrate throughout Chapters 5 and 6 that even GPTs, the most
important of innovations, have sometimes been developed as responses to quite
clear specific challenges and at other times have arisen when no specific challenge
can be identified.

Non-Innovating Societies

Why might a society containing many innovative agents fail to innovate the kinds of
technological advances that produce economic growth? We note five classes of
reasons, with no claim to being exhaustive.

First, the environment may present few if any perceived opportunities or chal-
lenges. For example, a society whose production techniques are well adapted to its
environment may present few apparent opportunities for the kinds of innovations
that would raise its GDP. This is analogous to animals that evolve to become well
adapted to some static environmental niche, and then evolve no further. Hunter-
gatherer societies in rich areas, such as the Pacific Northwest of North America, were
a probable case in point.

Second, people may not perceive opportunities that are in fact present. Given the
external environment, what they perceive depends on how they interpret that
environment. Faced with a challenge, someone whose world view is mechanical, as
was common with Europeans in early modern times, will tend to look for mechan-
ical solutions. Someone whose world view is mystical will tend to look for magical
solutions. A change in attitude or approach may reveal opportunities in an un-
changed environment that were hidden from previous generations. For this to be a
valid explanation, the existence of a ‘misleading’ world view must not be inferred
from the lack of innovation in the face of perceived opportunities. Instead, the world
view must be shown to preclude searching in the direction necessary to deal
innovatively with an identifiable challenge. For example, faced with military defeat
many rulers asked why they had lost the favour of their Gods, while others voiced
ritualistic explanations while looking for failures in their military technology and
tactics (see Hanson 2001: ch. 1-3).

21 X-inefficiency was briefly introduced on page 47 of Chapter 2.
22 See, for example, Porter (1990) on the national attitudes that create different incentives to innovate.
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Third, people may not be innovative because they do not expect to obtain sufficient
personal rewards for taking the necessary risks. Absentee landlords or a rapacious
state may confiscate the entire gain. Intellectual property rights may be so inadequate
that innovators cannot gain from their innovations. In this respect, it is important to
recall that the gain that is required to motivate innovation is only an amount that
exceeds the costs and risks of innovating; it is not the whole of the gain that the
innovation creates for society. Where the state owns the physical and intellectual
property as in many ancient empires and in the USSR of the twentieth century, the
innovator may be able to appropriate few of the gains from success, while suffering
most of the penalties for failure. The disincentives for innovating are then very strong.

Fourth, human institutions may put various constraints on innovative activity,
penalizing it or even outlawing it. Powerful vested interests often have much to lose
from innovation. The state, unions, guilds, businesses, and many other institutions
may seek to protect their existing rents by stifling innovative activity. Religious
doctrines may sometimes condemn and stifle technological and scientific advance.
The more the society’s institutions concentrate power, the more likely it is that
vested interests will be able to stifle innovation. But the relation between the
concentration of power and the suppression of inventive and innovative activity is
not a simple one. When powerful rulers approve of some activity, they can channel
great resources into it and offer great rewards for success. So when the Chinese
emperors wished to push some activity, whether mathematics under the Sung
dynasty or foreign maritime activities early in the fifteenth century, they were able
to do so, as were the Soviet authorities when they sought to push advances in, and
applications of, atomic physics and rocketry. But the danger in such centralized
decisions is that the interest of the authorities will wane and with it support for the
activity and even memory of what had been accomplished. This happened many
times in China when at one time or another the imperial court lost interest in
activities such as astronomy, clocks, and overseas exploration. Another danger with
centralized authority is that some line of activity will run afoul of religious or
political dogma, as when the Soviet authorities’ support of Lysenko’s erroneous
theories about the inherit