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Preface

In this volume on “Practical Issues of Intelligent Innovations”, some relevant
selected scientific results and applications in the field of intelligent systems are
presented. A wide scope of the presented research encompasses issues from
industrial data science applications to scientific and applied ones. One can see that
the research and especially its application parts are multifaceted and rather different.
On the other hand, they are like parts of a large puzzle and altogether form a large
wave appearing on the horizon. Will they completely change the main paradigms of
Information Technologies and the whole world and when? The answer depends on
too many factors and on the world economy as a whole. Will the consequences
of these advanced applications be dangerous? Yes, if security issues are not
explored in time. Contemporary complex intelligent systems are the main target for
future attacks and the cyber war tools.

We hope that the wave of the progress is inevitable, and it will change the world
for good, and that the proposed intelligent standards and tools will be used more
efficiently for cyber defense and not for cyber wars. This book is aimed at a wide
audience of advanced intelligent system users and developers. Its chapters are
written by well-known experts and representatives of the young generation of
talented researchers. The research groups are established and composed from many
continents: from New Zealand through Asia to the European Union. This is the
relevant key for a sustainable development of intelligent systems.

In Chapter “Non-conventional Control Design by Sigmoid Generated Fixed
Point Transformation Using Fuzzy Approximation”, the authors Adrienn Dineva,
Jozsef Tar (Hungary), Annamaria Varkonyi-Kéczy, Janos To6th (Slovakia), and
Vincenzo Piuri (Italy) present an original and innovative combination of methods
and techniques for adaptive nonlinear control design. The fuzzy approximation is
considered in order to handle errors occurring due to modeling imprecision. Iter-
ative learning has been applied. The results have confirmed that by applying fuzzy
modeling in the Sigmoid Generated Fixed Point Transformation (SGFPT) the
control design the performance level can be significantly increased.
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Chapter “From von Neumann Architecture and Atanasoff’s ABC to Neuromorphic
Computation and Kasabov’s NeuCube. Part II: Applications” is written by a large
international team: Maryam G. Doborjeh, Zohreh Gholami, Akshay Raj Gollahalli,
Kaushalya Kumarasinghe, Vivienne Breen, Neelava Sengupta, Josafath Israel
Espinosa Ramos, Reggio Hartono, Elisa Capecci (New Zealand), Hideaki Kawano
(Japan), Muhaini Othman (Malaysia), Lei Zhou, Jie Yang (China), Pritam Bose
(Italy), and Chenjie Ge (New Zealand). NeuCube is one of the first machine
learning systems to analyze integrated space and time aspects of big data to deliver
deeper insights. Inspired by the human brain, the most evolved learning system,
NeuCube, does the same advanced pattern recognition of complex data streams in
just seconds. Much like the brain, NeuCube uses a network of virtual neurons
connecting to each other or disconnecting depending on the timing of signals
encoded in incoming data streams. Its architecture is elaborated for different
prominent applications of spatio/spectro-temporal data. Pattern recognition from
satellite images, remote sensing, and other innovations is widely discussed in this
chapter.

Chapter “Data-Driven Interval Type-2 Fuzzy Modelling for the Classification of
Imbalanced Data” written by Rubio Solis, Ali Baraka, George Panoutsos, and Steve
Thornton (UK) is one of the chapters from this book dedicated to data-driven
applications. The Fuzzy Decision Engine developed is based on the Interval Type-2
RBF Neural Network and is used as the core facet of a modeling framework for
imbalanced data classification. Here, the fuzzy methods are used for industrial
applications at TATA factories in the UK. An original iterative information gran-
ulation is considered. Simulations are carried out using different number of fuzzy
rules. The authors reveal that the associated accuracy is a compromise between the
specificity and sensitivity. The overall framework is designed to specifically address
the issue of imbalanced data in the data-driven modeling for manufacturing
industrial processes.

In Chapter “Network Flows and Risks”, written by Vassil Sgurev and Stanislav
Drangajov (Bulgaria), some network flow models are considered aiming at the
analysis of transportation of resources: material, financial, communication, com-
modities, services, etc., and risks related to these processes. As a result, two
interrelated flows arise—that of resources and of risks. A method is proposed for
coordinating the values of the capacities and the arc evaluations of both flows,
respectively, in which, in the examples given, the parameters of one of the flows are
taken into consideration in the parameters of the other one and vice versa. The
Intelligent Combined Resource and Network Risk Flow Model is proposed and
discussed. Numerical examples for optimal transportation schemes have been
considered.

Data science applications in intelligent measurement systems have been dis-
cussed in Chapter “Decreasing Influence of the Error due to Acquired
Inhomogeneity of Sensors by the Means of Artificial Intelligence” written by
Vladimir Jotsov (Bulgaria), Orest Kochan (Ukraine), and Su Jun (China). Different
types of constraints are developed or applied; some of them are the different
classical forms while the others are used for logical bounds between different pieces
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of knowledge. The applied original puzzle standards revealed the strength of
semantic knowledge extraction and processing methods which could directly
influence the practical applications which, in this chapter, concern the measurement
and analysis of sensory data. While investigating the influence of the proposed new
types of constraints, namely the binding ones, on linear constraints or other classical
types, the authors reveal the fact that some of the introduced new types of con-
straints may influence and fuzzify the classical ones and make their applications
more universal and/or efficient.

Chapter “Personal Assistants in a Virtual Education Space” is written by Jordan
Todorov, Vladimir Valkanov, Stanimir Stoyanov, Borislav Daskalov, Ivan Pop-
chev, and Daniela Orozova (Bulgaria). The Virtual Education Space is implemented
as an IoT ecosystem. The personal assistant will offer more effective and efficient
support to its users. Besides, the new version will be able to effectively adapt to a
group of users needing different additional help in their everyday activities as, e.g.,
for people with different physical disabilities. To attain this goal, the IoT LISSA
system will be actively supported by the guards in the space.

Chapter “Practical Guidelines for Design of Human-in-the-Loop Systems:
Lessons Learned” written by Vassily Moshnyaga (Japan) considers not only the
typical autonomous smart systems that keep humans out of the control loop by
allowing the user to intervene, if necessary. The human involvement in the system
control can be passive, active, and hybrid. The author’s approach is one of the
so-called “human-in-the-loop” in which the user’s involvement may be much more
active and effective. For this, the systems must be easy to deploy, maintain, and
extend. A large variety of such systems have been developed, among them are
user-aware computer display, viewer-conscious TV set, smart door, smart carpet,
in-home patient monitoring system, medication adherence monitoring system, and
many more.

The next Chapter “NEO-Fuzzy Neural Networks for Knowledge Based
Modeling and Control of Complex Dynamical Systems” written by Yancho
Todorov and Margarita Terziyska (Bulgaria) deals with the NEO-fuzzy neural
networks for knowledge-based modeling and control. It shows up the arguments
that the most successful contemporary control systems are the fuzzy set based ones.

Chapter “Sign-Based Representation and World Model of Actor” is written by
Gennady Osipov (Russia). The sign-based synthesis of behavior is described.
Formalisms are proposed to enable the description of basic cognitive functions,
such as introspection, reflection, goal setting, etc., and enhancing the extent of
understanding of cognitive processes. A description is provided of a cognitive
function named a goal setting function. The development of the proposed for-
malism is related to handling multi-agent and robotic systems.

Chapter “Responsive Production in Manufacturing: A Modular Architecture”
written by Maria Marques, Carlos Agostinho (Portugal), Gregory Zacharewicz
(France), Raul Poler (Spain), and Ricardo Jardim-Goncalves (Portugal) is entitled
“Responsive Production in Manufacturing: A Modular Architecture”. This research
is widely applied in large and medium industrial projects. In a Smart Factory,
everything is connected as production machines, humans, products, transportation
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means, and IT tools communicate with each other and are organized with the
objective of improving the overall production level. The presented chapter identifies
opportunities, challenges, and main characteristics of Industry 4.0 followed by an
analysis of main barriers to its implementation. The developed work answers
questions on specific needs and challenges that must be addressed to solve prob-
lems related to dynamic market changes which are intimately connected with the
design and reconfiguration of the manufacturing enterprise.

In Chapter “Multisensor Data Association by Using the Polar Hough Transform”,
Ivan Garvanov (Bulgaria) explores the data association problem and its usage in
advanced security applications. An algorithm is proposed and applied in a multiple
input multiple output radar system. Experiments have been conducted with the
so-called decentralized Hough detector in which the Hough association is used. The
considered application is also very up to date from the point of view of problems and
challenges of data sciences.

In Chapter “Scientific Research Funding Criteria: An Empirical Study of Peer
Review and Scientometrics”, the authors D. Devyatkin, R. Suvorov, I. Tikhomirov,
and O. Grigoriev (Russia) apply some original data science views and approaches.
The most significant criteria are identified that affect decisions about research
funding. They include the importance of expected results and quality of previous
research performed by applicants. The described technique can be used by scientific
foundations to evaluate new criteria before they are included into a review form (by
simulation). The authors’ goal is that all these additions together with traditional
peer-review framework will make the funding decisions more transparent and
difficult for cheating.

Chapter “Comparing Robots with Different Levels of Autonomy in Educational
Setting” is written by Mirjam de Haas, Alex Mois Aroyo (The Netherlands), Pim
Haselager (Italy), Iris Smeekens, and Emilia Barakova (The Netherlands). The
authors discuss innovative applications of robots in education and assistive tech-
nologies. One of the key features of every intelligent system, the autonomous
behavior, is compared to the robots’ ability to learn and show intelligence.
Recognition, playing strategies, and other applications have been discussed. The
authors have decided to use a design solution consisting of two main conditions: the
robot with a low autonomy that is completely remotely controlled by the experi-
menter, and the robot with a high autonomy that uses pattern recognition based on
visual information to recognize objects. The authors explore the effects of an
autonomous robot on the children’s perception of the robot and on a described
game. The interplay with children and robots paves the way to an interactive
learning between cognitive and hardware agents; this evolutionary approach still is
not well explored. A clear advantage is that a teacher/therapist can use a robot with
increasing levels of autonomy instead of a remotely controlled robot.

Chapter “Clustering Non-Gaussian Data Using Mixture Estimation with Uniform
Components” written by Ivan Nagy and Evgenia Suzdaleva (Czech Republic) con-
siders the problem of clustering non-Gaussian data with fixed bounds via a recursive
mixture estimation under the Bayesian methodology. An algorithm is proposed
aiming at the enrichment of clustering and classification tools. Realistic simulations
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from the transportation microscopic simulator Aimsun (www.aimsun.com) are
used for testing the proposed algorithm.

We would like to express our gratitude to all the authors for their interesting,
novel, and inspiring contributions. Peer-reviewers also deserve a deep appreciation,
because their insightful and constructive remarks and suggestions have consider-
ably improved many contributions.

And last but not least, we wish to thank Dr. Tom Ditzinger, Dr. Leontina di
Cecco, and Mr. Holger Schaepe for their dedication and help to implement and
finish this large publication project on time maintaining the highest publication
standards.

Sofia, Bulgaria Vassil Sgurev
Sofia, Bulgaria Vladimir Jotsov
Warsaw, Poland Janusz Kacprzyk

Summer 2017


http://www.aimsun.com

Contents

Non-conventional Control Design by Sigmoid Generated

Fixed Point Transformation Using Fuzzy Approximation ........... 1
Adrienn Dineva, Jozsef K. Tar, Annamaria Varkonyi-Kéczy, Janos T. T6th

and Vincenzo Piuri

From von Neumann Architecture and Atanasoff’s ABC to

Neuromorphic Computation and Kasabov’s NeuCube.

Part II: Applications . ............ ... ... ... ... .. . ... . ... ..., 17
Maryam Gholami Doborjeh, Zohreh Gholami Doborjeh,

Akshay Raj Gollahalli, Kaushalya Kumarasinghe, Vivienne Breen,

Neelava Sengupta, Josafath Isracl Espinosa Ramos, Reggio Hartono,

Elisa Capecci, Hideaki Kawano, Muhaini Othman, Lei Zhou, Jie Yang,

Pritam Bose and Chenjie Ge

Data-Driven Interval Type-2 Fuzzy Modelling for the Classification

of Imbalanced Data . . ... .......... .. ... .. ... .. .. 37
Adrian Rubio-Solis, Ali Baraka, George Panoutsos and Steve Thornton
Network Flows and Risks. . . .. ... ... ... .. ... .. .. .. ......... 53

Vassil Sgurev and Stanislav Drangajov

Decreasing Influence of the Error Due to Acquired Inhomogeneity
of Sensors by the Means of Artificial Intelligence. . . ... ............ 89
Vladimir Jotsov, Orest Kochan and Su Jun

Personal Assistants in a Virtual Education Space . ................ 131
Jordan Todorov, Vladimir Valkanov, Stanimir Stoyanov,
Borislav Daskalov, Ivan Popchev and Daniela Orozova

Practical Guidelines for Design of Human-in-the-Loop Systems:
Lessons Learned. . . .. ............ . . ... . . . . ... . 155
Vasily Moshnyaga

xi



xii Contents

NEO-Fuzzy Neural Networks for Knowledge Based Modeling
and Control of Complex Dynamical Systems . . .. ................. 181
Yancho Todorov and Margarita Terziyska

Sign-Based Representation and World Model of Actor ........... .. 215
Gennady Osipov

Responsive Production in Manufacturing:

A Modular Architecture. . . ....... ... ... ... L 231
Maria Marques, Carlos Agostinho, Gregory Zacharewicz, Raul Poler

and Ricardo Jardim-Goncalves

Multisensor Data Association by Using the Polar Hough
Transform . ... ... .. ... .. 255
Ivan Garvanov

Scientific Research Funding Criteria: An Empirical Study
of Peer Review and Scientometrics. . ... ... ..................... 277
D. Devyatkin, R. Suvorov, I. Tikhomirov and O. Grigoriev

Comparing Robots with Different Levels of Autonomy

in Educational Setting . ... ....... ... ... .. .. ... ... 293
Mirjam de Haas, Alexander Mois Aroyo, Pim Haselager, Iris Smeekens

and Emilia Barakova

Clustering Non-Gaussian Data Using Mixture Estimation
with Uniform Components . . .. ......... ... ... ... ........... 313
Ivan Nagy and Evgenia Suzdaleva



Non-conventional Control Design by Sigmoid
Generated Fixed Point Transformation Using
Fuzzy Approximation

Adrienn Dineva, Jozsef K. Tar, Annamaria Varkonyi-Koczy,
Janos T. Toth and Vincenzo Piuri

Abstract Lyapunov’s 2nd or Direct method is recognized as being the primary tool
of adaptive control of nonlinear dynamic systems. The great majority of the adap-
tive nonlinear control design rest on Lyapunov’s stability theorem. Recent findings
have revealed that the Robust Fixed Point Transformation-based method can suc-
cesfully replace the Lyapunov technique. Later the “Sigmoid Generated Fixed Point
Transformation (SGFPT)” has been introduced. This systematic method has been
proposed for the generation of whole families of Fixed Point Transformations. Its
extension from Single Input Single Output (SISO) to Multiple Input Multiple Out-
put (MIMO) systems has also been given. In recent times, the great majority of model
building issues are replaced by “Soft Computing” techniques. In contrast to the clas-
sical mathematical methods the intelligent methodologies are able to cope with ill-
defined systems, disturbances and missing information by an efficient and robust
way. Especially fuzzy logic has become to be used to model complex systems. This
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2 A. Dineva et al.

contribution makes an attempt to utilize the advantages of fuzzy approximation in
the SGFPT control design. The theoretical investigations are validated by the adap-
tive control of the inverted pendulum. Comparative analysis have been carried out
between the “affine” and the “soft computing-based” models. Results of numerical
simulations confirm the applicability and efficiency of the proposed method.

Keywords Sigmoid Generated Fixed Point Transformation * Fuzzy modeling
Nonlinear control * Iterative learning * Fixed point transformation

1 Introduction

Lyapunov’s direct method (or commonly referred to as the second method of Lya-
punov) is a widely used technique in the analysis of the stability of the motion of
the non-autonomous dynamic systems of equation of motion as = f(x, 7). Its main
advantage that it does not require to analytically solve the equations of motion
[1, 2]. Instead of the analytical solution, in most of the practical applications the
uniformly continuous nature and non-positive time-derivative of a positive definite
Lyapunov-function V is constructed of the tracking errors and modeling errors of the
systems parameters that are assumed in the ¢ € [0, oo) domain. From this point the
convergence V — 0 can be concluded according to Barbalat’s lemma. However, in
spite of its advantages, the application of Lyapunov’s second method is far difficult
and requires great practice for finding the appropriate Lyapunov function candidate.
Additionally, the automization of such algorithm is challenging and also the compu-
tational need of realizing the method is significant.

Though, most of the control design techniques are based on Lyapunov’s theo-
rem. For instance, the Model Reference Adaptive Controller (MRAC) applies it for
tuning the feedback parameters [3—6]. The classical methods, such as the Slotine-Li
Adaptive Robot Controller (SLARC) and also the Adaptive Inverse Dynamics Robot
Controller (AIDRC) control strategies apply Lyapunov’s second method for tuning
the parameters of the analytical system model [7]. An exhaustive study on the appli-
cation of Lyapunov’s direct method discussing the relating practical issues can be
found in [8]. Originally, the Robust Fixed Point Transformation (RFPT) based con-
trol method has been introduced for replacing Lyapunov’s second method [9-11].
The base of the theory of the Fixed Point Transformation-based control approach
relies on the Expected-Realized Response Scheme. Some control tasks can be for-
mulated by using the concept of the appropriate excitation of the controlled system
to which it is expected to respond with some desired response 7¢. The appropriate
excitation can be computed by using the inverse dynamic model of the system. Since
normally this inverse model is neither complete nor exact, the actual response deter-
mined by the systems dynamics, results in a realized response 7" that differs from the
desired one. The idea of the RFP-based iterative adaptive learning approach is that
the controller normally can manipulate or deform the input value from 7 to r‘f(, SO
that 74 (ri). This situation can be maintained by using some local deformation that
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has been realized by fixed point transformation [8]. The other specific feature of the
RFPT-based control method, that it strictly separates the “kinematic” and “dynamic”
aspects of the control task and predefines the “desired system response” by the use
of purely kinematic terms.

The necessary dynamic terms are estimated using the approximate dynamic
model of the system under control. The realization of the kinematic specification
then based on these dynamic terms. The undesired effects of modeling impreci-
sions and unknown external disturbances are compensated by the above mentioned
adaptive deformation of the desired response rP¢ as the input of the approximate
model. By this deformation, the desired response can be obtained as the realized
one. The adaptive deformation is carried out by some kinematically expressed tra-
jectory error reduction, i.e. desired response r°® and the actually observed response
! are compared. Then, the actually observed response is deformed due to the exact
system under control, formally r4° = f(+P¢, ... ) where the symbol “...” stands for
the unknown state variables, for e.g. coupled subsystems, disturbances, etc. Due to
the additive noises, etc., 74 # rP°. Hence, the input of the response function from
rPes to r, is deformed using Banach’s Fixed Point Theorem [12] in order to obtain
A = f(r,) = rPe.

Following, the Sigmoid Generated Fixed Point Transformation (SGFPT) has been
introduced for adaptive control of nonlinear Single Input—Single Output (SISO) and
Multiple Input—Multiple Output (MIMO) systems [13], which allows generating a
whole family of fixed point transformations. Besides, a new function has been pre-
sented for the adaptive deformation, that gives significant enhancement of the per-
formance [14].

The great popularity of soft computing methods, such as fuzzy logic, neural net-
works, genetic algorithms, is due to their simplicity and versatility; these methods
have the ability of modeling and analyzing ill-defined problems by a cost-effective
way [15]. In the past it has been proved that most of the deterministic model build-
ings can be effectively replaced by soft-computing methods [16], especially with
fuzzy models [17]. Fuzzy modeling is of primary importance in fuzzy theory and
has many interpretations [18-20]. For instance, the widely known Takagi-Sugeno
models are great universal approximators for some nonlinear behaviour [21]. By the
use of Lyapunov stability theorem, a large number of papers have been published
on the synthesis of fuzzy modeling and control [22]. In comparison with the clas-
sical hard-computing methods the intelligent methodologies are able to deal with
imprecisions and uncertainties.

In this short contribution we demonstrate the possible cooperation of fuzzy mod-
eling and the SGFPT control design. Investigations focus on both the “affine”, the
“soft computing-based” and the “fully soft computing-based”’ models of the inverted
pendulum. Finally, numerical simulations have been shown for validating the usabil-
ity of the proposed method.
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Fig.1 The fixed points of The fixed points of the transformation generated by g(x)=tanh(x)
F(x) F(x):=g"(-1)(9(X)-K)+D

2 Combination of Fuzzy Modeling and Sigmoid Generated
Fixed Point Transformation

2.1 The Concept of Sigmoid Generated Fixed Point
Transformation

This section gives a brief summary of the mathematical background of the “Sigmoid
Generated Fixed Point Transformation” control method. At first, let us consider a
monotonic increasing, bounded and smooth g(x) : R — R “sigmoid” function. For

de
some K > 0 and D > 0 consider a function F(x) 4 g ' (g(x) — K) + D, in which the
inverse function of g() is denoted by g~'(). The solution of F(x) = x is the fixed

point of F(x). For the case of g(x) Y tanh(x), K = 0.5, and D = 0.6 an example is
displayed in Fig. 1

It is clear from Fig. 1, that this function has two fixed points. The first one at
‘%| > 1 and the second one at %F < 1. A function is called contractive in the
case of real, differentiable ¢ : R — IR functions if 30 < K < 1, hence Va,b € R
lg(a) — g(b)| < K|a — b]. Itis evident, if 30 < K < 1 so that j‘jf| < K, therefore the
following integral estimation can be applied:

b b
do
Pax| <

/awc —/a

Clearly, F(x) is contractive around the fixed point at about x = 0.7, hence the

lo(b) — p(a)| =

d
a(p’deKlb—aI . (1)

d d
sequence {xg, X, ;f F(xg), .. s Xpp ;f F(x,), ...} is a Cauchy sequence since VL €
N

|‘xn+L _'xn| = |F('xn—l+L) - F(xn—l)l <
§K|xn_1+L—xn_1|S...K”|xL—x0|—>0 2

asn — oo .
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Since the real numbers forms a complete space there 3x, € R so thatx, — x,. Based
on these considerations, the following fixed point transformation is proposed using
F(x) for adaptive control in the case of slowly varying desired response rP*:

Py = GOr) L F (A [f(r) = 2] +x,) + 7 — x,, 3)

where A € R is a parameter. When r, is the solution of the control task, i.e. f(r,) —
rPes = 0 then G(r,) =r,. Since F(x,) = x,, this fixed point of the function G is this
solution. In order to ensure the convergence of the series {r,}, function G must be
contractive, i.e. the relation |%| < 1 must be guaranteed. It has been shown, that
this contractivity can be achieved by properly setting the value of parameter A:

dG _AdF(A [f() =] +x,) af .

4
dr dx dr @

A simple possibility for applying the same idea of adaptivity systems for Multiple
Input-Multiple output systems has been presented in [13], when f, r € R", n € N
(in which n denotes the degree of freedom (DoF) of the controlled system). In this
case the iteration generates sequences as {r(i) € R"|i = 0,1, ...} by applying a sig-
moid function projected to the direction of the response error in the ith control cycle
as:

A e 4 2AGD)
h(i) = f(r(@) = P, e(i) = RO )
in which the ||A|| is the norm (in Frobenius sense):
. > o def
r@+1)=G@r3G) = ©)

RN +x,) —x,] () + (D) -

The solution of the control task is the fixed point of G(r) when f@ry) — rPes =
h(i)=0thenr(@+1) =r@) =r,.

The convergence properties of the controller can be enhanced by appropriately
tuning the diagonal matrix with positive main diagonals 2 in Egs.5 and 6. In this
soft-computing based method it has been modified. In the original SGFPT it was the
unit matrix [13]. Its matrix elements can be tuned by observing little fluctuations
in the convergence of the adaptive signal when these main diagonals are too big.
These fluctuations can be recognized as a negative content in a forgetting buffer as
it was done in [23]. Furthermore, the stability conditions for MIMO systems were
discussed in an earlier paper [13]. Because the former technique worked in bounded
region of attraction around r, that formally could not guarantee global stability. In
order to address this question, the so-called Strectched Sigmoid Function has been
investigated [14]. It was assumed that for the first element of the iteration x,, there
exists x, for which g(x,) — K = g(x — D). It was found to be valid for most of the x,
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values but not for each of them. This limitation could be evaded by introducing the
following stretched function in [24]

F(x) = Btanh(a(x + b)) + K @)
with a, b > 0. For allowing further improvements and a more precise positioning of

the function in the vicinity of the solution of the control task, the next, new type of
function has been introduced in [24]

F(x) = atanh(tanh(x + D)/2). ®)

2.2 Application Example: Adaptive Control of the Inverted
Pendulum

For the numerical simulation the inverted pendulum system is under consideration.
The inverted pendulum is a well-defined benchmark for nonlinear control and many
variants of this problem is documented. The generalized coordinates are g, [rad],
g, [rad] and the generalized forces are torque signals: O, [N - m], Q, [N - m]. The
equations of motion are given in (9).

mL? 0 q, + —mL? sin g, cos qléjg +mgLsing, \ _ (O,
0 mL?sin® g, 4, 2mlL? sin q, cos q,4,¢, “\O
(9a)

The system parameters are given in Table 1.

2.3 Realization of the Proposed Method

The simulations have been carried out by the use of the package “Julia”. This
dynamic language allows a very fast evaluation. For the calculations the Euler inte-
gration method have been used with a fixed step length 10~*s. The constant control
parameters are collected in Table 2.

Table 1 The system model and its parameters

Parameter Exact value Approximate value
Mass m (kg) 0.5 1.2
Length L (m) 1.6 1.7
Gravitational acceleration g (5) 9.81 10
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Table 2 The constant

Parameter Value
control parameters

A 4571

D 0.3

6t time delay in learning 10735

The PID-type relaxation can be defined for the tracking errorof g. Let R 3 A > 0,
and let

e(t) E] ") —q@) , (10a)

€ (1) = / (4"(&) — q(&) d¢ (10b)
d\* .

<A + E) et)=0= (10¢)

4GP = gV + Ade,, (1) + 3A%e(r) + 3Ae(t) . (10d)

Firstly, the adaptive controller deforms §P¢* into g”¢. After, it applies the approxi-

mate dynamic model for the calculation of the control forces for this deformed value.
According to (9), for this excitation the controlled system responses with the “Real-
ized” response §. The function g = f (4°¢) is called as the “response function” of
the system under control. The adaptive deformation relies on the measurements of

tanh(x+D)
2

these responses. For the adaptive deformation the F(x) = atanh ( ) function

have been used.

3 Simulation Investigations

3.1 Performance Using the Affine Model

At first, we investigate the affine model. The trajectory tracking and trajectory track-
ing error are depicted in Figs. 2, 3 and 4. The adaptive strategy has been shown in
comparison with a non-adaptive one. It can be seen, that the imprecisions of trajec-
tory tracking are due to the errors of the computed torque signals that caused by the
modeling errors (Fig. 5).
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Fig. 2 Trajectory tracking of the non-adaptive controller for the “affine model”
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Fig. 3 Trajectory tracking of the adaptive controller for the “affine model”
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Fig. 4 The g values of the adaptive controller for the “affine model”



Non-conventional Control Design ... 9

12 Tuned Values: #,,: black, #1.: blue 3 The Forgetting Buffer
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Fig. 5 The tuned parameters of the adaptive controller and the content of the forgetting buffer for
the “affine model”

Fig. 6 Functions sin(x) 20 Fuzzy Approximation of the sin and the cos Functions
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0.5
E
3
=
(]
£ oof
=
5
=
-05
-1.0

Nondimensional

3.2 Performance Using the Soft Computing-Based Model

In order to avoid the above mentioned errors the sin(x) and the cos(x) functions were
approximated by fuzzy rules as p (x) and u.(x) over a bounded region according to
Fig. 6.

In the approximate dynamic model the additional terms remained constants just
as in the case of the “affine model”. In the inertia matrix the function sin(x) was
replaced by fuzzy modeling as follows (Figs. 7 and 8):

function ApprMod(q,qd p,q _ppDes)
global ma
global La
global ga
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15 4'(f) (black), q:(t) tocher), 47'(t) (green) and g.(t) (red) Tracking Error: g — q,: black, ¢ — q;: blue
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Fig.7 Trajectory tracking of the non-adaptive controller for the “soft computing-based model”
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Fig. 8 Trajectory tracking of the adaptive controller for the “soft computing-based model”

H=zeros (2, 2)

sgl=mus (gl[l,11)

H[l,1l]=ma*La"2;

H[2,2]=ma*La"2*sgl”2;

h=[1.0;1.0];

return H*g ppDes+h;
end

From Figs. 9 and 10 it can be seen, that the fuzzy modeling improved the preci-
sion.
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Fig. 10 The tuned parameters of the adaptive controller and the content of the forgetting buffer
for the “soft computing-based model”

3.3 Performance Using the Fully Soft Computing-Based

Model

In the case of the fully soft computing-based model in the approximate dynamic
model each term of the functions sin(x) and cos(x) were approximated by the fuzzy
H,(x) and p . (x) functions according to the code below:

function ApprMod(q,q_p,d _ppDes)

global ma
global La
global ga
H=zeros (2, 2)
sgl=mus(g[1l,1])
cgl=muc(gl[l,1])
H[(1l,1l]=ma*La"2;
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Fig. 12 Trajectory tracking of the adaptive controller for the “fully soft computing-based model”
h=[1.0;1.0]

hi{l,l]l=—ma*La"2*sgl*cqgl*qg pl[2,1]
+ma*ga*La*sqgl

, 1172
hi{2,1]1=2*ma*La"2*sqgl*cgl*q_pl[1l,1]
return H*g ppDes+h
end

apl2,1];

The results revealed by Figs. 11, 12, 13 and 14 validate, that by the combination

of fuzzy modeling and the Sigmoid Generated Fixed Point Transformation design
can ensure high performance and robustness to modeling imprecisions
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Fig. 13 The ¢ values of the adaptive controller for the “fully soft computing-based model”
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Fig. 14 The tuned parameters of the adaptive controller and the content of the forgetting buffer
for the “fully soft computing-based model”

4 Conclusions

We have presented a new adaptive control method by the combination of fuzzy
modeling and the Sigmoid Generated Fixed Point Transformation. Recent years, the
“Sigmoid Generated Fixed Point Transformation (SGFPT)” has been introduced that
can serve as an efficient alternative of the Lyapunov technique in nonlinear control
design. This systematic method has been proposed for the generation of whole fam-
ilies of Fixed Point Transformations. In addition it has been extended from Single
Input Single Output (SISO) to Multiple Input Multiple Output (MIMO) systems.
Many studies regarding modeling issues highlight the efficiency of soft computing
methods. In order to handle errors occurring due to modeling imprecisions we have
introduced fuzzy approximation in this technique. For the numerical simulations the
inverted pendulum system served as a benchmark problem. The “affine” model has
been investigated in comparison with the “soft computing-based’ model. In the soft
computing-based model the trigonometric terms of the approximate dynamic model
were replaced by fuzzy rules. In the case of the “fully soft computing-based” model
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each term the functions sin(x) and cos(x) were approximated by the fuzzy rules.
Additionally, the SGFPT type control has been compared to a non-adaptive one.
The results have confirmed that by applying fuzzy modeling in the SGFPT control
design the performance level can be significantly increased. Taken together, these
investigations confirm the usability and efficiency of this new method.
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1 Introduction

NeuCube [1, 2] is the first machine learning system to analyze integrated space and
time aspects of big data to deliver deeper insights. Inspired by the human brain, the
most evolved learning system there is, NeuCube does the same advanced pattern
recognition of complex data streams in just seconds. Much like the brain, NeuCube
uses a network of virtual neurons connecting to each other or disconnecting depending
on the timing of signals encoded in incoming data streams. Continuous streaming data
can be fed into NeuCube which learns as it goes by constantly evolving this network of
neurons. Learning is represented as chains of connected neurons that ‘fire’ in sequence
by transmitting the incoming signal via their interconnections. Once patters in the data
are represented in NeuCube as chains of ‘firing’ neurons, these are learned and rec-
ognized. Then new incoming data is constantly compared to the learned patterns and
in this way NeuCube can predict future events as they unfold.

NeuCube consists of a set of independent mandatory and optional modules [2],
some of them are:

Module M1: Generic prototyping and testing;

Module M2 and M3: PyNN simulator for implementation on neuromorphic
hardware;

Module M4: 3D visualization and mining;

MS5 module (I/O and information exchange) for interaction between modules.

The full configuration of the NeuCube is explained in chapter: “From von
Neumann architecture and Atanasoffs ABC to Neuromorphic Computation and
Kasabov’s NeuCube: Principles and Implementations” in Springer book and it is
graphically illustrated in Fig. 1.

This system is the first of its kind that can:

. Learn and predict patterns from analyzing space and time aspects of data.

. Use principles of the human nervous system to increase computational effi-
ciency and reduce resource usage.

3. Facilitates understanding and rule extraction through virtual reality visualization

of the model.

N —

NeuCube has been successfully used in a number of application areas including:

Application of NeuCube in brain data modelling;

NeuCube and brain computer interfaces (BCI) with neurofeedback for
neurorehabilitation;

NeuCube personalized modelling in neuroinformatics and bioinformatics;
Risk of stroke prediction;

Predicting and understanding response to treatment in biomedical environments;
Seismic data modelling for earthquake prediction;

NeuCube spatiotemporal pattern recognition from satellite images in remote
sensing

The above applications are briefly described in the following sections.
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NeuCube: Neurocomputing Development System for Spatio- and Spectro-Temporal Data

BASIC CONFIGURATION STANDARD CONFIGURATION

Module M1: 2 Module M3:

Generic "y S 3 Neuromarphic

Prototyping pa— Hardware for
and Testing rge Real Time

Module M& Module M7 Module ME: Module M9: Module M10:
Neure-genetic Personalised Multimodal Data Encoding Online System
Prototyping Modelling Brain Data and Event Prototyping

and Testing Modelling Detection

FULL CONFIGURATION

Fig. 1 The NeuCube software development architecture for SNN applications on spatio and
spectrotemporal data

2 Application of NeuCube in Brain Data Modelling

NeuCube has been successfully applied to various case studies of Spatio-Temporal
Brain data (STBD), the most prominent of which includes Electroencephalography
(EEG) and Functional Magnitude Resonance Imaging (fMRI) data. Due to the
complex spatiotemporal nature of STBD, it is often abstruse to explore the pre-
dictive potential factors using standard machine learning techniques, which are
often used to examine EEG and fMRI data These techniques lack the ability to:
classify neurological dynamics that occur over the time, identify the involved brain
areas through meaningful brain-like visualization, and also quantify the information
involved. However, NeuCube based SNN architecture is shown to be capable of
such tasks and leads to better understanding of the human behavior through brain
data modelling, exemplified as follows:

Progression of Alzheimer’s Disease (AD) [3]: Motivated by the dramatic rise of
neurological disorders, we proposed an SNN architecture to model EEG data col-
lected from people affected by Alzheimer’s disease (AD) and people diagnosed with
mild cognitive impairment (MCI). The model developed allows for studying the AD
progression and predicting whether the MCI patients are likely to be developed to
AD over time. Figure 2 shows the spatiotemporal connections created in the SNN
models, one is trained with the initial measurement of EEG data (time ty) and the
other model corresponds to the EEG data recorded after three months (time t1) from
the same person. Referring to [3], the model enabled us to precisely visualize the
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(a) EEG signal collected at to (b) EEG signal collected at #;

Fig. 2 The progression of Alzheimer disorder is captured in decrement of SNN model
connectivity from ¢, to t;. Figure from [3]

alternation of EEG band-frequencies (Alpha, Beta, theta and Delta) influenced by
physiological brain ageing in AD patients.

Recognition of Attentional Bias using EEG Data [4]: Inspired by importance of
the attentional bias principle in human choice behavior, we formed a NeuCube
based SNN model for efficient recognition of attentional bias as influential factor in
consumers’ preferences. The model was tested on a case study of EEG data col-
lected from a group of moderate drinkers when they were presented by different
drink product features. Our case study findings suggest that a product brand name
may not significantly impress consumers by itself. However, when the name of a
brand comes along with an additional context, such as design, color, alcoholic or
non-alcoholic features, etc. it may direct the consumers attention to certain features
and lead the consumers to choose a product. In this particular case study, we found
that attentional bias towards alcoholic-related features had more outstanding effects
on the brain activity than the non-alcoholic features, as shown in the SNN con-
nectivity in Fig. 3.

Analysis of Perception and Production of Facial Expressions [S]: This is a
feasibility study of using the NeuCube SNN architecture for modelling EEG data
related to a facial expression-related task. Making use of the NeuCube model
allowed for the first time to discover the association between perceiving a particular
facial expression and mimicking the same expression. Our finding confirms the
biological principle of the Mirror Neurons System (MNS) [6] in human brain. As
illustrated in Fig. 4, we identified the role of mirror neurons can be dominant in
sadness emotion when compared with other emotions. Very similar areas of the
brain will be activated when someone perceiving sadness emotion versus mim-
icking the same. Figure 4d shows the biggest differences between SNN models of
perceiving and mimicking the sadness emotion.
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(a) SNNcube connectivity based on the alcoholic feature  (b) SNNcube connectivity based on the non-alcoholic feature

Fig. 3 NeuCube based SNN models trained on EEG data of alcoholic-related features in
(a) versus non-alcoholic-related features in (b). Figure form [4]

(a) (h) (€) (d)

Fig. 4 a Exposing emotional facial expressions on a screen (sadness in this example);
b connectivity of a SNN model trained on EEG data related to perceiving the facial expression
images by a group of subjects; ¢ connectivity of a SNN model trained on EEG data related to
mimicking the facial expressions by a group of subjects; d subtraction of the SNN models from
a and b to visualize, study and understand the differences between perceiving and mimicking an
emotion. Figure form [5]

Predicting the Outcome of Methadone Treatment in Addict Patients [7]: We
applied the NeuCube based SNN architecture to a case study of EEG data collected
during a cognitive task performed by three groups of subjects: (a) untreated opiate
addicts; (b) those undergoing methadone maintenance treatment (MMT) for opiate
dependence; and (c) a healthy control group. The experimental results proved the
following phenomena: (1) the NeuCube-based models obtained superior classifi-
cation accuracy when compared with traditional machine learning methods. (2) The
brain activity patterns of healthy volunteers were significantly different from people
with history of opiate dependence. The differences appeared less pronounced in
people undertaking MMT compared to those current opiate users. (3) The brain
functional pathways of the healthy volunteers were greater and broader than either
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people undertaking MMT or those opiate users. (4) The STBD patterns of people on
low dose of methadone appeared more comparable to healthy volunteers compared
to those on high dose of methadone (as shown in Fig. 5).

MMT dosc<60mg in 3D plot MMT dose>60mg in 3D plot

Fig. 5 The SNN models are trained on EEG data from people on low (left) and high (right) dose
of methadone. Figure from [7]

MNeuron connectivity evoked by reading an affirmative sentence Meuron connectivity evoked by reading a negative sentence

Fig. 6 The initial (A) and final (B) connectivity of a SNN model after training with two different
data sets, related correspondingly to: affirmative sentence versus negative sentence. The final
connectivity is also shown as a 2D projection (C). Positive connections are shown in blue while the
negative connections are in red. Figure form [8]
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Modelling and Classification of Cognitive FMRI Data [8]: We utilized the
NeuCube SNN architecture for modelling the benchmark STAR/PLUS fMRI
dataset [9] collected from subjects when reading affirmative versus negative
sentences.

The trained connections in the SNN model (shown in Fig. 6) represent dynamic
spatiotemporal interactions derived by the fMRI voxels variables over time. In this
study, tracing the 3-D SNN model connectivity enabled us for the first time to
capture prominent brain functional pathways evoked in language comprehension.
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Fig. 7 Brain activation detection and brain regions mapping in the SNN model trained by fMRI
data; (Aa) the 2-D SNN model activation maps for each class: watching a picture (Class Pic) or
reading a sentence (Class Sen); (Ab) Probability map estimated by t-test for Class Pic (left) and
Class Sen (right); (Ba) Locations of activation neurons in the averaged SNN model;
(Bb) Histogram of activated neurons with respect to different regions of interest (ROIs) for
each class. Figure from [10]
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We found stronger spatiotemporal connections between Left Dorsolateral Prefrontal
Cortex (LDLPFC) and Left Temporal (LT) while reading negated sentences than
affirmative sentences. The NeuCube SNN model resulted also in a superior clas-
sification accuracy of 90% when compared with traditional Al and statistical
methods.

In another research [10], we proposed a novel method based on the
NeuCube SNN architecture for which the following new algorithms were intro-
duced: fMRI data encoding into spike sequences; deep unsupervised learning of
fMRI data in a 3-D SNN reservoir; classification of cognitive states; connectivity
visualization and analysis for the purpose of understanding cognitive dynamics.
The method was applied to the STAR/PLUS fMRI dataset of seeing a picture versus
reading a sentence. The results are partially presented in Fig. 7 and fully explained
in [10]. The evolution of neurons’ activation degrees and the deep learning archi-
tecture formed in the SNN model is visualized at https://kedri.aut.ac.nz/neucube/
fmri.

3 NeuCube and Brain Computer Interfaces
(BCI) with Neurofeedback for Neurorehabilitation

In every 6 s, someone in the world becomes physically disabled due to a stroke. To
improve the quality of life of these stroke survivors, Neurorehabilitation aims at
rebuilding the affected brain motor functions through regular exercises. This intends
to strengthen the remaining neural connections by utilizing the brain’s ability to
build new neural pathways.

Decoding movements of the same limb is an important problem in BCI for
neurorehabilitation. Due to the non-invasiveness and high temporal resolution, EEG
has been widely used for decoding movements in BCI. However, less spatial res-
olution caused by the limited number of electrodes is a challenge for pattern
recognition. Previous studies on neural activities in motor-related areas of the brain
during physical movements provide evidences that approximately the same areas of
brain are activated during the movements of the same limb. Thus, classification of
movements of same limb from EEG results in less accuracy and limits applicability
of BCI for Neurorehabilitation. The state-based online classification module of the
NeuCube addresses this limitation and facilitates a BCI platform for Neuroreha-
bilitation. Using this approach we aim to detect the patient’s intention to move his
or her hand and pass the command to the rehabilitation robot. Figure 8 depicts a
basic overview of this approach which facilitates a brain state-based classification
of EEG signals using SNN.

The module encloses a Finite State Machine which acts as a finite memory to the
model and a biologically plausible NeuCube SNN architecture to decode the state
transitions over the time. The module follows the cue based (synchronous) BCI
paradigm. While the subject is performing the task, EEG signals are recorded and
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Fig. 8 Basic functional flow of BCI based neurorehabilitation through NeuCube SNN
architecture

classified. This classification output is used to control the rehabilitation robots
through human thoughts or intentions and also provides neurofeedback to help
them to improve their brain functions.

In line with development of the NeuCube based Neurorehabilitation, two cog-
nitive games (Grasp and NeuroRehab [11]) and one portable BCI have been
developed. The concept of cognitive game does not only give a “fun” factor to the
patients, but also trains them with the functionality of the product. These applica-
tions were developed for patients who have no voluntary muscular movements. The
patients are trained with an imaginary task, which involves them to imagine moving
a part of their body or a series of relatively complex muscle movements. A patient
is equipped with EEG cap on the scalp followed by the instruction on what to
imagine, so that the instructor can record the neural activity of the brain. Based on
the recorded data, a NeuCube model is trained, which can be used to control
objects. Once the training process is completed, the instructor performs an online
classification with a new EEG data. The classified output is converted into a control
signal, which controls the movements in the game.

Figure 9a is the Grasp game virtual environment, where a user is trained on how
to hold a glass through EEG data using the NeuCube.

Figure 9b shows the NeuroRehab game virtual environment [11] as a two class
problem, the aim of which is to move a ball either left or right depending on the
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(a) (b)

Fig. 9 a Grasp game virtual environment, where a user is trained on how to hold a glass using
NeuCube with EEG data; b NeuroRehab game virtual environment, where a subject is trained to
move a ball left or right. If a wrong direction is chosen, a negative mark is given. These exercises
are used to help the patients to improve their cognitive abilities

thought patterns of the patient. The patient can get the overview of how the
NeuCube SNN connections are being formed while he/she is trying to move an
object. Our preliminary studies [12] showed that in compared to standard machine
learning algorithms, NeuCube enabled us to obtain higher pattern recognition
accuracy, a better adaptability to new incoming data and a better interpretation of
the models.

For the purpose of making our software and hardware inter-compatible, but
keeping in mind of the cost and better power consumption, we use Portable BCI’s.

Portable BCI devices can be used for different application areas such as Neu-
rorehabilitation, cognitive gaming or to control a prosthetic limb. Currently we are
developing a portable BCI using the NeuCube SNN architecture to dynamically
extract knowledge from brain data in real time. NeuCube being a multiplatform
software, it can be easily integrated with the Raspberry Pi, which is cost effective
and is widely used for prototyping software to hardware interactions.

4 NeuCube Personalized Modelling in Neuroinformatics
and Bio-informatics

NeuCube advanced data analytics offers improved personal outcome prediction,
personalization of treatment and understanding through identifying the most pre-
dictive factors for a person.

In Neuroinformatics, the NeuCube personalized spiking neural network (PSNN)
model presents for the first time the integration of static data and dynamic STBD
using SNN architecture and the approach from [13] and [14]. We hypothesize that
personalized modelling with SNN could be successfully used, if the models learn
from the most informative STBD samples, which are selected based on clustering of
integrated static-dynamic data. In this approach, instead of building a global model
and training it with STBD of the whole subject population, for every person, we
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will build a PSNN model to train it only on STBD of those subjects who have
similar integrated factors:

e For an individual, a neighborhood of samples is collected based on similarity in
integrated static-dynamic data variables.

e A model is built using NeuCube on streaming data from the neighboring
samples to predict an outcome for the individual.

NeuCube based PSNN user interface is graphically shown in Fig. 10. In [15], the
proposed personalized modelling approach was applied to a case study of “response
to treatment” using EEG data for predicting the outcome of Methadone treatment in
addicts. The PSNN models trained on a subset of informative EEG data resulted in
a higher classification accuracy when compared with global SNN models. In
addition, they can be used to reveal individual characteristics on brain activities that
can be used to find the best patient- oriented treatment.

In bioinformatics, personalized modelling within NeuCube was successfully
applied to the determination of functional dysrhythmias of the stomach, whilst
preserving the spatial/temporal relationships present. The contraction of muscles
that facilitate the movement required in the stomach are generated by pacemaker
cells and propagated via electrical slow waves. The disruption to the normal
rhythms of these waves results in various digestive disorders which include gas-
troparesis, unexplained nausea and vomiting, and functional dyspepsia [16], which
do not have biological or bacterial causes.

Gastric slow waves are recorded using Electrogastrography (EGG) on the skin
surface. This study sampled the slow waves at 100 Hz with the patient at rest,
utilizing a sensor mesh of 851 nodes covering the entire stomach. In stage 1 only 4
different types of dysfunction were tested, and then expanded to 6 types in stage 2
with the inclusion of irregular irregularities. Two aspects of personalized modelling
set it apart as the application of choice are the ability to model successfully with low
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Fig. 10 A block diagram of the NeuCube based personalised modelling approach. Vector-based
static data is available, each vector represents personal static clinical features. For every new input
person xi, K-nearest samples are selected based on similarity in integrated static and dynamic
STBD to sample xi. Then the STBD of neighbouring subjects are used to train the personalised
SNN model
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sample numbers, and the prediction of single samples. Couple this with the ability
to specify node locations within a functional network in NeuCube, a greater degree
of inherent complexity and interaction is retained by the model. In this study only 7
samples were available for each dysfunction. In stage 1 a determination accuracy of
100% was achieved for each dysfunction, but only after the introduction of a
specific flexible structure within the NeuCube network. The 851 input nodes were
located according to their physical locations, and a “computational” cube added to
help differentiate each dysfunction. In Stage 2 various structural dimensions of the
network, number of training cycles, and parameter optimization is included. On first
inspection the results were surprising in that a smaller computational cube
(Fig. 11a) was better along with a single training cycle. The pattern of input node
activation was recorded and can be used to assist in the understanding if wave
propagation throughout the system. The overall pattern of node activation was seen
to be different for each dysfunction. Figure 11b shows one such pattern, for cov-
erage of the results of stage 1 as explained in [17].

Spike encoding using the moving window method was used throughout with a
threshold set to capture small changes in input signal. This allowed the distinction
amongst dysfunctions especially as some dysrhythmias can occur at the same
frequency as normal activity [18]. All but one dysfunction in stage 2 were predicted
accurately. Reentry dysfunctions, both anterior and posterior, are known to be the
most dynamic and therefore difficult to determine in conjunction with their often
very close resemblance to Ectopic Pacemaker signals. This was evident in our
results, along with the successful prediction of non-dysfunctional time segments.

To the best of our knowledge this study is the first to apply this type of mod-
elling to EGG slow wave signals. It also demonstrates the diversity of the NeuCube
architecture, and that irregular irregularities in signals are detectible where previ-
ously they have been notoriously difficult.
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Fig. 11 a NeuCube node layout. Yellow nodes are input, blue are computational nodes;
b example of average input node activation
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5 Risk of Stroke Prediction

Stroke is a silent killer and a major cause of disability. About 80% of strokes can be
prevented through control of modifiable risk [19, 20]. Many studies [21-23] discov-
ered associations between environmental variables toward increment of stroke risk.

Moving toward personalized preventive measures, we applied an individualized
approach during two seasons (winter and spring) based on individual’s risk factors
(hypertension, smoking, alcohol, diabetes, obesity and high cholesterol) through
various environmental variables (weather characteristics, solar activity, air pollu-
tion) measured daily over 60 days before the stroke onset. Daily environmental data
were collected through the following 12 variables: wind speed; wind chill; dry bulb
temperature; wet bulb temperature; temperature max; temperature min; humidity;
atmospheric pressure; sulphur dioxide (SO,); nitrogen dioxide (NO,); ozone (O5);
and solar radiation. Using the NeuCube-based model, we created personalized
models of 46 randomly selected individuals to validate whether the combinations of
inclement environment condition increase the risk of stroke occurrence in an
individual with modifiable risk factors. This model also assisted to understand the
relationship and interactivity exist in the combined environmental factors on indi-
vidual level of risk. Finally we determined the earliest time point to best predict the
risk of stroke incident for individual as preventive measures. Based on biological
plausibility of association between stroke and weather/environmental characteris-
tics, the time window between days 60 and 40 before the stroke event was used as
‘low risk’ days and the days in the interval between 2nd and 20th day before the
event—as ‘high risk’ days.

Figure 12 shows the low risk and high risk deep patterns in two learned SNN
models for one subject in the winter season (subject id: 9). These patterns assist us
in interpreting the specific risk triggering environmental factors for individual. For

() '_ (b)

Subject 9 in class 1( winter) Subject 9 in class 2( winter)

Fig. 12 Individual analysis of subject 9 for winter case study in low risk class in (a) and high risk
class in (b)
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example high risk can be predicted for this subject if atmospheric pressure changes
first followed by wind speed, temperature wet, temperature max, temperature dry,
sulfur dioxide, humidity, nitrogen dioxide, wind chill, ozone gas and temperature
min sequentially.

Using the NeuCube based models for classification problem (class 1: low risk
and class 2: high risk), we obtained excellent total accuracy of 95% in winter and
85% in spring for one day ahead stroke risk prediction.

6 Predicting and Understanding Response to Treatment
in Biomedical Environment: A Case Study of Clozapine
Monotherapy

This study was conducted as part of a large cross-sectional study investigating
clozapine (CLZ) response in people with treatment-resistant schizophrenia
(TRS) using EEG, MRI and genetic information. CLZ is uniquely effective for
treatment-resistant schizophrenia. However, many people still suffer from residual
symptoms or do not respond at all (ultra-treatment resistant schizophrenia; UTRS)
to CLZ. In this study, our aim was to build a predictive model for discriminating
CLZ monotherapy respondent and non-respondent individuals using multimodal
brain data.

For the purpose of our investigation, we used a subset of data (resting state fMRI
and DTI data with the intention of classifying subjects into groups with either TRS
or UTRS. Both fMRI and DTI data for each subject were registered to a subject
specific structural image and normalized to the MNI-152 2 mm atlas [24, 25].

As the fMRI data was collected during resting-state, the mean activity and
deviation of activity from the voxels over time is negligible compared to
task-driven fMRI data. Since a major component of our model is time dependent,
we hypothesize that the discriminatory information is hidden in the voxels with
significant variation in the activity over time. We selected a set of voxels with an
absolute mean standard deviation of greater than 105. The final preprocessed
dataset consists of one fMRI trial and one DTI trial of 2318 voxels per subject.

To create a personalized SNN model of the NeuCube, we proposed the new
aiSTDP learning algorithm to train a set of 1000 computational spiking neurons,
randomly scattered around the input neurons. The experimental results were
reported after a grid based hyper-parameter search using the leave-one-out vali-
dation protocol. The best model achieved an overall cross validated accuracy of
72%. The area under the ROC curve for this model was 0.72. Evaluation of the
confusion matrix showed equally distributed true positive/negative (UTRS: 73%,
TRS: 71%) and false positive/negative (UTRS: 27%, TRS: 29%) rates.
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Table 1 Comparison of classification performance by different pattern recognition methods on
the binary classification task

Method Data Accuracy TP rate (%) TN rate (%)
(%)

Personalized fMRI + DTI 72 73 71

SNN + aiSTDP

Personalized SNN + STDP fMRI 56 55 57

SVM [23] fMRI 64 64 71

AutoMLP [24] fMRI 60 60 64.2

We have further compared the classification performance of the model built on
fMRI and DTI with models built using only fMRI through a number of pattern
recognition algorithms (see Table 1). For modelling fMRI data, we have used three
different algorithms. The personalized SNN + STDP method uses the canonical
STDP to update the weights of the SNN model in the NeuCube architecture. The
other two algorithms used are the standard machine learning algorithms like SVM
and MLP. The proposed personalized SNN + aiSTDP outperformed the other
algorithms, not only in the overall accuracy of the model but in the true positive and
true negative metrics, which allows the model to be the most robust of all. Fur-
thermore, we have individually scrutinized the connection weights of the SNN
models trained on TRS and the UTRS groups, generated by the aiSTDP learning
algorithm. Figure 13 shows a comparison of the strongest mean connection weights
of the TRS and the UTRS groups. The majority of the strong connections are
created in the lower cerebellum and thalamus. It has been shown that by connec-
tions via the thalamus, the cerebellum innervates with motor cortical, prefrontal and
parietal lobes [26]. Following cerebellar damage, neurocognitive symptoms and a
cognitive affective syndrome including blunted affect and inappropriate behavior
have been shown [27]. Our findings confirm the recent fMRI and PET studies that
have demonstrated the involvement of cerebellum and thalamus in sensory dis-
crimination [28], attention [29], and complex problem solving. All these functional
modules are impaired in people with schizophrenia. Also a large density of strong
connections is observed in the cerebellum region in the UTRS group compared to
the TRS group. Similarly, larger number of strong connections are present in the
thalamus region of the TRS as opposed to UTRS.
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Fig. 13 Visual comparison of the strongest connections (mean weight across subjects within a
group) formed in the SNN model of the TRS (the top) and the UTRS group (bottom row). The
yellow colored cluster represents the input neurons and the green neurons are the computational

spiking neurons

7 Seismic Data Modelling for Earthquake Prediction

Several computational intelligence approaches have extracted features from earth-
quake records of a particular region to predict aftershocks (smaller earthquakes
happening hours to weeks after a major event), using empirical relations from
geophysics such as the b-value (Gutenberg-Richter Law), Béth’s Law, and Omori’s

Law.
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Fig. 14 a The SNN model is trained on a single earthquake in Christchurch area, from 5 days
before and up to 1 h before the actual event; b the SNN model is trained on seismicity data from
52 sites across New Zealand, from 5 days before and up to 1 h before historical large earthquakes
in Canterbury region The NeuCube SNN models were trained by seismicity data from 52 sites
across New Zealand, from 5 days before and up to 1 h before historical large earthquakes in
Canterbury (illustrated in Fig. 14). The dynamics of the SNN model learning process is visualized
at https://kedri.aut.ac.nz/neucube/seismic

Recently we used multiple time-series readings of seismic activity prior to the
earthquake, applying the NeuCube based SNN architecture towards earthquake
prediction in New Zealand. Seismometer readings from the GeoNet web services
(by GNS science, New Zealand) have been used for earlier prediction of an
earthquake. We have used the NeuCube architecture to build an early prediction
model and tested the prediction performance on the retrospective events in the
Christchurch region of New Zealand. This region experienced major earthquake
from 2010 to 2015. The NeuCube models predict severe earthquakes with
remarkable accuracy, ranging from 75% at 24 h before the event, to 85% at 6 h
before, and 91.36% at 1 h before.

8 NeuCube Spatio-Temporal Pattern Recognition
from Satellite Images Remote Sensing

Spatio-temporal pattern recognition in remote sensing is a complex problem and the
most commonly used models for dealing with temporal information. However,
based on Hidden Markov Models (HMM) and traditional artificial neural networks
(ANN), they have limited capacity to achieve the integration of complex and long
temporal spatial/spectral components because they usually either ignore the tem-
poral dimension or over simplify its representation.
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Predicted Yeild (t/ha)

Fig. 15 Comparative analysis of the predicted yield versus the true yield for every year
(2000-2013) using different numbers of features. Figure form [30]

SNN explicitly encodes temporal information by transforming input data into
trains of spikes that represent time sensitive events. Our work introduced the very
first SNN computational model for crop yield estimation from normalized differ-
ence vegetation index image time series. It presented the development and testing of
a methodological framework which utilized the spatial accumulation of time series
of Moderate Resolution Imaging Spectroradiometer 250 m resolution data and
historical crop yield data to train an SNN to make timely prediction of crop yield.
The research also included an analysis on the optimum number of features needed
to optimize the results from our experimental data set. The proposed approach was
applied to estimate the winter wheat (Triticum aestivum L.) yield in Shandong
province, one of the main winter-wheat-growing regions of China. Our method was
able to predict the yield around six weeks before harvest with a very high accuracy.
Our methodology provided an average accuracy of 95.64%, with an average error of
prediction of 0.236 t/ha and correlation coefficient of 0.801 based on a nine-feature
model [30] (Fig. 15).

9 Conclusions

This chapter describes the feasibility study of the Kasabov’s NeuCube based SNN
architecture for different prominent applications of spatio/spectro temporal data.
NeuCube SNN development system along with a benchmark EEG data are avail-
able at http://www .kedri.aut.ac.nz/neucube.
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Abstract The design and implementation of Data-Driven Fuzzy Models (DDFMs)
to learn balanced industrial/manufacturing data has demonstrated to be a popu-
lar machine learning methodology. However, DDFMs have also proven to perform
poorly when it comes to learn from heavily imbalanced data, particularly in manu-
facturing systems. In order to tackle real-world imbalanced problems, we propose a
DDFM for rail manufacturing classification. This framework includes Feature Selec-
tion, iterative information granulation, and a Fuzzy Decision Engine (FDE) that is
based on an Interval Type-2 Radial Basis Function Neural Network (IT2-RBF-NN).
The proposed modelling framework is then tested against a real manufacturing case
study provided by TATA Steel, UK. Simulation results showed the proposed frame-
work outperformed the generalisation properties of various well known methodolo-
gies including a DDFM that employs the RBF-NN of type-1.
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1 Introduction

The popularity of data-driven models usually lies on the exploitation of their learn-
ing capabilities, for example via the integration of several machine learning method-
ologies. Particularly, in pattern recognition Bayesian networks, Neural fuzzy sys-
tems, decision trees, nearest neighbour and support vector machines have played an
important role in the classification of balanced data [1]. Nevertheless, to most clas-
sifier learning algorithms an imbalanced class distribution is not assumed [1]. The
problem of learning from imbalanced data is characterised as having more instances
of a number of classes over others. This leads to a significant compromise to the
performance of most machine learning methodologies. Notably in systems such as
security networks, manufacturing processes, internet and finance, the understanding
of knowledge discovery and analysis from raw imbalanced data is crucial [2]. The
nature of imbalanced data is exhibited when the distribution of classes is unequal.
As mentioned in [2], the common proportion of class imbalances are on the order of
100 : 1, 1000 : 1 and 10000 : 1. In this paper we focus on a two-class imbalanced
learning problem for Rail data classification. In particular, a DDFM offers a num-
ber of advantages that include the mechanism for explicit knowledge representation
in the form of transparent IF-THEN rules, a mechanism of human-like reasoning
expressed through linguistic terms, and the ability to approximate non-linear func-
tions [3, 4]. The proposed DDFM framework takes advantage of the state-of-the-art
in granular computing [5, 6], feature selection and bootstrapping [7] in order to cre-
ate a system that is tolerant to imbalanced data. The proposed approach is tailored to
the manufacturing case study of steel making and rail manufacturing. However, the
framework is generic and could be used in other similar cases.

The remaining of this article is structured as follows: Sect. 2 provides an overview
of the rail manufacturing case study and associated challenges. Section 3, describes
the framework of the proposed Data Driven Fuzzy Model (DDFM). In order to verify
the performance and applicability of the DDFM, a number of simulation results are
presented in Sect. 4. Finally, Sect.5 conclusions and recommendations for future
work are presented.

2 Overview of the Rail Production Data

The case study in this article, and the associated data set are relevant to the manu-
facturing of rails, which includes: (1) steel making, (2) continuous casting, and (3)
rolling and finishing sub-processes as illustrated in Fig. 1. Different grades of steel
can be obtained through a chemical reduction process of iron ore and scrap by using
an integrated steel manufacturing process that removes impurities and adds alloying
elements. Primary in steel making, a basic oxygen process consists of a top-blown
oxygen furnace in which molten blast-furnace iron and scrap are refined into liquid
iron usually called hot metal. Chemical and physical reactions, including oxidation
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Fig.1 Railway F
Manufacturing Route (taken )
from [7]) 3*

1. Steel making Process 2. Continuous Casting

[;J. Finish and testing Iq 3.a. Rolling —

that results from this process reduces impurities such as carbon, phosporus and man-
ganese. Thus, the molten iron is then converted into steel where its chemical structure
is adjusted via a secondary steel making process that consists of desulphurisation
and alloy addition. In the process of continuous casting, the molten metal is trans-
ported to multi-strand continuous casting machines where is solidified into 8-tonne
steel blooms and then re-heated for subsequent rolling in the finishing mills which
produce rails of over 100 m in length. Continuous casting is also used to improve
the quality, cost efficiency and to increase productivity in rail manufacturing. Non-
destructive testing (NDT) is carried out to verify whether each rail follows strict
standards for internal and surface quality.

2.1 Rail Manufacturing Data

The original data provided by TATA Steel, UK consists of more than 218,000 data
records which includes 137 process attributes. Preliminary analysis reveals a heav-
ily imbalanced two-class distribution—where the majority class represents approx-
imately 96% out of the total number of rails whose quality is considered good or
no-defect. Therefore, the minority class in this particular data sample represents less
than 4% of rails that do not meet the standards of quality (‘defect’). A pre-processing
stage was carried out in order to normalise the data between [0, 1] and a sub-set con-
sisting of 9,000 complete records for the purpose of modelling was extracted. As it is
illustrated in the flow diagram in Fig. 2, a Feature Selection (FS) step that is detailed
in Sect. 3 is then performed to select the most relevant and less redundant features
that better represent the nature of the rail data set. The major aim of the FS step is
to reduce the complexity and computational load of of the extracted data set to be
processed.
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Fig.2 Strategy for
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In this section, the framework of the proposed DDFM is described in terms of two
main stages as illustrated in Fig. 2 [8, 9], i.e.: (1) a process of iterative data granula-
tion for knowledge discovery and (2) the creation of a Neural Fuzzy Model (NFM)
whose main FDE can be viewed either as an IT2-RBF-NN or a RBF-NN for rail
quality prediction. Granulation aims to produce a set of compact granules used as
labels for an ensemble of fuzzy sets [9] as semantic conditions that any fuzzy model
should meet to achieve a low-level interpretability. Therefore, each granule is dis-
tinctive enough from each other to represent a set of input vectors via the creation of
a multidimensional linguistic term with a clear semantic meaning along the universe
of discourse [9].

We exploit granulation in order to achieve a specific level of interpretability and
to create a set of initial fuzzy rules for the NFM. Under some mild conditions [10], in
the second stage an IT2-RBF-NN is used as a NFM which is functionally equivalent
to Fuzzy Logic Systems of type-2 (T2-FLSs). In order to construct the NFM, a two-
part procedure must be performed. In the first part, an oversampling bootstrapping
approach is used to balance the pre-processed input data. In the second part, the
resulting balanced data is fed into the IT2-RBF-NN in order to optimise the fuzzy
linguistic rules provided by the granulation [5]. The framework for the creation of
the DDFM is illustrated in Fig. 2.
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Algorithm 1 Fast Correlation-Based Filter Strategy.

Input: 9: F, = getNE(S,, ., F,)";
S(F\,F,,....,Fy,0) > Training data set  10: lf (F, <> NULL) then
é > Pre-defined threshold 11: do
Output: S,,,, 12: F’ =F;
1: procedure : 13: 1f U,, =2 SU, ) then
2 fori=1t N do 14: remove F, from (Sml);
3 Calculate SU; . for F;; 15: F getNE(Slm’ F’ )
4 if (SU,, > ) then 16: elseF = getNE(S), t,F %
5: append F; to S}, ; . "
st 17: while (F <> NULL)
6 order S 1n descending SU; ic value; ) )
7. F,=getFE(S, ) 18: F, = getNE(S,,.. F,);
8 d ° 19: whlle (F <> NULL)
20: Spest = Smr

3.1 Fast Correlation-Based Filter (FCBF) for Feature
Selection

In this research work, a fast correlation-based filter strategy is introduced [3] in
order to select a subset of the most representative features of the process dynam-
ics. The algorithm yields the most relevant and less redundant features out of the
pre-processed initial data set. The steps involved during the FCBF are illustrated in
Algorithm 1 [3]. The FCBF estimates the associated uncertainty of a random vari-
able based on the information-theoretical concept of entropy [11]. Thus, the entropy
of the attribute X; in relation to the attribute X; can be obtained as:

HX,1X)) = = Y P(x) Y\ P(x;|x)log, (P(x;]x,)) (1)

j=1 i=1

where X; = {x,, ... 2 Xy, },n={ny,n,,...,n,} is the total number of elements in the
attribute /, P(x;) and P(x;]x;) is the prior and posterior probability of X;, respectively.
The “Information Gain” defined in Eq. (2) can be interpreted as the decrease of
entropy of the attribute X; given X.

IG(X1|XJ) = H(XI) - H(X1|XJ) 2

If IG(X;|X;) > IG(Xk|X;), then X is more correlated to X; than to Xg. In other
words, the resulting information gain ‘/G’ is biased to those features that contain
more values. The FCBF uses a Symmetrical Uncertainty measure SU that is nor-
malized to the range [0, 1] in order to compensate for information gain’s bias toward
features with more values [3]. Where 1 represents the highest correlation value for
any two features and O indicates that are independent.

I getFE and getNE denote the operation for getting the First and Next Element of the list.
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SUKX X):2*M 3)
L HX)+ H(X,)

The SU is used as a goodness index for feature selection (including the class C) and
it involves two main steps:

1. Evaluate the relevance of each feature.
2. Discriminate features that are redundant.

Here, the majority class is employed to evaluate the associated relevance and redun-
dancy of each attribute/feature. More specifically a data set S contains n features and
aclass C. SU; . denotes the correlation between the feature F; and the class C. A sub-
set S’ of relevant attributes can be extracted from S based on a predefined threshold 5,
such that VF; € §';1 < i < N,SU; - > 6 [12]. In relation to the redundancy that may
be caused by each feature, in [3] the authors proposed the concept of predominant
correlation to remove those features that do not contribute with information iff there

exista SU; ¢ > 6, and VF; € §'(j # i) such that there is no F; where SU;; > SU; .

3.2 Iterative Information Granulation

Iterative information granulation is a clustering technique that uses a compatibility
measure that defines how good is the merging operation of any two granules A and
B [6, 13, 14], that is:

cardy g /Cardilanityyax >

—aX
compat(A,B) = Dyy — dy g X e< La.B/Lengihax

“4)

where

dyp= ZZ=1 wi(max(uyy, :Bk) = min(ly, L)) )

Such as Dy, Lengthy,x and the term Cardinality,;,y is the maximum possible
distance and length of a granule and the total number of granules in the data set
respectively. d, p is the weighted multidimensional average distance of the resulting
granule with w; playing the importance weight for the dimension k, k=1, ...,n.In
Eq. 4, a weights the requirements between distance and cardinality/length. In Eq. 5,
4 and uy, are the lower and upper limits (corners) of the granule A respectively
and L, is the multidimensional length of the resulting granule. Hence, an iterative
process of granulation can be stated as:

 Find the two most ‘compatible’ information granules A and B and merge them
together as a new information granule containing both original granules.

« Repeat the process of finding the two most compatible granules until a satisfactory
data abstraction level is achieved. Thus, the final set of the derived information
granules are used as the initial rule-base of the DDFM.
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3.3 Bootstrapping

In this article, we focus on a two-class imbalanced real data set for Rail quality classi-
fication. Particularly in this data set, a high proportion of rails are considered to fulfil
the quality standards (majority class) and only a small number of rails are rejected
(minority class). Thus, the quality classification may not be reached with the current
data set structure. In a like manner to [15, 16], here an oversampling bootstrapping
technique with the same mean is suggested since [17]:

« Oversampling changes the class distribution of the Rail data set.
» The oversampling is straightforward to implement and avoids any loss in informa-
tion.

3.4  Parameter Identification of the NFM via the Application
of an Oversampling Bootstrapping

The basic idea behind the implementation of the oversampling bootstrapping for the
parameter identification of the NFM is described in the flow diagram presented in
Fig. 3. According to Fig. 3, the application of the bootstrapping involves two main
loops. The outer loop initialises an index R,, to control the level of imbalanced
data and its associated limits [R,,,;,, R,,..]- Ry, represents the ratio of the number

min?®

iter = 0, Set Ry = Ryin

!

Generate resample data .
[« Increment Ry, and find M
for Ry, Set M = M,
Parameter identification of the l
NFM using M fuzzy linguistic rules
No

No

|

[ Select the optimum Iém and NFM ]

!

@

Fig. 3 Parameter Identification of the NFM by using the Bootstrapping strategy
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of samples (nodefect rails) that belong to the majority class (R, i) to those sam-
ples (defect rails) that belong to the minority class (R,,;;,,,)- For our case study,
Ry = Rygiority!/ Ryinoriry = 19- Initially, Ry, = R,,;, and then increased with a prede-

fined step A,,,, until R, = R, .. The inner loop consists of identifying the parameters
of a NFM via a two-step fuzzy process that is repeated M, ,, — M,;, times. The first

step involves the granulation of the pre-processed input data which may contain the
most relevant and less redundant features. The output of the granulation process is a
number of fuzzy linguistic constraints M that are used as the initial Fuzzy Decision
Engine (FDE) in the NFM. In the second step, the IT2-RBF-NN [13, 18] optimises
the FDE by using an adaptive gradient descent approach. At each iteration of the
outer loop the parameters that produce the highest classification performance are
recorded, thus the value of M ranges in the interval [M,;, — M,,,.]. Finally, to evalu-
ate the performance of each binary classification experiment we use the metrics: (a)
specificity, (b) sensitivity and (c) accuracy [16, 19]. For binary classification of the
rail quality we use 0 and 1 to denote the majority and minority class respectively.
While specificity measures the proportion of negative samples (majority class, TN)
that are correctly classified by the NFM, sensitivity measures the proportion of pos-
itive samples (minority class, TP) that are identified correctly, and accuracy is the
overall percentage of both categories.
Thus, such metrics can be calculated as follows:

TN

Specificity = — Y 6
pecificity = 5" "Fp ©)
Sensitivity = _TIr @)

TP + FN
Accuracy = N + 1P 3

TP +TN + FP + FN

where FP and FN are good rails predicted as rejected rails and rejected rails pre-
dicted as good rails respectively. Therefore, the output of the bootstrapping strat-
egy is the most appropriate number of fuzzy linguistic rules ‘¥’ and the optimum
R,. The power of the RBF-NN viewed as a NFM [10] lies on its ability to add
expert knowledge and approximate non-linear functions by using kernel functions.
In Fig.4a, a typical taxonomy of the RBF-NN of type-1 is illustrated. The bal-
anced input vector 76[, = {x,...,x,} includes data obtained by the application of
the bootstrapping methodology. The NFM is viewed as a multi-input-single-output
(MISO) FLS f : U C R* - R is considered having n inputs x, € [x,,...,x,]T €
U, X Uy X .. X Up.. X U, 2 U where the ith fuzzy rule has the form:

R :IF x, isF‘i and ... x; isF,’; and ...
and x, is F/. THEN yis G'; i=1,....M  (9)
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bié ), Receptive field units-RUs
~

Input layer  Kernel nodes Output layer Interval RBF layer
(a) RBF Neural Network of Type-1 (b) Interval Type-2 RBF Neural Network

Fig. 4 Radial Basic Function Neural Network of a Type-1 and b Interval Type-2 used as FDE

And F! X ... X F! = A, hence Eq. (9) can be expressed as:
R" 1 FIX.XF -G =A>Gi=1,..M (10)

A rule R' is described by Hri Xy Y) = Hpilxy, s X, ¥, Where X, = [xy,...,x,] €
X, ...,Xp = RP. The following implication (Mamdani) can be used:

i G 3) = Haiis G ) =TIy b () % i) (11)

where each firing strength f; is defined as ppi (55],, Y) = Hpigi (5'cp, y) = f;. Compared to
the RBF-NN of type-1, the IT2-RBF-NN directly handle rule uncertainties. For that
reason, an [T2-RBF-NN with variable standard deviation and a Karnik-Mendel type-
reducer is used (See Fig. 4b). The membership function (MF) used for the simulation
results is a n-dimensional Gaussian primary MF having a fixed mean m;C and an
uncertain standard deviation o; defined as

3 —mi?
fiG,) = exp [— I, — il

oy ],a,.e[a},af] 12)
0;

Correspondingly, the n-dimensional upper MF]_‘i is

n i\2
1 X —m - .
exp l_W] éfi(mz’ail;}p) (13)
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and the n-dimensional lower MF f; is computed as:

n i\2
4\ Xp—m .
exp l——zk_l ((0_1;)2 k) ] é]_”i(m;,af;}p) (14)

4 Simulation Results

In order to investigate the efficiency of the proposed DDFM a number of simulation
results were carried out by using a different number of fuzzy rules ranging from 3 to
6 and presented according to the performance produced during the identification of
the parameters of each methodology (training) and the associated testing. We used a
two-class imbalanced data set of 218, 000 x 137 vectors which were collected from
a rail production line and provided by TATA Steel, UK. A representative rail data
set that consists of 9000 X 137 dimensional complete feature vectors was extracted.
Consequently, the pre-processed rail data set was divided into two sets, namely: 60%
of the data set was used for training and 40% for testing the performance of the
proposed DDFM. As described in the previous section, feature selection was applied
via the FCBF with a correlation threshold 6 = 0.2 to the training data. In Table 1, the
most relevant and less redundant features found by applying the FCBF are presented.
As can be seen from Table 1, those parameters that are associated to temperature,
flow, position and speed appear to be the reduced set of variables that better describe
the rail manufacturing process.

In Table 2, we compare the simulation results between the proposed DDFM and a
number of other popular methods including the RBF-NN of type-1. Results show that
the highest accuracy was produced by the IT2-RBF-NN, while the ANFIS exhibited
the poorest performance [16]. A technique based on fuzzy support vector machines
(F-SVMs) proposed in [15] to address the rail quality classification that is highly
imbalanced is also presented in Table 2. From our results, it was found that the opti-
mal number of fuzzy rules is 3, and the appropriate ratio R, = 3. In Fig. 5a and b,
the accuracy performance of the integrated bootstrapping methodology during the
parameter identification of the NFM and the associated testing stage that uses the
IT2-RBF-NN are illustrated.

We observed from Fig. 5 that the associated accuracy is a compromise between
specificity and sensitivity. In other words, the accuracy tends to decrease when the
number of oversamples is reduced. Thus, the classification performance that corre-
sponds to the testing stage is presented in Fig. 6. We use a classification threshold of
0.5 for the correct identification of the majority (left section to the red line, 95.22%)
and minority (right section, 92.45%) classes. As can be seen from Fig. 5 and 6, the
accuracy decreased sharply when R), > 4. Fig. 7 is an example of the model’s simu-
lation for the features that correspond to the degasser 1 and the tundish 2. It is clear
in Fig. 7 the positive correlation of the tundish 2 temperature with poor real quality,
however the input of the degasser 1 is less pronounced. Finally, the rule-base fuzzy
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Table 1 Input ranking using the FCBF for feature selection

47

List of the most relevant and less redundant features

No | Feature No | Feature No | Feature
1 Grade 16 | Tundish W Ar Press 31 Casting Speed Max
Mean
2 MSM Bloom 17 Tundish W Ar Flow 32 Cast Change Bloom
Mean
3 Strand Cut 18 Arrive Caster Time 33 Arrived degas time
Stamp
4 Time 1000 to Discharge | 19 Steel Grades 34 Gross Fill Rate Max
5 Last Time Ladle used | 20 | Tundish 1 35 Area
6 Pre-heat Time 21 Vacuum Mean 36 Tundish 2
7 Arrive STIR Time 22 Time Stir 1 Time Stamp | 37 Time Deg 1 Time
Stamp Stamp
8 Time Tundish 5 Time | 23 Tundish E Ar Press 38 Degasser
Stamp Mean
9 Time Tundish 4 Time | 24 Prev freecutter 39 Mould Level SDev
Stamp
10 | Tundish Stopper SDev | 25 Time Tundish 3 Time | 40 Degasser 1
Stamp
11 | Section Code 26 Tundish 4 41 Discharge Time
Description
12 | Tundish on Gas Time 27 Time out of furnace 42 Ladle Wt Min
13 | Gas Generation 28 Tundish 3 43 Bloom Length
14 | Time Tundish 1 Time | 29 Tundish 6 44
Stamp
15 | Tundish E Ar Flow 30 Time LMF 1 Time 45
Mean Stamp
Table 2 Performance of the proposed DDFM witha Ry, =3
NFM Model Ry Specificity % Sensitivity % Accuracy
Training
RBF-NN 3 94.25 93.01 93.75
IT2-RBF-NN 3 92.12 96.89 94.50
ANFIS [16] 2.5 67.00 62.00 64.50
F-SVM [15] - 80.00 72.00 76.00
Testing
RBF-NN 3 92.10 93.67 93.14
IT2-RBF-NN 3 92.45 95.22 95.82
ANFIS 2.5 65.00 63.00 64.00
F-SVM - 74.00 64.00 69.00
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Fig. 6 Testing Performance by using a DFE based on the IT2-RBF-NN

model that is created during the optimisation of the IT2-RBF-NN is presented in
Fig.8.

It can be seen in Fig. 8 that the three generated information granules/rules are
associated to a unique rail quality outcome (poor, medium, good), and each out-
come is associated to a specific set of features/inputs. The proposed DDFM exploits

approximate similarity measures based on interval Gaussian functions to generate
an interpretable and simple system.
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Fig. 8 Final Interval Type-2 Fuzzy Decision Engine using a representative set
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5 Conclusion

In this article, a Data-Driven Fuzzy Model (DDFM), whose main Fuzzy Decision
Engine (FDE) is based on the Interval Type-2 RBF Neural Network (IT2-RBF-NN),
is used as the core facet of a modelling framework for imbalanced data classifica-
tion. The proposed classification is carried out through an iterative procedure that
includes a stage for identifying the most relevant and not redundant features, a stage
for capturing knowledge/information and creating the initial structure for the model
via an iterative information granulation approach, and finally a a bootstrapping-
guided methodology used to tackle data imbalance and identify the optimal parame-
ters for the Neural Fuzzy Model (NFM). The overall framework is designed to specif-
ically address the issue of imbalanced data in data-driven modelling for manufactur-
ing/industrial processes. The case study under investigation is steel-making and rail
manufacturing, towards the data-driven classification of manufacturing defects. Sim-
ulation results are created to demonstrate the performance of the proposed frame-
work on data gathered from an active industrial process at TATA Steel, UK. The
performance of the proposed work was further explored and compared against other
popular methods in this field. Results show that the bootstrapping-guided approach
can have significant impact on the performance of the data-driven model, particularly
in the ability of the model to recognise (predict) new data (data that were not used
in the learning/training process) with an overall performance of > 90% accuracy.
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Abstract Several network flow models are considered in the present work for
transportation of resources—material, financial, communication, commodities,
services etc. and the risks related to them at transportation on the network the goal
being to achieve maximal flow of minimal risk and minimal payment for the risk,
e.g. minimal insurance cost. Five models are proposed. In some of them the flow is
maximized and risk is not considered as a network flow in others it is otherwise—
the risk is minimized and the resource flow does not observe the flow conservation
requirements in the separate vertices. In another model the different probability of
an adverse event on the separate sections of the network is not taken into account
and it is assumed to be the same on all arcs. Model M4 is the most general one. In it
the different probability of an adverse event on each arc is taken is taken into
account as well as the maximization of the resource flow on the network. For this
purpose a two commodity network flow model of resource and risk is proposed, the
risk being considered as network flow also, which keeps all conservation equations
in the network vertices. Model M3 supposes the same probability of an adverse
event on each arc of the network which decreases to a significant extent the
computational complexity of the problem. In model M5 a two stage approach is
considered based on both models M3 and M4. It is of lesser computational com-
plexity than M4 and renders fully satisfactory results for practical applications. In it
the different values of the probability of an adverse event on each section of the
network are taken into account.

Keywords Network flow programming - Risks on network flows
Measures of risk

V. Sgurev - S. Drangajov (=)

Institute of Information and Communication Technologies, Bulgarian Academy
of Science, Acad. G. Bonchev str., Bl. 2, 1113 Sofia, Bulgaria

e-mail: sdrangajov@gmail.com

V. Sgurev
e-mail: vsgurev@gmail.com

© Springer International Publishing AG, part of Springer Nature 2018 53
V. Sgurev et al. (eds.), Practical Issues of Intelligent Innovations,

Studies in Systems, Decision and Control 140,

https://doi.org/10.1007/978-3-319-78437-3_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78437-3_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78437-3_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78437-3_4&amp;domain=pdf

54 V. Sgurev and S. Drangajov

1 Preliminary Notes and Denotations

Although not always explicitly defined the network flow models [7, 11] are widely
used in many cases in control of resources and risks. We will not consider particular
transportation schemes and logistics in which the usage of such models is evident,
neither will we consider pipe networks, financial, information or work power etc. At
transportation of any resource some risk exists of an adverse event on any section of
the route of the network which may result in heavily bad sequels. Such an approach
is related to project management also—any activity carried out in due time in a
given node reflects favorably on the execution of the activities in the successive
nodes. As it is not possible exhaustive examples to be given for all possible
applications we restrict in their number and we consider an abstract network flow
no matter of what kind the resource flow is.

An exemplary simplified directed graph will be used for illustration further in
this work shown below. It consists of 6 vertices (nodes) and 9 arcs (edges).

The following denotations will be used:

e G(X, U) directed graph with a set of vertices (nodes) X = {x;/i € I} and a set of
arcs (edges) U = {x;/(i, j) € G}, where I is the set of indices of all vertices from
X — I ={i/x; € X}, and G is the set of pair of indices of all arcs U of the graph—
G = {(i, j)/x;; € U}. For each arc x;; vertex x; is start, and vertex x,—end.

The whole bulk of resources, man power, goods, money, raw materials etc. is
assumed to be generated in a single start vertex s, called source of the network and
it is collected in another vertex of the network ¢, called consumer (sink). The
network flow conservation equations are observed in all other vertices of the net-
work {X\{s, }}, i.e. the amount of resource entering into the node is equal to the
amount outgoing from it. Some amount of resource passes along each arc and some
cost must be paid for insurance of the risk for passing along the arc, i.e. there are
two flow functions on the network [4]

e f;—function of the resource arc flow on the arc x;;

e r;—arc risk flow function of the section x;;.

As shown in [1, 2] a relation exists between f;; and r;;:

rij =pijJi» (1)
0<p;<1;(i,)) €G. (2)

where p;; is the probability for an adverse event to occur at transportation of the
resource f; along the arc x;. Risk r; in (1) is considered as a product of two
measures—the amount being transported and the probability of an adverse event
during this operation [9, 10].

The following denotations are introduced concerning the directed graph G(X, U):

X ={xf/iel} set of all vertices of the network with indices from I;
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S initial node of the network (source);

t terminal node of the network;

F} = {j /(i, j) € G} direct mapping, that is the set of all indices of the end
vertices of arcs outgoing from vertex x;;

Fi‘l ={j/(j,i) € G} reverse mapping, the set of all indices of the start vertices of

arcs whose end vertex is x; [3];

upper bound of capacity of the resource admissible on arc x;;

’

upper bound of capacity of the admissible risk on arc x;;

valuation (cost) for passing of an unit of resource along arc

X,‘j;

a;.j'. valuation (e.g. insurance) of the risk for passing an unit of
resource along arc x;;

v and v, flow and max flow of resources;

v and V' .« flow and max flow of risks.

The requirement for observing the risk constraints {CU} and for the resource

flow {cu} leads to the following generalized constraint for resources coordinated

with the constraint for risk:

"

N T
¢ =min|c;, LA (3)
ij P by

and keeping the constraints for resources {Cu} in the constraints for risk {c;}—to:

c; =min {pijc;j, c;] . 4)

It follows from the two relations above that if both sides of (3) are multiplied by
p;; the following two relations will be received:

cfj =pijcfj; =, (5)

i
Dij

i values ¢, ¢ wi i iti
Both coordinated values jj and l’j ill be considered as arc capacities of

resources and risks on the arc x;. Both network flows, resource—{f;} and risk—
{r;}, are upper bounded on the separate arcs in the following way:

fi< cjj foreach (i,j) € G; (6)
ryj < cjforeach (i,j) € G. (7)

In Sect. 2 models M1 and M2 are considered in which one of the flows—risk or
resource does not keep the requirements for “flowability”, i.e. the incoming flow in
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each vertex is not exactly equal to the outgoing one from the same vertex, in other
words there are some losses in the network. Then from Sect. 3 on a detailed
exposition with numerical examples begins for the more general models M3, M4,
and M5 and their specific features and computational complexity are exposed.

2 Models M1 and M2

Optimal distribution of resources—man-power, commodities, money etc., consid-
ering the risk, related to that is not possible without creating models in which the
following two peculiarities are considered:

(a) The necessity of network-flow interpretation of the resource distribution
(man-power, commodities, money etc.)

(b) Effective consideration of the risk and its network distribution.
We assume that the whole bulk of resources—man-power, commodities,
money etc. is generated in a single initial node s, called source of the network
and it is collected in another node of the network ¢ called consumer (sink). In
any one of the other nodes of the network {X\{s, #}} the conservation equations
are observed, i.e. the amount of resource entering this node is equal to the
amount leaving it.

Each section of the network x; € U is of limited capacity c;, i.e.
fi<ey (i) € G. (8)

At distributing the resources physical constraints exist

’

fy<cy (i) € G, (9)

and at distributing the network risk the following is valid:

}’USCU;

(i.j) € G. (10)

. . . . ’ .
Besides for the realization of a unit of resource along the arc x;; € U costs a;; units

. . " .
of value and for a unit of risk ry—a,; units of value.

The following network-flow model will be used for optimal distribution of the
resources and the risks, related to them, in which the objective function L and the
respective constraints are defined in the following way:

L= Y a;f;— max (min) (11)
(i.)eG

with constraints: for each i € I and (i, j) € G
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v, if x;=s;
S fi— X fi={ 0, if xi#s,1 (12)
jer! jers! —v,ifx; €1
fi <cjforeach(i,j) € G; (13)
fi = 0foreach(i,j) € G; (14)

where v is a flow from the source s to the sink ¢.

The proportion between the resource f;; on the section x;; € U, the probability p;;
(i, j) € G of an adverse event, and the risk r;; (7, j) € G is defined by the following
relation: for each (i, j) € G

1y = pij fijs (15)
where

It follows from (15) that the risk r; is expressed by the same measure like f;;.
Methods for finding optimal resource or risk flows were proposed in [1, 2] for

which all requirements concerning the capacities {cy} and {CU} sub (upper) script

s will be denoted the parameters related to the resource flows, and by a script —the
parameters of the risk flows.

f,jafj = a;]-ﬁj + a;; ri =fj (a;l- +p,~ja;;.) ; (17)
aj; = py + Pigd- (18)
If we put in (5) and (7): for each (i, j) € G

cj=cjanda; = ay, (19)
then the optimal resource flow may be defined through relations (5)—(8) under the
requirements (9)—(14). Further on this will be called model M1.

In this case the distribution of the resources {f;} on the network sections cor-
responds to the requirements of a network flow and as so observes the conserva-
tions Eq. (12). That in the general case is not observed for the results received for
{f;} through relation (15) for the risk {r;;}. If all f; (7, j) € G in (12) are substituted
by p;j ryj; (i, j) € G from (15), then a generalized flow of risks with gains and losses
will be obtained for which the flow v, in the source s is not equal, in the general
case, to the analogic flow v, in the sink #, i.e. vy # v,. This results in an undesirable
distribution of the risk on the separate cuts of the network.
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If in relations from (11) to (14) all variables {f;;} according to (15) are substi-
tuted by {pl] r,-j} respectively, then a generalized flow with gains and losses will be
achieved for which the flowability is not kept for {r;}, i.e. Zjer! rij # Zj cr-1 Tji-

For a number of applications this is inadmissible.
To avoid this fault a risk network flow is used with the following relations:

L,=r; 3 a;— max(min) (20)
(ij)€G

with constraints: for each i € [ and (i, j) € G

v, if x;=s;
Y- Y =40, ifxi#sn (21)
jer! jer! —v,, ifx; €t
ri<cys (i.j) € G; (22)
r; >0; (i,j) € G. (23)

. ’ ’ .
To render the resource constraints Ci and the resource arc costs a; ¢ in the

risk flow {rU} it is necessary the following requirements to be observed: for each (i,
) eG:

cl’] =min [pijc;-j, CU:| ; (24)

" . i
P g .. Uy,
rija; = (aijr,] +a’7p~> )
ij

(25)

" al
ai’jzaij+ 2.
Pij

If we put in (20) and (22) the values {cr.} and {a,} from (24) and (25)

y
respectively, then the optimal network risk flow, considering the resource con-
straints and arc evaluations could be defined through relations (20)—(25). It will be
further on called model M2.

Then the distribution of the risk {r;} on the network arcs forms a network flow
in which the conservations Eq. (16) are observed. But if in this model the values of
the risk {r;} were substituted in (15) by {p; f;} respectively, then we reach a
generalized network flow with gains and losses in which the resource flow in the
source s is not, in general, equal to the same flow in the sink z. In this case the
resource {f,-j} values do not observe in general the conservation equations in each
of the nodes x; € X. This means that strengthening or weakening of the resources in
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the separate nodes x; € X should be carried out which is in practice a hard to realize
and disadvantageous operation.

3 Intelligent Combined Resource and Network Risk
Flow—Model M3

An intelligent generalized risk network flow is proposed in which the disadvantages
of models M1 and M2 are avoided, namely the requirements for the network flow to
be observed for one of the flows only and the in the second no zero balance to be
achieved in the corresponding nodes of the network. Removing this disadvantage
provides a possibility the resource and the related to it risk flow to have almost
permanent values in the separate cuts of the network keeping zero balance in the
separate nodes {X\{s, ¢}} of this network. This is an important advantage in the
various applications of such networks.
The following relations will be proved:

Proposition 3.1 For each (i, j) € G

cfj :p,jcfj. (26)

A chain of truths follows from (15), (3), and (24), namely:

"
G

S — 1 . ! .e — 1 . / ! - r
pij¢; =min [pucij,p,j ] =min [pucij, cl:]} =Cjjs

y

which results in (26).

Proposition 3.2 For each (i, j) € G

afj =p,ja;j. (27)

It follows from (15), (18), (19), and (25) that

s /

i o Y,

4+ = =d.
.. i .. /g
Dij Dij

which leads to (27).
Proposition 3.3 It follows from (12), (15), and (21) that

Ve =PiV. (28)
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If we substitute the values of risk {r;} in (21) by {p;; f;;} from (15) respectively
and then divide both sides of (21) by {p;;} then we achieve a new notation of (12)
from which (28) follows.

Proposition 3.4 A relation exists;

2 aifi= X ayry (29)

(L) €G (iLj)eG

If in the right hand side of (29) all values of {r;} are substituted by {p;; f;;}

according to (15) and according to (19) and (22) the valuations {a{j} — by ;—’ then

S

as.
Y airyg= X —pfi= X aify

(i,j)EG (i.j)eGPij (i,j)eG
from which relation (29) follows.

Proposition 3.5 Condition
pij=po foreach (i,j) € G, (30)

is sufficient for one-to-one mapping of relations (11) to (14) and (19) for model M1,
and from (20) to (25)—for model M2.

(a) If the following substitutions are made in Eq. (21), according to (12), (15), (19)
and (28):

rij =pyfijand v, = p;v,

and after dividing both sides by p;; Eq. (12) will be received. In the same way if in
(12) we put respectively the substitutions:
vy

Fi
ﬁj= >l andv= —
Pij Pij

and then multiply by p; Eq. (21) will be received.

(b) If the respective substitutions are made in both sides of (17) according to (9)
and (16): ry; = fij p; and cj; = pj;cj;, then inequality (7) will be received. In the
same way if substitutions are made in (7): f; = z% and ¢ = %, then inequality
(17) will be received.

(c) If, according to (15) a substitution is made in inequality (23) by r; = p;; f;;, and
then divided by p;; then inequality (14) will be received. Analogically if a
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substitution is carried out in (14) f; = ;—’, and then both sides of (14) are

multiplied by p;; (23) will be received.

(d) According to (29), observing the requirements of the two flows—({f;;} and {r;}
the same values of the objective function are received at equivalent realization
of those flows corresponding to conditions (15), (26), (27), and (28).

The results of the four items above—from (a) to (d) prove the sufficiency for
one-to-one mapping of the flows {f;} and {r;}. This allows both—resources and
risks of their control to be interpreted as network flows of zero balance in nodes {X
\{s, t}}.

When observing the requirements defined above these two flows are equivalent
and mutually bound which allows when a network realization of one of them is
known comparatively easily and quickly the network realization of the other one to
be defined, and vice versa. In this case the relations (15) are of key importance,
namely: r; = p;; fi;, and f;; = ;—(f) Hence the model proposed M3 contains a combined
flow of intelligent properties allowing to simultaneously carry out control of
resources and the risks related to their control. The intelligent network flow pro-
posed M3 allows also the risks on the separate cuts of the network to be found, i.e.
the current risk ensuing from (23):

Vy=poV; (31)

where v is the current amount of commodity in the network.
If the maximum possible amount of commodity v" in the network is found the
maximum admissible current risk equals to

v, = pov. (32)

There may not be greater current risk than v, the value of which is defined by the
network parameters, i.e.

*
v, <V,

3.1 Numerical Examples for Model 3

A network for distribution of resources and risks is shown in Fig. 1 consisting of 6
nodes and 9 arcs, including the source s and sink .

All examples further were solved by the web based package Weboptim [6].
Developed in IICT-BAS (Fig. 2) [5].

On the base of the resource constraints {c;j; (i,j) € G} and risk constraints

{c;j'.; (i,j) € G} in formulae (11) and (19) combined capacities are determined for
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Fig. 1 .

Fig. 2 .

the resources on arcs {cfj; (i,j) € G} considering the risk constraints and for the

risks on the arcs {c{j; (i,j) € G} considering the resource constraints. Results are
given in Table 1 for each arc of the network of Fig. 1.

Through the resource arc valuations {a;j; (i,j) € G} and the risk arc valuations
{a;j; (i,j) € G} and formulae (13) and (20) the combined arc valuations for
resource transportation may be found {ajj; (i,j) € G} considering the risk and

similar combined valuations of the risk {ai’j; (i,j) € G} considering the resource

component.

The results of all calculations of the capacities and evaluations of the separate
arcs of the network in Fig. 1 are shown in Table 1. They provide a possibility both
flows—resource and risk to be defined. The following relations—from F; to F¢
correspond to the network resource flow {f;;} from (12) to (14) with objective
function L from (11).
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Table 1 .

# Arc 12y (13 |23 (@24 @25 |34 |45 |46) (56
param

1 c;f 10 8 4 4 8 7 12 14 15

2 cu 2,2 1,2 0,6 1,8 1,2 2,5 2,6 32

3 cji 10 6 4 3 8 6 12 13 15

4 cg 2 1,2 0,8 0,6 1,6 1,2 2.4 2,6 3

5 a;.j, 10 9 12 14 16 6 16 14 20

6 ;” 12 8 8 6 8 4 10 14 22

7 a; 12,4 10,6 13,6 15,2 17,6 6,8 18 16,8 244

8 aj; 62 53 68 76 88 34 90 84 122

9 P 0,2

10 Vg

11 v,

In the example the minimal cost for transportation and risk will be simultane-
ously found. For this purpose two problems—F and R will be solved. This provides
a possibility the results for the example of Fig. 1 and Table 1 to be checked out for
the proposed model M3.

Problem F
EFD)fix+fi3=vg

(Fo) f3 + o4 + T 5 — 12 =05
(F3) f34 — 13 — 23 =0;
(Fa) fa5 + 46 — T4 — 34 =05
(Fs) fsg — o5 — f45 = 0;

(Fe) fs + f46 = v
(Fy) f1, < 105

(Fg) 13 < 6;

(Fo) fr3 < 4;

(Fio) f24 < 3;
Fi) 5 < 8;
(Fi2) f34 < 6;
(Fi3) f45 < 12;
(Fig) 46 < 13;
(F15) f56 < 15;

IANIAIA A INTA

(Fi) L= ) ajf;j— max

(i.j)eG

Problem R

(min).

Through the relations R; to Ry the risk network flow {r;} may be defined that

corresponds to requirements (16)—(18) with objective function L, from (15)
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R 112 +113=vy5

Rp) 13+ 124+ 125 —112=0;
R3) 134 — 113 —123=0;

Ry) 145 + 146 — 124 — 134 =0;
Rs) 156 — 125 — 145 = 0;

(Re) 156 + 146 = V)5

Ry) 112 < 25

Rg) 113 < 1,2

(Ro) 13 < 0,3;

(Rip) 14 < 0,65

Ry s < 1,6

Rpp) 134 < 1,25

Rpz) 145 < 2,45

(Ri4) 146 < 2,6;

Rys5) 156 < 35

R L= Y agriy — max (min).
(i.j)eG

Then the minimal cost for simultaneous transportation of resources and risk will
be determined for these operations on the base of the above formulated problems
F and R.

PROBLEMS F’ and F*: We assume that the resource flow v, consequently
accepts two different values v, = 15 and vy = 16. Then both network flow pro-
gramming problems—F’ and F* from F; to F;4 may be solved with the help of the
program package WEBOPTIM [6] developed in the Institute of Information and
Communication Technologies—BAS.

We show below a print out of the problem F computer solution for a flow value
of 15. The results for both problems F’ and F* are shown in Table 2.

Problem F

(F) f12 + f13 = 15;
(Fy) £23 + £24 + £25 — f12 = 0;

Table 2 .

# |Problem [Arcval [(1.2) [(13) [23) (@4 [@5 |64 [@5) [@6) |66
1. |F gy 19 6 o |3 6 6 Jo |9 6
2. v, 15

3. |Fx i) o 6 Jo [3 [7 J6 Jo Jo |7
4. v, 16

5. |R gy (18 12 o Joe |12 |12 Jo |18 |12
6. v, 3

7. | R* {ry) 2 12 o 06 |14 [12 o 1.8 |14
8. v, 3.2
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(F3) £34 — f13 — 23 = 0;

(Fy) f45 + f46 — £24 — £34 = 0;
(Fs) 56 — 25 — f45 = 0;

(Fe) £56 + f46 = 15;

(F) 12 < 10;
(Fg) f13 < 6;

(Fo) £23 < 4;

(Fip) 124 < 3;
(Fi) 25 < 85
(Fip) 134 < 65
(Fi3) 145 < 124
(Fy) f46 < 13;

(Fi6) min: 12.4 f12 + 10.6 f13 + 13.6 23 + 15.2 £24 + 17.6 25 + 6.8 {34 + 18 {45
+ 16.8 f46 + 24.4 £56;

Solution:

Objective value: 664.8

f12:
f13:
123:
124
125:
f34:
f45:
f46:
f56:

A0 O ANWO NN

OPTIMAL

PROBLEMS R’ and R*: We assume that the risk flow v, consequently accepts
two different values v, = 3 and v, = 3,2. Then both network flow programming
problems—R’ and R* from R; to R4 may be solved with the help of the program
package WEBOPTIM developed in the Institute of Information and Communica-
tion Technologies—BAS.

We show below a print out of the problem R computer solution for a flow value
of 3. The results for both problems R’ and R* are shown in Table 2.
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Problem R

R 112 +113 =3;

Ry) 123 + 124 + 125 — 112 = 0;
(R3) 34 —r13 — 123 = 0;

(Ry) 145 + 146 — 124 — 134 = 0;
(Rs) 156 — 125 — 145 = 0;

(Rg) 156 + 146 = 3;

V. Sgurev and S. Drangajov

(Rie) min: 62 112 + 53113 + 68 123 + 76 124 + 88 125 + 34 134 + 90 145 + 74 146

Ry r12 < 2;
Rg) r13 < 1,2
Ro) 123 < 0,8;
Ryp) 124 < 0,6,
(Rll) 125 < 1,6,
Rp) 34 < 1,2;
R3) rd5 < 2.4,
(Ry4) 146 < 2,65
Ry5) 156 < 3;
+ 122 r56;
Solution:

Objective value: 664.8

r12: 1.8
r13: 1.2
r23: 0

r24: 0.6
25: 1.2
r34: 1.2
r45: 0

r46: 1.8
r56: 1.2

OPTIMAL

The objective function L values of the four problems solved—F’, F*, R’, and R*

are shown in Table 3.

Table 3 . #

Problems

F

F*

R*

Objective
L value

664,8

719,2

664,8

719,2
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X =t

15

(7]

Fig. 3 .

Fig. 4 .

In Fig. 3 the capacities’ values of the resource flow for the respective arcs are
given above the arc, and in brackets next to them—capacities of the risk flow.
Below the arcs are given the values received for the resource flow functions {f;}
and next to them in brackets—the analogic values {r;;} for the risk flow. The results
received correspond to the problems F’ and R’ solved.

Analogically, in Fig. 4 the capacities of the arc flow functions at max value of
the flow and min value of the objective for both flows respectively—resource
(problem F*) and risk (problem R*) are shown.

The network flow functions received after solving problems F* and R* are the
maximum possible because, as seen in Fig. 4, two cuts with saturated arcs exist—I—
I and II-II, such that:

(a) F(X0, %) =vandf (X, Xg) =0;

(X, Xo) = {x1.2,%1.3}; (XO,X(’) = @);

where @ is an empty set.
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(b) f(X,.X,)=v and f(X,, X ) =0; where

(X(,)’,X(Q ={x1,2,%34}; (XO,X(’)) ={x3}.

Hence a resource flow greater than v*; = 16 and risk flow v*, = 3, 2 does not
exist. Data obtained through the numerical experiments in Sect. 4 fully confirm the
theoretical results from Sect. 3 for the combined resource and risk network flow
(Model 3).

As it follows from rows 3 and 4 of Table 1 equality (26) of Proposition 3.1 is
observed. In the same way data from rows 7 and 8 of Table 1 confirm equality (27)
from Proposition 3.2. Rows 9 to 11 of the same table confirm relation (28) of
Proposition 3.3. Equality (29) in Proposition 3.4 is directly confirmed from the
comparison of data in Tables 2 and 3. And these same data from the two latter
tables explicitly confirm the sufficiency of condition (30) from Proposition 3.5 for
one-to-one mapping of the respective resource and risk flow (Table 4).

In this way the intelligent combined flow thus defined provides a possibility to
the flow properties to be preserved both for the resource and risk flow. It follows
from this that in the Model M3 applied the disadvantages of models of M1 and M2
are avoided when always either risk or resource does not has network flow prop-
erties. The presence of such properties provides a possibility at one and the same
time and for each cut on the network approximately equal values of the risk and the
amount of resources to be kept which is an advantage of the Model M3 compared to
the other models.

Table 4 .
Arc 1,2 (1,3 |23 (@24 @25 |34 |45 |46) (56
param
1 cu 10 8 4 4 8 7 12 14 15
2 c;} 2,2 1,2 1 0,6 1,8 1,2 2,5 2,6 32
3 cji 10 4 4 2 6 3 10 13 15
4 cgi 2 1,2 0,4 0,6 1,8 1,2 2,5 2,6 L5
5 a;j 10 9 12 14 16 6 16 14 20
6 a;f/- 12 8 8 6 8 4 10 14 22
9 Dij 0,2 0,3 0,1 0,3 0,3 0,4 0,25 0,2 0,1
10 v v=94
11 v, v V=7V =24




Network Flows and Risks 69

4 Two Commodity Network Flow of Resources
and Risks—Model 4

A new class of problems arises for making decisions at which the expenses are
considered for the transportation and allocation of the resource as well as when
taking the corresponding risks. In previous works [1, 2] solutions were proposed for
the problem pointed out through imposing some specific requirements which nar-
rowed the class of problems being solved and the accuracy of the solutions
obtained.

In the present Model M4 the most general precise solution is proposed for the
specified problems through a two commodity network flow—from resources and
corresponding risks. At that the requirement that distribution of resources and risks
observe the conservation equations is essential, i.e. both resources and risks to have
the property “flowability”.

In model M3 [12] the case is considered when the probabilities for adverse
events on all sections are one and the same, i.e. p; = p, for each (i, j) ¢ G. It is
proved that in this case at observing certain additional conditions resources and the
associated to them risks may be considered as one-to-one mapped network flows
with common minimal total expenses.

In the present model M4 a more general solution is proposed of this problem
when the observing the conditions of (30) is not required, i.e. probabilities { p;/(i, j)
€ G} may be of arbitrary value in the interval 0 <p;< 1; (i, j) € G. At that as
distinct from the single commodity models from M1 to M3 a two commodity model
M4 is proposed in which the optimization procedures are simultaneously performed
for both network flows—resource {f;;} and risk {r;}.

Besides the denotations listed in the introduction two more will be used:

vand v,,, flow and max network flow of the resource;
v' and v',,,, flow and max network flow of the risk

All other denotations are consistent with those formulated in the previous sec-
tions, mainly in Sect. 1. The relations from (3) to (7) are also valid for Model 4,
being considered.

From the point of view of insurance bonds it is expedient to assume than the arc
risk flow r;; should not be of value less than the value of the real arc risk p;; f;
received at defining the resource arc flow f;, i.e. it is necessary to observe the
requirement:

pifii <y (i.)) € G; (33)
which leads to the relation:

pifi — 1 <0; (i,j) € G. (34)
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Proposition 4.1 Inequalities (7) and (34) are sufficient conditions for keeping
requirement (6).
It follows from (5) and (7) that

rij Sp,-jc;.. (35)

The comparison of (33) and (35) leads to (6).

Corollary The chain of inequalities:
pifi <ry<cj;<cj. (36)

immediately follows from relations (2), (5), (7), and (33).

It follows from (36) that the risk flow thus defined has bilateral constraints at
which its lower, depending on the resource flow realization varies from O to p;; f;;.
This provides a possibility a check-up for the risk flow existence to be avoided.

In the two commodity network flow the two flows—resource and risk are
independently defined and with separate conservation equations, constraints’
inequalities of the arc risk flows (7), and Eq. (34) binding the two flows {f;;} and
{r;}. Then according to Proposition 4.1 it is not necessary to use inequalities (6).

The maximum flow v is considered as a sum of the analogical resource flow v’
and risk flow v”

v=v 4+, (37)

In this case finding of the maximum two commodity flow is reduce to the
following network flow programming problem:

L=v=v +Vv —max (38)

Under constraints: for each i € I and (i, j) € G

Vv, ifx;=s;
Yfi— X fi=R0,ifx#s6 (39)
jer! jer;! —v,ifx; et
fi>0;(i,j) € G; (40)
pifi—ri <0;(i.j) € G; (41)
v ifx; =s;
Y= X ri=9 0,ifxi#s 1 (42)
jer! jer;! —v'ifx, e

ry < cfj; (i,j) € G; (43)
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ri>0:(ij) € G. (44)

Analogically like in the classic mincut-maxflow theorem for a single commodity
flow interpretation may be made of the minimal cut and the maximum flow after
solving the problem from (38) to (44), i.e. keeping in mind the new constraints (41).

Definition 4.1 Flow (37) is maximal and the cut (Xo, YO) is minimal if after solving
the problem from (38) to (44) the following is true:

v =f (X0, Xo)sv =r(X0,Xo); (45)
[ (X0, Xo) =0; (X0, Xo) =0; (46)
where
(Xo0.Xo) ={xj/x; € Xo: x5 €Xo: x5 €Uy pify—ry=0}:  (47)
(X0, Xo0) = {xji/x; € Xo;x: € Xo3 x5 € U}. (48)

Other interpretations of the maximum flow and minimal cut are also possible
with constraints (6), (7), and (33). It is expedient two more definitions to be
introduced on the base of the definition of risk (1) and the two-commodity network
flow interpretation from (39) to (44):

Definition 4.2 The quantity

. rij
Z(z,/)EG 7 <1 (49)

p(f’ r) B Z(i,;‘)e(;ﬁj B

will be called average probability for adverse events on the network at some (f, r)—
realization of two commodity flow of resources and risks.

Definition 4.3 The quantity

P = Haselh

Ty i 50
Z(L,/) e(;ﬁi ( )

will be called average probability for adverse events on the network at some (f, r)—
realization and not guaranteed flowability of the risk.

Definition 4.4 The quantity

Z(i.j)eG a;rij

Q(f’ r) - Z(i,j)eG al’“jﬁj

(51)
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will be called average ratio between the value of the payment for risk and the value
paid for the transportation of the resource.

Definition 4.5 The arc x; € U will be called saturated if the condition
pifi=ri=0 (52)

is observed for it.

After solving the problem for maximum two commodity flow—from (38) to (44)
called Problem A on the base of the results received the following problem may be
formulated.

Problem B Finding the maximum two commodity flow of minimal cost
(mincost-maxflow).

The values received for v’ and v” after solving problem A are put as constants in
Egs. (39) and (42) and the objective function from (38) is substituted by the fol-
lowing one:

L=< Y a;-ij+ ¥ a;}rg)—)min (53)
(i

ij) €G (iL.j)eG

Then by solving Problem B—from (38) to (44) with objective function (53) a
network flow realization of a maximum two commodity flow of minimal cost will
be received.

4.1 Numerical Examples for Model 4

The exemplary small network from Fig. 1 like in the previous Model 3 with the
same denotations of nodes and arcs will be used for the numerical examples here.
On the same network a two commodity network flow of resources {f;;} and the risks
{r;} from their transportation will be defined. They are interconnected through the
relations from (34).

The concrete values of the capacities {c;j, cy} as well as of the calculated
through (3) and (4) coordinated capacities {cf]-, cl’]} are given in Table 5. It also

i

contains the arc evaluations {a a;'i} for the transportation of the resources and

ij
corresponding risks as well as the probabilities {p;;} an adverse event to occur on
the separate sections of the network.

Problem A The maximum two commodity flow of resources and risks may be
defined through the following network flow programming problem

L=v— max; (54)
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Table 5 .
# | Arc param 12 (13 |23 (@4 |25 |64 |45 |46 |(5.6)
1 |f 4 3 0 2 2 3 0 5 2
2 |p; 12 |12 |o 06 |06 |12 |0 1.8 |06
3 |y 02 |03 o1 (03 |03 |04 [025 |02 |01
4 | c—fy 6 1 4 0 4 0 10 8 13
5 | chi—ry 08 |0 04 |0 12 |0 25 |08 |09
6 | pifi—ri -04 |[-03 |0 0 0 0 0 08 |[-04
T\ py=rlfy 03 |04 |01 (03 |03 |04 |025 (036 |03
8 |Apy=py-p; |01 |01 |0 0 0 0 0 0,16 |02

observing relations from F; to F¢ and from R, to Ry;. For this purpose the web
based software package Weboptim, developed in the Inst. of Information and
Communication Technologies—BAS.

Resources flow

Fo) v + V" =v;

Fo) fiz + fiz=V;

Fo) foz + oa+fos—fin=0;

F3) f3.4 — fiz — f3=0;

(Fy) fas + fao — foa — f34=0;

(Fs) fso = fos — Jas = 0;
(Fe) fs.6 + fae = Vs

F7) 0.2 fio—rin
(Fg) 03 fi3 —ri3
(Fo) 0,1 o3 — 123
(Fi0) 0.3 fou — raa
(F11) 0.3 fo5 — 125
(F12) 04 f34 = 134

0

A A IA N IAIA

0.
0.

0;
0;
0;

>
s

>

(F13) 0,25 f45 — r1245 < 05
(F14) 0,2 f46 — 146 < 0;
(Fi5) 02 fs¢ — 156 < 0;

(Fie) f;j = O foreach (i, j) € G

Risk flow

R rp+r3=
(Rp) 3 + a4 +
(R3) 134 — 113 —
(Ry) 145 + rap —
Rs) 156 — 125 —
Ta6 =

(Re) 156 +
R7) rip £2;

",

v

r25- 112 =0;
123 =0;

4 —134=0;
a5 =0;

v
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Rg) 113 < 1,25
Ro) 13 < 0,4,
R10)D 124 £ 0,6;

Ry1) s < 1,8;
Rip) 34 £ 1,2
Ry3) r45 < 2,5;
(Rig) 146 < 2,6;
(Ris) 156 < 1,5;

(Ryg) 1;; = 0 for each (i, j) € G
Ri7)v 2 0;v >0;v"=2> 0z

The results received are reflected in Tables 4 and 5 for a two commodity flow
and its resource, v’ and risk, v components respectively. The bottom two lines of
Table 4 show the maximum two commodity flow and its resource, v’ and risk, v”
components respectively. The upper two rows in Table 5 show the values of the arc
flow functions for the resource—{f;;} and for the risk—{7;}. The differences
between the resource arc capacity ¢ and the resource flow f; are shown in row 4 of
Table 5 and the analogical values—cj; and ry;—in row 5 of the same table. The
differences {p;; fi; — r;;} showing the saturation with flow of arcs {x;/(i, j) € G} are
in row 6. Ratios p;-j between the risk and resource flows on each arc are shown in
row 7 and the differences between the really received and initially assigned prob-
abilities for adverse events on each arc are reflected in row 8.

The received value of the respective resource flow f;; is shown above each arc and
the arc capacity cj—to the right of it in brackets are shown in Fig. 5. The
degree of the saturation of the arc is shown beneath the arc according to the difference
{py fij — ry}. In analogical way the risk parameters—ry;, c;, and {p;; f;; — ry} are
reflected on the arcs in Fig. 6.

Fig. 5 .
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Fig. 6 .

The minimal cut (XO,JTO) is shown by a thick dash and line in Figs. 5 and 6
corresponding to the max flow v = 9,4 consisting of v'= 7 and v’ = 2,4—rows 8
and 9 of Table 1.

Xo={x1, x2,x3}; Xo={x4, xs5,%6 }; (XO»}TO) ={x2.4,%2,5,%3.4};
(Xo0,Xo) = @ where @ is the empty set. Hence f;(Xo, Xo) =r(Xo0,Xo);

V =f(x04)+f(x2s) +f(x34)=242+3=7;
Vi =r(xo4) +r(xes) +7(x34)=0,6+0,6+1,2=2,4;
v=v +v =742,4=9,4.

The saturated arcs according to inequality (34) are marked with dash lines in
Figs. 5 and 6. These are {x, 3, X2 .4, X2.5, X34, X45} and they are with zero difference
{p; f;j — r; }. Besides in both figures the arcs that are saturated according to (6)—
for the resource flow and (7)—for the risk flow are marked with dash dot lines. For
the first one these are {x, 4, X3 4,} from Fig. 5 and for the risk flow—{x 3, X2 4, X5}
from Fig. 6.

It may be defined from rows 1 and 2 of Table 5:

> r=03x1,2)+(3x0,6)+1,8=7,2
(i) €G

Y fi=4+(2x3)+(3x2)+5=21. (55)
(i,j) G

Then it follows from (49) that the average probability for occurrence of adverse
events on the whole network is equal to



76 V. Sgurev and S. Drangajov

2
72’ =0,34. (56)

pif.r)=—r=

Analogically the average probability p'(f, r) with non-guaranteed flowance of
the risk is calculated by

> pifi=24+0,9+40,6+0,6+1,2+1+0,2=6,5;
(ij)€G

, 6,5
p(f,r)= 21 =0,31; (57)

where the denominator value is calculated in (55).

Therefore at the given (f, r) realization the average probability for an adverse
event p(f, r) with guaranteed flowability of risk is 0,03 higher or about 10% than in
the reverse case which in principle follows from the requirement (34).

For defining the quantities Q(f, r) from (51) the following calculations are
necessary:

Y arj=14,4+9,6+3,6+4,8+4,8+252+19,2=75,6; (58)
(i,j)eG
Y af;=40+27+28+32+18+70+40=255; (59)
(i.j)eG
75,6
= > = 2 .
O(f, r)= 55 =0,296

If we take for a base the expenses for payment for the transportation of the
resource on the network and the risks of these operations then the average and
calculated probability of adverse events is very near to 0,30, i.e. it is with 0,04 less
than p(f, r). In general at a given (f, r) realization the ratio between the quantities p

(f. ), p'(f,r), and Q(f, r) depends on the particular source values of {cjj}, {cfj},

{a;j}, and {%} But according to (34) the inequality p(f, r) > p'(f, r) is always

true.
Using the data received from solving of Problem A solving may be carried out of
the next:

Problem B Finding a maximum two commodity resource flow of minimal cost and
risks of minimal cost (mincost-maxflow). This flow is defined through relations F,
to Fi¢ and from R; to R;5. In these relations the flows v’ and v” are considered as
fixed constant values from rows 8 and 9 of Table 1, namely
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vV=T7,v =2,4,v=9,4. (60)

The objective function from Problem A is substituted by the following objective:

L/ = 10f1’2 +9f1,3 + 12f2,3 + 14f2,4 + 16f2’5 +6f3,4 + 16f4,5 + 14f4,6 +20f5,6 + 127‘1,2
+ 87‘1,3 +8r2,3 +6r2,4 + 87‘2,5 +4r3’4 + 107‘4,5 + 141’4,(, +22r5,<,min.
(61)

Solving the new network flow programming problems renders the same results
for the realization of the resource and risk flows as shown in Table 5. The following
value of the objective function is received:

L =330,6. (62)

This means that with the same v’, v”, and v like in Problem A no other (f; r) flow
realization exists with a lesser value than the objective function (61). This follows
from the fact that the value of the objective function (62) is equal to the sum of the
values from (58) and (59). Hence all research results considered in Problem A are
thoroughly valid for Problem B also. The numerical example in this Sect. 4.1
proves in a persuasive way the theoretical research results received and described in
the previous Sect. 4.

5 Two Stage Method for Network Flow Control
of Resources and Risks—Model 5

Several network flow models for control of resources and risks are described in
Sects. 2—4. Some of their advantages and disadvantages are exposed. Models 1 and
2 are of relatively not great computational complexity but they do not satisfy all
requirements for the simultaneous control both of resources and risks. Model 3
allows greater generalization but imposes the restriction for equal probability of an
adverse event when passing along each arc of the network. Model 4 is possibly
most general taking into account the distinct of an adverse event on each arc and
provides an exact optimal solution but that involves solving a problem for a multi
commodity network flow which is of appreciable computational complexity. The
two stage method proposed for defining the optimal resources network flow and the
corresponding network risk flow is of less computational complexity than the most
general model M4 at certain decrease of the precision of the solutions received. But
this is quite admissible in a number of practical cases.

At creating the new model, called M5 the use of the theoretical results for model
M3 is essential for the one-to-one mapping between the resource and the risk flows.
The meaning of all denotations for the present Model 5 is the same, like in the
previous sections.
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One of the possible approaches in this case is finding the optimal solution of the
resource network problem and searching with comparatively not complicated
instrumental tools solution of the second problem for the network risks, based on
data from the resource problem. A different approach is proposed in the present
Model 5 in which the resource flow only is optimized and the results received are
transferred in an appropriate manner to the risk flow, so that a good enough general
solution is reached for both flows, observing the requirements for their network
flow properties.

’

If the values {cl]} and {cl]} of the resource flow are appropriately coordinated

with the respective indices {CU} and {%} of the risk flow {r;} then this provides a

possibility one-to-one mapping between both flows—{f;;} and {r;} to be achieved.
It is necessary for this purpose, concerning (3) the following replacements to be
made:

fijafj =ayfij +a;ry, (63)
from which it follows that

"

’ . Tij .
ag=a;+pia;;  py= 7 (64)
ij

where ¢j; and a;; are coordinated values of the capacities and the arc evaluations of

the resource flow considering the analogical values of the risk flow.
Similarly, concerning (4) we may put for the risk flow:

" 1 ¥ii
ryag=agrj+a; —, (65)
’ " Pij
from which it follows that
gy (66)
G =dyT
Dij

where ¢j; and a;; are coordinated values of the capacities and the arc evaluations of
the risk flow considering the analogical values of the resource flow.

The optimal distribution of the resource flow being controlled, considering the
coordinated indices of the risk flow, may be reduced to the following mathematical
programming problem

’

L= Y af;— max(min); (67)
(i,j)eG

subject to constraints for each i € I and (i, j) € G
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v, ifx;=s;
2 fi— X fi=] 0ifx#ss (68)
Jer; jery —v,if x; € 1;
figey (i) € G (69)
fi20;  (i.j) € G; (70)

where v’ is a resource flow from the source s to the sink .

Similarly the optimal distribution of the risk flow may be defined, considering
the coordinated indices of the resource flow. It is reduced to the following network
flow programming problem:

L'= Y agrij — max(min); (71)
(i.j)) G

subject to constraints for each i € / and (i, j) € G

v, if X, =S,
o= Y =4 0,if xi#s.h (72)
. 1 . -1 ’
Jer; JEr; —v,if x;er
ri<cy  (i.j) € G (73)
20 (ij) € G, (74)

where v” is a flow of risks from the source s to the sink .

The separately solving of problems from (67) to (70) and from (71) to (74) in the
general case gives solutions in which the respective requirements (1) to the relations
between the resources and risks are not observed on each section of the network {x;}.

It is proved in Model 3 that (30) is a sufficient condition for one-to-one mapping
between the corresponding values of {f;} and {r;}. But following literally of
requirement (30) means non-considering of the differences of {p;;} on the separate
sections of the network and this is unwanted in some cases. These difficulties may
be overcome through the following multistage scheme, proposed in this work:

1. Through relations from (67) to (70) the optimal resource flow {f;;} is defined
whose indices {cf]} and {afj} are coordinated with the analogical indices of the

risk flow through relations from (3), (63), and (64). At that if a maximum
resource flow is sought instead of (67) the following objective function is used:

L' =v — max. (75)
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In case that the flow v is known and it is of fixed value, and realization {f};} of
minimal value is sought then the objective L of (67) is minimized.

2. The real risks {rl]} are determined for each separate section x; € U of the

network through the relations from (1) and by using the previously known
probabilities of adverse events {p;}, i.e.:

ry=pifi  (i.j) € G. (76)

In the most general case the values {rl]} received do not observe the require-
ments for the flow property from (72) to (74)
3. An average value is defined for the probabilities of adverse events on the

network on the base of the network flow values {f;;} and {rl]}

. 77
=Ty g (77)
(i.j)€G
4. The requirement
pij =p, foreach (i,j) € G; (78)

is supposed to be kept for the whole network. Then the following values of the risk
on the separate sections {x;;} of the network may be defined:

ri=pofy;  (i.j) € G. (79)

According to the Model M3 they correspond to the requirements from (72) to
(74) for the risk flow and they are in one-to-one mapping with relations from (68) to
(70). Relations from (76) to (79) lead to

rnn=py X fix fo= X fi (80)

(i.jy)eG (i,j)eG

n= Y r;= ZGpijfij; (81)

(iL.j)€G (i.j)e
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10 = pofo; (82)

for each (i, j) € G.
Apij=P(/) —pijs  Ary=Apifii; (83)
ri= rU + Ary; (84)

where fj is the total sum resource on the network;

ro total sum risk on the network;
Ap;; the difference between the a priori arc probability p; and the average
probability p6 for an adverse event on the network;

ATij  the part of the arc risk which if added to {}’U} leads to risk values {r;} for

which the requirements for flow properties from (72) to (74) are observed

It is to be taken in mind that the network parameters py, ro, fo, {Ap;}, and
{Ar;} in general have different values in different realizations of the resource flow
{fij}. In the approach being proposed for building the risk flow—through the
relations from (76) to (82) the values {Arij} and {Apij} show what deviations are
admissible from the arc probabilities {p;} and risks {r;} compared to the real
values of these quantities.

When defining the maximum resource flow through relations from (72) to (75)
the maximum resource cut (XO,XT)) is also defined, which corresponds to the fol-
lowing requirements:

(Xo0.Xo0) ={xy/xi € Xo; x €Xo: (i.j) € G};
()TO,XO) = {xji/xj € Xo; x €Xo; (i) € G};
XoUXo=X; XonXo=a,

where @ is the symbol for the empty set.
Then according to Ford-Fulkerson’s mincut-maxflow theorem [8] the maximum
flow v, and the minimal cut (Xo,Xo) keep the requirements

Vimax Zf(X(), X_O) =c' (XO»X—O); (85>
f(Xo0,Xo) =0. (86)

Parameters p,, fo, and ro, as well as the network quantities {Ap;} and {Ar;}
may be of different values in two not identical realizations of the resource flow {f;;}.
The solution proposed in the present Model 5 for the two commodity network flow
of resources and risks reduces the problem to optimal solutions for the resource
flow only, and depending on the results received—to comparatively good solutions
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for the risk flow. At that it is not necessary to simultaneously solve optimization
problems for both flows, i.e. a kind of exchange is carried out of the accuracy of
solutions against decreased number of variables and lesser computational
complexity.

5.1 Numerical Examples for Model 5

The exemplary small network from Fig. 1 like in the previous models with the same
denotations of nodes and arcs will be used for the numerical examples here.

This network together with the arc parameters is shown in Fig. 7. It will be
explained in details further.

It is necessary the maximum resource flow v and the corresponding risk flow v,,
with or without minimal cost to be defined. At that relations through which both
flows are connected between them should be taken in mind. The source data are

given in Table 6 for the capacities {c;j,

the resource and the risk flows respectively. In rows #3 and #4 the respective

CU} and for the arc evaluations {a;j, a;}} for

coordinated capacities {cf-j, C;} calculated through (3) and (4) are given for both

flows respectively—arc and resource. Similarly, in rows #7 and #8 in the same
Table 6 the coordinated evaluations {afj, a{j} calculated through (64) and (66) are

shown for the resource and risk flows.

The values of the probabilities for adverse events on the separate arcs of the
network {p;;} are given in row #9 of Table 6. In Fig. 7 on each arc of the network
the value of the resource flow capacity {cl‘j} is shown and next to it in brackets—
the arc evaluation of the same flow {ajj} The respective value of {p;;} indicated

under each arc.
The following problems will be solved:

Fig. 7 .
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Table 6 .

# Arc param | (1,2) [(1,3) |(2,3) |24 2.5) B4 |45 |@46) [(56)
1 cU 10 8 4 4 8 7 12 14 15

2 C; 2,2 1,2 1 0,6 1,8 1,2 2,5 2,6 32
3 c 10 4 4 2 6 3 10 13 15

4 c; 2 1,2 0.4 0,6 1,8 1,2 2,5 2,6 1.5
5 a;j 10 9 12 14 16 6 16 14 20

6 a;_’j 12 8 8 6 8 4 10 14 22

7 a; 124 |114 |128 |158 18,4 7,6 18,5 |16,8 |222
8 aj 62 38 128 52,66 |61,33 |19 74 84 222
9 Dij 0,2 0,3 0,1 0,3 0,3 04 025 02 0,1
10 |v 11

11 |v, 2,563

1. Problem of the maximum resource flow (min cut-max flow). The maximum flow
may be found through the network flow programming methods with objective
function (75) and observing the following constraints from F; to F;5 below.

Resources flow

Fp) fip+1Ti3=v;

Fy) frs+ 64+ 15 —1,=0;

(F3) 34 — f13 — 3 =0;

(Fy) fa5 + f46 —Tou — 134 =0;

(Fs) f56 — fo5 — f45 = 0;

(Fe) f56 + f46 = v;
Fy) £, < 10;

Fg) f153 < 4

(Fo) fr3 < 4;

(Fio) 124 < 3;
(Fi) 25 < 6;
(F12) f34 < 6;
(F13) f45 < 10;
(Fra) f46 < 135
(Fi5) f56 < 155

The value of the maximum resource flow is shown in row #10 of Table 6 and of
the respective arc flow functions in row #1 of Table 6.

2. On the base of the solution received for the previous problem I a flow of
minimal cost is sought, i.e. Min Cost—Max Flow problem. For this purpose the
following objective function is defined with data from row #7 of Table 6:
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L= Y af;=12,4f 2+ 11,4f 3+ 12,863+ 15,8h 4+ 18,4fr 5+ 7,6f 4
(i) €G

+18,5f,. 5+ 16, 8.6 + 22, 2f5.6 — min.

The value received for the flow v received from the network flow programming
problem in the previous Sect. 1 is put as a constant quantity in equalities F; and F.
Then the maximum resource flow of minimal cost will be defined through the
objective L’ and the relations from F; to Fys.

The values of the arc resource functions {f;;} received are shown in row #2 of
Table 6. They are identical to the respective numerical experiment of Sect. 1.,1i.e.—
row #1 of Table 7. The objective value received is L' = 515, 4.

3. On the base of the results received from solving the previous problem II the risk
flow and its parameters {ru}, {ry}, {Ap;} and {Ar;} may be defined using
relations from (76) to (84). Results achieved are shown in rows from #3 to #6 of
Table 7. The arc risks {rU} from formula (76) which do not keep the flow

property are shown in row #3 of the same table.

Quantities ry and fy from formula (80) are equal, respectively to

fi= X fi=3% rn= Y r;=77

(iLj)eG (iL.j)eG

and the respective parameter from (77)—p, = ;73 =0,233. It shows that the average
probability for an adverse event on the whole network is equal to 0,233.

The arcs values of r; may be found through formula (79).They are put in row #4
of Table 7. They observe the requirements for flow property and represent the risk
flow received through the resource flow {f;;}.

Comparing pi) with the probabilities {p;} from row #9 of Table 6 through
formula (83) leads to defining the data for {Ap;} and {Ar;} which are shown in
rows #5 and #6 of Table 7. It follows from these data that relation (84) is observed

and that the differences of the risk { Ar;;} added with different signs to the initial arc

Table 7 .

# | Arc (1,2) |(1,3) 23 |24 2,5) (3.,4) 4.,5) 4,6) |(5,6)
param

1/ 8 3 0 2 6 3 0 5 6
2 | fi 8 3 0 2 6 3 0 5 6
3|7y 1,6 0,9 0 0,6 1,8 1,2 0 1 0,6
4 |ry 1,864 | 0,699 0 0,466 1,398 0,699 0 1,165 | 1,398
5 | Apy 0,033 | -0,067 {0,133 | -0,067 | —0,067 |-0,167 | —-0,017 | 0,033 |0,133
6 | Ary 0,264 | -0,201 |0 —0,134 | -0,402 |-0,501 |0 0,165 | 0,798
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risks {rlj} result in receiving the risk flow {r;} for which the requirements of the

flow property are observed.

On the base of the data in Tables 6 and 7 both flows—resource and risk may be
pictorially presented.

In Fig. 8 along each arc x;; the value of the arc flow function f;; is presented and
next to it in brackets—the value of the arc risk flow r;. The respective value of the
risk difference Ar; is given in brackets (due to the sign) beneath the arc x;. The
values of the max resource flow v and the risk flow received v, are noted at the
source s = x; and the sink # = x¢. The arc values of both flows thoroughly corre-
spond to the requirements for the flow properties. This follows from the flow
balance in each node. It is illustrated in Fig. 8.

The ratio between v, and v is equal to p6 and this is confirmed by

v, 2,563

% 11

=0,233=p,

which confirms the correctness of the formulation and the solving of the problem of
two flows—resource and risk.

Comparison of the respective data from rows #4 of both tables shows that the
risk arc flow function {r;} has no saturated arcs, i.e.

rij <cj; for each (i, j) € G and the risk flow v, is not maximal.

Comparison of the data from row #3 of Table 6 and row #1 of Table 7 shows
that three only arcs are saturated with resource flow, namely {x4; x2.5; x34}. As
they form a cut then this cut, as follows from relations (85) and (86), is minimal and
it is equal to the maximum flow v = 11.

Fig. 8 .
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Xo={xi,x2,x3}; Xo={xs,%5,%}; XoUXo=X; XonXo=0;
(X0.X0) ={x2 430253334} (X0, X0) =

f(XO’)TO) =f(x24) +f(x25) +f(x34) =2+6+3=11;
v=11=F(X0.Xo):f (X0.Xo) =0.

It follows from the above that the cut (XQ,X_O) is minimal and it is equal to the
max resource flow. This cut is shown by a thick dashed line in Fig. 8.

6 Conclusion

The present work is dedicated to an investigation of the behavior of the flow of
resources (people, goods, raw materials, money, information etc.) on a network
keeping in concern the capacity and the transportation expenses, and the risks being
taken on any section of the network. At that two inter related flows arise—of
resources and risks. The purpose is those two flows to have a common minimal cost
of expenses and to observe the conservation equations in the separate vertices of the
network, i.e. to have the flowability feature, as well to satisfy the capacity
requirements of the resources and the risk related to them. Thus a two commodity
network flow of resources and risks emerges with specific requirements for which
control is necessary—together and separately both of resources and risks. At that
the risk on the separate sections of the network is considered as a product of two
measures—the amount of resource and the probability of an adverse event to occur
on the same section of the network. Such types of problems are known to have a
good practical application.

A method is proposed for coordinating the values of the capacities and the arc
evaluations of both flows respectively in which, in the examples given, the
parameters of one of the flows are taken in mind in the parameters of the other one
and vice versa. Relations are proved from which the expediency of the method
proposed follows.

Two models—M1 and M2 are proposed for control of the two commodity flow;
for defining a two commodity flow of min value, as well as its maximal admissible
value.

In the first one—M 1, the method proposed leads to a generalized risk flow with
gains and losses, i.e. loss of flowability, while for the resource network flow this
property is kept. In the second model M2 the situation is reverse—the resource flow
loses flowability, while this feature is observed for the risk flow.

In the model M3 being developed it is assumed that the probability for an
adverse event to occur is one and the same for all sections of the network. It is
proved that in this case that solving the optimization problems for the resource flow
leads to the corresponding optimal parameters of the risk flow, i.e. only single
commodity problems are solved in model M3.
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It is shown how in this model resource and risk flows of minimal value may be
received, maximal admissible flows, as well such of minimal cost.

A most general model M4 is proposed that simultaneously provides optimal
solutions for both network flows considering all constraints both on arc capacity
and arc valuations. This model is of greatest polynomial computational complexity
compared to all 5 models proposed in the present work.

A model M5 is being developed in which analogically to M3 from the optimal
solutions for the resource flow the analogical solutions for the risk flow may be
received. At that as a difference from model M3 the individual probability values
for an adverse event to occur on the separate sections of the network are taken into
account. In this case a two stage approach is used—first the resource flow optimal
parameters are found, and then, on their base the average value of the risk for the
whole network is determined and then the analogical optimal values of the risk flow
are computed. At that all constraints for both network flows are observed. It is
shown that this model gives more precise results than model M3.

The behavior of the resource and risk network flows is demonstrated on the base
of a number of numerical examples when using the five models being proposed.
Minimal values, maximal admissible flows, and min cost ones are received for both
flows.
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Decreasing Influence of the Error Due M)
to Acquired Inhomogeneity of Sensors oy
by the Means of Artificial Intelligence

Vladimir Jotsov, Orest Kochan and Su Jun

Abstract Sensors usually have the biggest error among all components in a
measuring system. The paper considers the application of the methods of artificial
intelligence, in particular, neural networks and data science applications for sensor
data processing. The main attention is focused on improvement of measurement
accuracy when using inaccurate sensors. The abovementioned methods illustrated
on the example of improvement of measurement accuracy of the most widely used
temperature sensor—the thermocouple. Neural networks and other methods of
artificial intelligence ensure the improvement of accuracy of temperature mea-
surements by an order of magnitude. However, they require considerable compli-
cation in both hardware and software.

1 Introduction

Scientific progress in the field of sensor production led to a considerable diversi-
fication of produced sensors. This is especially truly in the areas such as chemistry,
biology, and security applications. However, the methods of sensor signal pro-
cessing are rather complicated. Often even the obtaining of the final reading cannot
be implemented as a functional transformation.

Even more complex problems occur in uncertainty estimation of sensor infor-
mation as well as in error correction and compensation. In particular, during the
estimation of errors of multisensors, the problem appears of required number of
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calibration points to identify their conversion characteristic (CC). In some cases, the
value of one measured physical quantity influences the CC of a multisensor for the
other physical quantity. For such multisensors this problem is very topical. In many
cases, in particular, when using multisensors, it is reasonable to consider the pattern
recognition of a sensor output [1-3]. In this case, it is reasonable to use data science.

In [4] 23 pattern recognition methods are considered based on the analysis from
machine learning, statistical approaches, neural networks and carried out qualitative
and/or quantitative comparisons. In particular, the considered methods are as fol-
lows: soft independent modeling of class analogy, linear discriminant analysis,
nearest neighbors, artificial and probabilistic neural networks, learning vector
quantization and different modifications. It should be noted there exist many suit-
able modifications of artificial neural networks (ANNs) [5] such as the multilayer
perceptron with error backpropagation, recurrent ANNSs, self-organizing Kohonen
maps, Elman networks, time delay ANNs, adaptive resonance ANNSs, and so on.

The results of the comparison show the method of ANNS as the slowest and the
most complex part from the training point of view. However, it should be noted that
in general the stages of training/recognition in neural networks can be separated [6].
The training stage can be carried out on a processing machine with higher per-
formance. Therefore, the complex and long training of ANNSs is not so significant
drawback. For instance, in [6] a simple 8-bit microcontroller had been used for error
correction caused by the sensor drift CC.

The other drawback of ANNs is the necessity of the choice of their optimal
design. Usually the choice of the ANN deign is based on previous experiments and
the study of recommendations how to choose a proper design [5]. On the other
hand, ANNs almost always provide the required accuracy, which is important for
sensor applications, since their error usually dominates among the component errors
in measurement systems. In many cases different sensor errors determine the
accumulated measurement error. Sometimes sensors are operated in special con-
ditions such as nuclear power plants or gas turbines where the price of inaccurate
measurements is very high [7, 8]. Therefore, the improvement of the sensor data
processing is a topical task. The modern trend is to use data science aiming to
improve sensor applications since the lack of accuracy can cause a catastrophe.

In particular, the proposal is to use an ANN for error correction in one parameter
sensor from [9]. At the same time, the proposed approach considers such sensors as
multisensors. Physical quantities that have the most influence on the sensor error are
defined as input quantities for the multisensor. However, there is no need to
measure them. The method considered in [9] ensures the correction of the tem-
perature influence on photodiode used to measure the intensity of the ultraviolet
radiation. In this case, the sensitivity of the photodiode considerably increases with
temperature growth: up to 8% within the range of operating temperatures. In
addition, it is reasonable to carry out the error correction caused by the temperature
of the photodiode with respect to the temperature of its chip but not from its
environment. Therefore, the proposal is to use the photodiode as a temperature
sensor after measuring its short circuit current. It is proposed to carry out experi-
ments just in 9 points out of 49 combinations of radiation flow/temperature to
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identify an individual reference function of the photodiode. The prognosis using
additional ANN:Ss is carried out in the rest 40 points. The proposed ANNs are trained
using studies of 30 real reference functions of existing sensors. This approach
decreases the error of the photodiode by approximately 35 times.

This chapter considers the usage of the simplest ANN such as the three-layer
perceptron for decreasing the error of thermocouples (TCs), one of the simplest and
widely used temperature sensors. Let’s consider the TC errors to achieve this.

2 The TC Errors

Thermocouples are the most popular sensors of temperature used in measuring
praxis for temperatures in the range 600-2500 °C [10], in spite of their drawbacks.
The most important among them is their error [11], which is often too big for many
cases in industry and science [12—14]. The total error of thermocouples is much
greater than that of their measurement channels [15].

The main errors proper for thermocouples are as follows:

1. Considerable initial deviation of their reference function (RF) from the nominal
one. The likely deviation in CC for the most popular type of thermocouples
(type K) may reach 5.5 °C at 600 °C and 8 °C at 1100 °C [11].

2. Considerable drift of CC during operation at high temperatures, that is a change
of CC in time. It may vary in the range of 0.5 °C to 10°C for the mentioned
above type K of thermocouples during 1000 h at 600 °C or at 1100 °C
respectively [16, 17].

3. Thermoelectric inhomogeneity of thermocouple legs acquired during operation
at high temperatures [17-21]. Error due to inhomogeneity may reach 10 °C
when measuring 1100 °C during 1000 h using type K thermocouples, or even
more in some cases [19].

Correction of the first error can be carried out using the data obtained during the
primary calibration in a few points of the measuring range [22]. Electromotive force
(emf) developed by a TC is mostly determined by the chemical composition of its
legs, therefore, it is a continuous function of temperature (without discontinuities
and jumps). Praxis shows it is enough to carry out a calibration in 3 or 4 points for
the measuring range from 100 to 600 °C or in 5 points for the measuring range from
100 to 1000 °C. It is reasonable to use the approximating ANN for error correction.

3 Correcting the Error Due to Drift of a TC CC

The correction of the second error is much more complicated. This is because of the
considerable influence of the operating temperature and conditions on the rate of
drift of the TC CC [16] as well as relatively big individual deviations of the error



92 V. Jotsov et al.

due to drift from the average trend. Therefore, the correction of the error due to drift
based on the studies of the TCs of the same kind in similar conditions improves
measurement accuracy very little. In addition, it has quite low metrological relia-
bility. According to [23] error correction based on a calibration in a laboratory is
inadmissible because of acquired during operation thermoelectric inhomogeneity
(the third error).

There are known methods for TC calibration in situ.

In this case the third error, that is the error due to the acquired during operation
inhomogeneity of TC legs [18-20], influences the error of calibration to much
lesser extent.

The error of the thermocouple in situ can be determined as follows:

1. Using a reference thermocouple [16]. To use this method, it is necessary to have
an additional channel into which the reference thermocouple is plugged. The
drawback of the method is the usage of the reference thermocouple in operation
conditions as well as the necessity to use an appropriate measuring channel.

2. Using a temperature fixed point cell [24, 25]. This is a hermetic capsule con-
taining either a pure metal or an alloy with the accurately known temperature of
phase transition (either melting or solidification). During steady heating (cool-
ing) on the plot of developed Seebeck emf versus temperature appears a tem-
perature plateau which makes possible to identify the moment of the phase
transition. Therefore, the temperature of the measuring junction equals the phase
transition temperature.

3. Without any reference instruments using the thermocouple with controlled
profile of temperature field (TCPTF) [26]. In this case, the temperature field is
purposefully stabilized during operation. It makes possible to eliminate the error
due to acquired thermoelectric inhomogeneity of the legs of the main thermo-
couple (the thermocouple which measures the temperature of an object).
The TCPTF can be designed in the way that it is possible to set such a tem-
perature field, in which the area of the temperature gradient covers the sections
of the legs, which usually operate at ambient temperature. The CC of these
sections does not drift. Therefore, if the temperature of the measuring junction,
while changing the temperature field remains constant, the difference between
developed Seebeck emfs in two temperature fields equals the error due to drift of
the conversion characteristic of the main thermocouple.

The abovementioned methods of the error determination make it possible to
construct an individual mathematical model of CC drift of a thermocouple to make
a forecast and correct the error. ANNs have very good prognostic abilities, there-
fore, it is reasonable to use them to make a forecast of error of thermocouples
between determinations of their errors [27]. However, the traditional forecast using
ANN requires a relatively big sample [5]—not less than 30 trials. It should be
noted, that the sensitivity of thermocouples (10-70 uV/°C) [10] is not high and the
speed of CC drift is low. That is why, because of a high level of random errors, it is
not reasonable to carry out a calibration more often than once a week. Therefore, a
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reliable forecast of CC drift is possible after a half of a year of operation. It is
possible to shorten this time using an approximating and a forecasting ANNSs or the
method of historical data integration [27].

The method of combining the approximating and the forecasting ANNs consists
of the following steps:

1. Determining the function of the error of a TC CC due to drift in 5-6 points R1—
Rn (see Fig. 1);

2. Training the approximating ANN using the data from point 1. The ANN can be,
for instance, a three-layer perceptron consisting of one input distributive neuron,
two or three neurons of the hidden layer, whose activation function is a sigmoid
and one linear output neuron;

3. Generating 30-50 in-between points GI1-GIk, which correspond to the function
of drift of a TC CC when the real determination of the TC error is not carried
out, with the approximating ANN;

4. Training of the forecasting ANN using the data from the point 4;

5. Forecasting the error due to drift of the TC CC during operation.

The method makes it possible to reduce the number of required calibrations to
construct individual mathematical models of a TC CC error due to drift in 5-6
times. Modeling showed that the error of the forecast of the error of a TC CC due to
drift does not exceed 0.5-1.2 °C while the inter-calibration time had been increased
in 4 times.

The method of historical data integration about the drift of a TC CC [27] is even
more effective. It is necessary to have investigations of drift, that is, results of
calibrations in certain moments, for 30-50 TCs in the same or similar operating
conditions to apply the method. The application of the method can be split into a
few stages. The first stage involves training of the integrating ANN. To achieve
this, the following steps are required:

Error due to Prediction
drift, pV

R1-Rn

GII-Glk Time, hours

»
>

Fig. 1 The method of combining the approximating and the forecasting ANNs
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1. to choose a TC among the like TCs whose drift of CC is temporarily assumed to
be forecasted. Then the result of its first calibration is chosen;

2. to rank the calibration results of the other TCs in an ascending (descending
order) with respect to the deviation of their errors from that of the chosen in
point 1 TC;

3. to construct a vector of the training set for the integrating ANN. The error of the
chosen in point 1 TC as well as the ranked errors of the like TCs from point 2
(the order itself is not important but it should always be the same for the further
operations) are sent to the inputs of the ANN. The output of the ANN is
compared to the second calibration of the TC chosen in point 1;

4. to repeat the points 1-3 for another TC to go over all TCs for the first
calibration;

5. to train the integrating ANN using the set constructed in points 1-4.

A trained integrating ANN can make a forecast based on the results of the first
calibration (at the time T1) of the thermocouple TCp, whose drift is forecasted, for
the next result of a calibration at the time T2 (Fig. 2). To perform it, the first result
of the TCp calibration should be taken into consideration in point 1, instead of the
chosen TC that belongs to the group of the studied like TCs. In point 2 the result of
the calibration of the thermocouple TCn, which deviates the most from the ther-
mocouple whose error due to drift is forecasted, is eliminated.

The other integrating ANNs for another calibration times are trained in the same
way. The results of calibrations of the thermocouple TCp, whose drift is forecasted,
are the forecasted results of its calibrations at previous times for these ANNs. The
study [27] showed that one neuron with the sigmoid activation function can be used
as an integrating ANN.

Thus, the set of integrating ANN for all calibration times makes it possible to
forecast the results of calibration of the thermocouple during a study of the like
TCs. Then these results of calibrations can be used as input data for the approxi-
mating ANN, which, in turns, creates the training set for the forecasting ANN. The

A
1 Error due to
drift, uV

n

TC1

TCp

Prediction
T2 Time, hours

[
»

Fig. 2 The method of historical data integration
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modeling shows that the error of a forecast of the error of TC CC due to drift using
the proposed stage, which consists of the integrating, approximating and forecasting
ANNS, in the worst case does not exceed 30% from the peak value of the TC CC
error due to drift when the inter-calibration time is increased in 12 times.

4 The Method for Improving the Accuracy
of Temperature Measurements Using Thermocouples
with Inhomogeneous Legs

The error due to acquired inhomogeneity stems from changes in thermocouple legs
at high temperatures in time. These changes are caused by the effect of chemical
and physical processes (such as oxidation, diffusion, recrystallization etc.) in legs. If
a thermocouple is split into imaginative sections, each section operates at its own
temperature [28]. That is the reason why, during prolonged operation, CC of each
section changes in time in accordance with its particular operating temperature. If
the temperature field along the thermocouple legs changes, the temperatures of each
section change correspondingly. Therefore, the error of each section is not constant,
so the total error of a thermocouple varies even when the temperatures of the
measuring and the reference junctions remain constant. This is an appearance of the
error due to thermoelectric inhomogeneity when the developed emf depends on the
distribution of temperature along thermocouple legs. Many researchers consider
that it is the main reason of thermocouple error [18, 19, 21]. Sometimes the high
thermocouple error after extended use is thought to be inevitable and impossible to
correct [23]. However, recent studies have discovered new methods for decreasing
the influence of the error due to acquired inhomogeneity on measurements of
temperature using thermocouples.

According to mentioned [28], the error due to acquired inhomogeneity appears
when the temperature field along the thermocouple legs is changeable. The main
idea of the method proposed in [26] is as follows: in a stable temperature field along
the legs, error due to inhomogeneity cannot manifest itself. Thus, the temperature
field along the legs of the main thermocouple has to be purposefully and com-
pulsory stabilized. Additional temperature control subsystems have been used to
achieve this stabilization. These control subsystems are located along the legs of the
main thermocouple. Each such subsystem consists of both an additional heater and
an additional thermocouple.

The proposed sensor is called a thermocouple with controlled profile of tem-
perature field (TCPTF) [26]. Its pattern is given in Fig. 3. In such a sensor the main
thermocouple (MTC) measures the temperature of an object. The temperature
control subsystems located along the electrodes of the MTC to develop and
maintain a temperature field independent from that of the measured object. Each
section of temperature field control system consists of a heater (H1...Hn) and a
thermocouple (TC1...TCn). All the reference junctions of all the thermocouples are
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Fig. 3 The pattern of the TCPTF

wired to measure and control system (absent in Fig. 3). The temperature field
marked ABC in the bottom part of Fig. 3, is set and maintained by the heaters H1...
Hn of the temperature control system. Thus, even if the temperature field of the
object changes within the borders from D to F, the profile of the temperature field
ABC remains constant and this fact does not allow the error due to acquired
inhomogeneity of the MTC to appear.

The emf developed by the MTC has to be measured with the highest possible
accuracy using the measure and control system of the TCPTF. An emf of the
section sensors TC1...TCn can be measured with usual accuracy because the effect
of their error can be neglected while their error due to acquired inhomogeneity is
negligibly small because they operate in stabilized temperature field. Because of
this reason, it is reasonable to use a multipoint measurement system. The measuring
channel is the same for all the sensors and each thermocouple is wired to it in a
sequential order by a switchboard [29].

S The Furnace to Control the Temperature Field Profile
Control of the TCPTF

The sensor described in [26], whose pattern is given in Fig. 3, is designed as an
integral sensor. However, considerable drawbacks are prone to such a design. These
drawbacks are as follows:

1. The sensor design is complex.

2. It is not compatible with existing standard types of thermocouples.

3. Itis difficult to replace or substitute the MTC when necessary (when significant
degradation of the legs occurs).

4. Lack in standard metrological procedures for this, completely new type of
Sensor.

These drawbacks obstruct widespread use of the TCPTF. However, the proposed
method of decreasing the impact of changes in the temperature field on the tem-
perature measurement error is not prone to these drawbacks. The drawbacks appear
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because the TCPTF was designed in [26] as an integral sensor. To get rid of these
drawbacks the design of the TCPTF should be divided into two parts: (i) the sensor
itself that is a standard thermocouple being produced in industry should be used as
the MTC; (ii) the means for stabilizing the temperature field along the MTC. In this
case none of the abovementioned drawbacks can appear.

There is a pattern of the proposed furnace for the TCPTF [30] on Fig. 4. It
consists of two tubular shells, one of which is outer (1) and the second one is inner
(2). The outer diameter of a standard thermocouple corresponds to the diameter of
the inner shell. The plugs (3) and (4) are welded to the shells (1) and (2). There is an
insulation (ceramic) cylinder between the shell (2) and the heater (6). The heater
(6) may be either wound or sprayed on the cylinder (5). The lead-outs (7) of the
heater (6) extend through the insulating sleeve (8). To ensure better adhesion of the
insulating sleeve (8) its shape is mushroom-like. The space between the shells
(1) and (2) is filled with thermal insulation (9).

The main requirement for the design of the furnace is that the number of
lead-outs wired to the left-hand side plug (see Fig. 4; the right-hand side plug is at
high temperature) of the furnace must be minimal. To achieve it, the heaters H1...
Hn and their corresponding thermocouples TC1...TCn are combined. As it was
mentioned above, the heaters (6) are either wound or sprayed with the material of
one thermocouple leg (e.g. chromel). The lead-outs (10) of the heaters (6) are made
of the material of the other thermocouple leg (e.g. alumel). Therefore, each heater
together with its lead-out forms a thermocouple to measure the temperature of an
edge of the corresponding zone. The temperatures in the centers of zones are
approximated as average temperatures of the temperatures at the edges of their
neighbor zones. This superposition of the lead-outs and the heaters allows reducing
the required number of lead-outs. The total number of lead-outs if the heaters H1...
Hn and the thermocouples TC1...TCn are separate for n zones equals 4n. The
superposition of the lead-outs and the heaters described above requires the total
number of lead-outs equal n + 1.

Welds

Fig. 4 The design of the proposed furnace
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6 Computation of the Furnace Heaters’ Power

To roughly estimate the maximum required power of heaters H1...Hn we assume
that the zone of the TCPTF is an infinite cylinder with stable internal temperature #
(this temperature is by the heaters) and external temperature f, (environment
temperature) on its surfaces. Thus, according to [31], it follows:

dt dt
=—Fl—=-2 — 1
0 ﬂdr nrlﬂdr, (1)

where Q is the heat flux through the lateral area of the cylinder; F is the lateral area
of the cylinder per unit length [/; r is the radius of the cylinder; 4 is the thermal
conductivity of the cylinder material. The cylinder for the TCPTF is made of a layer
of thermal insulation covering the heaters Hl...Hn. The relation between the
temperatures ¢; and #, is as follows

t —t =At, (2)

where At is the maximum temperature change, which the heaters of the TCPTF
must ensure.

According to [31], the solution of the differential Eq. (1) is dependence of the
heat flux per unit length (the ratio of Q to /) through the lateral area of the cylinder
on the ratio of internal to external diameters of the cylinder, that can be written as
follows

% _ n(t —t)  2mAAt 3)

14 = d -
2,1[”d2 lnd2

where d; and d, are internal and external diameters of the cylinder respectively.
From Fig. 4 it can be derived that

dy —dy=2h, (4)

where # is the thickness of the layer of thermal insulation of the TCPTF heaters.
The calculations of the required heat flow per unit length (the ratio of Q to /) for
the TCPTF heaters to provide the required changes in temperature along the MTC
legs are based on expressions (2)—(4). The heaters’ power is equal to the heat flux
on the corresponding length of the cylinder. The plots of the maximum power per
unit length of the TCPTF heaters (W) versus the maximum required temperature
change (°C) for different thickness of the insulation layer (m) are given in Fig. 5.
Figure 5 shows that high heating power (greater than 1 kW/m) is required only
when the layer of thermal insulation is thin, and the changes of the temperature field
along the thermocouple legs are comparable with the measured temperature.
The TCPTF is not designed to operate in such conditions. It is designed to operate
in massive thermal units, for instance, furnaces of thermal power plants, Changes of
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Fig. 5 Dependencies of the maximum power per unit length of TCPTF heaters on the maximum
required temperature changes and thickness of the thermal insulation layer

temperature field in such objects are caused by changes in generated power, season
and outdoor weather. These reasons cannot change the profile of the temperature
field of the thermal unit more than 50 °C. Additionally, the length of the heater
section should not exceed 0.1 m to ensure effective control of the temperature field
profile. Thus, the maximum power developed of the TCPTF heater depending on
the thickness of the thermal insulation, should not exceed 20-50 W. It is obvious
that these figures of power are quite acceptable and do not distort operation con-
ditions of massive thermal units.

7 Computation of the Parameters of the TCPTF Heaters

It is required to fit the parameters of the heaters (such as material and diameter of
wires) to the required power (i.e. supply voltage and maximum current) in order to
design the TCPTF. The resistance of a conductor R is as follows

L
R=p—, 5
P (5)
where p is the specific resistance of the conductor, for heaters, chromel should be
used, whose p ~0.65 Q mm?/m [32]; L is the length of wire; S is the cross-sectional
area of the conductor.
In case with the TCPTF, it can be written that

Lxn-n-dy,S=n-d5/4, (6)

where n is the number of winds of the heater, n can be defined according to the
formula n=1/(dp +w); dp is the diameter of heater conductor; [ is the length of one
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zone of the heater; w is the thickness of the conductor insulation (for continuously
wound heater) or the distance between the conductors (for heater wound with
compulsory step).

Taking into account (5) we can rewrite (6) as follows

[-dy

k=% ) 0
For the prototype in [26], we have: heaters made of chromel d, =0.02m,

[ = 0.05m, dp = 0.5 mm, w=1 mm. Plugging these values into (7), we get R~ 7 Q.
The thickness of the prototype thermal insulation is approximately 10 mm. In this
case, according to (3), to ensure temperature variation in the range from 30 to 50 °C
we need a maximum power for the heaters in the range of 20-50 W. Consequently,
the supply voltage of the heaters is from 18 to 19 V and the maximum current of the
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heater is from 2.6 to 2.7 A. These values are acceptable for practical use. Con-
siderable reduction of the heater voltage and current (hence its power) can be got by
increasing the thickness of the layer of thermal insulation. The corresponding plots
are given in Figs. 6 and 7. It is shown in the section Conclusions: there exist no
specific requirements for the materials from the furnace, for their processing and the
hermeticity of the furnace.

8 Controlling the Temperature Field of the TCPTF
with a System of Linear Equations

The significant thermal connection between the zones of the TCPTF leads to
generation of temperature waves and instability of the temperature field along the
TCPTF legs (this phenomenon can be also called self-excitation). Control of
temperature fields in such multi-zone objects with mutual thermal influence requires
complex methods of control and thus significant computational resources. How-
ever, there is a quite simple method for controlling of temperature field [33]. It was
implemented on an 8-bit microcontroller in [33].
The assumptions below are the base of the method:

(1) There is a linear dependence between changes of temperature and power.
(2) Instead of the summation of heat flows, the summation of temperatures is
carried out for computation of changes of the heater power.

These assumptions contradict to thermodynamics, however, the method works
properly to compute approximately necessary changes of heaters when deviations
of the temperature field from the preset one are relatively small. To calculate
necessary power changes for establishing a preset temperature field the system of
linear equations has to be solved. To solve it, any known algorithm can be used.
Gaussian elimination is used in [33]:

AT, =k APy + ki APy + -+« + k1, AP,

.......................................... , (8)
AT, =k APy +kp APy + -+ + k,, AP,

where AT;...AT, are the required changes in the temperature of each zone heater
from 1 to n, AP,...AP, are the required changes of the corresponding heater power
ky;...k,, and the coefficients describe the effect of individual heaters on the tem-
perature of other zones.

Each step of control (iteration) consists of: (i) solution to the system (8),
(i) changes in powers of heaters (iii) and the delay until the thermal transition ends.
The next step of control (change of heaters powers), based on the new measure-
ments of temperatures in all zones, is executed after a lag for three time constants of
the TCPTF furnace.
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Due to the method of control, the system turns into almost open one. The system
is robust to self-excitation generation of thermal waves. Therefore, the profile of the
temperature field always approaches to the preset one. However, the method is
effective only when changes of the temperature field are both slow and quite small.
The coefficients ki .. .k,, are defined from experiments for each operating tem-
perature and zone [33].

The main drawback of the method is a long time required to establish the
temperature field. Adjustment lasts for a few iterations even in the case of small
deviations of the temperature field from the preset one.

9 Using a Neural Network for Temperature Field Profile
Control

It makes sense to apply means of artificial intelligence to ease application of the
abovementioned method of temperature control as well as to lessen the time
required to establish the preset profile of the temperature field. ANN can take into
consideration nonlinear nature of dependencies of dependencies of heat capacity,
heat conductivity and heat transfer on temperature, as in [30, 34]. In this case, the
required changes of powers for each iteration are defined with considerably higher
accuracy. This method computes the necessary changes of heater powers better than
the method from Chap. 6. This improvement of accuracy of the changes of the
powers of the heaters leads to a decrease of the required iterations for establishing
the preset profile of the temperature field. The main idea of the improvement is to
apply the ANN to control the temperature field along the MTC legs. The ANN is
trained under various temperatures of operation and temperature fields of the
TCPTF. The number of inputs of the ANN is the same as a number of heaters H1...
Hn. This number of inputs is two times bigger than the number of outputs to take
into consideration the required temperature changes as well as corresponding
temperatures of each zone.

The design of the proposed system to control the temperature field of the MTC is
given in Fig. 8. It contains the TCPTF (in Fig. 8 it is given as a set of sensors
(S) and corresponding heaters (H)), a multichannel measurement subsystem
(MMS), furnace temperature set unit (TSU), subtract unit (SU), neural network
(NN) and control unit (CU). The TCPTF is placed into the thermal unit, which is
controlled by the thermal unit controller (TUC). The MMS consists of: (i) switch-
board (SW), (ii) analog to digital converter (ADC), (iii) microcontroller (MC) and
(iv) interface unit (IF).

The information about the temperature differences for each zone from the SU
and their current temperatures from the MMS is sent to the NN. Therefore, the
ANN gathers data about the current temperatures of each zone and the preset
change of it. This information allows the ANN to take into consideration the
dependencies of heat capacity and heat conductivity on temperature. That is why it
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Fig. 8 A block diagram of the measure and control system in the mode of maintenance for the
temperature field

is possible to calculate the required changes of powers of the heaters properly by the
CU using the ANN. The CU stops any other actions until the end of the thermal
transition process in all zones.

There are two the most widespread methods to train the ANN: (i) the one using
the model of the object of control, and (ii) the one with parallel linking to the
controller of the object (so called “teacher”). An accurate model of the controlled
object, whose error is considerably less than the permissible error, is necessary for
the first method. In general, it is not a simple task to design a model for a multi-zone
object. It is necessary to carry out elaborate experiments to solve it. The method
with a “teacher” needs regulators that have already provided appropriate control of
the temperature field of the object. However, these regulators are able to solve the
problem of the temperature field control without using an ANN.

The authors offer to train the ANN in situ. No model needed in this method [30,
34]. To apply the method, the structure of the control system has been changed
while training the ANN according to the scheme in Fig. 9. The outputs of the ANN
are wired to the training unit (TU) of the ANN and the inputs of the CU are wired to
the power set unit (PSU).

During the training, the PSU gives a signal to the PSU to save the current
temperatures of the zones and generates random power changes of the heaters
(H) for the CU. These power changes may be either positive or negative. After the
end of either heating or cooling the zones, the MMS measures all their temperatures
and sends data to the SU as well as to the NN. The trained ANN generates the
changes of powers for the heaters necessary to return the temperatures of all zones
to the initial values. Corresponding changes are generated with the PSU. If the
temperatures of the zones are not equal to the preset temperatures, the TU adjusts
neuronal weights to approach the ANN closer to the changes generated with the
PSU.

The PSU generates a test set of power changes at various temperatures to train
the ANN from the experimental data. Each test set consists of 25-30 random test
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Fig. 9 A block diagram of the measure and control system during training of the neural network

power changes. If the ANN has not been trained properly using this set, one can
continue training the ANN without changing the heater powers in reality. This
method of training does not need any model of the measured object because the
ANN has been trained during experimental studies.

The transition to new powers is carried out for all the heaters simultaneously.
This transition is performed when all the transition processes (either heating or
cooling) in all zones are finished completely (the same applies in [30, 34]). This
explains why the control system can be considered an open one. The proposed
method is not prone to self-excitation (auto-generation of thermal waves) [31, 34].

The computational complexity of this method is not greater than that of the
method described in Chap. 6 and in [34]. The total amount of the computations
performed by the ANN is approximately the same as the total amount of compu-
tations to solve the system of linear equations. However, the ANN collects and takes
into consideration dependence of the mentioned above thermal parameters, such as
thermal conductivity and heat capacity, of the TCPTF on temperature. Therefore, the
ANN can take into consideration nonlinearity of the TCPTF as an object of control.
On the other hand, the use of ANNs needs quite a big amount of experimental
researchers which is not possible to decrease because the three-layer perceptron (the
kind of ANNs used in the TCPTF) is not suitable to train on small samples.

That is why it is reasonable to use additionally other means of artificial intel-
ligence to decrease laboriousness of ANN training.

10 Essential Features of Proposed Puzzle Methods

Logical Data Science applications are rapidly developing in various fields. Their
success relies on the usage of enhanced modeling tools, which allow a deep
interconnected (evolutionary) statistical and logical processing of the accumulated
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data or knowledge patterns. One of the featured characteristics of Data Science
applications 1is their transparent (open-system), and data-/knowledge-driven char-
acter. This is the reason to avoid traditional algorithmic descriptions in this section,
except few essential definition and application examples.

Contemporary data-driven approaches frequently use ANNS, for example, RBFs
or spiking neurons. Here a different by nature data-driven method is considered. It
is logically oriented and uses different novel types of constraints to narrow the field
of possible solutions, and to infer new conclusions. The advantages rely on better
modeling possibilities.

In this chapter a Data Science research named Puzzle method is considered
aiming to improve the quality of the deep learning analysis, and of knowledge
acquisition. For more details, please refer to the book [35]. The intelligent software
plays more and more important role in contemporary machine learning systems and
in their realizations: from industry to security systems. The Puzzle Method have
been elaborated aiming to eliminate the well-known drawbacks of every ANN
application: the learning experiment is very long, and expensive, and every ANN
copies well-trained parts, but is almost useless in realistic, unknown conditions.
Since the eighties the industry is controlled by flexible systems, and the pure
algorithmic type of control couldn’t assure the desired results. At first, neuro-fuzzy
systems had been introduced. At the contemporary stage, data-driven and
knowledge-driven methods are mainly used. Suggested innovations serve the more
effective application of Data Science, Advanced Analytics, (Deep) data/web mining
and/or collective evolutionary components. The latter should be used to combine
logical and statistical results in one system, as considered in [35].

In industry, many innovations use traditional design approaches like TRIZ [36],
brainstorming methods, etc. Unlike them, the Puzzle method is functioning in both
manual and autonomous modes to improve the existing technical solutions and to
elaborate the novel ones. In any case, TRIZ, ant other logical- or statistical-based
methods are easily combinable with the below considered Puzzle method standards.

The research on traditional, syntactically produced puzzle methods revealed that
their algorithmic complexity is rather high and this does not allow automatic pro-
cessing of large enough sudokus, crosswords or puzzles. In this case, an emphasis is
on the fact that the studied machine-based procedure takes the words from a pre-
defined set using a random principle where only the length of the word is of
importance. When statistical applications are used alone they are not so effective.
On the contrary to the quoted syntactical realizations, a semantic variant of Puzzle
method is considered below. It is based on the logical analysis of the existing data/
knowledge interconnections. Three types of relations have been used aiming at
narrowing the set of possible solutions to the problem. An analogy with living
creatures could be applied: the system using the Puzzle standard could focus
attention on most significant things.

Briefly, every Puzzle method aims to discover new or hidden knowledge by
connecting the unknown, the sought solutions with previous experience accumu-
lated in knowledge bases (KBs). Let the constraints of the considered problem form
a curve in space as depicted in Fig. 10. The main goal of the Puzzle method is to
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Fig. 10 Binding, crossword A y
and classical sets of B G N/
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reduce the multidimensional search space for the solution. For this purpose, several
limitations have been used. In [35] the study is focused on the case of using
ontologies instead of a set of nonlinear constraints.

Furthermore, in certain cases the research of process dynamics aimed at reducing
the field allows the derivation of a new knowledge in the form of rules as discussed
in next subsections. This inference process and the usage of different constraints
gives way to significant simplification of formal and evidence material in any
research or lecture. Also it attracts attention on important details and simultaneously
increases the activity of learners. Showing the process of connecting known to
unknown improves the understanding and retention of the presented material.

For example, in this book chapter we use thermocouples in a furnace, and both
mentioned decisions restrict the search space of the presented research via two
lines, (nonlinear) curves. In this way a lot of unnecessary [re]search is avoided. It is
also possible to inspect a case when the constraint is defined in the form of a surface
but, as a result, a more general solution is obtained where a special interest is
provoked by the boundary case of the crossing two or more surfaces. When the
common case is inspected in details then in the majority of cases the problem is
reduced to the exploration of the lines instead of complicated curves obtained as a
result of crossing surfaces. Below the usage of constraints is investigated by using
curves of first or higher orders.

Type V; constraints of a linear/nonlinear form are the classic case borrowed from
constraint satisfaction methods. The B&D binding constraints, dot-type variants are
also possible, does not intercept the unknown goal but are located close to it, they
reveal a kind of a neighboring area around the target. The A&C&E constraints are
named the crossword constraints because their interception with G, gives a part of
the searched goal where Ci form larger interconnected areas in G;. The usage of the
considered set of Ci-s is much more effective than of the classical set of V;-s. The
pointing and ontological constraints are not depicted because of similar images.

Through binding constraints (B or D on Fig. 10), it is convenient to implement
many non-classical causal relations of the type “A is linked to B but the connection
between them is non-classical, not implicative/provable”. The same could be pre-
sented through heuristics, which is ineffective, hence not recommendable. It must
be pointed out that through this type of constraints the location of the searched
solutions is fixed in a way that is best combined with fuzzy methods.
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Crossword constraints [A, C;, C,, E] offer new ways of assessment (outlook) for
the searched unknown solutions on the basis of the accumulated so far knowledge.

The next group of newly designed constraints used in Puzzle methods is named
pointing constraints. It can be classified as an exotic type of binding constraints,
but constructs a new constraint type because of additions of new features: when at
least one element of pointing constraints is reached, it shows the direction to the
solution [to goal G;]. In comparison, binding constraints show that the goal is
somewhere near, let’s say, with higher probability, but doesn’t point the exact
direction. For example, the mineral pyrite signs that the gold may be somewhere
nearby. Other examples: if an infrared or thermal camera shows an image of a
higher temperature zone inside the furnace, we know where to find this zone
[pointing constrains], but if we are told that this zone should be explored in our
project, we couldn’t guarantee that it still exists and is usable. The latter analogy
concerns just the binding constraint example.

On the other hand, many well-known statistical methods could effectively work
with pointing/binding constraints and can improve the effectiveness of crossword
constraint applications by calculating the probability value and the preferable
direction of the goal location. Same for possibility, fuzzy or uncertain or even
heuristic values.

The following example demonstrates how the proposed search process can be
reduced using ontologies. The search space is presented on Fig. 11 where statistical
data have been depicted on good practice methods how to use the furnace. The
depicted data’knowledge sets had been generalized about different regions

Fig. 11 Temperature zone
application example

Price




108 V. Jotsov et al.

depending on their parameters and quality. Let the goal is: what zone is acceptable
to our project. Let the right vertical, blue-colored (dark-grey), subset of feasible
solutions is chosen: ‘excluding the non-Eurasian experience’. Then the space of
feasible solutions is to the left of the separating surface which is depicted on the
figure in the rightmost corner.

In Fig. 11 another horizontal surface, depicted in the high corner in green
(light-gray color), is shown. It delimits the search space of the solutions. In our
case, it means ‘frequently used applications’. It is accepted that in the scope there is
no clear distinction related to the presented criteria. Hence, the search of the feasible
solutions is nonlinear, of high dimensionality, and practically it cannot be solved
using traditional methods. Nevertheless, by applying ontologies the problem is
solvable via the proposed Puzzle method. There are two red dots (two brighter gray
color dots) depicted in the left corner on the same Fig. 11. Each of them also
represents a kind of constraint but of another type, the binding constraint. In this
case its semantics is following: it doesn’t point to a solution, but it resides close to
the searched solution. We can say, that the two (or more) binding dots can fix up the
solution surface. This good practice is recommendable as the most effective one.

10.1 Different Types of Binding Constraints

The following section discusses the introduction of following three types of binding
constraints.

Every knowledge used in the Puzzle method can be presented as a part of
information (atoms, linked by different relations). Usually, these relations have been
obtained by some logical processing of information like structuring, extracting the
meaning from information blocks or other knowledge processing. In this termi-
nology, one rule can be presented in the following way:

The conjunctions of antecedents are A;, A, .... A,.

The conclusion/consequent is marked as B.

Let all z number of conjunctions are proved to be true/confirmed, then B is true,
whereby the goal/problem of checking whether B is true has been solved (see
Fig. 12).

When significance of the atoms has not been pointed out, as in the case shown in
Fig. 12, then the significance of the conjunctions is considered equal (1/z). The
above bows show that each atom A (conjunctival) has its individual significance
relation, mainly invisible and often informal, in proving the conclusion. It is a real
number from the interval [0, 1]. But in the common case, some atoms are of greater
significance while others are less important, and the quoted numbers depend on the
current situation. Part of these invisible links between the atoms of the type
atom-conclusion or other parts of knowledge can be defeated (torn) in different
conditions, for example, when additional information appears. During this process
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Fig. 12 Informal relations inside a rule

called defeat, the truthfulness of each atom can be changed, and its significance
reduced even to zero in proving the conclusion/goal. Also, the whole rule could be
changed completely, for example, by replacing it with another one.

The considered process of defeat is started by special knowledge forms named
exceptions to rules, knowledge of the type E(C, Ap), (cf. Figure 13) where a pre-
requisite for the defeat is the argument C of the exception, which must be true in
order to start this process of defeat. Therefore, both arguments of the exception
enter a causal relation, which is not implicative, non-classical one. In life, we use so
many similar relations and most of them are difficult to be formalized because they
are not included in the classical formal logic.

The accumulation of such knowledge atoms, the compound with different
classical and non-classical relations allows us to use new opportunities for real-
ization of goals from the set.

For example, let a goal X had been proved via classical or non-classical means as
shown in the diagram from Fig. 14 and let X and Y contain a non-classical causal
relation, for example, X defeats Y; or for example, let X, and Y be statistically linked
variables. In this case, the fact that there is a large volume of information linked to
X, as shown in the figure, leads to imposing informal constraints over the choice of
the condition of Y, regardless of the fact that in a formal sense, X and Y are not
linked. Informally, proving X non-monotonically leads to the solution of the goal
Y. In other analogous situations, solving X does not lead to proving Y. However,
they are linked through the following non-classical relation: proving X shows that
we are close to the solution of Y, the more rules and facts prove the truthfulness of
X, the higher the confidence/sureness/certainty or belief in the hypothesis that Y is
true. The described process will be called binding, as interpreted in Fig. 14.

Fig. 13 The defeat of implicative connections
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Fig. 14 Examples of the
binding process scheme ¥

Very often using methods like fuzzy logic helps the binding process. For
example, this can occur in situations where indefinite notions are used or notions
that change their meaning depending on the situation and the context.

The following rule interprets the meaning of one of frequent binding processes:

If N is a high quality furnace, but N is a too expensive model, then N is not the
best choice variant.

In the described example, there exist some notions that require further clarifi-
cation: high quality, price, good buying practice, etc. Here it is important to clarify
what is the desired type of the furnace, in what conditions it will be explored, and so
on. It must be considered the fact that high quality is quite a subjective judgment
and it can be greatly reduced due to a number of subjective reasons. In situations
where there is doubt about the judgment of the quality, it is better to use binding
relations, including the non-referable parts of the used rules. In this case, what is left
is the relation that if something is a cheap option, it could be bought. Here the link
is not an implicative one, we don’t need a garbage in our offices. Obviously being a
high quality device isn’t enough for our decision making. Additional knowledge
should be drawn here, increasing the confidence that if it is suitable for us, the other
important facts can be drawn from the technical description, or from other sources.
In the example, in fact, one or more atoms are defeated from the antecedent of the
rule.

Defeating the link of the second conjunction with the conclusion actually
removes the implicative link on the whole rule, and is replaced by a binding.

10.2 Essentials of the Proposed Defeasible Reasoning

One of the most effective ways of knowledge exploration is to add a new knowl-
edge by appending/defeating the old one in a new situation. It is shown that almost
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every relation in a rule using classical implications may be defeated. Eleven main
defeasible schemes have been introduced, and they describe the introductory notes
to the proposed defeasible inference research. The represented formulas are the
most usable ones.

Let the unity of classes K be comprised by the subsets Sy, S, ... where S € K.
Every subset of type S includes elements X .q, X.5, ..., that form a new model. The
original set S is related to one of the classes S; € K. The final result from the
analysis of S is idenitified with one of the classes S; from K. The output is an
answer of the type K = (T; F;?) with three truth values: “true”, “false” and
“uncertainty” (?, don’t know). In the case with an answer K; = ? or K = F, the set
S may be identified with more than a single known class S;;, Sip, ... (il # i2...).
The answer K = T is obtained if and only if the examined class S coincides with
Si-

Amongst the classes S; there exists an interdependence of the type “ancestor—
successor”, (is-a, e.g. S;—an ancestor of S;;). Thus, it is possible to form simple
types of semantic nets—with one type of a relation. It is necessary to note that the
elements Xg.1, Xsi1:2, --. produce the differences between the class S;; and the other
successors of the common ancestor S;. All differences that appear in the comparison
process of S;; with other classes that are not direct successors of S; are determined
after the application of the inheritance (heredity) mechanism.

The conclusion (response) K = T is formed when the corresponding conjunc-
tion terms for all ancestors S; and also for S;;, are of the following form:
A/1 /\A,2 A ...A;l, where Ay is Xi or = Xi; A’ may coincide with Ay or it may
include (using a disjunction) Ay and analogical terms for other variables.

Let’s assume that a set of rules of Horn type describes the desired domain:

B i/e\IAi. (9)

During the usage of a truth/binary or even Boolean-like logic in the quoted rules,
if at least a single variable A; is different from ‘true’, then the truth of B is indefinite,
i.e. the result is “?”. In the case when the corresponding exclusion from the con-
junction (9) of the rule is based on the inclusion of a term with any A, (k € I) then
the inference procedure changes. In the case when the exclusion E(C, Ay) and C is
true and Ay is false, then the right side of rule B may be true as an exception. The
extended inference models with exclusions are introduced and generalized in fol-
lowing forms.

B ,/_Z\I AL, C, E(C, Ay), ~AgC
B<Ai AAY A .. AT A DA A ...AZ’

C,B— _/_Z'\l ALE(C.AY)

B—AL A A1 ANAgpL A AL AL
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C,B— /_\1 ALE(C,Ay)
B<A{ AN . A A (AkVC) ANApsr.. A,

(12)

It follows from formulas (10)—(12) that the proposed exclusions are a form of
special, non-implicative causal relations. The interpretation of the formula (10) is
based on the following facts. If an exclusion E(C, Ay) exists and is related to one of
the rules with conclusion B, and Ay is its effect, then the truth value of the conjunct
Ay must be replaced to the opposite value “-A;”. In the case when C is not ‘true’
the corresponding replacement is blocked. Further applications of Modus Ponens
(MP) rules lead to the fact that the defeat of the informal relation between B and
—Ay leads to a formal logical contradiction.

Therefore, the formation of exclusions of the type E(C, Ay) may lead to a
contradictory result provoked by an incompleteness in domain descriptions. In case
when C is true the exclusion E(C, Ay) includes this meaning in the conjunct Ay to
defeat the meaning of the last conclusions. The result is that Ay is replaced by C
because the test of its meaning does not influence the output. In the case when C is
true, the corresponding conjunct Ay is directly replaced by C, this leads to various
schemes like the one from (12).

Rules of type (9) are united in following systems where inter-relations between
atoms from different rules are not explored:

Bg(— ‘A Azj. (13)
jel

In the general case the causal-effective relation may be applied using
non-classical operations of successions that are denoted ‘<-’ in the paper and B;
may be presented as combinations of sophisticated logical relations like in formula
(14).

The usage of exclusions (10) up to (12) could be also applied in systems (13) or
(14); in the general case it reflects the interrelations between different parts of the
causal-effective relations influenced by a new information, an exclusion that is
attached to one or another group of relations. The new information may influence
mutual relations between the atoms, elements of the rule (9) or of systems (13);
(14).

Bi<— A Ay
iel

B<— A A2j. (14)
jel

As a result, the relations of a causal type are defeated or they are strengthened
due to an additional information contained in the exclusions or shown by them.
The rest of the paper does not include versions (13) and (14) because in the
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majority of practical applications it is sufficient to confine ourselves to rules type
(9), in this way the algorithmic complexity of the used combination of methods is
significantly lowered. The presented exclusions by their nature are an enlarged
version of defeasible inferences that are widely used in the intelligent systems.
The considered research differs from classical inference schemes using exclusions
because it is possible not only to exclude the atom Ay that is contained in and
tailored to the rule, but also because a totally new formula may be included in the
rule, e.g. 7Ay in formula (10) or an interrelation between Ay and C in (12). The
research also includes versions of formulas using a weak non-classical negation ~,
versions with exclusions of implications influenced by exclusions, and so on:

B '/_Z\I AC,E(C, Ay), ~AgC

, 15
B—AT AA A AT A~ARAAGAAGGIA LA, ( )
C,B< A A,E(C,Ay)
= : (16)
Al A AT AAG I A LA,
C,B< A A,E(C,A)
i=1 , (17)

Al A AT AA AARGI A LA,

where Ay is an additional condition for transitions from ~A; to =Ay. The inves-
tigation includes schemes with multi-argument exclusions E(C, Ay, Ay, ... Ay) that
lead to the simultaneous change of several parts of the rule. The introduced
defeasible method leads to three basic results. The truth of parts of the rule is altered
when influenced by the exclusion if the conditions for activation of the exclusion
are enabled; formulas are included in or excluded out of the rule or the rule itself is
defeated as it is shown in (15) or (17). The results from the research led to a large
number of inference versions with exclusions; a part of them is included in the
bibliography list.

Hence a generalized concept of defeating is introduced that is based on the
following facts. Object scope modeling is a dynamic process. In the act of
scope-field completion by the system the old relations between separate parts of the
knowledge and/or between different knowledge pieces may be eliminated, changed
or their effect may be redirected. This is accomplished by the influence of the new
knowledge that completes or corrects the primary existing knowledge or its inter-
relations. The described processes are formalized in the following way.

We did a research of the situations that appear after the addition of the new
knowledge to the existing experience/knowledge base, and we divided them into 11
basic groups. Let P be the part of the new knowledge that influences one or more
formulas like in (9) up to (12).
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. P ‘nullifies” Ay: it breaks its relation to the conclusion B. As a result of this

process, the significance of Ay has a meaning of 0, and no matter whether it
is true or false, the truth value of the conclusion does not change:

B(—/Z\ Ai,P
=1 - (18)
BAT AA A LA AAR4 A ...Az,ﬂ(BHAA Ai),

i=1

where in difference with above mentioned defeasible schemes, the original
rule format existing before the appearance of P becomes false.

This is an extreme version of the situation from group I when all the atoms
in the antecedent are defeated. After that the rule (9) turns into a fact: B «.

B A A,P
i=1 - , (19)
B,—|(B<— 'Al Ai>
1=
P changes the truth value of Ay from true to false or v.v.
B< A AP
=1 (20)

B—A] AAy A LA A DAL A ~~-AZ’_'(B(_4A1Ai)’

P defeats the existing significance of Ay and increases it to 1. The signifi-
cance factors of other parts of the antecedent from (9) duly drops down to 0.
Independently of the way (conjunctively or disjunctively connected atoms),
all of them are related to Ay and in this situation they are defeated by the
antecedent of the rule (9):

z
B« 'Al Ai,P
1=

(21)

B<Ay, - (B<— i/Z\1 Ai)
P redirects all relations between the rule and the other knowledge in the
domain.
The causal relations are not exhausted by the classical implication and the
next consideration will show that even by formal means it is possible to
present different forms of non-classical causal relations. Let following two
rules are introduced:
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VL

VIL

VIIL

Ri:B<A; Ry:N<M. (22)

Let both rules initially be related to the object X. Let also after the
appearance of the new set of conclusions P R; be related to Y and R, to the
former object X. In this case, the first rule is preserved but its effect is
redirected to another object.
In medical domain it is known that by nature a disease is provoked either by
a virus or by bacteria. However, let us have a case when a patient manifests
simultaneous symptoms of an illness both from a virus and from bacteria.
The sequent investigation (P) shows that the symptoms of a virus-provoked
disease are related to the patient’s throat and that the bacterial symptoms are
related to the patient’s lungs. The redirecting of the conclusion that con-
tradicts the rule from the example and the discovery of the second disease
gives the solution to the problem. It is possible to redirect whole rules by
analogy to the above presented case.
P breaks or amplifies the relation between the considered rule and other
knowledge in the domain.
The difference with the previous situation V now is either the elimination of
the existing relations or the addition of new relations between the existing
rules. The very rules are preserved with that.
For example, every chess-player must have a good physical condition so
that he/she can present himself/herself well in the tournaments. If however
the ‘examined’ chess-player is a computer program—this is the effect from
the new information P—then the already said does not at all concern this
program.
P influences the conclusion from one or from a group of rules: from R;: B
— Ainto R’;: B « A. In this way, the old conclusion P is defeated or it is
replaced by the new one B”.
z
B« A Ai, P
= —, (23)
B*<— ‘Al Ai, - (B(— A Al>
i=

i=1

The appearance of P changes the antecedent of the examined rule (9). It
imports a new atom on the place of Ay, before or after the chosen one Ay. In
the last two cases, the new atom is conjunctively or disjunctively related to
Ay, e.g.
B< A A,N(P,J)
= - . (24)
BATAA A AL ATA ...Az,ﬂ<B<—i[_\1Ai>




116 V. Jotsov et al.

This situation can be named by specifying the antecedent as a result from
the new information P.
IX. R; is replaced by R, and influenced by P:

Rll B(—A; Rz: N(—Q (25)

The difference from the previous situation here is in the complete
replacement of the rule provoked by P in accordance with the a priori
defined concepts.

sl (26)
N<—Q,—|(B<—'A A,»)

i=1

X. We have a situation from I to IX, but the obtained consequences may not be
used in the antecedents of the other rules. The reasons for similar constraints
are different, e.g. limiting an insecure information along long chains of
rules, etc.

XI. The atoms of the investigated rule (9) remain the same, but some of the
logical operations are changed affected by P, e.g.

B—Al AA A .. A1 AAKL A AL N(P D)

D e
B—Ai AA A LA A ~ARA ...AZ,_|<B<—'/_\1A1>

A characteristic example of a similar situation is the transformation of the strong
classical negation ‘=’ into a weak paraconsistent negation ‘~’.

Let’s discuss the following illustrative example. In principle, it is not possible
that the same person is a teacher and a student at the same time. Let’s denote that
‘John is a teacher’ by the variable Q. Then it will not be an error if we denote that
‘John is a student’ by —=Q.

This is valid in the prevailing number of situations, but it is inapplicable in
condition (P) that John is a student in one subject in one school, but he is a teacher
in another subject in other e.g. sports school or at the same school. After the advent
of the new information P, it is not possible to say that ‘John is a student’ is =Q; now
it is correct to use the weak negation and ~Q will lead to a contradiction only in the
cases when definite conditions hold—in the example the conditions are the subject
for teaching and also the location for teaching.

The described situations from I to XI present a research for the influence of the
new information P over different parts and relations between existing conclusions.
In the majority of the discussed situations, contemporary mechanisms for defeasible
inference may be used. The difference is just in the fact that P totally changes the
situation existing a priori. However, if P replaces the literal in the first argument in
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the exception E(C, Ay), then the exclusion does not change the action progress for
the existing up to the advent of P things and it adds a new scheme to them that is
activated if and only if P is false. The present chapter does not contain formal
descriptions of all the possible variants of the situations from I to XI because the
number of their combinations in all the possible applications is too large.

In the end, the whole rule may be replaced by totally different rule(s) using one
or more exclusions type E(C, Ay, Ay, ... Ag). The total change isn’t the recom-
mended one because the proposed MAS environment isn’t revolutionary but evo-
Iutionary one. Total changes should be carefully checked if acceptable.

The proposed defeasible reasoning could be widely applied in Puzzle method
applications.

10.3 On the Usage of Crossword Constraints

This section discusses the introduction of one type of constraint called crossword.

Let’s assume that KB contains deeply structured knowledge, for example,
ontology on the problem. In this case, if other knowledge is discovered, and is
related to the ontology, but badly structured, for example, written in another lan-
guage, or written via pictograms, incomprehensible to us, or information lacking in
text or noised or encoded, i.e. in situations when the meaning of just a fragment of
the information is comprehensible, and out of which only part of the information
can be drawn, and if this part of the information is new, in a sense that it com-
plements the ontology, then the mentioned new knowledge could added to the
ontology regardless of the missing parts of the knowledge. In this case, invisible
rule/clause relations are being used, similar to the one in Fig. 12 and linking the
non-structured knowledge with the structured one, ontology, as well as with the
atoms of the non-structured knowledge through the used crossword constraints.
Thus, new knowledge extraction is carried out. In this case most often searching in
the constrained area of options is avoided, and the solution is obtained straight-
forward and non-alternatively. For example, we assume as a known fact that there
was an incident in a factory in Bulgaria. The event relates to the ontology, furnace*
with relations to a broken furnace, fire, and Bulgaria. Here as another column we
can add to the ontology when the incident took place, etc. Then, if someone watches
a TV show on the Albanian television and does not understand the local language,
they can nevertheless determine that the news is about the well-known incident in
Bulgaria for example by the written time of the incident and so on, but when in this
context of unfamiliar words appears the known word BULGARIA..., our ontology
of the incident is complemented with a new relation: a fire has been exterminated
during the incident. In this case, the context of the event described in an unfamiliar
language characterizes the unknown, and only the word Bulgaria and some other
specific information units are understood/known or link the unknown to the known
from us. Regardless of the lack of information, by using the crossword constraints
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here we will obtain an extension of the existing ontology solution: we have
obtained an improved with new knowledge ontology.

By introducing new constraints or, sometimes, ontologies our goal is to show
that it is possible to use causal links different from implications and that they help
us search the goals in a more effective manner.

In the tutoring/industrial education case, the usage of crossword constraints as
depicted in Fig. 10 also helps us to reveal the dynamics of the problem-solving
process. There the resolution process is sometimes more important than the
decision/solution itself. The usage of the classic cases, Vi-constraints one by one
doesn‘t always form the necessary closed area. Revealing type-Vi and other con-
straints one by one helps represent the resolution process in its dynamics and hence
make a deep inference to the problem. Even in the worst case, when the accu-
mulated knowledge is incomplete for the problem resolution, the dynamics of what
is represented analogically to Fig. 10 will show what should be the resolution. The
binding/crossword constraints are the form of non-implicative rule-based relations.
Their application effects are discussed in the next sections.

10.4 Essentials of the Usage of Pointing-Type Constraints

The pointing constraints are best illustrated by different gradients. Their essential
principle is depicted in Fig. 15. The pointing nature of the phenomenon is that the
best way to find optimal solutions (min/max value) from the depicted point x, result

Fig. 15 Interpretations to the
specifics of gradient methods
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of an intersection of the line and the isosurface line is via (anti-)gradient. Nabla
symbol is used to depict the gradient direction which is perpendicular to the
depicted line.

Every gradient illustrates a restricted case of the proposed pointing constraints.
The universal, pointing cases show not only the local/global optimal direction, but
also the informal notion what is the most preferable (where is it?), what should be
executed first using the precedence operators, or, for example, what is the simplest
or most logical solution. Beautiful, effective, perspective, and other informal
notions cause no problems for pointing constraint operations. In this sense, some
forms of pointing constraints are similar to ontological constraints. This question
should be further investigated.

A set of [mutually] connected pointing constraints may form an analog to an
algorithm describing the resolution to the goal.

One of the actual forms for pointing constraints uses the logical analysis of the
situation. There exist many situations, when there is only one solution to the
problem, or their number is fixed and no problem to be found. Then just the a priori
given pointing constraints set helps us to satisfy the goals concerning them. For
example, let the goal is to find the direction of the temperature drift in the ther-
mocouple. As an answer, we use one formula to show the temperature drift in
conditions of increasing or stable temperatures, and another formula for decreasing
cases. Let as a result the drift is in a positive direction in the first case and in a
negative direction in the second case. Both directions consider just one of the cases
of above mentioned pointing constraints.

11 Puzzle Method Applications for Temperature Field
Profile Control

The Puzzle method rules may seemingly look like too formal and rather ineffective
ones, but the following application example should show their strength and flexi-
bility. During the training of the ANN (RBF-ANN or other type) using the ther-
mocouple data, many drawbacks may appear. One of the frequent issues is the
unstable temperature field in the furnace during the training process. In these
conditions, the learning process is prone to errors. It is resolved by the introduction
of above described set of constraints V;. As depicted on Fig. 10, only one constraint
does not resolve the problem, but may diminish it. For the substantial restriction of
the research area we used a closed area of constraints V;, V, and V;. In the
proposed research, these constraints are ‘materialized’ in the form of a thermo-proof
shell around the thermocouple. After that, the ANN training process will be
improved and stable.

The ANN learning process concerns exact examination of the proposed data
patterns. In the considered furnace, such stable conditions can’t be fulfilled. For
example, signals may be temporary lost, the thermocouple could be changed with a
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new one, etc. It is impossible to start a machine learning procedures each time when
any changes appear. The described Puzzle principles reinforce the adjustment of the
learning process in the following manner. The following three constraint conditions
are recommended for modelling and usage during the analysis.

e The pattern/form of the investigated object;
e Location;
e Main model parameters.

It is very important to make a closed constrained area as shown in Fig. 16.
Otherwise, the method applications will produce much lower effects.

For example, if at the learning stage the temperature drift line is inclined at 3° for
temperatures below 900 °C and at 2.5° for temperatures above 900 °C, then the
change of the incline is an additional factor to secure that the temperature is near to
reach the 900 °C threshold. This revealed fact isn’t a complex and very innovative
one, but when it is used in an autonomous mode, its usage is very productive.

If the form of the temperature drift pattern is analyzed and memorized, and later,
the same form appears in the image of the temperature evaluation, it is no problem
to calculate the error deviation because of the temperature drift. Analogically, the
measurement error will reveal its specific form.

When two pieces of knowledge have been put into a constrained area, they can
easily form new information pieces in the form of rule-based knowledge. First of
all, this process should be schematically described.

These natural language or formally described fragments of knowledge can be
presented in plain text for learners, but further it is shown that by the Puzzle method
this is executed much more naturally and better. For example, Fig. 17 shows
another example of Puzzle method application revealing certain processes and
relationships between objects. Concentrating the attention in the closed area of
Fig. 17 and narrowing the set of analyzed elements supports the revealing of new
implicative relation M-N referred to in Fig. 18. Informal (sometimes the formal
one) causal relations are elaborated that are associated with the implication ‘from M
it follows that N”.

Fig. 16 The main constraint
elements

Model
Parameters
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Fig. 17 M and N are
unrelated but belong to same
confined area

Vi

V2

V3

Fig. 18 Detection of the rule
connection between M and N

In Fig. 18 the system of three different constraint sets helps detect a causal
relationship between M and N, with no evident correlation between them in Fig. 15.
The connection occurs in imposing additional constraints in Fig. 18. The process is
dynamic in nature and it is almost impossible to be properly explained only with
words. Here the set of the pictures has a role of the replacement of the intuition
process.

The process of finding new rules using Puzzle methods gives the trained people
the necessary deep knowledge. This form of knowledge can be sometimes repre-
sented in the form of ontologies (in any words, an information transferred by sense),
but for the sake of simplicity this case isn’t described.

The image (it could be a media) from Figs. 17 to 18 is convenient and efficient to
visualize, transform and use different dynamic processes through sense-based
explanations. Examples and figures can lead to the conclusion that ontologies are
introduced, used and dynamically changed applying the Puzzle methods. Hence
they can be improved using Puzzle methods.

The block diagram from Fig. 19 concerns the machine learning cycle. The
Puzzle method processing is included into the learning cycle. Its inclusion allows
deep knowledge processing and more, novel solutions to intelligent measurements.
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Fig. 19 Block diagram for the machine learning scheme using proposed Puzzle methods (P)

The Puzzle block (B) may control the ANN or function alone. All variants have
been explored.

The proposed experiment includes the investigation of temperature drift
parameters. The diagram from Fig. 20 contains a schematic (numbers excluded)
view of temperature values given by the investigated thermocouple in same con-
ditions during different machine learning sessions. The maximal values are included
in the set depicted by the red curve. The dotted line shows the real, average values
of the temperature conditions in the moment. In most cases, it is impossible to
obtain the exact temperature values at any time, in any point of the oven because of
different thermal currents in the furnace, too many factors, influencing the tem-
perature processes, and so on. Another example of the same case is the thermo-
couple ‘inertia’ error in the case of a temperature spike or burst or during significant
temperature changes. Its influence is measured just after the change in the dotted
line at T =900 °C. In the regional pattern just above T =900 °C a situation

Fig. 20 Main temperature
drift parameters

900°C
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occurred where the minimum measured value is significantly higher than the real
one.

Of course, the above quoted ANN applications may be applied aiming to catch
the above-mentioned problems, but this is an expensive and labor-consuming
process. The proposed applications make analogical processes easier and faster.

A situation in Fig. 21 with the same process parameters used in slightly different
conditions includes an addition of a higher temperature value in accordance with
the set depicted in a form of a dashed line at the bottom of Fig. 21. It is used as a
gradient of additional temperature changes. Considering the data from Fig. 20, the
system is capable to autonomously calculate the direction of the temperature
changes, signed by ‘D in a circle’ from Fig. 21: this is one of the discussed pointing
types of constraints applied in the experiment. Also, without any expert help, the
system calculates the most possible location of ‘B in a circle’, the binding constraint
showing that in this region the temperature shifting point is located. When t > 170,
and not t > 210 from Fig. 20, another ‘D in a circle’ is applied showing the change/
fluctuation in the main temperature direction. All three constraints have been cal-
culated using classical statistical methods, and obviously all three of them are
interconnected: using the first direction D;, we go to the point B* where the
direction shifts to D5.

The exact calculation of the coordinates of the binding constraint ‘B in a circle’,
and of its range, and of both pointing constraints ‘D in a circle’ depends on concrete
task parameters. To date, best solutions have been obtained by using different
clustering algorithms. Actually, the direction of D may be calculated via the for-
mula with arguments—mean values of multiple temperature measures at the same
time. They are depicted as vertical set of lines on Figs. 20 or 22.

Fig. 21 Recognition of
temperature drift parameters T

1100°C
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Fig. 22 Recognition of

stretched patterns similar to T

the learned ones 700°C
s

The next experiment considers the same situation with an analogical pattern,
where the curve is a stretched variant of the one from Fig. 20. In this case many
more clustering algorithms could be effectively applied.

In some complicated cases with many temperature change points and/or only
one part of the learned pattern applied, the experimental data are similar to ones
from Figs. 23 or 24. In these cases, more crossword/binding/pointing constraints
are welcome together with the classical linear, discrete or non-linear constraint
satisfaction ones.

On the other hand, the strengths of the Puzzle methods are same in all above
considered formalized experimental descriptions. Actually all described types of the
constraints are included in one logically guided system of constraints. In Fig. 20 the
pointing constraints set the way to the binding constraint. The position of the
second pointing constraint depends on the position of the binding constraint. This
interconnection strategy is helpful in case-based applications: how to calculate the
unknown parameters using the well-known ones in the same or similar cases.

The proposed set of Puzzle methods is not a heuristic by nature. Frequently its
motto is ‘computing with words’, in other conditions statistical formulas are
applied. It provides a good basis to evolutionary applications of logical and sta-
tistical methods in same systems.

Fig. 23 Recognition of
patterns similar to the T
explored ones

900°C

2000
0

155 310
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Fig. 24 Identification of
similar and different parts of T
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12 Experimental Studies of the Control Methods

The method of temperature control (described in Sect. 6) requires determination of
the coefficients k|, ... k,,. To determine these coefficients it is required to create the
system of n? linear equations (like (8)) and solve it for ky; ...k, Itis not a complex
problem to solve the system like this. However, the problem is in creating the
system of linear equations, since the set of experimental data should consist of n?
profiles of temperature field. Therefore, the creation of the system of linear equa-
tions is very laborious. The second drawback of this method is low sensitivity and
accuracy because large number of different temperature field, which leads to small
differences between these temperature fields. That is why the measurement errors as
well as possible incomplete thermal transient processes will affect the determination
of the coefficients k,; ...k,,.

To simplify coefficient determination the simplified technique has been sug-
gested. Its idea is to run the experiment with only one heater turned on. Say it is the
Jj-th heater. In this case, the system of Eq. (8) turns into a column. Having solved
such a system it is possible to calculate the coefficients k;; ... k;,. The temperature
field for each experiment can be given as a plot temperature versus number of zone,
as in Fig. 25. The relative temperature is referred to as a ratio of the change of the
temperature in a particular zone of the furnace developed by the j-th heater to the
maximum change of the temperature developed by the heater in its zone. Coeffi-
cients k; ...k;, are to be calculated from the plots. In this technique the total

amount of experiments is 7, instead of n?, where n is the number of zones and thus
the number of heaters.

This technique stipulates the equality of powers for all heaters. However, in a
real prototype of the TCPTF the heaters’ powers are not equal. To take the
inequalities of power into account between the individual zones, the heaters let us
express the heater power changes AP, ... AP, in terms of the right hand side of (8).
To take into consideration these differences of heaters let us express the power
changes AP, ...AP, in terms of the right hand side of (8)
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where k! is the coefficient of excess. This coefficient describes the excess of the
power of the i-th heater over the heater developing the least temperature change in
its zone. The coefficients k% ... k" can be computed as follows

kf =AT; /ATy, (29)

where ATy is the minimum temperature change of a heater among the other
heaters; AT; is the temperature change with its i-th heater turned on.

The experimental study of establishing the temperature field using the method of
linear Eq. (8) is given in Fig. 26. The units of axis x are the units of relative time.
The unit of relative time corresponds to three time constants of the TCPTF. One
unit of relative time is not greater than 0.5 h when the TCPTF compensates the
change of a temperature field in large object operating in the vicinity of a sole
temperature. As is clear from Fig. 24, the differences between the real and the preset
temperatures of the zones of the TCPTF gradually decrease. It is evident from
Fig. 20 that the temperatures of the TCPTF zones gradually approach to the preset
values. However, it takes quite a long time to establish the preset profile of a
temperature field. Even for a relatively small difference between the real temper-
ature field of the TCPTF and the preset one (the maximum difference for a single
zone does not exceed 2.5 °C in Fig. 26) 6 iterations needed.

Fig. 26 Establishment of the 2,5
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The experimental study of establishing the temperature field using the ANN
method is given in Fig. 27. As seen from Fig. 27, the process of establishing the
preset temperature field takes only one time constant, thus, it takes one iteration. In
addition, the method works properly with larger (greater than 20 °C) differences
between the real and the preset temperature fields.

13 Conclusions

The chapter researches and develops a method to reduce the error due to acquired
thermoelectric inhomogeneity of thermocouple legs. The main idea of the method is
to stabilize the temperature field along the main thermocouple that measures a
temperature of an object. This stabilization of the temperature field significantly
reduces the influence of the changes in the temperature field of the measured object
on the emf developed by the thermocouple measuring its temperature. One of the
problems is to create an appropriate method to control the heaters while stabilizing
the temperature field profile. The problem occurs because of likely self-excitation.
One of the possible and simple solutions to this problem is the proposed method of
control based on a system of linear equation and on an ANN. It allows solving the
problem in a simple way. The computational resources of an 8-bit microcontroller
are enough to carry out calculations of the required power changes of the heaters.
However, a personal computer is needed to adjust the control subsystem and train
the ANN before the operation.

The main computer power had been used for the presented data science appli-
cation processing. The Puzzle method is a good addition to ANN-based training
approaches because it reveals, models and used a sense-type knowledge and such a
system has some understanding of the situation, and not only a training element
which is expensive-to-be-obtained and frequently useless in our constantly
changing world. The theoretical study showed possibility of significant improve-
ment in the accuracy of the temperature measurements using the proposed TCPTF.
The error due to acquired inhomogeneity of the MTC legs is no greater than 0.13 °C
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(if the temperature field of the object changes to 20...25 °C along its legs). The total
measurement error of the TCPTF is no greater than 1.4 °C [26]. To get such
accuracy a reference thermocouple with the error no greater than 0.6 °C needed.

The requirement for accuracy and stability of the temperature field are not strict.
This is because the influence of the error in temperature field maintenance can be
neglected. We can presume that the dependence between the error due to inho-
mogeneity and the change of the temperature field is proportional. Therefore, a
change of the temperature field reduced in 20-30 times leads to the proportional
reduction of the error due to the inhomogeneity of the MTC.

That is why changes of the temperature field of the TCPTF due to instability of
the additional thermocouples (6, 7 and 10 in Fig. 4) almost do not affect the error of
temperature measurement (it is decreased in 20-30 times as well). In addition, it
should be noted that the additional thermocouples work in stabilized temperature
field and this stabilization damps possible instability of the temperature field on the
measured object. Initial differences between the temperature field (developed by the
furnace of the TCPTF) and the preset one minimally affect the error of temperature
measurements because they are taken into consideration when calibrating the MTC
using a reference thermocouple. It should be noted, that instability of the temper-
ature field caused by inhomogeneity of the additional thermocouples with respect to
the error of temperature measurement is infinitesimal of the third order. The change
in the profile of the temperature field of the furnace due to its imperfection leads to
the error due to residual inhomogeneity of the MTC. This error is infinitesimal of
the second order. The error due to drift of the additional TCs with respect to
imperfection of the furnace is small, so the error due to it in relation to the changes
in the profile of the temperature field is infinitesimal of the second order. In
addition, it should be noted that the additional thermocouples work in stabilized
temperature field and this stabilization damps possible instability of the temperature
field on the measured object. The latter makes the problem of the error due to
imperfection of the additional thermocouples rather theoretical.

Experimental studies of the proposed sensor prototype proved the theoretical
statements. The proposed sensor is neither very complex nor expensive. The
accuracy of temperature measurements can be significantly improved when using
the sensor instead of the standard thermocouples. It ensures high accuracy despite
the fact that an inhomogeneous thermocouple is used.
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Abstract This chapter introduces personal assistants operating in a Virtual Edu-
cation Space (VES). VES is built as an Internet-of-Things ecosystem consisting of
autonomous intelligent components displaying a context-aware behavior. A per-
sonal assistant plays as an “entry point” to the space operating as a kind of intel-
ligent user interface. The life cycle and the architecture of a generic personal
assistant are presented in the chapter. Some suggestions for provision the assistant
with learning capabilities are also given. A prototype implementation known as
LISSA is discussed in more detail. Currently, a second version is developed known
as IoT LISSA where the personal assistant will be able to account for the reality of
the surrounding physical world in planning and executing its actions.
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1 Introduction

In recent years the interest towards eLearning has been growing stronger. Besides
the most well-known open-source systems (e.g. Moodle [1]) and corporate systems
(e.g. Microsoft Classroom [2]), a lot of universities develop their own eLearning
systems. In line with this trend a Distributed eLearning Centre (DeLC) project was
implemented in the Faculty of Mathematics and Informatics at the University of
Plovdiv aiming at the development of an infrastructure for delivery of electronic
education services and teaching content [3]. The DeLC architecture is designed as a
network, which consists of separate nodes, called eLearning Nodes. Nodes model
real units (laboratories, departments, faculties, colleges, and universities), which
offer a complete or partial educational cycle. Each eLearning Node is an autono-
mous host of a set of electronic services [4]. The eLearning Nodes can be isolated
or integrated in more complex virtual structures, called clusters. Remote eService
activation and integration is possible only within a cluster. In the network model we
can easily create new clusters, reorganize or remove existing clusters, because the
reorganization is done on a virtual level and it does not affect the real organization.
DeL.C provides mobile access to services and content over an extended local net-
work called InfoStations [5].

One serious disadvantage is that the DeL.C implemented as a virtual environment
does not account for the physical world in which the learning process is performed.
Building an infrastructure where the virtual world is integrated in a natural way
within the surrounding physical environment would open new opportunities for
delivering education services and learning content in a personalized and
context-aware way. For achieving this integration in recent years we started a
transformation of DeL.C in a new, cyber-physical infrastructure known as Virtual
Education Space (VES). VES is developed as an Internet-of-Things ecosystem,
consisting of autonomous intelligent components displaying a context-aware
behavior [6]. Furthermore, the space is enhanced by approaches using semantic
models, mainly in the form of ontologies.

In working with complex systems such as VES, it is advisable for the users to be
supported by specialized interface components in an intuitive and intelligent
manner. One possible solution is the use of personal assistants. In the space
architecture personal assistants play an important role.

This paper presents the creation of a personal assistant, which will aid students in
their work with the space. The rest of the chapter is organized as follows: Sect. 2
presents a state of the art of various related works. Section 3 briefly presents the
VES infrastructure. Section 4 describes the students’ personal assistant known as
LISSA (Learning Intelligent System for Student Assistance). Section 5 discusses
some details related to the implementation of the personal assistant. Finally, Sect. 6
concludes the chapter.
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2 Related Works

Introduced in the 1990s, the concept of using personal assistants for aiding people
in their everyday business and personal affairs is being developed for many years.
As is shown in [7], technologies from the field of Al present opportunities for
building intelligent machines, which autonomously perform tasks on the user’s
behalf. In [8] we discover that the applications of agents are divided in two main
groups—distributed systems and personal software assistants where agents play the
role of proactive assistants to the users in working with some application. Personal
assistants (PA) can help the everyday as well as long-term management, execution
and control of different types of tasks such as those related to planning, reserva-
tions, shopping, payments. Nowadays these assistants are usually put on mobile
devices, they can use the resources of social networks and can learn. Two useful
reviews, the first one for the use of PA in the context of IoT [9] and the second one
of Intelligent Pedagogical Agents (IPA) for personalized learning and increasing
the students’ motivation [10], demonstrate the expanding domains of personal
assistants.

Several big projects can be shown, which outline the prospects and stimulate the
research in that area. PAL (Personalized Assistant that Learns) [11] is one of the
first broad-range programs for scientific research in the field of cognitive systems.
The program’s goal is to radically improve the way in which computers interact
with humans. One of the most interesting systems developed within PAL is the
personal assistant CALO (Cognitive Assistant that Learns and Organizes) [12]. The
assistant, capable of self-educating, supports the users in making decisions mainly
for military problems. Of great interest are the user interface and database, which is
built as a semantic application frame including a platform for military education as
well. The frame offers different services to the users such as views, context navi-
gation, calendar, web- and file browser, e-mail client, instant user messages.
Another project for creating intelligent assistants is COMPANIONS [13], which
aims to change the generally acknowledged way of interaction between humans and
computers. A virtual colloquial “Companion” is an agent, which “co-exists” with
the user for long periods of time during which it “builds™ a friendship and “studies”
the preferences and desires of its owner. The agents communicate with the users
mainly by use and understanding of speech, but they can also use other means such
as sensor displays and detectors. The project PAL (Personal Assistant for healthy
Lifestyle) [14] predicts the development of a social real NAO robot, its mobile
avatar and an expandable set of mobile applications in the field of healthcare, which
use a common database and conclusion mechanism. With the system’s aid health
specialists can set goals and problems to children and monitor their development
through their achievements and solutions. Thus PAL can be an assistant and teacher
to the children.

A number of corporate developments are well-known among a broad range of
users. Generally, these personal assistants implement user interfaces in a natural
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language to interact with users. Usually these assistants (such as Siri [15], Microsoft
Cortana [16], Google Now [17], LG Voice Mate [18]) are used to support the
performing of common everyday activities. For instance, Apple was the first large
technological company, which in 2010 integrated the intelligent assistant Siri in its
operating system. In its newer versions Siri supports different techniques for
self-education. A large group of personal assistants are applicable in healthcare (e.g.
HealthPal [19], BeWell [20], PPCare [21]).

Interesting researches for the creation of personal assistants are conducted in
many universities. Within those projects predominantly are combined the results of
researches on the Internet of Things, robotics and machine learning. Over the last
years, significant efforts have been made to create personal assistants for aiding
people with different needs. Realizing the necessity for developing multimedia
technologies for people with disabilities, the Center for Cognitive Ubiquitous
Computing (CUbiC) at Arizona State University devoted its efforts in overcoming
this obstacle. One exemplary project of this center is the planning and developing of
an assistant for social interaction and improving the possibilities for interacting with
people with ocular disabilities [22]. This assistant’s goal is to improve the acces-
sibility of social non-verbal signals for people who are blind or with impaired
vision. It consists of a pair of glasses equipped with an appropriate camera. The
incoming video stream is analyzed with the help of algorithms for machine learning
and computer vision, which allows the extraction of the respective non-verbal signs.
Therefore, this information is delivered to the user. Over the last years, a lot of
efforts have been made for creating robots able to help taking care of old people.
There are significant difficulties in the personalization of these robots. Therefore,
they are capable of responding to the specific needs of the people they are taking
care of. Even robots with abilities to self-learn take a long time to understand the
preferences of the old people. The paper [23] presents an intelligent agent, which
provides personalized care for old people, which is realized as an integrated help,
combining different intelligent services. The service’s common architecture consists
of three main components—Virtual caretaker, Virtual Care Personalizer and
Template Care. For the effective functioning of the integrated service, the per-
sonalizer controls and generates the needed actions personalization, which provide
the care in a special Care Cloud. The appearance of intelligent personal assistants is
an example of offering new types of services using electronic devices with big
potential, the achievements of Al, as well as the evolution of information and
communication technologies and the Internet. Combining the concept for personal
assistance and the paradigm of IoT presents new opportunities for presenting
context-aware services to the end-user. In [24] is presented a health scenario where
a mobile gateway is integrated in PA. With the help of this gateway, individual
information on the patient’s physical condition, acquired from a body sensor net, is
transferred in real time to PA.

With the rapid development of technologies, a shaping tendency is the increase
in traditional educational environments with intelligent components or the devel-
opment of educational environments as an integral part of intelligent infrastructures.
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Some systems which operate as PAs have a new application through promoting
instant messaging technologies, which allows the users to select available and
accessible online recipients for receiving messages. In the research presented in
[25], a platform (type of personal assistant) is developed, which is specialized for
students and aids them in their academic and everyday tasks. The personal assistant
provides useful interactive functions for control of school curricula, diaries,
finances and chat systems. The assistant possesses a simple interactive interface and
is proven to be reliable, effective and user-friendly, when is used in learning and
working environments. The paper [26] researches the importance of introducing a
learning environment as an educational infrastructure in an intelligent settlement.
The demands of an intelligent settlement are reviewed and a two-way relation is
proposed between the physical and virtual environments. Based on previous papers
for creating intelligent pedagogical agents, a non-conventional intelligent interface
is proposed for intelligent urban services for satisfying educational needs. The
proposed architecture allows the integration of different new application scenarios
and potential new services, including serving students with special needs.

Another tendency is the introduction of personal assistants in aiding the users’
personal mobility. IRMA [27] researches personal mobility in a possible near-future
scenario, which is oriented towards a green, mutual and public transport. The
project’s goal is to propose an adaptable, easy-to-execute and stable modular
platform, which uses a combination of different information sources and proposi-
tions with added value, each serving a group of interested users, such as a
municipality, citizens or transport service providers. Thus, IRMA aids the users in
the entire lifecycle of controlling mobility. The platform is developed as a
SOA/EDA (Service Oriented Architecture/Event Driven Architecture) infrastruc-
ture presenting a hierarchy of re-usable services that can be put on mobile- as well
as web devices. With the increase of the population, people’s mobile behavior in
big cities is about to change faster than ever. The new opportunities for trans-
portation, along with the comfort and an improved ecological awareness lead to the
ever more common behavior of intermodal mobility. The broad use of mobile
devices and the presence of a high-speed Internet in transport vehicles allow users
to stay informed about the immense multitude of possibilities for mobility. What
could be discomforting is the vast quantity of information that the users receive.
Digital Mobility Assistants can alleviate the difficulty of choice for the best option
of mobility for a given user by accounting for their habits and preferences as well as
delivering the respective information at the right time. Personalized models for
mobility are proposed in [28] to provide such intelligent assistance that include not
only information on common trips and destinations, but also allow accounting for
the preferred means of transportation. The proposed system is specially designed
for the use of limited sensory data from mobile devices in order to adequately
balance the battery life and information quality.

Using modern information and communication technologies, many useful ser-
vices are presented to users every day. Still, in some situations the users are unable
to quickly find sufficient data. In [29] is presented a cyber-physical space, which
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consists of physical space, digital space and agent space, which acts as a mediator.
The agent space consists of three types of agents—PAs, service agents and resource
agents. PAs have the ability to dynamically track the users’ activities, which allows
the space to operate as a context-aware informational system intended for the user.

3 Overview of the Virtual Education Space

3.1 Basic Characteristics

The Virtual Education Space is developed as an Internet of Things ecosystem with
the following characteristics [30]:

e Distribution and Autonomy—the space is designed as a distributed infrastructure
comprised of autonomous components.

o Smartness—the space exposes an intelligent behavior [31, 32] monitoring
what’s happening inside itself (as well as in the physical world), interacting with
the components it is built of, making decisions and acting towards their
execution.

o Context-awareness—within the space is accepted the definition of context and
context-awareness from [33, 34]. In our case the space has the ability to find,
localize and identify the changes (events), which occur in itself and operate
while accounting for them.

o Accessibility—the access to information resources in the space is possible only
through the so-called “entry points”. For registered users the role of such entry
points is played by personal assistants. The non-registered users have free access
to certain resources through a specialized portal.

e Adaptability—the space is independent from any specific learning process. It
can adapt to different forms of learning. Our future intentions are to make it
adaptable to different domains.

e Personalization—in the space a personal use of resources is supported.

A major challenge is to provide an effective interaction among autonomous intel-
ligent components, operating in the space. Our approach includes the following
three steps:

e Building a unified integrated technology—the integrated technology has to
ensure syntactical and communicational interoperability among different types
of components used in the space and located on different architectural levels.
Intelligent components of the space are the assistants, realized as rational agents.
The agents are software components that operate accounting for the dynamic in
the surrounding environment. However, they are unsuitable for delivering a
business functionality. Contrarily, the services are a good solution for realizing
functionality; however, they are not flexible, neither proactive and cannot be
separate components in the space. Therefore, the agents include in their internal
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architecture suitable interfaces to services. Thus, the space operates as an
ecosystem for electronic education, open to expansion with new education
services. Furthermore, the assistants have to be able to communicate with the
physical world. For that purpose, suitable agent-sensory interfaces are used.

e Providing semantic interoperability—the proposed integrated technology is not
sufficient in itself for providing the conditions for intelligent interaction. It needs
to be supplemented by approaches, methods and means aiding semantic aspects
of the interaction. Approaches used in the space are the following:

— Agent-oriented approach—a powerful approach for building autonomous
intelligent software components with a mentality, which also includes a
language for interaction (ACL [35]).

— Using standards—the two standards for electronic education SCORM 2004
and QTI 2.1. use and specify structures (e.g. LOM) with clear syntax and
semantics, which allows a unified interpretation of the different types of
space components.

— Semantic modeling—an important aspect of intelligence is the degree of
formalization and automated interpretation of the used data. An
agent-oriented approach and using standards can solve this problem only
partially and with limitations. This is why we additionally use semantic
modeling of information in the form of ontologies.

— Integrated unified model of events for the space.

e Proactive and learning assistants—an important requirement for providing
satisfactory intelligence in the VES is the presence of intelligent assistants.
Under “intelligence” here is meant assistants, which show context-aware,
reactive, proactive and social behavior in dependence with the condition of the
space. With that regard, it is essential to build proactive and learning agents.

3.2 Architecture of the Space

As an IoT ecosystem [6] the components of the space can be grouped in three
architectural levels—access level, operative and analytic level and sensory level
(Fig. 1).

For registered users the access to information resources and services in the space
is realized mainly through personal assistants (PA). The main designation of PAs is
to aid users (in this case students and teachers) in their work in the space. They
operate as specific access points of the VES. During the initial registration in the
space users are provided with their own PA. A genetic PA is supported for that
purpose, which by interacting with the education portal and the module for regis-
tration generates a specific for the particular user PA. Personal assistants are
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Fig. 1 VES architecture

developed as BDI rational agents [36]. In the current VES version, a PA prototype
for students, known as LISSA, is created. In LISSA is integrated a simplified
interface with the ability to comprehend and generate phrases in a natural language
(English).

Non-registered users may have access to the space through the education portal
DeL.C 2.0. [37]. The current version of the education portal supports two forms of
electronic learning—blended learning and lifelong learning. For the blended form
of learning more than 20 lecture courses are provided. Examining students is made
through a system for electronic testing integrated in the portal [38].

Operation and analytical level (A-Subspace in Fig. 1) is the level with extreme
importance in the degree of intelligence of the space because this is the place where
the sensory information is collected in order to support a solution-making, related to
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the operation and control of VES. The components operating in this part of the
space, known as operative assistants (OpA), support two models in the current
version:

e Gradebook (GB)—repositories and solutions for improving students’ results;
e Teacher’s notebook (TNB)—repositories and solutions for supplementing the
gradebook and improving the production of the teacher’s activity.

The main functions of the sensory level are gathering, registering, transforming and
transferring different types of data, relevant to the operating and managing of the
space. Generally, in VES two types of sensors are supported—virtual and physical.
The physical sensory information is received and initially processed by the guards.
For the space the physical world is a collection of physical sensors accessible to the
guards.

A specific feature of guards is that they can operate anywhere within the space.
Accounting for that circumstance we distinguish different types of guards (Fig. 1).
The role of the so called logical guards (LGs) is very important, which task is to
gather raw data from single or a group of physical sensors. This data can be initially
processed, transformed and transferred to the other components in the space. Thus,
logical guards operate as a unique interface between the physical and virtual world
in VES.

The second type, virtual guards (VGs), operate entirely in the virtual space. The
two types of guards can interact among themselves as well as with other compo-
nents of the space. Unlike the physical ones, virtual sensors are abstractions.
Typical sources of virtual sensory data in the space are the three machines situated
in D-Subspace (Fig. 2):

e SCORM 2004 Engine (SEng)—sensory information for the students’
homeworks;
QTT 2.1. Engine (TEng)—sensory information for examining students;
Event Engine (EEng)—sensory information for events that originated within the
space.

3.3 Event Model

To ensure an effective control and interoperability among different components, the
concept of events is created. In our model an event is defined as Event = (e_id,
e_type, e_pars), where:

e ¢_id: event identifier;

e ¢_type: type of event;

e ¢_pars: event parameters which are usually different characteristics of the
events. Those parameters can be common (such as duration, period, uniqueness)
or specific for the particular type of event. Events can also be parameters.
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The following main types of events are defined in the model:

e Basic events—these are atomic events (events without arguments), usually
occurring in the physical world. Date, time and location are the three main
events that play an important role in the work of the personal assistant.

o System events—usually these events identify the condition of the infrastructure,
which supports the space. Typical examples of such events are generating/
removing components in the space or sending/receiving messages among the
components of the space.

e Domain events—these events are specific for the domain in use (in this case
electronic learning). Typical examples are lectures, exercises, examinations,
homework, schedules, curricula.

o Emergency events—special types of events related to emergency situations,
which impact the learning process.
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Usually different assistants react differently to specific events. For instance, per-
sonalized assistants intensively use basic events, while operative agents react to
domain events. Emergency events are processed by guards. Therefore, by event we
mean mainly whatever has happened from the applied aspect, i.e. the event is a term
related to the domain in use.

Regarding the place of occurrence events can be:

e Real—occurring in the real world, such as lectures, exercises, examinations.
These events need to have some representation in the virtual space.
e Virtual—occurring in the virtual world, such as schedules, charts, curricula.

Different connections (relations) can exist between the two types of events.

4 LISSA

Personal assistants are main components which task is to aid the users in working
with the VES. The personal assistant known as LISSA (Learning Intelligent System
for Student Assistance) aims in assisting student participation in the learning pro-
cess by monitoring the performance of tasks related to an individual curriculum.

4.1 Life Cycle

The LISSA’s life cycle (Fig. 3) is the life cycle adaptation of a practical reasoning
agent. Unlike the suggested in [8], the LISSA’s life cycle has its own characteristics
such as:

e The initialization phase in LISSA is more complex;
e Desires are limited within the frame of the current curriculum at the university.

The separate phases of the LISSA’s life cycle are presented in this paragraph.

Registration. To be able to receive a personal assistant, new users must undergo
registration. The registration’s goal is to generate a user profile (Fig. 4), which is
used for providing personalized help. In the current version the profile there is
information for the student’s personal identification, background (e.g. GB, where
information for the student’s grades is saved), types of events to which the personal
assistant has to react (incl. type of event with maximum reaction time). In working
with the system, the profile is updated constantly. To generate the profile, LISSA
interacts with the DeLLC 2.0 educational portal (register). The educational portal,
through its interface to the integrated university system, acquires the necessary
personal information for the profile (faculty number, major, course, etc.). Further-
more, the portal checks what information is present in its repositories for the student.
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/* Registration */
Bo <+ get_percept;
profile « register(Bo, student_id);
/* Initialization */
Desires « create_PC(profile, Bo);
B < By;
[ I
/* Deliberation */
while true do
percept < get_percept;
B < update(B, percept);
D « identify_goal(B, Desires);
I« compose_goal(B, D, I);
/* Planning */
n « plan(B, I, Ac);
while not (empty(n) or succeeded(l, B) or impossible(I, B)) do
a < head(n); execute(a); 7 « tail(n);
percept < get_percept;
B « update(B, percept);
if reconsider(l, B) then
Desires < update(B, I, Desires);
if needed then update(profile);
break; // go to external while cycle
end-if
end-while
end-while.

Fig. 3 Life cycle of LISSA

profile:
identification: name, faculty_nr, ... ;
background: GB_reference, ...;
events: event_types, max_reaction_time, ...
guard: G_reference;

end-profile.

Fig. 4 Profile

The personal assistant can maintain its own guard, which provides interaction with
the physical world. This is a useful option, particularly when the LISSA user has
some physical problems (e.g. requires a wheelchair).
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Initialization. During the initialization Desires of the personal agent are generated
(create_PC). In this case, the role of Desires is played by a personal calendar
presenting the student’s participation in the learning process for a certain period
(semester, study year). The records in the personal calendar are separate domain
events in accordance with the VES event model. Identically to the registration, the
personal calendar is generated through an interaction with the educational portal
DeLC 2.0. The educational portal, upon receiving data from the student’s profile,
extracts the necessary information from the faculty’s curriculum. The initialization
is done periodically, e.g. at the start of each new academic year.

Deliberation. In this phase of the life cycle, the immediate goal has to be deter-
mined (I) to which meeting the student will be currently assisted. The goal, pre-
sented as a domain event, is identified through conducting a search (identify_goal)
in the personal calendar depending on the actual beliefs (B) of LISSA (Fig. 5). In
certain cases, it is necessary for the assistant to react at some point to more than one
goals, i.e. composite goal (compose_goal).

Planning. After the current goal is determined, the agent needs to prepare a plan
(plan) for its achievement. In the current version, LISSA usually generates
reminders and warnings to the student. Furthermore, the agent possesses an ele-
mentary word processor. In some cases, it is necessary to review the goal “outside
the plan” (reconsider). This usually requires communication with the LISSA
environment, which aims to find whether and what actualization is needed in the
personal calendar and/or profile before identifying a new goal. A typical example:
the student failed an exam in some subject. Then communication with Grade Book
(GB) is needed to ascertain that fact and afterwards LISSA interacts with the DeLL.C

function identify_goal(B) returns Goals, a list of next goals
persistent: Desires, the student’s personal calendar
profile, student’s profile
input: B, the agent’s current beliefs using as search parameters
output: Goals
local variable: PC_slice
Goals «— @;
PC_slice «— Desires(B.date, profile.max_reaction_time);
for each PC_slice[i] do
if PC_slice[i].type € profile.event_types
then Goals « extend(Goals, PC_sliceli]);
end-for
return Goals
end identify_goal

Fig. 5 Function identify_goal
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2.0 portal to acquire the date of the supplementary exam. Finally, the agent updates
the personal calendar.

4.2 Architecture

The architecture of LISSA is developed in accordance with the proposed life cycle
(Fig. 6) which includes Personal Assistant (PA), Generic Personal Assistant
(GPA) and Generic Dispatcher Agent (GDA).

Personal Assistant (PA). Upon registration for each user, the agent’s instance is
configured and placed on the user’s mobile device. Each PA operates as an “entry
point” to the VES operating as a kind of intelligent user interface. After the con-
figuration, the actual PA is activated where it assumes the life cycle control If
needed, for the execution of certain activities, the PA interacts with the other
components of LISSA. The agent’s plans usually include actions for realizing
interaction with the student, presenting recommendations and warnings. The current
prototype offers basic language means of communication.

Generic Personal Assistant (GPA). The main goal of GPA is to register new
users and configure respective instances of PA. The current instance is configured
with the following steps:

DELC 2.0
interface
A
v
‘ ‘ PA  |€—Q Messages — GPA
r Y
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J

( Guards ] ( TNB ] ( GB ] ( Others )

Fig. 6 LISSA’s architecture
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e Generating a newly registered student’s profile—GPA interacts with the edu-
cational portal DeL.C 2.0 to deliver the necessary information which is present in
the portal’s storage and in the university information system (only the portal has
an interface to that system);

e Initiating mental states—at this step are generated and initialized the structures
presenting the mental states of the PA. In our case Beliefs are basic events
(according to the event model), i.e. date, time, location. The current values of
Beliefs are given by the get_percept function. Desires are presented as the
student’s personal calendar, which is initially created as a personalized extract of
current study schedule. Generating the personal calendar (create_PC) happens
through interacting with the portal, which has access to the university’s cur-
ricula. To achieve that, GPA gives the portal the necessary parameters from the
student’s profile such as major, course, semester, type of program. The separate
entries in the calendar are domain events. In defining Desires of great impor-
tance are the type of event and its parameters such as date of event, repeti-
tiveness and uniqueness. The values of these parameters have an important
influence on the PA planning mechanism. The student can complement the
personal calendar with personal events (e.g. birthdays, meetings, visitations,
participations), which should be monitored by the PA.

Once configured, the life cycle control is submitted to the new PA instance.

For existing users, the GPA (interacting with the respective PA) is used when
necessary from periodic initializations; for instance, the student’s personal calendar
(Desires) has to be initialized at the beginning of each new semester or each new
academic year depending on the assumed approach.

Generic Dispatcher Assistant (GDA). GDA serves as an interface agent for
receiving and transferring messages between PA and GPA, on the one hand, and
other assistants in the space (GB, TNB, Guards, et al.), on the other hand.

4.3 Learning

Creating a personal learning assistant, which can effectively be used in real
applications, is a complex task. In VES, the evolution of LISSA into learning
LISSA is made in two steps:

e Creating a basic learning model—a type of preliminary survey, prototyping and
experimenting for determining the goal, task specification and determining the
learning approach.

o Creating a complete learning model—experimenting with the prototype we
expect to be able to offer a second evolved version of the model, which can be
used into accomplish learning LISSA.

In the article, we will shortly present our work on creating the basic model. In the
basic model, certain simplifications have been made from real practice. In theory,
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there are different approaches that we could use to create the model. To determine
our approach, we are looking for answers to two questions:

e s it possible to learn from examples or do we need to use some of the methods
of reinforcement learning?—our analysis shows that it is possible to define
examples that can be used for training.

e Is it possible for the learning model to be defined as a mathematical function?—
at this stage it is difficult to define learning through a mathematical function and
therefore we are using a constructive analytical approach.

In our case, the learning is based on the results of the educational process where
the personal assistant attempts to have a deeper understanding of the student’s
learning behavior. Therefore, the main problem is finding the right definition for the
term “learning behavior”. Generally, learning behavior is determined by the fol-
lowing factors:

e The student’s self-study—in which way the student masters the teaching content
and how he copes with the homework.

e Participation in tutorials—to what extent the student completes lab exercises, his
scores on tests and intermediate grades.

e Participation in lectures—regular attendance, early comprehension of the subject
matter, participation in discussions.

e Examination scores—what are the final grades in the separate subjects.

The main question is whether we can define and present well-structured examples,
which can be used to educate the personal assistant. In the model we offer the
following definition of an “example”: an example ex = (la, r), where la = <spl, tut,
lec> is a structure that consists of the following three elements:

e spl—set of parameters describing the student’s self-study;
e tut—set of parameters describing the student’s participation in lab exercises;
e lec—set of parameters describing the student’s participation in lectures.

r is a structure presenting the student’s results in the respective subject which in the
simplest example is the grade from the examination. It is possible to use more
complex grading models.

All of the model’s elements are presented as attribute/value pairs. Besides, we
define the trained set LBT = {ex;, ex, ..., ex,}. Roughly, the learning of LISSA
happens according to the model presented in Fig. 7.

We assume that during the self-study the student is working with textbooks
developed in accordance with the SCORM 2004 standard and that the exams are
performed in the system for electronic testing in accordance with the QTI 2.1
standard. VES provides those opportunities. SCORM2004-Engine gathers and
delivers different data describing the process of self-study for the student. This data
is used to generate spl. Identically, QTI-Engine provides result data from the exam,
which is used to generate r. The data for the student’s participation in lab exams
and lectures are delivered by the panel of teachers through suitable user interfaces.
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1. Step (Initialization of the Training Set):
LBT < @;

2. Step (Generation of a new example):
e spl — SCORM2004_Engine(student,discipline);
e tut « Tutor(student,discipline);
e lec « Lecturer(student,discipline);
e 1« QTI_Engine(student,discipline);
e ex « Integrate(spl, tut, lec, r);
o LBT « LBT +ex.
3. Step (Evaluation of Consistence):

if “LearningBehavior_H(ex) and evaluate(r)
then LearningBehavior_H « globalization(LearningBehavior_H)

become consistent
else if LearningBehavior_H(ex) and —evaluate(r)
then LearningBehavior_H «
specification(LearningBehavior_H)

Fig. 7 Learning approach

From the separate structures is generated a new example with which the training set
is expanded. The grade for consistency of the new example (ex) and hypothesis
(LearningBehavior_H) are made from an adapted version of the method presented
in [39].

The training set and the current hypotheses are stored in the space’s GB. In fact,
work hypotheses can be defined for different aspects and degrees of understanding
of the subject matter. One possibility is to grade the student’s abilities according to
the Bloom taxonomy [40]. Another possibility is on the basis of statistical data to
define working hypotheses for assessing success on some grading scale (in our
example, a five-step scale).

A significant disadvantage of the assumed approach is the small and slowly
growing training set—the exams that students have to take during the year are few
for the used methods. The following improvements are possible:

e Using examples from all available GBs in order to propose a classification of
different types of “learning behavior”. In generating a given student’s PA, we
are trying to determine to what type of learning behavior the student belongs.
Thus, we have some preliminary idea about what we can expect from this
student’s performance.

e The used analytical approach can be improved through using background
knowledge. The GBs can operate as repository for background knowledge.
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5 LISSA’s Prototype

The LISSA’s prototype PA is implemented as an Android app for two reasons:

e Android is the most widely-used operation system for mobile devices and can be
used on a large group of different devices such as: mobile phones, tablets, smart
watches, TVs, et al.

e The second important reason is that it uses the JAVA programming language
which will retain the system’s homogeneity.

The prototype for LISSA was designed as BDI rational agents. For its implemen-
tation is used the development environment JADEX [41] an extension of JADE
[42] adding BDI mental states support. Using JADEX provides a large number of
service interfaces, e.g. RESTful, High-Level Streaming, Search. LISSA intensively
interacts with the DeL.C 2.0 portal, which operates as a special entry point in the
space. DeL.C 2.0 is implemented as a dynamic web application distributed in two
main areas—an educational portal operating as a specialized user interface and
server side. Both areas communicate by using pure HTTP requests, RESTful

Fig. 8 Login in LISSA
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services and Web Sockets. At the server side, we implemented an agent-oriented
interface, known as JADE & Jadex Container [43], which makes possible the
creation of agents that can operate in the portal and in this way to ensure interaction
with the personal assistant LISSA and the operative assistants of the space.

In building the prototype, we faced several problems that we were able to
overcome with the help of JADEX developers at the University of Hamburg.
Besides, the implementation of a simple language interface presented the following
problems:

The process of voice recognition is very complex and is an entire scientific area.
Recognizing voice commands requires lots of resources from the device and the
most common mobile devices do not possess large hardware resources.

e The device’s battery life is a valuable resource and we had to find a way to save
it as much as possible.

e In order for the assistant to be useful even in the absence of connection with the
network, the voice recognition has to be able to work in offline mode.

Creating a library for voice recognition from the beginning would take a lot of time
and resources and that is why we decided to use an existing one. For dealing with

Fig. 9 Operative state of
LISSA
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the second problem, in the current version of the prototype we are using a limited
set of commands which the assistant can recognize. Thus, we are significantly
reducing the search area and therefore the resources necessary for completing the
operation. For maximum battery life the voice commands are only working when
the user is actively manipulating the phone; otherwise, if the device is in sleep
mode, it is not listening for commands. To further decrease the battery’s use and
recognize commands more easily, we included the keyword “LISSA”, which has to
be said at the beginning of each command. In that way, before the start of the
command, only one word is being looked up and that significantly decreases the
resources necessary for the voice recognition process, and thus reduces the need for
additional operations, which would lead to a larger consumption of the device’s
battery.

For voice recognition in offline mode, we use the CMU Sphinx library [44].
Compared to the Google voice recognition library [45] this one offers more limited
functional abilities but can work in offline mode.

We will briefly demonstrate working with LISSA. To be able to work in the
space, the user has to initially log in or register in the system (Fig. 8). If the user is
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in registration mode GPA, in interaction with DeL.C 2.0, delivers data for the
creation of a profile and desires of the personal assistant.

In normal working mode, on the screen is visualized the LISSA avatar, and
above it is a list with pending events (Fig. 9). The most recent events are on
top. For each event there is an event name, date and time, and below it is the type of
event. In the upper right corner, we see a range, which is used for reviewing events
and depends on the types of events in the calendar. For range is used the event with
the most distant occurrence. When a reminder is necessary, the assistant simulta-
neously verbalizes and displays the message on the screen.

The normal working process of the prototype runs through the BDI architecture
as described in the previous chapter by using the date and time to factor in the
environment, and the user location is found with the help of the GPS sensor.

If the user wishes to review additional information for the current or future event
(Fig. 10), by pressing on the screen or on command “LISSA, show me information
about next lecture” will be visualized detailed information about the particular
event, which includes: type of event, name, date, time, description, lecturers.

6 Conclusion

In this paper, the personal assistant LISSA operating in the VES is presented.
The VES is implemented as an IoT ecosystem. A second version is currently
developed, known as IoT LISSA, where the personal assistant will be able to
account for the reality of the surrounding physical world in planning and executing
its actions.

With these capabilities, the personal assistant will offer more effective support to
its users. Besides, the new version will be able to effectively adapt to a group of
users needing different additional help in their everyday activities. (e.g. people with
different physical disabilities). To achieve this goal, IoT LISSA will be actively
supported by the guards in the space.

Currently, two important problems are being solved in relation with creating the
second version of LISSA:

o Refinement of the life cycle of LISSA to include abilities to account for the
physical world.

e Building a suitable interface between LISSA and guards in the space using the
OSGi model [46] and the existing in JADE interface to OSGi components [47].
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Practical Guidelines for Design M)
of Human-in-the-Loop Systems: i
Lessons Learned

Vasily Moshnyaga

Abstract Technology has entered the age of smart systems, which not only
implement traditional human functions of analyzing real-world data and making
decisions but also employ humans within the feedback control loop. The devel-
opment of such systems is not trivial, however, involving several challenges. In this
chapter, we share our experience of building human-in-the-loop systems, such as a
user-aware computer display, a viewer-conscious TV, a smart door, a smart carpet,
a medication adherence control system and smart in-home system for monitoring
people with cognitive impairment. We identify problems related to incorporating
humans into the control loop and present guidelines for hardware and software
designers.

1 Introduction

Advances in ICT and electronics engineering technologies have led to significant
increase in smart devices and systems that can perceive environment and create
actions similar to humans. According to IDC forecast [1], there will be 80 billion
smart internet-connected devices in the year 2025, five times more than in 2012.
Unlike existing systems, which aid their users with information processing, com-
munication, industrial and environmental control, future systems are expected to
have humans in the loop (HIL), controlling both environment and humans and
making decisions. Such systems present exciting opportunities for a wide range of
applications such as energy management, healthcare, automotive systems, envi-
ronment monitoring, etc. [2].

A typical autonomous smart system keeps humans out of the control loop,
allowing him/her to intervene if necessary, as shown in Fig. 1a. It generates actuation
decisions and control commands based on environmental sensors. An HIL system
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Fig. 1 Smart system organization: a conventional with human out of the control loop; b HIL
system with passive human involvement in control; ¢ HIL system with active human control; HIL
system with hybrid control

includes humans within the control loop. In contrast to conventional one, it “infers the
user’s intent by measuring human activities through sensors and translates the intent
into control signals to interact with the environment via actuators” [3].

The human involvement in the system control can be passive, active and hybrid.
Passive involvement occurs when the system monitors the human status (Fig. 1b)
and takes appropriate actions to adjust the environment and sometimes regulate the
human’s health [4]. Active involvement means that the human performs some of
the main control decisions, while the system generates hints to simplify the
decision-making process for him or her, as shown in Fig. 1c. Finally, the hybrid
involvement means that system not only monitors the human but also accepts
human input for decision making and control generation (see Fig. 1d).

Developing an HIL system is a complex and very challenging process [3, 4].
Unlike the conventional one, which involves exploring a variety of design choices
and alternatives in the conceptual design phase, making a system prototype and
validating its operation, building a smart HIL system involves incorporating
humans into the system control and hence requires not only understanding, mod-
eling and realization of functions to be performed by the system but also under-
standing peculiarities of human behavior. Building an HIL system demands
knowledge across diverse domains, such as engineering, computer science, design,
social sciences and relevant health-oriented sciences (e.g. gerontology). Recent
research from Fujitsu found 38% of European companies already have a shortage of
skilful designers [5]. As the industry moves towards smart HIL technologies, the
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lack of skilful talents capable of carrying out their implementation will become
even more prevalent [5].

Since 2007, our group has been involved in the development of a number of HIL
systems, which allow the monitoring of humans and take appropriate actions
depending on the human behavior. Through this experience, we have learned a
number lessons, which we think could be useful to others to cope with the diffi-
culties of smart system design and make better design choices.

In this paper, we discuss lessons learned from building HIL smart systems. In
contrast to related studies [6-9], which concentrate on either the team management,
the user’s acceptance or technology deployment, we focus here on problems
associated with the design. Namely, we identify challenges that software and
hardware developers can face and outline design guidelines to increase the system
efficiency and acceptability. The objective of the guidelines is twofold:

(i) to prevent design errors that might have profound consequences and
(i) to shorten the design phase, which proved to be tedious and expensive.

We believe that our experience and the guidelines presented in the paper will
help young and inexperienced researchers to overcome problems in developing
their HIL systems.

The chapter is organized as follows. The next section outlines the smart systems
we developed. Section 3 describes the lessons learned. Section 4 presents our
conclusions.

2 The Systems We Developed

The developed HIL systems can be divided into two groups:

(1) Systems for enhancing the energy efficiency of general purpose electronic
devices.

e User-aware computer display,
e Viewer-conscious TV set.

(2) Systems for assisting independent living of people with cognitive impairment:

Mobile face recognition system.

Smart door

Smart carpet

In-home patient monitoring system
Medication adherence monitoring system

The first two systems of the second group are dedicated to assisting people with
cognitive deficiency with face recognition and opening/closing of doors without
keys. The other systems of the group are intended to help caregivers to remotely
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monitor the patient’s activity and medication adherence. Below we briefly describe
the developed systems.

2.1 User-Aware Computer Display [10]

Our goal in designing this system was to increase the energy efficiency of the
computer display through user “monitoring”. The system contains a camera and
controller (see Fig. 2a) which detects the user’s gaze from the camera readings and
based on this activates the appropriate power mode. Namely, when the user looks at
the screen, the display is kept in the “power-up” mode to provide the best visibility.
If the user shifts his/her attention from the screen, the controller dims the backlight
luminance to decrease energy consumption. Finally, if the user has not been looking
at the screen for a long time or has disappeared from the camera’s view, the display
is turned off. With this protocol, the human is engaged in the system control loop
passively. The controller takes the camera images as inputs, determines the user’s
gaze and adjusts the display’s operating voltage and the screen brightness as out-
puts. The control has to maintain a consistent user experience while saving the
display energy when user attention is distracted. Given that computer users may
have a large variation of face illumination and face inclination/rotation, providing
accurate and real-time unobtrusive detection of the user’s gaze with a low power
overhead was quite challenging.

The system implements closed-loop control accurately responding to the user in
real time. To reduce energy overhead, it is fully realized in the hardware, composed
of a FPGA-based gaze detector and analog voltage controller embedded into the
display as shown in Fig. 2b. Experimental evaluation of the system prototype

(a) (b)

Fig. 2 Illustration of a user-aware display (a) and its implementation (b)
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showed that it can reduce display energy consumption by up to 40% on typical
usage patterns in comparison with adaptive power management that activates
low-power display modes after fixed periods of inactivity [10].

2.2 Viewer-Conscious TV Energy Management System [11]

This system monitors the TV viewers in order to dim the TV screen when nobody is
looking at it. The idea is similar to the user-aware computer display (see Sect. 2.1)
with the difference that the viewer-conscious TV management system employs a
camera for face rather than gaze detection. When turned on, the TV has a pre-set
brightness to provide good picture quality. For every image frame captured by the
camera, the system runs face detection and dims the screen brightness if no human
face is detected in N consecutive frames. If the screen brightness cannot be dimmed
anymore and the human face has not been detected in N consecutive frames, the
screen is turned to the sleep mode to save energy while the sound still remains ON.
Any detected face reactivates the initial screen brightness by changing the TV onto
the normal mode.

The biggest challenge in developing this system was similar to the previous one.
Namely, achieving accurate, real-time and low-power face detection in conditions
of unrestricted room brightness and face rotation at a distance of up to 3 m from the
camera. The developed prototype executes close-loop feedback control with passive
human interaction. The system’s face-detection module was implemented in soft-
ware on the ARM-based “Beagle-board”, while the screen power controller was
realized in specific hardware. Figure 3 shows the system’s block diagram and
screenshots of the TV and the face detection in “normal”, “low-power” and
“screen-off” operational modes, in which the total power of TV system was 193 W,
39 W and 10 W, respectively [11].

2.3 Smart Door [12]

The smart door is a keyless HIL control system that automatically opens a door for
predefined people only. When someone pushes the outside handle of the door, the
system microcontroller (see Fig. 4) receives the request to open the door and
activates an electronic circuit to flash the lamp and take a picture of the person at the
door. The captured image is compared by face recognition against people who have
permission to enter (i.e. whose faces are preset in the database in advance). If there
is a match, the system opens the door, welcoming the person by name, and
recording the time and visitor’s name in a database. Otherwise, the door remains
closed. Pushing the lock handle from the inside opens the door automatically.
Our goal was to make the door operation process easier, better and more secure
for the person with cognitive impairment. To achieve that goal, we employed
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Fig. 3 Block-diagram of the viewer conscious TV (a) and screenshots of its operation in normal
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close-loop feedback control with passive human involvement. Providing very
accurate face recognition was central to this control [12].

2.4 Smart Carpet [13]

This system was developed to assist caregivers in remote patient monitoring within
a room, automatically detecting the location of a person on the carpet, his/her status
such as walking, staying, sitting on the floor and lying on the floor, identifying falls,
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and alerting the caregiver in an emergency via the internet. The smart carpet
contains an array of mats, each incorporating a pressure sensor located under an
expanse of carpeting.

Figure 5 (left) illustrates the carpet structure on an example of 4 X 4 mats. If no
pressure is made over the mat, the sensor idles. Otherwise, the sensor sends a signal
through horizontal and vertical lines to a microcontroller which computes coordi-
nates of the active mats and wirelessly transfers them (via XBee transmitter) to a
server. The server decodes the signals received, evaluates the pressure pattern and if
it corresponds to a fall sends an alert to the caregiver via the internet. Because each
mat has a rigid location within the carpet, the position of a person on the carpet is
simply determined from the reading the mat sensors. Walking, staying, sitting or
lying over the carpet is modeled by a proper signal pattern.

Figure 5 (right) exemplifies the patterns displayed on the server PC and
smartphone when a person lies on the carpet. The mats that sensed the pressure are
shown in bright color. As the test revealed [13], the carpet sensors efficiently detect
gait characteristics and are not perceptible to the users.

2.5 In-home Patient Monitoring System [14]

This system automatically monitors a person with cognitive impairment at home,
determines his/her current status (e.g. lying in bed/on the sofa/floor, sitting on the
chair/sofa/bed/floor, walking, exiting the room, visiting the toilet, bath, attempting
to open home doors, etc.), detects falls, assesses an emergency for assistance, alerts
the caregiver in case of emergency by text message, records the patient’s move-
ment, generated alerts, displays the results of patient monitoring on the caregiver’s
phone or PC, enables real-time video and voice communication with the patient in a
case of emergency, provides a graphic interface to display the history of patient’s

(a)

Caregiver
—— -";"a—l-jfwmr - . pers«_:nal
R @-;:w
oi[of] o1 of
T Internet
11l @11 @11 & '
";Tir' ?‘ ,‘4 ,‘ Tlanwlil;l @Fber.eiva E

controller

Fig. 5 Organization of the smart carpet having 4 X 4 mats (a) and a snapshot of the system
testing at smartphone and PC (b)
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activity, frequency of using facilities, and frequency of alerts. Unlike the above-
mentioned systems, this one utilizes a hybrid loop control with the passive
involvement of the monitored person and active interaction of the caregiver. The
caregiver, for example, can modify the parameters of monitoring and activity
assessment, and initiate real-time audio and video communication with the moni-
tored person if necessary.

Structurally the system contains a network of heterogeneous sensors installed in
the apartment of a dementia patient and a server, as shown in Fig. 6. The sensor
network includes a Smart Carpet (SC), Bed Sensor (BS), Door Sensors (DS),
Motion Sensors (MS), video cameras (or video sensors) and microphones. The data
from the sensors are wirelessly transmitted to the server that fuses the data and uses
artificial intelligence to assess the activity of the person, needs for assistance, and
generates alerts to the caregiver. The results of activity monitoring and assessment
are recorded in the database and can be viewed online from the caregiver’s personal
device or PC. In the design of this system, we faced several challenges related to
building a network of inexpensive unobtrusive heterogeneous sensors, fusing their
data and accurate assessment of the human behavior. Although the system proto-
type still has a long list for improvement, it has already shown performance superior
to related designs in the accuracy of real-time activity recognition [15].

2.6 Smart Medication Adherence Monitoring System [16]

This hybrid-type HIL system was developed to assist a memory-impaired person
with medication adherence. Unlike existing smart pill-dispensers, it not only pro-
vides the prescribed medication dosages at predefined times but also unobtrusively
monitors the actual medical adherence of the user. The system consists of two main
units: the dosage unit and the PC-based controller as shown in Fig. 7. The dosage
unit stores medication doses preset by the caregiver. The controller is programmed
to implement open-loop control of the following functions:
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Fig. 6 Organization of caregiver assisting system
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Fig. 7 Organization of the medication adherence monitoring system

To assist the caregiver to set both the medication doses and the intake schedule.
To remind the patient of the time for medication intake.

To prevent the patient from incorrect use of prescribed medications. At the time
of medication intake, the patient has access to the correct medication dose only,
while all the other doses are locked.

To guide the patient through steps of medication intake by vocal prompts.

To monitor the correctness of each step.

To record in a database the results of monitoring in terms of completeness/
incompleteness of the steps and problems observed if any.

To send the caregiver a text message on the results of monitoring.

To display the patient’s medication adherence history for a given period.

In order to assess and supervise the patient’s activity, the system contains a
visual sensor (Kinect), speakers, and an array of simple Reed-switch sensors,
micro-actuators, and LEDs. The Reed-switches, sensors, actuators and LEDs are
built into the dosage unit, while Kinect and the speakers are directly connected to a
PC. The results of monitoring are stored in the system database and can be viewed
online from a PC or online from the caregiver’s personal device.

The system operates as follows. By using the system interface, the caregiver
unlocks the dosage unit, fills medication doses into compartments and sets up the
intake schedule. As the schedule is saved in the database, the compartments are
automatically locked. When the time comes, the medication adherence controller
unlocks the compartment with the correct dose, activates the prompt generator to
vocally remind the patient to take medication, and initiates the patient’s monitoring
by Kinect. To help the patient find the required dose, only the LED of the unlocked
compartment is switched ON (see Fig. 7), while all the other compartments are
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Fig. 8 The face recognition process (left) and the snapshot of the recognition results (right)

locked and have their LEDs OFF. As the patient opens the compartment, the system
vocally prompts him/her on the correct steps for medication intake. If it recognizes
that the patient completed the intake activity successfully, it sends an informative
message to the caregiver. Otherwise, it prompts the patient again to repeat the
uncompleted actions (e.g. intake the medication; close the compartment, etc.) If
after several reminders the action remains still incomplete, the system alerts the
caregiver about the problem by a corresponding message, switches the LEDs OFF
and returns to the scheduled monitoring. Robust real-time recognition of patient’s
activity was the most challenging issue in the development of this HIL system.

2.7 Mobile Face-Recognition System [17]

The mobile face-recognition system is a standalone software application that was
developed to help a forgetful person identify the names of people. With the system,
a user needs only to direct the camera of his/her mobile device to a person of
interest and view the results on the display, as shown in Fig. 8 (left). The face
detection/recognition tasks are performed in real time using computational
resources and the database of a high-performance network server (i.e. cloud). If
there is a match, the results in terms of a face rectangle and data identifying the
person of interest are displayed on the screen. Otherwise, the person is identified as
“unknown”. Figure 8 (right) illustrates the result of mobile recognition of multiple
faces at the same time. Due to new offloading architecture, the system was faster
than related designs by an order of magnitude [17].

3 Lessons Learned

From building the systems we learned a number of lessons which can be sum-
marized as follows.
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3.1 Correct Modeling of Human Behavior Is Extremely
Difficult

An HIL system literally integrates a human with the physical or engineered envi-
ronment. Humans cannot be engineered and hence must be in the HIL system
design by corresponding mathematical models. In addition to models, designers
need algorithms to interpret human intent, imitate decision-making and simulate the
system-human interaction. Obviously, these models and algorithms must be robust,
reliable and efficient. Even though our systems were relatively simple, the correct
modeling of human behavior in the systems was quite hard due to complex
physiological, psychological and behavioral aspects of human beings. This task was
particularly challenging in the design of the medication adherence system, whose
user was assumed to be at home, unrestricted in movement and actions, and having
mild or moderate memory loss. Due to the cognitive impairment, the user might
interrupt his medication intake with another activity, such as wandering, moving
around or sitting while keeping the medicine in his or her hand. The person might
either put the medicine somewhere thus absolutely forgetting about intake or
complete the intake activity later after recovering the medicine. Modeling the
behavior of cognitively impaired person was paramount to design.

To model a human as a generalized element of feedback control, we adopted the
loop structure shown in Fig. 9. The human observes signals S(t), generated by the
system in terms of vocal prompts and LED flashing, and on the basis of these
observations takes action A(t) (e.g. opens a compartment in the dosage unit, takes
the medication dose, etc.). The system monitors both the human (through Kinect)
and the environment (through sensors) taking the sensor readings as inputs, X(t), for
decision making and control. The system task is to generate proper outputs Z(t),
which will enforce humans to act “close” to the desired sequence of actions A’(t) as
time evolves. Generally speaking, there are random and/or bias inputs that disturb
humans from the desired activity. The cause of disturbances can be external (en-
vironmental) or internal; that is related to a physiological, psychological, cognitive
and behavioral condition of the person. Clearly, these superfluous input deviations
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Fig. 9 Human as a generalized feedback control element
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must be reflected by the model. The basic question is how should the model count
the internal and external variations inherent in dynamic human behavior?

To cope with the psychophysical variations in human behavior, the model
includes specific operators: Threshold, Delay, Interrupt, Error, Neuro-motor
dynamic and noise operators (see Fig. 9). The Threshold operator specifies dis-
crepancies in human perception capability. Due to visual and hearing deficiencies,
people may not react to vocal prompts or visual signals of small amplitude. Alter-
natively, some may not understand the meaning of the prompt and consequently
choose not to react. This threshold phenomena are nonlinear and tend to worsen with
the human’s age. The Delay operator determines human delays associated with
audio, visual, processing and neuro-motor pathways. It also depends on the personal
perceptual and cognitive ability and age. The Interrupt operator describes the pos-
sibility of discontinuous human behavior and activity interruption. The Error
operator predicts random inaccuracy in human response characteristics. The
Neuro-motor operator models lag between the “intended” action and the actual
action executed by the human. Because of central processing and neuro-muscular
dynamics, the action cannot be done immediately. Furthermore, as people get older,
they lose the ability to control their movements (tremor) and frequently make errors
in executing the desired action. Moreover, due to forgetfulness, old people can
change their activity “on the flight” and thus do not complete the intended task at all.
To specify the neuro-motor dynamic in time, we used the hidden Markov model, in
which hidden states correspond to human poses and/or actions (e.g. raising a hand,
lowering a hand, etc.) and observations (or activities) are defined by a chain of
stochastic hidden states. The anomalies in human perception and action generation
are modeled by observation and motor noises, respectively.

Despite the level of modeling differs by application, there are common chal-
lenges associated with the:

e Large number of user-specific thresholds and parameters,
e Wide variation of human behavior over the time, and
e Technology capable of sensing the appropriate aspects of human behavior.

The accuracy of modeling strongly depends on collected data. Obtaining nec-
essary data however may not always be possible as people usually hesitate to play
roles of “guinea pigs”. Collecting the data usually requires multiple repetitions of
the same behavioral routines, which is not easy for old people. In addition, human
behavior varies dramatically with age and the physiological, psychological, and
cognitive condition of the person. Even if we can collect data for a person with
cognitive impairment (or dementia), the data become obsolete as dementia worsens.
Potential solutions such as learning behavioral models from medical professionals
and extracting the models statistically from big data are still far from being solved.

Other observations drawn from our experience can be summarized as follows:

e Models of individuals work better in HIL systems than models obtained as
aggregated summaries of isolated functional variables. Especially if an indi-
vidual suffers from memory loss.
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e Models of functional interaction between human and system work better than
generic behavioral models of humans.

e Traditional laboratory methods are not applicable for real task simulation. For
instance, data accumulated from behavioral patterns of university students was
inadequate for modeling an old person.

e Human behavior is difficult to formalize and model. Due to a lack of theory,
existing human modeling techniques shortfall with confidence indicators.

e Contrary to data- or goal-oriented methods, human modeling in HIL systems
demands predictive and stochastic formulations.

e Human modeling is a tradeoff between simulation accuracy and speed. Accurate
modeling requires a large number of states, equations and transition probabili-
ties, and therefore takes a long time to develop and process. On the other hand,
simplified models are fast but inaccurate.

Next, HIL systems require advanced technologies for human identification and
activity recognition. While advances in human gaze/face/pose recognition are
astonishing (see [18] for example), available technologies are still inefficient in
real-life environments with various face/pose rotations, face occlusion, face illu-
mination (light variation), face blur from weather conditions, etc. For example, a
viewer may watch TV from a distance while laying on sofa at night with face
rotated and possibly occluded by glasses, hair or (in Japan) mask. Robust recog-
nition of rotated, inclined and occluded faces from a far distance in a dark room
with partial or almost no face illumination remains very difficult. Even for simple
settings, the recognition might be unsatisfactory [19].

Furthermore, employing face recognition in a decision-making system (e.g.
smart door) must be done with caution, because even the robust techniques fail to
distinguish a photo from a real person (see Fig. 10) and thus may grant permission
to a wrong person. Smart HIL systems for human behavior recognition and support
clearly will require not only more complex (3D) models but also predictive models
capable of imitating different variations of human behavior and avoiding problems
before they occur. Currently, state-of-the-art techniques that model certain aspects
of human behavior are either general or very specific.

Fig. 10 An illustration of
inability of an image-based
system to distinguish a real
person from a photo
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3.2 Design of HIL Smart Systems Requires not Only
Technology Integration but Integrated System-Human
Modeling

In spite of differences in implementation, existing smart systems utilize a general
architecture, shown in Fig. 11. Sensing, power management, energy storage, signal
processing, computing, communication, actuation and other technologies necessary
to make a system smart to some extent already exist. The main challenge here goes
beyond the design of components (an already difficult task in itself). It is in the
integration of heterogeneous technologies and components into a system. As the
system involves a human in a feedback control, the technologies must be coupled
coherently with the human. Although there have been studies on methodologies and
tools for automatic design flow from the architectural (board/module) level to the
circuit and the physical design levels [20], they are still at the research stage. Also,
currently, human and technical models are developed independently. While there
are many approaches for modeling and analysis of human motion, motion pre-
diction, and algorithm optimization [20, 21], there are no tools yet capable of
supporting simultaneous modeling and virtual human-system simulation at the
system design phase.

To engineer an HIL system, one must first identify design criteria (e.g. cost,
robustness, response time, integration complexity, installation and maintenance
difficulty, etc.) and based on these choose the technology and hardware components
to be integrated in the system. It is important that the selection is evaluated from
both the human’s point of view and the system perspective. The system components
are usually acquired as modules (e.g. sensors, RF modules, analog macros, etc.) or
implemented using specific methods and CAD tools, while their integration is done
from scratch by using ad hoc techniques and high-level modeling tools such as
MATLAB-SIMULINK, UPAAL [22] and Transaction-Level Modeling tools [23].
Our experience showed that combining technologies from the analog and digital
worlds, embedding them with pre-defined hardware and software modules to
implement a prototype of a smart system typically does not require scientific
innovation. It is mainly an engineering task which involves time-consuming and
costly iterations. At the same time, modeling the human within the control loop,
optimizing the system-human interaction, finding solutions which improve the
performance or reduce cost or energy consumption usually demands lots of cre-
ativity, invention and research.

Fig. 11 Typical organization =
of a smart system H:rr:reersgt!ifng Ma::gv:i:ent Sp:r?gye
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The problem is that general-purpose computer-based system simulators such as
MATLAB-SIMULINK, UPAAL, etc., are actually not well-suited to model a
human in the control loop. Although a system simulator can be used as modeling
environment to study system interaction with a human, it assumes that the human is
out-of-the-loop by default. In particular, in the case of the medication adherence
system, we tried to incorporate the above-mentioned model of a human with
cognitive impairment into MATLAB-SIMULINK and apply it to a set of initial
parameters. However, the simulation results were quite far from the results obtained
from a real experimental data. While simulation results can easily be replicated in
time by simply providing identical parameters, humans are unpredictable in their
behavior even if environmental conditions remain unchanged. The lack of a design
environment capable of virtual modeling of man-machine interaction was one of the
main obstacles in assessing the functionality of our HIL systems for performance
and reliability.

3.3 System Perception Depends on the Sensing Methods
Used

A number of sensing methods can be used to implement system perception.
However, all have limitations. For example, video-based methods might be inac-
curate during to occlusion, brightness, etc., and also raise privacy concerns.
Acoustics-based methods are quite susceptible to ambient noise. Video and
acoustics based methods require expensive pre-installation. Pressure-based methods
are area restricted. Wearable-based methods use a built-in gyroscope or
accelerometer, which must be worn all the time. Besides, the user must know how
to operate them, which is often challenging for old people. Despite a wide variety of
sensors on the market, none of them alone can satisfy the perception necessary for
human health monitoring or identifying complex daily activities, such as medicine
intake, eating, etc. The only way to improve perception is to fuse data from multiple
heterogeneous sensors, which sense both the environment (vision sensors, IR
motion sensors, RFID, pressure sensors, magnetic (Reed) sensors, temperature
sensors, moisture sensors, etc.) and the human health (blood-pressure sensor,
Pulse-Oximetry Sensor, Temperature, sensor, ECG (heart rate) sensor, EMG sensor,
blood glucose sensor, etc.).

When selecting sensors a number of constraints should be considered. Although
energy might be the most limited resource in sensor nodes, bandwidth, cost,
robustness, invasiveness, and ease of installation can affect the selection. For
example, an optimal solution might use 6 sensors. However, due to bandwidth
constraints, only 2 can be activated. These 2 sensors might not even be from the
optimal set of 6 sensors.

A sensor network conventionally executes background data acquisition to sup-
port decision making and control. Periodic readings might be hierarchically
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assembled and memorized in the back-end with the controller sending actuation
commands as necessary. But these protocols may not be well suited for embedded
interaction with ordinary users or network extension. In applications with a large
number of sensors, devices may automatically determine neighboring sensors by
sending identification requests as it done in SenQ systems [24]. Such a request may
include filtering criteria for device types or IDs and sensor modes to curtail
redundant and unwanted replies.

To fuse data streams together, spatial sensor aggregation, data querying and
sensor virtualization can be used. The sensor aggregation means that one sensor
(aggregator) is functionally designated to collect low-level data from its neighbors,
make a query and re-send it to k-hops in the networks. Sensor virtualization allows
the system user to replace a group of sensors of the same type by a virtual entity
(tag) transforming their data flow into a metadata stream for simplicity of data
interpretation and processing. The virtualization can be done both spatially and
functionally. In the former case, the user, for example, can combine all sensors
inside a room into a virtual “Room” node of a home network to detect any activity
within this particular room. In the latter case, the user may create, for example, a
virtual sensor “Fall” that merges body network sensors to identify whether the
wearer has fallen.

Another key element of choosing the sensing technology is justification that all
sensors have to be used in the system. In other words, all sensors must satisfy a
verifiable and quantifiable set of requirements (e.g. the total system cost, energy
consumption, system response time, etc.) that will demonstrate their benefits in the
system. As the sensors are allocated close to the source of potential problem
phenomena and the data from sensors is processed by the system server, the
decision on sensing technology must be done concurrently with technologies
employed for data transmission (wired or wireless, e.g. Wi-Fi, Bluetooth, Zig-Bee,
etc.), data conversion, data storage, energy supply and so on, as well as the decision
on server architecture (centralized or distributed). A good strategy to explore the
design alternatives is to start from a simple and inexpensive centralized solution
with wired sensors, iteratively changing to decentralized architecture and wireless
connections.

3.4 Energy Is Everything

Energy management (power sources, power delivery, operation modes, etc.) is a
focus of any system development. Poor energy management affects the system’s
performance, durability reliability and maintainability. In contrast, effective energy
management increases durability and reliability of devices and sensors, reduces
energy consumption, heat and cost. If the smart system to be used in a residential
environment, low energy consumption might be a crucial issue and an important
argument for its user.
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We learned that making the energy management event-driven and user-centric is a
simple yet very effective approach to save energy. The event-driven means that the
system responds and adapts its operation to variations in the environment. For
example, many devices react to the change from AC to battery power by automati-
cally dimming the display [25]. The user-centric energy management means that the
system operation is conditional on its user in a feedback. In other words, the system
neither computes nor delivers results when no-one needs them. For instance, not only
display but also the corresponding video playing system can be put into power saving
mode or even switched off to save energy when nobody is looking at the screen.

Making the system energy management event/user-driven may require some
extra sensors for the physical environment and the ability to generate events or state
changes. The system should respond to the event and take actions that will conserve
energy—or at least offer options to the user. These options may include a power
source (AC vs. battery), remaining charge on the battery, the status of energy
consuming devices such as WiFi and Bluetooth radios and possible system
reconfigurations, etc. [25]. Our experience shows that just simple data reuse and a
sleep mode can save a lot of energy. Both hardware and software must activate
sleep mode as much as possible, so the system consumes energy only when it is
actually doing something.

To facilitate sleep mode operation the following guidelines can be considered:

Remove (or at least deactivate) unused background tasks or services.
Reduce frequency of device pooling and maintenance timers.
Filter redundant application requests.

To save energy in active mode, several guidelines can be used. Some of them
are:

e If there are several algorithms, select one which has less computing complexity

and fewer memory accesses.

Use only required resources.

Trade off accuracy for energy if possible.

Keep data and control logic as close to the associated devices as possible to
minimize data transfers (it not only saves energy but also retains network
scalability).

e Make applications context-aware, i.e. adaptive to the applications, available
resources and the user’s demands.

e Decrease frame rate, screen resolution, data movement, etc. For instance, a
2 MB image transmitted wirelessly consumes five times more energy than a
200 KB image.

e Displays are main sources of power consumption in any computing system.
Because display power consumption is proportional to brightness, dimming the
display, making brightness adaptive to the image content is energy efficient.

e Send/upload files less frequently. Use compression to transmit data sets with
high compression ratios (>3.0) because it saves energy. However, for data sets
with compression ratios less than 1.2x, it is better to transmit in original
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(uncompressed) form due to the high compression overhead. A file
compression/decompression takes usually 100% of CPU power while a file
transfer takes only 4-7% [26].

e Reduce data translation between components. By simplifying the data formats
and the translation steps, unnecessary energy consumption can be reduced.

e Refrain from redundant features. Anything that offers no value to the user
consumes energy, which can be saved by omitting them. No chatty protocols,
frivolous graphics, animations, assisted editing, suggestions for further navi-
gation, etc.

e Optimize communications. Because energy is consumed by each party of the
communication loop (e.g. sender, gateways, proxies, receiver, etc.), reduce the
number of parties involved in the communication. Fewer communication
actions mean less energy consumed. Avoid data broadcasting wherever possi-
ble. Replace pooling by published subscribe communication.

e Offload energy-consuming data processing tasks from the battery-operated
devices (sensors, control system) to a server or cloud.

e Run multiple applications on shared servers. When two applications, for
example, utilize their own servers, both servers will be doing nothing useful
most of the time. But they have to be on and consume electricity all of the time.
By letting applications share the same server, fewer servers and less energy will
be needed to do the same work. Many applications can be easily made suitable
to run on shared servers.

e Log less. Logs are used to diagnose application bugs. Storing logging data to
disk requires both large space and energy.

Although the abovementioned guidelines are quite helpful in reducing system
energy consumption to an extent, a really energy-efficient system can be achieved if
and only if energy is considered at all design phases. The modified design process
might be as follows. At the requirement engineering phase, the developers specify
requirements for the system platform, the dynamic energy management, and test. At
the design phase, they select the system platform, develop (or incorporate) a power
management application and test interfaces to system components, choose a design
environment, which supports power estimation, and develop an event-driven sys-
tem architecture. At the implementation phase, the tasks include realization of
energy-management interfaces and monitoring interfaces, profiling and computing
the system energy budgets for the target applications. At the testing phase, the
designers develop test tools and run tests to evaluate system operation, energy
consumption for each application and the energy hotspots.

3.5 Keep It Simple, Small and Inexpensive

Albert Einstein once said: “Everything should be made as simple as possible but not
simpler.” In the same way, HIL systems should be made simple, easy-to-use and
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easy to maintain. The human is the main source of errors and faults in man-machine
interaction. While some of the errors are due to stress, fatigue and work overload
that users experience daily, a large number of errors can be attributed to poor user
interface design [27]. If a system is difficult to operate, has an unreasonable user
interface or responds to the human inputs in an unpredictable manner, user mistakes
can more easily occur.

In general, the user interface in an HIL system can be either passive or active.
The passive interface assumes that the user does not affect the system operation
unless he or she induces an exceptional event such as a wire disconnection, a sensor
breakup or other hardware failure. The active interface means that the user receives
information from the system and can interrupt and modify the system operation by
changing system settings. For example, a patient interfaces the caregiver-assisting
system passively while the caregiver interfaces the system actively. The errors
caused by an active interface are due to a wrong decision and/or an incorrect,
mistaken, input. Unfortunately, no user interface can completely eliminate human
errors. Nevertheless, it is very important that it alleviates the incidence of errors as
well as their consequences as much as possible.

We suggest that user interface specifications are developed at the requirements
engineering stage and included into requirements for HIL systems. The
User-Centric Design approach [28] or Cognitive Work Analysis [29] can be used to
specify human interactions in HIL systems. However, if neither usability specialists
nor results of application-specific usability studies are available, International
Standards (ISO 9241-110, ANSI/HSF 100) and design principles summarized in
[30] could help to improve HIL interface design. Additionally, we found the fol-
lowing guidelines useful.

Guidelines for Improving the Passive User Interface:

e All system components (sensors, actuators, routers, computing elements, etc.)
must be invisible and unobtrusive for passive users. They must be hidden or
made unnoticeable (colored as background) or allocated in places which are
difficult for the user to reach (e.g. placed up on walls or ceiling).

e Wired connections must be minimized, hidden to not obstruct the user.

Guidelines for Improving the Active User Interface:

e Users desire simplicity not complexity. Most users are ordinary people without
much computer background. Nevertheless, they have to be able to understand
how to operate the systems without reading manuals. For example, many
caregivers of people with dementia in Japan are spouses, relatives, neighbors or
friends who are 60 + years old. Clearly, devices designated for caregivers must
have a user interface understandable for elderly people. Unlike computer
applications designated for youngsters and mature computer users, the user
interface for the elderly has peculiarities. To prevent an incorrect action, such as
pushing a wrong button or selecting a wrong menu, the displayed information
must be visible and easy to comprehend by an old person. For instance, consider
Fig. 12 which shows two versions of a GUI, developed for our in-home patient
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monitoring system [15]. Although designers suggested the one shown in Fig. 12
(left) due to its simplicity and possibility to put more information within the
screen frame, elderly users preferred the large illustrative icons depicted in
Fig. 12 (right). Text-, voice-, and gesture-based user interfaces are quite
unpopular among elders.

e The number of steps necessary to complete a task by a user must be minimized
whenever possible. The system must not place too much load on the user’s
cognitive capabilities and short memory because they decrease with stress,
fatigue and age. At each step, the system should guide its user by proper cues to
prevent skipping of necessary steps. Designers should provide visible, unam-
biguous and easily accessible controls to recover the user from wrong actions.

e When making a critical decision, a user must have a clear display of the current
state of the system and consequences of actions. For example, when setting the
medication intake schedule into the medication adherence system [15], the user
must have information about his or her current input and consequences of
incorrect medication scheduling on the patient’s health. Warnings (by active
pop-ups and passive alert indicators) with clear instructions how to avoid an
error are indispensable for the user in this situation. We also suggest using
communication delivery indicators to be sure that the user has not overlooked
the warning.

A good approach to improve the HIL user interface is to employ empirical user
studies for identification and prevention of potential failures, as proposed in [31]. In
comparison to the model-based interface design, it does not require modeling of
user behavior, which is quite difficult due to the complexity of man-machine
interaction. Including probabilities of certain user actions into the models provides
some quantitative estimates of the user’s behavior. However unexpected
man-machine interactions are hard to predict.

Furthermore, it is not a secret that existing smart systems are expensive and
unaffordable for the majority of people today. Developers should remember that
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Fig. 12 An example of two user interfaces for a caregiver assisting system
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Fig. 13 Two examples of personal communication system

customers (i.e. users) vote by their wallets and frequently select those devices which
are less expensive. As an example, consider Fig. 13 which shows two systems
capable of delivering remote communication with caregiver or relatives for an old
person. Despite the fact that a robot-like system can follow an old person anywhere
in the home supporting the communication on the move, most people will rather
select a simple portable system, which might be not so advanced and has to be
carried around but costs an order of magnitude less. The ground rule is that cost
reduction must be an aim at every step of design.

3.6 Systems Must Be Easy to Deploy, Maintain and Extend

Deploying an HIL system containing any small sensors to sense both environment
and humans is always a challenge. As more sensors are added to the system, it
becomes complicated to handle, maintain, extend and repair. Just selecting an
appropriate device from a long list can be quite troublesome.

In a home setting, wireless devices are preferable for users as they do not require
long connections and are easy to maintain. Nevertheless, they must be easy to
access. Otherwise changing the batteries will be a problem. In comparison to the
use of a large number of small wireless sensors, installing a few highly accurate and
inexpensive devices gives uniform coverage, unobtrusiveness, ease of deployment,
low power consumption, better maintenance and, hence, greater acceptability by
users.

Furthermore, system assembling and re-assembling must be as easy as Lego:
simple and inexpensive. Figure 14 illustrates the idea of the smart-carpet assem-
bling. Here each mat has a fixed size, shape and number of connectors. To prevent
assembling errors (i.e. connecting inputs with inputs or inputs with wrong outputs),
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Fig. 14 An example of Lego-motivated assembling of 4 X 4 smart carpet. Mats used in the
carpet assembling (a), the assembled circuit (b)

the connectors must have different shapes and sizes, for instance, cylindrical and
rectangular. Also using colored connections to specific pins helps prevent
misconnections.

In addition, system reliability and ease of repair have to be a concern in the
design of a distributed smart system. As the number of system components grows,
the reliability of the system decreases. If the components are distributed and hidden
all over the place, detecting a faulty component or a connection becomes a hard
task. Providing solutions to automatically distinguish hardware failures in real time
could save a lot of time and work. A possible solution is to check signals on inputs/
output ports of the system controller. Those ports which return the high-impedance
values probably have broken wires.

3.7 Validate HIL Systems by Ordinary People and Common
Cases

One important lesson is that all models have shortcomings. Without experimental
validation, there is no reason to believe that the system works well. However,
laboratory-based experimentation in the best case can only partially verify the target
functionality. In a real setting, environmental conditions (room brightness, tem-
perature, available space, etc.) might be quite different. System developers fre-
quently have insufficient knowledge of the system’ application environment as well
as peculiarities of system users. For instance, using students as subjects in testing a
system for monitoring activity of people with dementia is inappropriate, because
old and sick people walk, think, and converse differently to young and healthy
people. Figure 15 shows an example. In order to really validate the system, the tests
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Fig. 15 Illustrative walking patterns of young and old people

must be conducted in a real environment and with people for whom the system is
dedicated. Also, the test results have to be discussed with both ordinary people and
technical experts (professionals) to figure out what is practically important for
ordinary people, meaningful and feasible for specialists.

4 Conclusion

We discussed lessons learned from our experience of building HIL systems.
Development of such systems requires accurate modeling of human behavior which
is very difficult to achieve. Our main goal in writing this chapter was to provide
basic information about ways to overcome problems which implicitly appear in the
design and implementation of HIL systems and their prototyping. The presented
guidelines and design choices are based on our own experience and of course, are
not universal. However, as the system prototypes revealed, the guidelines are
practical. They help developers to make well-informed choices in the design of
systems that are not only smart but also inexpensive, easy to install and maintain.
Though our lessons have been learned from application-specific systems, they are
generalizable to a wide community of electronic system designers. Hopefully,
future studies will help validate this. We invite other researchers to improve the
presented guidelines with their own experience in the construction of HIL systems
and in the use of specific technology, etc. We are sure each new experience in HIL
system design is valuable additional information to the field.
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NEO-Fuzzy Neural Networks M)
for Knowledge Based Modeling Shechie
and Control of Complex Dynamical

Systems

Yancho Todorov and Margarita Terziyska

Abstract Capturing the dynamics and control of fast complex nonlinear systems
often requires the application of computationally efficient modeling structures in
order to track the system behavior without loss of accuracy and to provide reliable
predictions on purpose to process control. An available approach is to employ
fuzzy-neural networks, whose abilities to handle dynamical data streams and to
build rule-based relationships makes them a flexible solution. A major drawback of
the classical fuzzy-neural networks is the large number of parameters associated
with the rules premises and consequents parts, which need to be adapted at each
discrete time instant. Therefore, in this chapter several structures with reduced
number of parameters lying in the framework of a NEO-Fuzzy neuron are pro-
posed. To increase the robustness of the models when addressing to uncommon/
uncertain data variations, Type-2 and Intuitionistic fuzzy logic are introduced. An
approach to design a simple NEO-Fuzzy state-space predictive controller shows the
potential applicability of the proposed models for process control.

1 Introduction

Combining neural networks and fuzzy systems in one unified framework has
become popular in the last decades. The fusion of the fuzzy logic with the neural
networks allows to incorporate the learning and computational ability of neural
networks with the human like I[F-THEN reasoning of a fuzzy system [1, 2]. During
the last decades, many Neuro-Fuzzy Networks have been adopted in the practice as:
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ANFIS [3], DENFIS [4], NEFCON [5] and etc. The main advantage of these
modeling concepts relies on their flexibility to employ data from the process and to
adapt the parameters of the network quickly to changing nonlinear process behavior
by using fairly standard optimization procedures. A serious drawback for their
on-line application for dynamical modeling purposes is the number of parameters
under adaptation at each sampling period, since it grows exponentially with the
increasing level of nonlinearity. Another disadvantage of the classical neuro-fuzzy
systems, especially when they operate in on-line mode is the slow convergence of
the conventional gradient-based learning procedures and the computational com-
plexity of second-order ones. In addition, such classical structures cannot handle
major process uncertainties in many complex situations.

The idea for a NEO-Fuzzy Neuron (NFN) has been introduced in the early 90s
by the works of Uchino and Yamakawa as a potential simpler approach for
modeling of highly nonlinear systems. The concept allows to construct a network
of artificial neurons, whose structure represents a MISO rule-based element with
so-called nonlinear synapses. When the input of a NFN is fired through a vector
signal, its output is defined by both the input membership functions and the tunable
synaptic weights. Compared to the classical approaches the NFN is similar to a zero
order Takagi-Sugeno system and a simple Radial Basis Functions neural network.
The most important properties of the NFN’s are their computational simplicity, the
proven high approximation properties and the possibility of finding the global
minimum of the learning criterion in real time [6, 7].

During the last years, different approaches for nonlinear system modeling using
the NFN concept are reported in literature. For instance, in [8, 9] authors propose
an approach for on-line linear system parameter estimation using a NFN algorithm
and a universal approximator employing NFN’s. In [10, 11] different NFN
topologies are presented, while in [11, 12] respective learning approaches are
reported. Practical applications to flux observation in induction motors, bearing
condition prediction, stock exchange forecasting and bacteria foraging optimization
are shown in [13-16]. An approach to classification task is discussed in [17] and
evolving NFN structures are proposed in [18, 19].

Despite the proposed applications, the adoption of the NFN concept in various
fields is still limited on purpose to dynamic identification of nonlinear plants and
intelligent process control. On the other hand, beyond the numerous modeling
structures discussed in the literature less attention is given to the problems related to
input data variations and occurring uncertainties caused by undetermined condi-
tions of the environment which may prevent the reliable on-line model operation.

The classical fuzzy-neural approaches have been extended with Type-2 fuzzy
logic instead of the generally used Type-1 [20]. Originally, Type-2 fuzzy logic was
proposed by Zadeh in response to continuing criticism that Type-1 fuzzy sets can’t
deal with uncertainties. His theory was subsequently developed by Karnik and
Mendel [21, 22]. A Type-2 fuzzy set is characterized by a fuzzy membership
function, unlike a Type-1 set where the membership grade is a crisp number in [0,
1]. The idea behind the Type-2 fuzzy logic is well accepted in academics and
nowadays lot of scientific papers are dedicated to Type-2 Fuzzy Logic and Type-2
Neuro-Fuzzy Networks [23-31].
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In the beginning of 80s Atanassov [32] extended Zadeh’s fuzzy set concept to
Intuitionistic Fuzzy Sets theory (IFS) by introducing an additional attribute
parameter called non-membership degree. IFS has been shown to be superior to
Zadeh’s fuzzy set in e.g. semantic expression and inference ability. A relevant
comparison between the concepts of interval Type-2 fuzzy sets and Intuitionistic
Fuzzy Sets is given in [33].

The possibility for combination of ideas from neural networks and IFS are
discussed in [34]. Several applications of IFS are reported in literature. For instance,
in [35] the mathematical apparatus necessary to design an IFS Feed Forward Neural
Network is given. An IFS Neural Network with triangular membership functions is
described in [36]. An Adaptive Intuitionistic Fuzzy Inference Systems of
Takagi-Sugeno Type is discussed in [37]. In [38], a max-min Intuitionistic fuzzy
Hopfield neural network (IFHNN) is proposed.

The application of Type-2 and IFS fuzzy logic implies the realization of addi-
tional operations such that the overall number of parameters in a typical
fuzzy-neural network will increase sharply, depending on the dimension of the
input/output space. Therefore, in most cases it is needed to be made a tradeoff
between the modeling accuracy and the computational simplicity, since the great
number of parameters under on-line adaptation may limit the applicability of a
fuzzy-neural network to capture the behavior of fast dynamical systems. Since, the
NEN concept proposes a low level integration of the fuzzy rules into a set of simpler
connectionist structures with smaller number of parameters, compared with the
classical structures will jeopardize the extension of the concept to structures with
Type-2 and IFS fuzzy logic.

In process control, a dynamical model is usually needed to capture and predict
the system behavior in order to control a plant process or a system. In most
situations, the industrial plants have a slower dynamics within a range of minutes to
hours, while specific systems (e.g. chemical and automotive industries) require a
response within seconds to a minute. Thus, it is needed to be designed and
implemented more computationally efficient modeling tools with less parameters
under adaptation, implying less computational time.

In recent years, the model based control systems have become popular in various
applications. They use an available dynamical process model which captures and
predicts the system response within a time interval ahead. Afterwards, an opti-
mization algorithm on the basis of the obtained model predictions optimizes the
future process response over a finite time horizon by minimizing an economic cost
while assuming a set on imposed operating constraints. Usually, this control con-
cept requires a substantial computational effort to be executed on-line. Therefore,
the potential reduction of the adapted parameters will bring a significant impact on
the control approach as a whole and broaden its potential applicability in control of
various dynamical systems.

The potential of the NFN’s to express knowledge and to build relationships upon
dynamically changing input vector with less parameters make them a possible
reliable solution to be included in model based control schemes.
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In this chapter, several modeling structures and model based predictive con-
troller lying of the NFN concept are proposed. The potential effects of application
of Type-2 and IFS fuzzy logic, as well as an approach to design a multi dimension
input/output NFN network are studied by numerical experiments to capture and
estimate the dynamically changing behavior of several chaotic time series while
uncertain conditions occur. To simplify the implementation of a possible model
based predictive controller, a realization described in a state-space domain is pro-
posed. The advantages of the designed controller are studied by numerical exper-
iments to control a nonlinear drying plant.

2 NEO-Fuzzy Neural Networks
2.1 NEO-Fuzzy Concept

The idea for a NEO-Fuzzy neuron was proposed by Yamakawa et al. [6] and its
simple structure is shown on Fig. 1.

The NEO-Fuzzy neuron has a similar structure to a zero order Sugeno fuzzy
inference system where only one input is included in each fuzzy rule, and to a radial
basis function network (RBFN) with scalar arguments of the basis functions [12].
The NEO-Fuzzy neuron has a nonlinear synaptic transfer characteristic. The non-
linear synapse is realized by a set of fuzzy implication rules. The output of the
NEO-Fuzzy neuron is obtained by the following equation:

m

flx)= guz,( (K))w ()

j=1

where x(k) is the input, w; is a weight coefficient and y; for j = 1:m is a defined set
of Gaussian membership functions:

i) =exp — (12 0)’ @

20 ij

with corresponding center—c and width (standard deviation)—o.
Each nonlinear synapse is expressed by a fuzzy rule matching to singleton rule
consequents:

Fig. 1 Structure of a single

NEO-Fuzzy neuron -
X
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if x;is Ajj then wy; (3)

where A is a corresponding fuzzy set.

Using the basic concept for a NEO-Fuzzy neuron it can be easily designed
networks of such neurons able to capture the dynamics of a multiple inputs and
outputs. It should be mentioned that compared with the classical neuro-fuzzy
systems, the neo-fuzzy neurons do not impose adjustment of the fuzzy rule premise
parameters, only the rule consequents are under adaptation during each discrete
time learning instant.

2.2 Design of Multi-Input-Multi-Output NEO-Fuzzy
Network

The five-layer network structure of the proposed MIMO NEO-Fuzzy network is
shown on Fig. 2. The nodes in the first layer accept the input variables and transmit
them to the next layer directly. The second layer performs fuzzification using a set
of a three membership functions described by (2). In the assumed typical case of
two outputs, in the third layer the obtained membership degrees are multiplied by
two different vectors of weighting coefficients, depending on the cross-relationships

Fig. 2 Structure of a MIMO
NEO-Fuzzy network
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between the inputs and outputs. Thus, in the fourth layer two groups of functionals
are computed:

m

Fiy(x) = ';ﬂg(X(k))Wij Gu(x) = _i pij(x(k) v (4)

where m is the number of the fuzzy rules along a neuron and w(k) and v(k) are the
corresponding vectors of synaptic weights. The outputs of the MIMO NEO-Fuzzy
Network are obtained in the last fifth layer by simple sum of the outputs of each
neuron along the defined output relation:

Ym1 = 'il Fwi(x) Ym2 = ‘§1 Gwi(-x) (5>

i=

i=

To train the proposed MIMO NEO-Fuzzy Network an unsupervised learning
scheme has been used. For that purpose, a defined error cost terms are being
minimized at each sampling period in order to update the two group weights in the
consequent part of the fuzzy rules:

Er=1/2=(ym (k) =9m(k))/2 Ex=€3/2=(yma(k) =9m(k))>/2  (6)

where y,,; and y,,, are the reference outputs and 9,,; and §,,, are the outputs being
estimated by the model.

To learn the model parameters, the conventional gradient descent procedure
results to the following weights update rule:

w(k+1)=w(k) + Aw(k) =w(k)+7n <5E1 (k))

ow(k) (7
= w(k) + 1 ()i (K)
oE, (k
v(k+1) =v(k) + Av(k) = v(k) +:7< ajéf) ®)
=v(k) +nex (k)py(xi(k))
by using in both cases the following chain rule notation:
Aa:_rlﬁ__ oE a}Ajmi__ a}A]mi (9)

g T a0

where o = [w, v] is a vector of the trained parameters: the synaptic links in the
consequent part of the rules and # is an adaptive learning rate whose optimal value
is defined by following expression [39]:
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k) = 0.1% | (xi(6)) | (10)

2.3 Type-2 NEO-Fuzzy Network

Using Type-2 Interval Fuzzy sets, each element of the model’s input vector is being
fuzzified in the following way:

2 _ _
_ xi_cij _ ,u,»jasa,-j=a,-j
(i) = = exP(T,,—) B {/i,»jaS"ingj ()

where y is the membership degree defined by a Gaussian membership function with
uncertain variance and ¢ and o represent the center (mean) and the width (standard
deviation) depending on the defined FOotprint of Uncertainty (FOU). Graphically
the fuzzification procedure is demonstrated on Fig. 3.

The fuzzy inference should match the output of the fuzzifier with fuzzy logic
rules performing fuzzy implication and approximation reasoning in the following
way:

k=TT | i
wr={f0 2

The output of the network is produced by implementing consequence matching

and linear combination as follows:

$k) = = Ly (B (k) + g () )
: ' (13)
= 5 Zict (Bix(k) + (k) wy

which in fact represents a weighted product composition of the ith input to jth
synaptic weight, as presented on Fig. 4.

Fig. 3 Gaussian Membership !
Function with uncertain upper
and lower membership 1

functions
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Fig. 4 Structure of the
proposed Type-2 Neo-Fuzzy
Neural Network

To train the proposed modeling structure, a defined error cost term is being
minimized at each sampling period in order to update the weights in the consequent
part of the fuzzy rules:

E=¢"/2and e(k) =y (k) — S (k) (14)

where y,, is the reference output measured form the process and J,, is the output
being estimated by the model. As learning approach the gradient descent algorithm
with adaptive heuristic feature is proposed. Thus, form (9) and (14) the vector w of
the adjusted parameters is calculated using the signum of the gradient as:

w(k+1) =w(k) + Aw(k) =w(k) +nsign (Zﬁgg) =w(k) +nsign (?)g((:)) %)

= w(k) +nsign (e(k) (7 (x:(0)) + 4 (x:(0)) /2)

(15)

where # is the learning rate which is local to each synaptic weight and it is adjusted
by taking into account the extent of the gradient in the current and the past sample
period as:

min (an;(k—1), fpey)  if AE;(k)AE;(k—1)>0
nij(k) max(bnij(k— 1),7]min) if AE;(k)AE;(k—1)<0 (16)
n(k—1) if AE;(k)AE;(k—1)=0
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where the constants are: a = 1.2, b = 0.5 and n,;, = 1073, Nmax = 9 [40]. The
main advantage of the proposed approach is that the information about the gradient
is neglected, which accelerates significantly the learning process.

2.4 Intuitionistic NEO-Fuzzy Network

Intuitionistic Fuzzy Set

Atanassov [32] defines an Intuitionistic Fuzzy Set (IFS) A in over a finite universal
set E as an object with the following form:

A={(xpr(¥).14 () €X} (17)

where pa: X — [0, 1]and va: X — [0, 1]Jare suchthat 0 < pa + va < 1, pa(x)
denote a degree of membership of x &€ A, va(x) denote a degree of
non-membership of x € A. For each intuitionistic fuzzy set in X, we call mp(x) = 1
— pa — va the degree on non-determinacy (uncertainty) or hesitation of x € A.
This parameter expresses a hesitation degree of whether x belongs to A or not and it

is obviously 0 < mp < 1 for each x € X.

Intuitionistic NEO-Fuzzy Network

The structure of the proposed Intuitionistic NEO-Fuzzy network (INFN) is
presented on Fig. 5.

Fig. 5 Schematic diagram of
an Intuitionistic NEO-Fuzzy
network
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INFN is five-layer multiple input single output (MISO) structure which consists
of a number of Neo-Fuzzy neurons. The first layer of the INFN is the input layer.
The nodes in this layer only accept the input variables and then transmit them to the
next layer directly. The second layer is so-called fuzzification layer, where the
degrees of membership ¢ and non-membership v, using Gaussian functions are
being determined as:

2 ~ () k
Hyi(Xi) = exp <%) vij(x;) = <1 — exp <%>) Jk>1 (18)

where x; is the input value, i = 1:p is the number of the inputs of the IFNF, ¢;; and
o;; are the center and the standard deviation of a Gaussian membership function,
j = l:m and m is the number of used membership functions, k is parameter that
must be designed. If the k = 0, then obviously p + v = 1 and the hesitation degree
n (which is also computed on this layer) equals to zero. The schematic represen-
tation of an IFS is given in Fig. 6.

The neurons of the third layer, the synaptic weights and the defined hesitation
degrees are multiplied with the corresponding membership degrees. In the fourth
layer the zero order Sugeno functions are calculated by the following expression:

Sitxi(k)) = (1= (i (k) ) ) pyy (i (k) g (xi (k)

(19)
+ m(xi (k) )i (xi (k) ) by (xi (k)

Thus, in this layer the output of the every single NFN is obtained. Afterwards,
the output of the proposed INFN structure is calculated in the fifth layer as a sum of
the outputs of the individual NFN’s:

% (1= mj(xi(k))) s (xi (k) )ayj (xi (k)
=1 +my(xak))vy(xa(k))by(xi (k)

M=

ym (k)= i yi(k) =" (20)

As alearning approach of the proposed INFN structure a simple gradient algorithm
minimizing the same error cost term as in (14) is employed. During the learning
procedure only the vectors of the synaptic weights @ and b are under adaptation while
the degrees of membership p, and non-membership v, are not trained. Thus, using the
above mentioned approach in (9) it could be easily obtained the update rules:

Fig. 6 An Intuitionistic
Gaussian fuzzy set {

fiesitation
degree
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ot )=t + 2t =att) 0 ()

=a(k) +ne(k) (1 =z (k) (xi(k))

(1)

b(k+1)=b(k)+ Ab(k)=a(k) +n <%((kk)))

=b(k) +ne(k)z(k)v;(xi(k))

(22)

2.5 Neo-Fuzzy State-Space Network

A great challenge when modeling dynamical systems using the state-space
approach is to estimate the system of equations:

o

(k+ 1) = AR(k) + Bu(k)

(k) = CR (k) (23)

<>
po>

where x(k) is an input vector of the states, u(k) is the input/control signal and y(k) is
the system output. In order to assume the occurring variances of the parameters and
the uncertainties into the data space, a natural choice is to design a fuzzy-neural
structure. Such an approach enables the possibility to incorporate knowledge,
expressed as simple fuzzy rules while estimating nonlinear kernels to model the
complex dynamics. An available approach is to build a network of fuzzy neurons.
Thus, using the methodology proposed by Yamakawa, we can rewrite the last
equation as:

where the input space vector is represented by z(k) = [x(k), u(k)] and n is number of
system states and N = n + 1 is the number of the neo-fuzzy neurons needed to
represent the system. Each neuron comprises a simple fuzzy inference which
produces reasoning to singleton weighting consequents:

RO if z; isAli then wy; (25)

Each element of z(k) is being fuzzified using the available Gaussian fuzzy sets
relevant to each neo-fuzzy neuron. The fuzzy inference should match the output of



192 Y. Todorov and M. Terziyska

the fuzzifier with fuzzy logic rules performing fuzzy implication and approximation
reasoning in the following way:

i(zi) = H?: 1 Hii(2i) (26)

where 4 is the number of the fuzzy rules in each neuron and [ is the relevant
synaptic link. The output of the network is produced by implementing consequence
matching and linear combination as follows:

=

k+1) =37, (Z?:]ﬂli(zi)wlil)zi
Bk+1) =X, (Z?:lﬂli(zi)wlﬁ)zi (27)

bk = 2 (S @, )

which in fact represents a weighted product composition of the ith input to /th
synaptic weight to the corresponding nth rule base.

Thus, the neo-fuzzy implementation of a state-space system for a typical second
order system can be represented as:

Fi(k+ 1) = (i(x1)an i (k) + fin(x2)arka (k) + i (u)byu(k))
Fo(k+1) = (i(x1)azi &1 (k) + fii(x2)anoa (k) + figi () bou(k)) (28)
y k) =c11X (k) + C]zj\Cz(k)

where the corresponding outputs of the neo-fuzzy neurons represent the elements of
the matrices A and B. The schematic representation of the designed modeling
structure is given in Fig. 7.

Fig. 7 Schematic diagram of
the NEO-Fuzzy State-Space
network
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To train the proposed state-space model an unsupervised learning scheme has
been used. For that purpose, a defined error cost term is being minimized at each
sampling period. Thus, in order to update the weights in the consequent part of the
fuzzy rules is defined:

E=¢*/2and e(k) = x;(k) — (k) (29)

where x(k) is the reference input (state) measured form the process and (k) is the
state being estimated by the model. As learning approach is used the well-known
back propagation approach where the synaptic weights are being adjusted using (9)
as:

Bll+1)=B(k) + AB(k) = B(K) +1 (M) _

9p(k) (30)
=p(k) +ne(k)p;(xi(k))

where 7 is the learning rate and f§ = [a, b] is a vector of the trained parameters: the
synaptic links in the consequent part of the rules. The parameters in the output
matrix C are easily adjusted by using the same approach.

In order to overcome the deficiencies of the Gradient Descent approach, a simple
adaptive solution to define at each iteration step the learning rate #, has been
employed. The idea lies on the estimation of the Root Squared Error:

E=y/ 2, (k) - 3(0)° G1)
Afterwards, the following condition is applied:
ifEi > Ei— lkw
ni+ 1= nde (32)
if B <E;_1k,
Niv1=NiTi

where T4 = 0.7 and t; = 1.05 are scaling factors and k,, = 1.41 is the coefficient of
admissible error accumulation [40].

3 NEO-Fuzzy Model Predictive Control

Model predictive control (MPC) is an appropriately descriptive name for a class of
model based control schemes that utilize a process model for two central tasks:
explicit prediction of future process behavior and computation of appropriate
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corrective control action required to drive the predicted output as close as possible
to the desired target values.

Generally, the term predictive control does not designate a specific control
strategy but a wide range of control algorithms which make explicit use of a
predictive process model in a cost function minimization to obtain the control
signal. This makes the MPC an open framework to implement different modeling
and optimization strategies taking into account the specific requirements of the
controlled process [41]. Usually, in the MPC the objective of the modeling pro-
cedure is to determine a model that can be numerically evaluated quickly and that
adequately describes the process dynamics. Therefore, in this study the possibilities
of the proposed State-Space Neo-Fuzzy model to be used as a predictor in the MPC
scheme is evaluated.

3.1 Explicit NEO-Fuzzy Predictive Control

Using the designed NEO-Fuzzy state-space model the optimization algorithm
computes the future control actions at each sampling period, by minimizing the
following cost under system of constraints:

J0= T [5kr-rlkriPo+ 3 dutk+) R

i=N, i= (33)
subject to QAU <y
which can be expressed in vector form as:
J(k) =Y (k) = TR)"Q+ | AUK)[I'R (34)
y(k+N1) r(k+N1) AM(k+N1)
Y(k)= : T(k)= : AU(k)= : (35)
y(k+N2) r(k+Nz) Au(k+N,)

where, Y is the matrix of the estimated plant output, T is the reference matrix, AU is
the matrix of the predicted controls and Q and R are the matrices, penalizing the
changes in error and control term of the cost function:

O(Ny) 0 0 R(Ny) 0 0
o=| O eWHD 0 e 1 0 R e
0 0 — O(Ny) 0 0 o R(N)
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Taking into account the general prediction form of a linear state-space model
[40] we can derive:

Y (k) =X (k) +Tu(k— 1) + OAU (k) (37)
CA CB
CA? CAB+CB
W= |CA3 |I'=| CA’B+CAB+CB (38)
CAN: cYVsAiB
T CB 0 1
CAB+CB 0
: . CB
0= ke CAB + CB (39)
CYZA'B :
cyMrtap o oy AB |

where the corresponding matrix summations depend on the different predictions
instants along the defined prediction horizons within one discrete sampling period.

Then we can define the system error as: E(k) = T(k) — ¥X(k) — T'u(k — 1). This
expression is assumed as tracking error in sense of that it is the difference between
the future target trajectory and the free response of the system, that occurs over the
prediction horizon if no input changes were made, if AU = 0 is set. Using the last
notation, we can write:

J(k)=AUTHAU + AUT® +E" QF, (40)
®=-20"QE(k),H=0"00 +R

Differentiating the gradient of J with respect to AU, gives the Hessian matrix: 0°.J
(k)OAU?(k) = 2H = 2(0706 + R). If Qi) > 0 for each i (ensures that ©TQO
0) and if R > O then the Hessian is certainly positive-definite, which is enough to
guarantee the reach of minimum.

Since, U(k) and Y(k) are not explicitly included in the optimization problem, the
constraints can be expressed in terms of AU signal:

F —FzM(k—])+f
GO |AUL —G(‘I‘X(k)+Yu(k—l))+g (41)
w w

The first row represents the constraints on the amplitude of the control signal, the
second one the constraints on the output changes and the last the constraints on the
rate change of the control.
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4 Numerical Experiments

Modeling of Chaotic time series

Chaos is a common dynamical phenomenon in various fields [42] and different
definitions as series representations exist. Chaotic time series are inherently non-
linear, sensitive to initial conditions and difficult to be predicted. For that purpose,
the chaotic time series prediction based on measurement is a practical technique for
studying characteristics of complicated dynamics [43] and evaluation of the accu-
racy of different types of nonlinear models as Neural Networks. In this study, a two
chaotic time series, Mackey-Glass [3] and Rossler [44] are used to assess the
performances of the proposed NEO-Fuzzy Neural Networks.

4.1 Multi-Input—-Multi-Output NEO-Fuzzy Network

In this section, numerical experiments with a specific example to demonstrate the
performance of the proposed MIMO neo-fuzzy network are provided. The fol-
lowing MIMO nonlinear system is considered as reference dynamical system [45]:

201 —
e e Fe R S
B yi(k—1) up (K —
yZ(k)_y%(k—1)+y§(k—1)+yi(k—1) Fn=h (42)
2(1 —
y3(k) = ygy(ﬁﬁ Oty
) yi(k—1) +0.5ux(k—1)

Yilk=1)+y3(k=1)+y;(k—1)

where u(k) and u,(k) are the system inputs, y;(k) and y;(k) are the outputs. The
above described nonlinear system (42) has four inputs and two outputs. Their
values for the current and previous time instants k, k — 1 are used as inputs for the
proposed MIMO neo-fuzzy model, i.e. the model has 12 inputs and 2 outputs. As a
test signal the Mackey-Glass chaotic time series is used:

x(i) + ax(i—s)
(Ix¢(i—s)) — bx(i)

uy (k) = up (k) = (43)

where a = 0.2; b = 0.1; C = 10; initial conditions, x(0) = 0.1 and s = 17 s. The
learning rate # has a fixed value of 0.05.
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Fig. 8 MIMO NEO-Fuzzy model validation with Mackey-Glass chaotic time series as input

For greater clarity, the results are given in linear and logarithmic scales. Results
on model validation by using Mackey-Glass chaotic time series are shown on Fig. 8
where it can be seen that the proposed model structure predicts accurately the
generated time series. On Fig. 9 the model errors for both outputs are depicted. It
can be observed that they quickly reach values closer to zero. As well, it can be seen
that the model error for the second output y, is smaller than the error of the first
output y;, which is due to the structure of the considered nonlinear system (42). The
instant values of Mean Squared Errors (MSE) and Root Mean Squared Errors

pred errl

0.02 y r , y
0015 : :

0.01
0.005

pred err2

-0.005 : '
001 i HE I I R i I S H R e 20

Time (Steps)

Fig. 9 Model predicted errors in a case of Mackey-Glass chaotic time series



198 Y. Todorov and M. Terziyska

003 T

T T
——MSE1 —— RMSE1 — MSE2 RMSE2!

0.025 i

0.005 1 : W R - s e

Time (Steps)

Fig. 10 Plots of MSE and RMSE for both system outputs

Table 1 MSE and RMSE

e f Steps RMSE1 MSE1 RMSE2 MSE2
VMaal;f(se)llr—lC?lacszsfc:h(:lotic time 50 2.0¢”* 5.5¢7" 6.1¢” 3.7
series as input 100 1.8¢7* 4.8¢78 4.6e7° 3.4e7°
150 5.5¢7° 3.7¢78 3.4e7° 2.8¢7°
200 4.2¢73 3.1e7® 3.1e7° 2.2¢7°
250 3.8¢7° 2.4e78 27e7° 1.8¢7°
300 3.5¢7° 1.9¢78 2.1e° 1.3¢7°

(RMSE) are presented on Fig. 10. The observed values are in the order of e~ to e ™°

which guarantees the accurate prediction of the time series (Table 1).

Another test of the proposed MIMO NEO-Fuzzy model with Rossler chaotic
time series is performed. The Rossler series are described by three coupled
first-order differential equations:

§=—y—z %=x+ay %=b+z(x—c) (44)
where a = 0.2; b = 0.4; ¢ = 5.7; initial conditions x0 = 0.1; yO = 0.1; z0 = 0.1.
The results are given respectively on Figs. 11, 12 and 13 and Table 2.

The obtained results again show that the proposed MIMO NEO-Fuzzy network
model predicts accurately the generated time series, with minimum error and fast
transient response of the MSE and RMSE, reaching values closer to zero. The main
advantages of the proposed MIMO network lie on its simplicity to represent non-
linear cross-relationships without the need for statement of many parameters.
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Fig. 11 MIMO NEO-Fuzzy model validation with Rossler chaotic time series as inputs
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Fig. 12 Model predicted errors in a case of Rossler chaotic time series

4.2 Type-2 NEO-Fuzzy Neural Network

In this section the performance of the proposed interval Type-2 NEO-Fuzzy Net-
work to model the same chaotic time series under the same initial conditions is
evaluated. On Figs. 14, 15 and 16 the abilities of the proposed network to model
nonlinear dynamical systems under occurring uncertain variations of the input
signals are demonstrated. For that purpose three cases are considered: without/with
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Fig. 13 Plots of MSE and RMSE for both system outputs

Ta(}’ig hisgablle with MSE . Steps RMSEI MSE1 RMSE2 MSE2
ia{nossler chaZ?i: aniz ?ecr?s: 2(1)5 50 L6 e 287" 4.8¢7° 237
input 100 1.6e7* 2.6e78 4.9¢7° 3.1e”°
150 1.5¢™* 2.5¢78 5.6e7> 6.2¢°
200 9.8¢™* 9.7¢7’ 2.7¢ 7.5¢78
250 6.4¢73 4.1e73 1.5¢7* 2.1e”’
300 3.8¢7° 1.5¢7° 1.2¢7 4.4¢7°

additive noise of 5% (from the nominal value of the input signal) and two variations
of the FOU in each fuzzy set.

Therefore, for each input of a NFN neuron, Gaussian membership functions with
5 and 10% FOU are considered. The simulation experiments are performed on equal
initial conditions for the scheduled parameters and the predicted error variations are
estimated. As can be seen in the noiseless case, the model performs well following
the nonlinear behavior of the chaotic series with relatively small error tolerances.
The simulation experiments in the case of 5% additive noise and 5 and 10% of
FOU, show a good model performance, as well.

As it can be seen again, the proposed model structure estimate accurately the
generated time series, with minimum MSE and RMSE and fast transient response of
the RMSE, reaching values closer to zero.

In Tables 3 and 4 are given the estimations of the MSE and RMSE in different
steps instants for the considered above three cases. As can be observed, increasing
the width of FOU in notion to the input signal variation gives smaller MSE due to
the capabilities of the Type-2 fuzzy sets to absorb the noise trough fuzzification. On
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Time (Steps)

Fig. 14 Modeling of Mackey-Glass chaotic time series and the estimated errors in the noiseless
case

Time (Steps)

Fig. 15 Modeling of Mackey-Glass chaotic time series and the estimated error in the case of 5%
additive noise and 5% FOU

the other hand, to achieve a better model performance with small error variations it
is needed carefully to define an appropriate width of FOU in order to filter the
occurring uncertain input variations. The estimated values of the of the RMSE show
again the same tendency of absorbing the uncertain input variations maintaining
lower values when increasing the width of FOU.
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Fig. 16 Modeling of Mackey-Glass chaotic time series and the estimated error in the case of 5%
additive noise and 10% FOU

Table 3 Estimation of the MSE in case of Mackey-Glass time series

Steps | Type-2 FNN IFNN
Without noise and 5% With noise and 5% With Without With
FOU FOU noise noise noise
and 10%
FOU
50 23874 2.51e7* 2.18¢7* | 1.26e7° 3.42¢76
100 |1.26e7* 1.32¢7* 1.15¢™* | 7.05¢77 2.25¢7°
150 |8.85¢7° 9.26e73 8.15¢7> [5.19¢”7 1.81e7°
200 |7.01e7 7317 6.47¢7 | 4.32¢77 1.61e7°
250 |5.89¢7° 6.10e7° 543¢7  |3.75¢77 148 ¢7°
300 [5.19¢7° 5.33¢7° 478¢™> | 3.41e”’ 137¢7°
4.3 Intuitionistic NEO-Fuzzy Network

The INFN gives a generalization of the Type-2 Neo-Fuzzy concept by introducing
in a more flexible manner the way of uncertainty management. In contrast to typical
Type-2 fuzzy sets the hesitation bound who is similar to FOU is being defined
indirectly by powering the degrees of non-membership of a grade greater than 1.
Thus, at each sampling period of algorithm execution depending on the input signal
variations the hesitation bound is adaptively varied.

To investigate the potentials of the proposed INFN in comparison to Type-2
fuzzy concept the same experiments as in the previous case are performed. For
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Table 4 Estimation of the RMSE in case of Mackey-Glass time series

Steps Type-2 FNN IFNN
Without noise With noise With noise Without With
and 5% FOU and 5% and 10% noise noise
FOU FOU
50 1.51e72 1.58¢72 1.48¢72 1.10e™? 1.93¢73
100 1.09¢~2 1.15¢~2 1.08¢~2 0.83¢™3 1.52¢73
150 0.92¢72 0.96¢~2 0.90e~> 0.72¢73 1.32¢73
200 0.81e7> 0.85¢72 0.80e™> 0.65¢73 1.26e73
250 0.74e™2 0.78¢~2 0.74e™2 0.6le™ 1.14e73
300 0.70e~2 0.73¢~2 0.69¢~2 0.58¢73 1.11e73
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Fig. 17 Modeling of Mackey-Glass chaotic time series and the estimated errors in the noiseless
case

simplicity the degrees of non-memberships are set in powers of 2. On Figs. 17 and
18 the results with the considered noiseless case and 5% additive noise are
presented.

In Tables 3 and 4 are given the compared results in notion to achieved values of
MSE and RMSE.

The results show that the proposed INFN ensures even smaller order of the
estimated errors without the need to have a priory information about the possible
uncertain input variations in order to set an appropriate value of FOU as in Type-2
fuzzy set case. On the other hand, there is no need to perform the fuzzification
procedure twice along the upper and lower membership functions which decrease
the number of performed computational operations.
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Fig. 18 Modeling of Mackey-Glass chaotic time series and the estimated errors in the case of 5%
additive noise

4.4 State-Space NEO-Fuzzy Model

An oscillation pendulum system model to test the modeling capabilities of the
proposed State-Space Fuzzy-Neural Network is used. A rigid zero-mass pole with
length L connects a pendulum ball and a frictionless pivot at the ceiling. The mass
of the pendulum ball is M, and its size can be omitted with respect to L. The pole
(together with the ball) can rotate around the pivot, against the friction ffrom the air
to the ball, which can be simply quantified as:

f=- sign(v)Kv2 (45)

where v = L @ 1 is the line velocity of the pendulum ball, and 0 is the angle between
the pole and the vertical direction. The item—sgn(v) (sgn(v) is the sign of v) in (45)
shows that f always counteracts the movement of the ball, and its direction is
perpendicular with the moving pole.

If we exert a horizontal force to the ball, or give the pendulum system a non-zero
initial position (8 # 0) or velocity (0 # 0), the ball will rotate around the pivot.
Below is its kinetic equation:

. F KL
0= ——cosO— Esin6—sign(6)~— 6 (46)
ML L M

where g = 9.8 m/s” is the acceleration of gravity. Using two state variables x1, x, to
represent 6 and 6 respectively, the state-space equation of the system is: (for
simplicity, let K, L, M all be 1)
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X=(x, %) =6, 0", U=(F
X:( 0 1 )X+( 0 )U (47)
—gsinx; /x;  — x| COS X|

Applying Runge-Kutta method to (47), we can get the states of the testing
system. The input (U) and states (X) are sampled every 0.25 s and for total 70 s,
using the following conditions (F = 0, x,(0) = 5n/12, x,(0) = 0). To simplify the
solution the output is being defined by the states. At first, the model parameters
have been randomly generated in order to ensure the directions of the optimization
approach adjusting the rule premise and consequent parameters. The amplitude of
the signals is gradually changing, to persistent oscillation.

The assumed example generates a fast changing oscillating set of high frequency
signals, which in most cases is a challenging task for estimation by a fuzzy-neural
network. On Fig. 19 are shown the obtained results of dynamical estimation of the
states and the output of the pendulum system. As can be observed the states and the
output are correctly predicted with minimal error. The error residuals have been
evaluated on Figs. 20 and 21 in a logarithmic scale. As can be seen the errors are
converging fast to a minimum.

state, X1

O X1 estimated -4
—— 31 actual
| |

40 50 60 70
time steps
T T T
I I I I
0 40 50 60 70
time steps
1 CUT actual -

2 T T T T T
O OUT estimated
|L

time steps

Fig. 19 Estimation of the states and the output of the pendulum oscillating system
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Fig. 20 Estimation of the model predicted errors (in logarithmic scale)
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Fig. 21 Estimation of MSE and RMSE for the states and the output (in logarithmic scale)
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4.5 NEO-Fuzzy State-Space Predictive Control

To prove the efficiency of the proposed MPC strategy, simulation experiments to
control a nonlinear lyophilization plant for drying of 50 vials filled with glycine in
water adjusted to pH 3, with hydrochloric acid are performed. The plant is highly
nonlinear, since it handles processes of heat and mass transfer over a long period of
time. Referring to Fig. 22 a simplified diagram of the main components of the
lyophilization plant is shown. The plant consists particularly of a drying chamber
(1); temperature controlled shelves (2), a condenser (3) and a vacuum pump (4).
The major purposes of the shelves are to cool and freeze or to supply heat to the
product. This is supported by the shelves heater and refrigeration system (5). On
those shelves the product is placed (6). The chamber is isolated from the condenser
by the valve (7). The vacuum system is placed after the condenser. A detailed
description of the process is given in [46].

The following initial conditions for simulation experiments are assumed:
N; =1, N, =5, N, = 3; System reference r = 255 K; Initial shelf temperature,
before the start of the primary drying Ts;, = 228 K; Initial thickness of the interface
front x = 0.0023 m; Thickness of the product L = 0.003 m. The following con-
straints on the optimization problem are imposed: constraints on the amplitude of
the control signal- the heating shelves temperature 228 K < Ty < 298 K; con-
straints on the output changes—product temperature 238 K < 7, < 256 K; con-
straints on the rate change of the control 0.5 K < AU < 3 K.

On Figs. 23 and 26 are presented the obtained results in control of the drying
plant for selected values of Q; = 0.7 X 10™* and R; = 0.19 x 1072, considering
two cases for additive noise (amplitude +2 K and sampling period of 1.5 s), added
solely to control signal that manipulates the state x,, in order to assess the controller
capabilities in presence of disturbances. On both figures are presented the transient
responses of the control and output signals, as well as the response of the control
error in logarithmic units. The provided simulation experiments are performed on
equal initial conditions for the model (Figs. 24 and 25).

Fig. 22 Schematic diagram
of a Lyophilization plant 1
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Fig. 23 Simulation results in control and estimated control, output and control error signals (with
noise on the control action)
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Fig. 24 The transient responses of the RMSE and RSE of the modeling errors in logarithmic units
(with noise on the control action)
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Fig. 25 Bar plots of the instant valuses of the control increment Au and the cost function J (with
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Fig. 26 Simulation results in control and estimated control, output and control error signals (with
noise on the control action and the state)
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As can be seen from the transient responces in both cases of controller operation,
the control error is successfully minimized and all stated constraints are satisfied.

Due to fuzzy properties of the model to generalize the input signals, a significant
deterioration of the model/controller operation cannot be observed.

On Figs. 24 and 27 are presented the transient responses of the RMSE and RSE
of the modeling errors for both cases. As can be seen, they have a smooth nature
reaching values closer to zero, which guarantees the proper operation of the model
providing correct estimates of the system dynamics. In the second case the mod-
eling errors are slightly increased as expected. In spite of that reason the dynamics
of the model is still unchanged.

On Figs. 25 and 28 are demonstrated the bar plots of the instant values of the
control increment Au and the cost function J. The calculated values for Au are
within the admissible bound of the imposed constraints, which guarantees that we
move smoothly on the surface of the defined dynamic optimization problem
without violating them. The defined cost function is successfully minimized at each
sampling period as it reaches values closer to zero.

When designing a predictive controller a careful consideration of the type and
the structure of the model should be made in order to address many issues. Usually,
it is required to be designed a modeling structure that allows to capture the process
dynamics in fast and accurate manner, rejecting the influence of uncertain factors.
On the other hand, the computational simplicity is crucial in order to save com-
putational time in respect to system dynamics. A major problem for implementation
of fuzzy-neural state-space controllers is the dimensionality of the input space.

08 . . . e
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m—tate X2 |
outputy

RMSE

(| —tate X2
—state X1
output y

RSE

time, s (log)

Fig. 27 The transient responses of the RMSE and RSE of the modeling errors in logarithmic units
(with noise on the control action and the state)
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Fig. 28 Bar plots of the instant valuses of the control increment Au and the cost function J (with
noise on the control action and the state)

Tablef 5 ;\VGFBE%C Processor - Ajgorithm Model (s) Optimization (s)
t t t
e for atgonfm execulion “Neo-Fuzzy model 1.4¢7 6.94¢2

Dist. TS model 2.6e7? 8.85¢72

When it is large, the number of associated training parameters increases sharply and
often requires an extensive computational effort.

In Table 5, a comparative study between the proposed NEO-fuzzy state-space
controller and another previously proposed distributed state-space algorithm on the
basis of the classical Takagi-Sugeno approach is shown [47]. As can be observed,
the computational time for the proposed algorithm is twice less than the case of
using the classical neuro-fuzzy approach. It should be mentioned also that, the
chosen model structure affects not only the computational simplicity of the model
but the computational abilities of the constructed predictor along the defined con-
troller horizons. Thus, the chosen structure of the model impacts the operation of
the controller as a whole.

5 Conclusions

In this chapter were presented several approaches for knowledge based modeling
and control of complex dynamical systems based on the NEO-Fuzzy neuron con-
cept. An extension to it was proposed to deal with multidimensional systems that
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are able to accurately capture and predict the system’s dynamics regardless of the
cross relationships between the variables. To improve the robust qualities of the
NFNs several ideas were proposed on how to include Type-2 and Intuitionistic
fuzzy logic in order to handle the uncertain dynamical input data variations. To
simplify the application of the NFN for the purpose of Intelligent Control, an
approach to design a state-space model and a fuzzy predictor as an extension to
explicit model predictive control was also presented.

The proposed methodologies were tested in several benchmark cases to predict
chaotic time series and oscillation systems. The results have shown an accurate
operation of the models that are following the nonlinear dynamics with relatively
small errors at each sampling period.

The obtained results have shown also the advantages of the Intuitionistic Fuzzy
Logic over the classical Type-2 in cases where uncertainties occur. The hesitation
bound is defined adaptively depending on the input data variations without the need
to presume the extent of the variations to define the FOU as needed in the case of
Type-2 Fuzzy Logic. On the other hand, the application of IFN gives a better model
operation with decreased number of operations needed for the fuzzification pro-
cedure and even smaller error terms when compared to Type-2 fuzzy logic.

The proposed state-space approach gives a simplified solution to model complex
systems with fewer parameters and to construct a reliable fuzzy predictor needed to
provide predictions of the main system variables several steps ahead in order to
calculate a horizon of reliable control signals. The provided simulation experiments
prove the efficiency of the proposed approach in notion to achieved small modeling
errors and decreased number of parameters affecting the computational time of the
control algorithm compared to a classical approach.

References

1. Jang, J.-S.R., Sun, C.-T., Mizutani, E.: Neuro-Fuzzy and Soft Computing—A Computational
Approach to Learning and Machine Intelligence. Prentice Hall (1997)

2. Jin, Y.: Advanced fuzzy systems design and applications. Physica (2003)

3. Diaconescu, E.: The use of NARX neural networks to predict chaotic time series. WSEAS
Trans. Comput. Res. 3(3), 182-191 (2008)

4. Esmaili, A., Shahbazian, M., Moslemi, B.: Nonlinear process identification using fuzzy
wavelet neural network based on particle swarm optimization algorithm. J. Basic Appl. Sci.
Res. 3(5) (2013)

5. Jang, J.S.R.: ANFIS: adaptive network based fuzzy inference systems. IEEE Trans. Syst. Man
Cybern. 23(3), 665-685 (1993)

6. Uchino, E., Yamakawa, T.: Neo-fuzzy-neuron based new approach to system modeling, with
application to actual system. In: Proceedings of 6th International IEEE Conference on Tools
with Artificial Intelligence, pp. 564-570 (1994)

7. Uchino, E., Yamakawa, T.: High speed fuzzy learning machine with guarantee of global
minimum and its applications to chaotic system identification and medical image processing.
In: Proceedings of 7th International IEEE Conference on Tools with Artificial Intelligence,
pp- 242-249 (1995)



NEO-Fuzzy Neural Networks for Knowledge Based Modeling ... 213

8.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

Baceiar, A., De Souza Filho, E., Neves, F., Landim, R.: On-line linear system parameter
estimation using the neo-fuzzy-neuron algorithm. In: Proceedings of the 2nd IEEE
International Workshop on Intelligent Data Acquisition and Advanced Computing Systems:
Technology and Applications, pp. 115-118 (2003)

. Bodyanskiy, Y., Viktorov, Y.: The cascade neo-fuzzy architecture and its online learning

algorithm. Int. Book Ser. Inf. Sci. Comput. 17(1), 110-116 (2010)

Bodyanskiy, Y., Tyshchenko, O., Kopaliani, D.: An extended neo-fuzzy neuron and its
adaptive learning algorithm. Int. J. Intell. Syst. Appl. 2, 21-26 (2015)

Bodyanskiy, Y., Pliss, 1., Vynokurova, O.: Flexible neo-fuzzy neuron and neuro-fuzzy
network for monitoring time series properties. Inf. Technol. Manag. Sci. 16, 47-52 (2013)
Bodyanskiy, Y., Kokshenev, 1., Kolodyazhniy, V.: An adaptive learning algorithm for a
neo-fuzzy neuron. In: Proceedings of the 3rd Conference of the European Society for Fuzzy
Logic and Technology, pp. 375-379 (2005)

Landim, R., Rodriguez, B., Silva, S., Caminhas, W.: A neo-fuzzy-neuron with real time
training applied to flux observer for an induction motor. In: Proceedings of 5th IEEE Brazilian
Symposium of Neural Networks, pp. 67-72 (1998)

Soualhi, A., Clerc, G., Razik, H., Rivas, F.: Long-term prediction of bearing condition by the
neo-fuzzy neuron. In: Proceedings of 9th International IEEE Symposium of Diagnostic of
Electric Machines, Power Electronics and Drives, pp. 586-591 (2013)

Kim, H.D.: Optimal learning of neo-fuzzy structure using bacteria foraging optimization. In:
Proceedings of the ICCA 2005 (2005)

Zaychenko, Y., Gasanov, A.: Investigations of cascade neo-fuzzy neural networks in the
problem of forecasting at the stock exchange. In: Proceedings of the IVth IEEE International
Conference “Problems of Cybernetics and Informatics” (PCI 2012), pp. 227-229 (2012)
Pandit, M., Srivastava, L., Singh, V.: On-line voltage security assessment using modified neo
fuzzy neuron based classifier. In: IEEE International Conference on Industrial Technology,
pp. 899-904 (2006)

Silva, A.M., Caminhas, W., Lemos, A., Gomide, F.: A fast learning algorithm for evolving
neo-fuzzy neuron. Appl. Soft Comput. 14, 194-209 (2014)

Silva, A.M., Caminhas, W., Lemos, A., Gomide, F.: Evolving neo-fuzzy neural network with
adaptive feature selection. In: Proceedings of 2013 BRICS IEEE Congress on Computational
Intelligence and 11th Brazilian Congress on Computational Intelligence, vol. 209,
pp. 341-349 (2014)

Zadeh, L.: The concept of a linguistic variable and its applications to approximate
reasoning-1. Inf. Sci. 8, 199-249 (1975)

Karnik, N., Mendel, J.: Introduction to type-2 fuzzy logic systems. In: Proceedings of the
IEEE FUZZ Conference, Anchorage, pp. 915-920 (1998)

Karnik, N., Mendel, J.: Operations on type-2 fuzzy sets. Fuzzy Sets Syst. 122, 327-348
(2000)

Castillio, O., Melin, P.: Type-2 Fuzzy Logic: Theory and Applications. Studies in Fuzziness
and Soft Computing, vol. 223. Springer, Berlin, Heidelberg (2008)

Melin, P., Castillo, O.: A review on type-2 fuzzy logic applications in clustering, classification
and pattern recognition. Appl. Soft Comput. 21, 568-577 (2014)

Fayek, H.M., Elamvazuthi, 1., Perumal, N., Venkatesh, B.: A controller based on optimal
type-2 fuzzy logic: systematic design, optimization and real-time implementation. ISA Trans.
53(5), 1583-1591 (2014)

Miccio, M., Cosenza, B.: Control of a distillation column by type-2 and type-1 fuzzy logic
PID controllers. J. Process Control 24(5), 475-484 (2014)

Terziyska, M., Todorov, Y.: Modeling of chaotic time series by interval type-2 NEO-fuzzy
neural network. In: International Conference on Artificial Neural Networks (ICANN’2014).
Lecture Notes on Computer Science, vol. 8681, pp. 643—-650 (2014)

Juang, C.-F., Jang, W.-S.: A type-2 neural fuzzy system learned through type-1 fuzzy rules
and its FPGA-based hardware implementation. Appl. Soft Comput. 18(2014), 302-313
(2014)



214 Y. Todorov and M. Terziyska

29. Tung, S.W., Quek, C., Guan, C.: eT2FIS: an evolving type-2 neural fuzzy inference system.
Inf. Sci. 220, 124-148 (2013)

30. Aliev, R.A., Guirimov, B.G.: Type-2 Fuzzy Neural Networks and Their Applications.
Springer International Publishing (2014)

31. Abiyev, R.H., Kaynak, O.: Type 2 fuzzy neural structure for identification and control of
time-varying plants. IEEE Trans. Ind. Electron. 57(12), (2010)

32. Atanassov, K.: Intuitionistic Fuzzy Sets. Springer, Heidelberg (1999)

33. Castillo, O., Melin, P., Tsvetkov, R., Atanassov, K.: Short remark on fuzzy sets, interval
type-2 fuzzy sets, general type-2 fuzzy sets and intuitionistic fuzzy sets. In: IEEE Intelligent
Systems’2014, Advances in Intelligent Systems and Computing, vol. 322, pp. 183-190
(2015)

34. Kuncheva, L., Atanassov, K.: An intuitionistic fuzzy RBF network. In Proceedings of
EUFIT’96, pp. 777-781 (1996)

35. Zhou, X., Zhao, R., Zhang, L.: An intuitionistic fuzzy neural network with triangular
membership function. In: Proceedings of 2013 Chinese Intelligent Automation Conference.
Lecture Notes in Electrical Engineering, vol. 254, pp. 813-820 (2013)

36. Zhou, X., Zhao, R., Shang, X., Zhang, L.: Intuitionistic fuzzy neural networks based on
extended Kalman filter training algorithm. In: Proceedings of the 1st International Workshop
on Cloud Computing and Information Security (2013)

37. Hijek, P., Olej, V.: Adaptive intuitionistic fuzzy inference systems of Takagi-Sugeno type for
regression problems. In: Artificial Intelligence Applications and Innovations, IFIP Advances
in Information and Communication Technology, vol. 381, pp. 206-216 (2012)

38. Li, L., Yang, J., Wu, W.: Intuitionistic fuzzy Hopfield neural network and its stability. Expert
Syst. Appl. 29, 589-597 (2005)

39. Bodyanskiy, Y., Kokshenev, I., Kolodyazhniy, V.: An adaptive learning algorithm for a neo
fuzzy neuron. In: Proceedings of the 3rd International Conference of European Union Society
for Fuzzy Logic and Technology (EUSFLAT ’2003), Zittau, Germany, pp. 375-379 (2003)

40. Osowski, S.: Sieci neuronowe do przetwarzania infromacji. Oficyna Wydawnycza Policehniki
Warzawsikej (2000)

41. Huang, B., Kadali, R.: Dynamic Modeling, Predictive Control and Performance Monitoring.
LNCIS, vol. 374. Springer (2008)

42. Yao, J., Mao, J., Zhang, W.: Application of fuzzy tree on chaotic time series prediction. In:
IEEE Proceedings of International Conference on Automation and Logistics, pp. 326-330
(2008)

43. Lai, Y.: Recent developments in chaotic time series analysis. Int. J. Bifurc. Chaos 13(6),
1383-1422 (2003)

44. Archana, R., Unnikrishnan, A., Gopikakumari, R.: Bifurcation analysis of chaotic systems
using a model built on artificial neural networks. In: Proceedings of International Conference
on Computer Technology and Artificial Intelligence, pp. 198-202 (2013)

45. Pan, Y., Wang, J.: Model predictive control of unknown nonlinear dynamical systems based
on recurrent neural networks. IEEE Trans. Ind. Electron. 59(8), 3089-3101 (2012)

46. Schoen, M.: A simulation model for primary drying phase of Freeze-drying. Int. J. Pharm.
114, 159-170 (1995)

47. Todorov, Y., Terziyska, M., Doukovska, L.: Distributed state-space predictive control. In:
Proceedings of the International IEEE Conference “Process Control’15”, Stribske Pleso,
Slovakia, pp. 31-36 (2015)



Sign-Based Representation and World M)
Model of Actor sk

Gennady Osipov

Abstract In accordance with modern ideas about relations of the neurophysiological
processes and subjective sensations, an emergence of psychological function is
associated with the existence of specific information structures or their synthesis
during the communication process. These structures are generated by return of
excitation by diffuse projections and enable the integration of different stimulus
features into a single image. Such information structures contain three main com-
ponents that connect three types of information, different in their origins: information
coming from external environment, information retrieved from memory and infor-
mation coming from motivation centers. Binding of these components into a single
unit is realized by their subsequent naming, which also provides a steadiness of
emerged structures. Such information structures were named by us signs because of
their resemblance to similar structures, studied in semiotics. A set of signs forming by
subject during his actions and communication composes his sign-based model of the
World. In this paper a sign-based model of the Word is considered, procedures of sing
component’s forming, a set of signs operations and a set of relationships in model of
the World are explored, and it is also shown that a model of the World of a subject
reflects his view of an external environment, of him-self and of other subjects.
Sign-based model of the World allows to raise and solve a number of tasks in modeling
of intelligent agents and their coalitions behavior, for example, goal-setting, synthesis
of goal-directed behavior, distribution of roles and interactions of agents in
coalition.
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1 Introduction

In cognitive sciences the problem of goal-oriented behavior includes, in particular,
setting the goal of behavior. However, in artificial intelligence research, this
problem is not even set. I think, this limitations related to symbol-based formalism.

Here we consider a fragment of the formalism that may be called a sign-based or
a semiotic one. that originated in the semiotics and that is used, in an informal way,
in cognitive psychology.

It is based on the concept similar to concept of the sign [1, 2]. Concept of sign, in
an informal way, is used in cognitive psychology [3].

According [3], the representation of each object in consciousness includes three
components—image of the object, its cultural significance and personal meanings.
For brevity, we will below use the term consciousness element instead of the term
representation of each object in consciousness.

The image of a potential element of consciousness, its significance, and mean-
ings are not always connected in a whole; in this case, the sign is not formed (in the
phylogenesis) or actualized (in the microgenesis), and the psychic reflection fixes
for the actor the biological significance of the object rather than its personal
meaning, not the consciousness image but rather the perception image and the
functional significance of the object in a specific task instead of the significance
developed in practical activities. Below we will use the term percept as a synonym
of perception image and image as a synonym of consciousness image. Such a
nonsign reflection of reality makes it possible to perform only “paired” transitions
between two components of the knowledge about the object: from the percept to the
functional significance (selection of a method of using a concrete object), from the
functional significance to the biological significance (selection of a “goal” for a
specific action), and from the biological significance to the percept (selection of a
specific object satisfying the given requirements). Since the three aspects of
knowledge about the object are at best connected by paired relationships, an “ex-
ternal observer” is required to see that these three components reflect the same real
object [2].

Before describing mechanisms of sign formation, we consider relationships
between the elements of consciousness and elements of the sign structure in
semiotics [1, 2]. It is easy to see that

(a) the concept of image in psychology is identical to the concept of representation
in semiotics [2]: according to the concept of image developed in cognitive
psychology, perception is interpreted as the process of categorization [4], which
exactly corresponds to the concept of representation in semiotics, where the
representation is used to differentiate the objects corresponding to the sign
under examination from other objects;

(b) the concept of significance in psychology corresponds to meaning in semiotics
and semantics, that is, to the semantic component of the sign;
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(c) personal meanings are interpreted by the sets of actions that are applied by the
actor to an object [3]. In applied semiotics [5], this corresponds to the prag-
matic component of the sign, that is, to the set of actions associated with this
sign.

For the components of sign listed above, we retain the names adopted in psy-
chology—image, significances, and personal meaning. Up to the time when these
components are linked into a sign, they are called perception, biological signifi-
cance, and functional significance, respectively. Such linking becomes possible due
to naming the emerging structure, which leads to the construct called sign.

The sign and its components become elements of the language structure; that is,
the sign is incorporated into the world model of the actor (which does not happen
without naming). Then, the object acquires a stable and conventional significance,
personal experience in dealing with this object is reflected in the personal meaning
as a sign component; and the event of object perception, which is a reflection in the
simultaneous “picture” of the procedure of reproducing the object’s properties in
the motor functions of the perceiving organ is fixed as the image or representation
of the object.

Also a number of neurophysiologic researches [6, 7] a indicate the possibility of
existence of sign structures in a world model of the subject of activity.

In [8] the transition from the neurophysiological level on the psychological one,
i.e. appearing of consciousness is connected with formation of signs.

In [9] neurophysiological mechanisms of some cognitive functions and their
relations with formation of a world model are considered.

Paper [10] is devoted to the appearing of mechanisms of communication on the
basis of semiotics approach.

In [11] offers a sign-based world model as a basis for an operational component
of the robot manipulator.

2 Sign Formation

According with the above reasoning, we assume that the formation (actualization)
of a sign includes the following phases (see also [12, 13]).

2.1 Phases of Sign Formation

0. Object localization. This occurs in the space in which, in addition to the four
dimensions of the physical space-time, there is the fifth quasidimension—the
dimension of significances (because each person as a carrier of consciousness
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lives in two realities—physical and language ones). The actor estimates the
position of an object relative to itself. This means that he must realize the
selfconsciousness function (reflection), know his “coordinates” in this space,
that is, reside in the clear consciousness state as is said in psychiatry (know how
to determine not only physical but also social parameters of himself in the
situation where the person finds himself).

1. Percept formation is based on the procedure of reproducing the object’s prop-
erties by the motor functions of the perception organ (for living organisms) or
on processing the data obtained from sensors using pattern recognition methods
(for artificial intelligence systems).

2. Generation of the set of pairs “percept—functional significance” of the functional
significance of the object based on earlier experience or precedents.

3. Evaluation of the degree of closeness of the functional significance obtained in
phase 2 to the functional significance obtained in phase 0 using a special pro-
cedure. If these significances are not close enough, then the percept formation is
continued by returning to phase 1 (in psychology of sensor perception pro-
cesses, this mechanism is called sensory confidence).

4. Phases 1-3 are executed until a degree of closeness is reached that is sufficient
from the viewpoint of special procedure mentioned in the description of phase 3.

5. Using a special procedure, the actor obtains from the cultural environment
accumulated in a natural language system the pair sign name—significance and
evaluates the degree of closeness of the functional significance obtained in phase
4 to the significance obtained from the cultural environment. If these signifi-
cances are not close enough, then the percept formation is continued by
returning to phase 1.

6. Linking the name from the pair sign name-significance to the percept con-
structed after the completion of phases 1-5. At this time, the percept turns into
an image.

7. Formation of personal meanings of the sign based on precedents of actions with
the object.

8. Linking the name from the pair sign name-significance to each personal
meaning. From this time on, the functional significance turns into the signifi-
cance and the biological significance turns into the personal meaning.

9. Continuing the mapping biological significance—percept by including the per-
sonal meaning (formed in the preceding phase) in the domain and by including
the image formed in phase 6 in the set of values.

As a result, a sign corresponding to the object is formed.

Remark It is implied by phase 2 that the sign cannot be formed outside of the
cultural environment.

It is clear that phases 0-9 are described only schematically. This scheme will be
elaborated in the further presentation.
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2.2 Refinement of a Concept of a Sign

Thus a signs is an ordered tuple <n, p, m,a> wheren € N,pCP,mCM,aCA;Nisa
set of words of finite length in an some alphabet or a set of names—set of names a name
of sign; P is a set of closed atomic formulas for first order predicates calculus—a set of
properties. M is referred to as a set of significances, and A—as a set of personal
meanings. The overlap of the sets M and A is, generally speaking, non-empty; S is a set
of sign:s € S.

Note here, that the terms °‘significance’ and ‘personal meaning’ denote the
assignment of the item (or phenomenon) to reality and the way of using (applying)
the item that is preferred by the actor, respectively. Thus, the M and A can be
considered as a set of actions. More precisely, the M-set of actions with an object,
admissible from the cultural and historical point of view, A—a set of the actions
preferred by the subject of activity.

Let us remember that the actions in Artificial Intelligence can be describing by
rules. Each rule generally means an ordered triad of sets: r = <C, B, D> where C is
a condition of the rule r, B is a set of the facts added by the rule r, and D is the set of
the facts removed by the rule r. Generally, each of those sets is a set of the atomic
formulas for first order predicates calculus.

Then, we introduced next linking operators:

)27 »2M is the operator of linking images p to significances m:
vy (p") =m'). In other words, significance m is formed by such set of rules which
conditions are satisfied on a set of atomic formulas of an image p (Fig. 1).

On Fig. 1 P(p;)—set of atomic formulas (properties) of image p;, P(r;)—set of
atomic formulas of condition of rule r;.

Second operator lI‘I’,": 2M — 24 links significances to personal meanings. Personal

meaning is formed by such set of rules r* for which intersection of condition C(r*)
with C(r) is not empty (Fig. 2).

Fig. 1 Schema of linking
images to significances

m = {r|P(r) C P(pi)}
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Fig. 2 Schema of linking C L c*

significances to meanings TR

Vi 3r|C(r) N C(r) # 0
a={r*|P(r)NPr* )} #0

Fig. 3 Schema of linking
meanings to images

P
\|J”

Fig. 4 Four components of
the sign

Significance

m

Image

Persoanl
meaning

Third operator W:24 —2” links personal meaning to images so that
P2 (al)=pli*) where p™*P = u;P(r*J), a¥ € 2% p™Pe2”, and J is the
number of the rule in the set a® (Fig. 3).
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Generally, p*" # p®. One can show that for some initial approximation this
iterative process converges to some p.

We have then ||P(r) n P(r")|| > 2. The sufficient condition of convergence is
P@) C PI)).

We introduced an operator ¥/ =W/'¥/ | and showed that the sign is a fixed point
of the Galois closure of the operators V! and ¥}

m*

Thus, arise structure, shown in Fig. 4.

3 Relations Over a Set of Signs

Consider the structures that can emerge on the set of signs as a result of
self-organization. Simulation of self-organization in the world model makes it
possible to operationalize the idea of “knowledge activity”’, which was formed in
artificial intelligence under the influence of the concept of the stimulating role of
knowledge in human behavior proposed by Festinger in 1956. According to Fes-
tinger, knowledge is not only accumulated and used by a actor; the knowledge live
their own life, enter into relations, form harmonized consistent systems of notions
or are involved into conflicts and are opposed to each other. In the latter case, the
knowledge dissonance shows itself as a behavior stimulating force. Views and
attitudes have the property of combining into a system in which the elements are
consistent; the existence of contradictory relations between certain elements in the
system of knowledge is a motivating factor. First, processes of self-organization
lead to emergence of some structures on a set of signs. Such structures are generated
by family of the relationships.

The existence of internal structure of signs components allows define three class
of relationships over a set of signs (see also [13]).

First class: relationships, generated by images of signs;

Second class: relationships, generated by significances of signs;

Third class: relationships, generated by personal meaning of signs.

Let S = {sy, 52, ..., ¢} be a set of signs, p = (ny, 72, ..., Wp) and g = (01, 02, ..., O)
are images of signs s, and s,, respectively.

The ordered sets 1, = <iy, iy, ..., i;> and T, = <ji, jo, ..., jp> Will be referred to as
types of the images of signs s, and s, respectively.

First class of relationships.

Definition 1 If, for signs s, and 5,7, =t,and Vi, = 6;, (i € 1,2, ..., g), then
Rl = Rl V] {(S s Sq)}.

One can readily see that relation R; is the relation of equivalence over the set of
images of signs form S. The relations R,, R;, and R, are the relations of inclusion,
similarity, and opposition, respectively.
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Definition 2 If, for signs s, and s,, T, C T, and Vi € 1, we have &; = 0;, then R, :
=R, U {(sp, sg)} is the relation of inclusion (Fig. 5).

Definition 3 If, for signs s, and 5,, T, N 7, # @ and Vi € (7, N T,), we have
n; = 0;, then R3 := R3 U {(s,, 5,)} is the relation of similarity (Fig. 6).

Ty T2

i m P2 ma

aq a2

Fig. 5 Schema of the relation of image inclusion

[ Ty Tia

" my P2 ma

Fig. 6 Schema of the relation of image similarity
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my Mo

Fig. 7 Schema of the relation of image opposition

Definition 4 If, for sign s, and some sign s,, T, N T, # P and Vi € (7, N T,), we
have m; # 0;, then Ry := Ry U {(s,, 5,)} is the relation of opposition (Fig. 7).

Second class of relationships.

The significance is a set of actions which the actor can perform with the item.

Each action corresponds to a set of some roles that are substituted by participants
of the action in, for example, the way described by Fillmore.

Therefore, we will associate the significance of each sign with some ordered set
of its roles.

So,if I = {iy, b, ..., i;} is a set of all possible roles, the significance of each sign
is a subset of that set. (For simplicity it is assumed that each significance includes
one action.). Let now s, be a sign with the significance m(s,) = <ij, i, ..., iK>
where iy, 1o, ..., iy € I, and s, is a sign.

Definition 5 If, for signs s, and s,, we have s,/i;, (the sign s, substitutes role i), i;
€ m(sp), then Rs := Rs U {(s,,, 5,)}. As it was stated above, it is reasonable to refer
this relation as the script-based one. It is clear that the relation Rs enables one to
generate complex constructions, i.e. that are essentially the networks of signs
related by the significances and names of those signs (Fig. 8).

Third class of relationships.

Over the sets of signs there is a natural way for generating relationships of sub-
sumed and opposition on the basis of their personal meanings.

It should be reminded that each meaning is associated with a set of actions. As
before, here for simplicity we assume that each meaning is associated with one
action described by the rule r = <C, A, D>.
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ms

Fig. 8 Significances of the signs

Let, as before, S = {s, so, ..., s;} be a set of signs and al and a2 be the
meanings of signs s; and s,, respectively.
We define the following relations over the set of personal meanings:

1. C(al, a2) or (al C a2) (read ‘meaning al is subsumed by meaning a,’), if A(r;)
C A(rp) or D(r7) € D(r,) where A(ry), A(rz), and D(r;), D(r,) are sets of the facts
added or removed by the rules r; and r,, respectively; then Rg := Rg U {(51, S2)}
(Fig. 9).

2. 1(ay,az) or a; La, (read ‘meaning a; is opposed to meaning a,’), if VP(xy, X5,
<oy Xp) € A(ry) 3P(xy, Xa, ..., X,) € D(rp); then Ry := Ry U {(sy, so)} (Fig. 10).

Operations over a set of signs and screens.

Operations of the set signs used for creating of new signs and scripts.

For example we will describe first the operation of generalization.

The operation of generalization ® is defined over the set of pairs of signs that
belong to the relation Rj; applying the operation ® create a new image that includes
all common features of the initial images. Namely, if & is a set of images, p, p, €
T, p1 = (X1, X2, ..., Xg) and py = (1, y2, ..., yn), then @:n X © — = so that for each
P1, P> € msuch that (p1, p») € R3; O(py, p2) = p3, where p3 = (21, 20, ..., Z;) SO that
for Vidj, k such that z; = x; = y;.

One can show that R; is a lower semi-lattice with respect to operation ©.

Second example is the operation of closure over significances.
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C (a1,a2)

my P2 o

m

[F5]

Fig. 9 Schema of the relation of meaning subsumption

A (G‘q,dg)

my P2

Fig. 10 Schema of the relation of meaning opposition

m ma

Operation of closure over significances of [] (s1, ij, 5). If 5; is a sign with a
significance m(s;) and i; € m(s,) is a role of that significance, the operation creates
a screen sik where role ij is substituted with the sign s, (so/i;). In this case, the
meanings and significances of the initial signs are combined (Fig. 11).

Next is operation of agglutination.

Operation of agglutination V(sy, s,) = s5. If 51, 5, are signs and a; and a, are
their meanings, the operation of agglutination creates a new sign s; with meaning a;
where A(r3) = A(r;) U A(rp) or D(r3) = D(r;) U D(rp). It is clear that in both cases
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1_[(31, ?j: S?)

ms

Fig. 11 Schema of the operation of closure over significances

C(r3) = C(r;) U C(rp) where C(r3) are the set of conditions of the rules r3, r;, and r,
and A and D are the sets of the facts that are added and removed by the rules r; and
1, respectively (Fig. 12).

Models of the World

It was shown above that, over the set of signs, three main types of the structure are
formed so that they are generated by the families of relationships on images,
significances, and meanings. It is reasonable to refer to each of them as an
heterogeneous semantic network.

Therefore, we have a semantic network Hp over a set of images, semantic
network H, over a set of personal meanings, and semantic network H,, over a set of
the significances of the signs.

We will refer to the triad of objects H = <Hp, Hy, Hy/> as a semiotic network.

As it follows from the above, the transitions between the networks Hp, Hy, Hy,
are implemented using the procedures W9 %7, and ¥/ described earlier.

In psychology, there exist a concept of the Model of the World of the actor.

Nine main types of the Model of the Worlds may be distinguished: Three of
them the rational one, the common life, and the mythological—non degenerate. Six
types—degenerate models.
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Fig. 12 Schema of the operation of meaning agglutination

All types of the World Models use networks over images, meanings, and
significances.

However, there is some ‘controlling’ network that is used for defining a goal,
searching for adequate actions, calling up scripts, and changing personal meanings.

For example, in the rational Model of the World, in the network over images,
first, a goal is set. Then, on the network over significances, appropriate roles are
looked for in a script as a condition for performing actions to attain the goal.

Next, the meanings of the objects are taken into account. They may perform
motivations or obstacles or means for attaining the goals.

The characteristic feature of the common-life Model of the World consists in
following some stereotypes or scenarios of behavior.

In the mythological Model of the World, each role has an invariable meaning
and an image associated to it, i.e. in this case the network over meanings is the
leading one. In other words, inheritance of the network H, to the level of names of
signs results in forming a mythological Model of the World.

Degenerated World Models in which two networks instead of three are used, are
known as well.

It should be added here that it is the actors’ Models of the World are the
environments in which different cognitive functions are implemented such as
introspection, reflection, and goal setting. We describe below one of the most
important functions, the goal setting function as an example.
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4 Sign-Based Synthesis of Behavior

The problem of goal setting

Goal setting is a complicated process that also involves, in addition to finding a
goal, determination of the conditions and specific way for attaining that goal. As it
was told above, the character of the goal setting process is determined by the type of
the actors’ Model of the World. In case of a common-life Model of the World, the
leading component is significance. In this case actor us the existing structure and
existing signs to construct a suitable situation -screen, which will be the goal.

Because the process of goal-setting is carried out within an activity, then the
motive of activity included in the Model of the World of the actor. In common-life
Model of the World it is the significance of the sign.

The basic idea underlying of the process is as follows: since the sign of the
matter of need included in the Model of the World of Actor, it should be to find
such a sign (or build script), personal meaning (personal meanings) which would
provide the achievement of the matter of need. On the semantic or operational level
this means search or building of such a sign (or script), in the structure of the
personal meaning of which there is action (or there are actions), the result of which
to the current situation is the image of the matter of need.

Further, s4—a sign, significance of which—m, is a motive.

In the algorithm below we will use the syntax and semantic considerations,
especially not stressing the circumstances.

Step 1: Transition my — m;. The search for the subnet of significances such
significance m;, which sign has personal meaning a; contains such a rule
rl so that the action in a set of added facts A(rl) contains of image p4 of
the sign s, i.e.

ps C A (rl);
Else, go to step 2.

Step 2: Transition m; — mj,. Search for the subnet of significances such sig-
nificance m,, that the corresponding sign s, in set of personal meanings
a, contains such a rule r2, which in the set of the added facts A (12)
contains the set p,\A (r1). If p, C A (r1) U A (12), the process is

completed, built a script is a goal.

Else the search process on the network of the significances is repeated

until the will be built the script from the signs sy, S5, ..., Sy, such that the
P4 CA@l) UAG@2) U ... UA (rn), where the rl, 12, ..., rn—actions
corresponding signs sy, Sp, ... Sy, respectively.

A few words on the synthesis of the plan of behaviour.
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It is well known that the task of Al-planning in general belong to class EXPSPACE
complete. In other words, it complexity is O(2P™) space, where p(N) is a poly-
nomial function of N. The power exponent is the polynomial function of total
number of rules in the system—N.

In case of planning in a sign Model of the World, the task is reduced to creation
of the plan of achievement of the script constructed at a goal-setting stage. It means
that for creation of the plan only signs from the constructed scripts will be used.
Thus, in case of planning in a sign-based Model of the World, complexity will also
be exponential, however, exponent will be p(N*), where N*—number of rules in
structure of personal meaning of such sign from the constructed script in which this
number is maximal.

It is clear, that the less signs in model of the world of the subject of activities, i.e.
the more simply, the world model is less differentiated, the it is more than N*. In a
degenerate case when the model of the world contains one sign, N = N* (in more
details see [14, 15]).

5 Conclusion

In this paper, the basis of a new formalism that correlates with the available neu-
rophysiological and psychological data on the structure and function of the actor’s
Model of the World, is considered. The proposed formalism enables describing a
number of cognitive functions, such as introspection, reflection, goal setting, and
some others, and enhancing the extent of understanding cognitive processes.
A description of a cognitive function, the goal setting function, is provided. Further
development of the formalism is related to handling multi-agent and robotic sys-
tems, in which Models of the World may be generated in automatic (or semiau-
tomatic) way as a result of communication, interaction of visual and audio systems.
On this basis it becomes possible to distribute tasks and coordinate goals in cog-
nitive robots coalitions. Implementation of such functions will enable one to boost
the extent of autonomy of such systems and their coalitions.
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Abstract This paper proposes an architecture aiming at promoting the conver-
gence of the physical and digital worlds, through CPS and IoT technologies, to
accommodate more customized and higher quality products following Industry 4.0
concepts. The architecture combines concepts such as cyber-physical systems,
decentralization, modularity and scalability aiming at responsive production.
Combining these aspects with virtualization, contextualization, modeling and
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1 Introduction

Manufacturing represents 16% of the EU GDP employing more than 30 million
persons and the objective of revitalization of the EU economy calls for the
endorsement of the reindustrialization efforts to raise the contribution of industry to
GDP to as much as 20% by 2020 [1]. Yet, nowadays, manufacturing companies are
facing one of the most challenging moments in their existence, i.e. to cope with the
increasingly stricter requirements in terms of flexibility while maintaining their
production capacity. The advances in digital automation can contribute significantly
to help unleashing their potential to respond to these challenges [2]. Indeed, the
explosion in the Internet of Things (IoT), and the shift towards a new industrial
paradigm based on cyber physical systems (CPS) are paving the way. If well
applied at manufacturing processes, they will potentiate a new industrial revolution
with enormous value, changing manufacturing nature forever. European industry
needs to meet the increasing global consumer demand for greener, more customized
and higher quality products through the necessary transition to a more efficient,
flexible, responsive, digitalized and demand-driven industry with lower waste
generation [3]. Manufacturing enterprises are pushed to take ‘glocal’ actions, i.e.
thinking globally but acting and staying economically compatible with the local
context [4]. The same can happen inside the factory, where enterprise level strategy
needs to be accompanied by local action at the resources and devices. As an
example, integrated systems for machining (e.g. CNC machines) are used world-
wide, and organizational strategies need to be flexible to accommodate highly
variable domains of application and consumer policy restrictions, configuring and
allocating resources in-house depending of the product variant. Similar situation
happens in more traditional SME-based environments such as furniture manufac-
turing, where product variability implies a great number of changes locally and is
only possible with automation and reconfigurable production lines.

To answer these challenges the European Commission has identified the need for
the advances in production architectures so that they become more responsive to
dynamic market demands. This requires radical change of production topologies to
achieve dynamic production re-configurability, scaling and resource optimization,
fully exploiting the digital models of processes and products and to synchronization
of the digital and physical world [5]. Based on these motivational factors, this paper
proposes an architecture to support responsive production in manufacturing com-
panies aiming to contribute for reindustrialization of manufacturing. Promoting the
convergence of the physical and the digital worlds through CPS and IoT tech-
nologies, to accommodate more customized and higher quality products, the
approach will also contribute to build trust in European companies and reinforce
their position worldwide.

Recently, the term “Industry 4.0 has invaded all conversations about the future
of industrial production. What started as a national initiative in Germany, rapidly
evolved to a much more extended concept that is being used to identify what it is
seen as the next industrial revolution [6]. In an initiative launched in April 2016, the
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European Commission recognizes the importance of promoting measures to support
the development of a digitized European industry aiming to ensure that Europe is
ready for the emerging challenges of digital products and services. Moreover,
similar approaches are being followed outside EU (e.g. China has launched “Made
in China 20257, United States created the “Smart Manufacturing Leadership
Coalition” (SMLC) initiative, etc.).

The main goal of all these initiatives is to achieve the intelligent factory char-
acterized by adaptability, resource efficiency, and ergonomics, as well as the inte-
gration of customers and business partners in business and value processes [7]. To
achieve this challenging objective companies must cope with the increasingly
stricter requirements in terms of flexibility, while maintaining their production
capacity [8].

Currently, industrial companies are pushed to take ‘glocal’ actions, i.e. thinking
globally but acting and staying economically compatible with the local context [9].
The same can happen inside the factory, where enterprise level strategy needs to be
accompanied by local action at the resources and devices level. As an example,
integrated systems for machining (e.g. CNC machines) are used worldwide, and
organizational strategies need to be flexible to accommodate highly variable
domains of application and consumer policy restrictions, configuring and allocating
resources in-house depending of the product variant.

Manufacturing is typically associated to the transformation of raw material and
assemblage of components into final products that fit the needs of many and can be
sold worldwide. As a consequence, research and development (R&D) in this
domain has targeted the acceleration and mass-replication of more or less static
production processes, construction of production machinery and the development
of software to control such systems. However, the last decade has demonstrated
clear signs that industry cannot proceed with ‘business as usual’ practices. As
identified by the European Commission’s Future Internet Enterprise Systems cluster
(FInES) roadmap in 2012, a change of paradigm is required to maintain and
improve the current standard of life [10].

Mass replication, although still an important part of production, tends to lose
space for customised products tailored to fit consumer needs and demands [9]. Also,
as production stages and technologies have become more mobile, a single final
manufactured good is nowadays often processed in different companies and
countries, crossing several information systems (IS) with sequential tasks in the
value chain. Therefore, the survival of enterprises in the near and long term future
will depend on their ability to see their own role within the physical and social
environment and to become flexible to changes in paradigm that can give them a
competitive advantage.

The advances in digital automation can contribute significantly to help
unleashing their potential to respond to these challenges [2]. Indeed, the explosion
in the Internet of Things (IoT), and the shift towards a new industrial paradigm
based on cyber physical systems (CPS) are paving the way.

In a Smart Factory (SF), everything is connected [11]. Production machines,
humans, products, transport options and IT tools communicate with each other and
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are organized with the objective of improving overall production, not only within
the physical boundaries of the company but also beyond them. One of its key
characteristics is the ability to decentralize control and decision as it facilitates
modifications in the production process contributing to meet the increasing demand
for mass customization.

This paper starts by identifying opportunities, challenges and main characteris-
tics of Industry 4.0 followed by an analysis of the main barriers to its implemen-
tation. Then, related work is presented together with the highlights and the
challenges that are to be addressed by the proposed architecture. The objectives to
be achieved and the concept to support their achievement are also presented as well
as the proposed architecture detailing the different modules that are being proposed.
Finally, some conclusions are drawn and some future developments are discussed.

2 Industry 4.0: Opportunities, Challenges and Main
Characteristics

When discussing how companies should be addressing the opportunities provided
by Industry 4.0 it becomes obvious that some of them are still waiting for more
clear advantages in joining the new paradigm. On the other hand, the examples of
companies that are modernizing themselves keeps growing. This difference in
attitude can be critical for the success, in the middle to long term, of companies that
are not accompanying the trend.

Despite their position towards Industry 4.0 companies identify a set of oppor-
tunities regarding its adoption [6], namely:

e Increased competiveness: digitalization of industry will increase their compet-
itiveness as it will impact both local and global value chains

e Easier adaptation to market changes—from “push into the market” to “pull from
the consumer”: the immense potential of industry 4.0 will facilitate the inte-
gration of customers needs and preferences into the development of new
products and adaptation of production processes

e Risk and fault reduction: data integration and data analysis contribute for
improved monitoring and thus reduce down times and faults. Cyber security will
also be reinforced reducing hackerism risks

e Skilled workers and IT: investments on the education of workers as well as in
appropriate infrastructure, although mandatory in most cases, are also seen as an
opportunity for improving performance

e Use of currently growing technologies: smart sensors, 3D printing, etc., are seen
as the key for accelerating the transformation for industry 4.0 by enabling rapid
testing, prototyping and production adaptation.

It is possible to analyze the identified set of opportunities and to correlate them
with some of the most promising technological developments that are considered
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the biggest contributors for making Industry 4.0 a reality. Concepts such as CPPS
(Cyber-Physical Production Systems), and IloT (Industrial Internet of Things) have
emerged and represent challenges that need to be tackled to answer the require-
ments of a continuously changing environment.

With roots on CPS, CPPS are systems of collaborating and autonomous across
all levels of production, from processes through machines up to production and
logistics networks [12]. They are capable of accessing, providing and using pro-
duction data from real world at real-time. Aspects such as sovereignty, collabora-
tion, optimization and responsiveness need to be especially addressed by CPPS. In
addition to that, simulation, sensor networks, big data and security issues represent
an important part to deal with challenge of CPPS implementation.

The recent advances on smart sensors, wireless networks and embedded sys-
tems, together with the consistent decrease of technology costs have contributed for
the rapid development of industrially oriented IoT. Thus, IIoT appears as the main
driver for the implementation of Industry 4.0 and is directly related with the suc-
cessful development of CPPS. Making use of technologies such as data acquisition
and data integration, capabilities to capture and fuse information from various
sensors/objects and cloud-based data centers, IloT facilitates the adjustment of
production parameters, opening new perspectives in easy reconfiguration of pro-
duction lines, effective detection of failures, autonomous maintenance triggering
and prompt reaction to unexpected changes in production. Although the possibil-
ities for their application are immense there are still some technological issues that
need to be addressed to ensure the full implementation of IIoT (e.g. semantic
integration and analysis for which additional developments on standards and pro-
tocols are needed).

CPPS together with IIoT enable the creation of a smart network of machines,
ICT systems, smart products and people across the entire value chain and the full
product life cycle. Interfacing with other infrastructures is also a reality enabling
access to information coming from other smart platforms (e.g. smart logistics).

One key challenge is the introduction of the consumer perspective in the pro-
duction process with the trend on customization growing every day. Manufacturing,
especially in western countries, is no longer based on mass production but on mass
customization in a “lot size 1 approach. Thus, links with social media networks are
fundamental to access consumer expectations and desires.

To answer to the identified challenges and needs Industry 4.0 is composed by
four main approaches that demonstrate its enormous potential for change (see
Fig. 1):

e Vertical integration: responsible by the vision about high flexibility on pro-
duction towards full customization (“lot size 1) by fully integration of the
internal value chain of the company.

e Horizontal integration: enables the inclusion of worldwide value network, and
allows to work both on the processes as well on the systems till delivery of
product to the customer.



236 M. Marques et al.

Horizontal Integration

>

-

4
Maintenance

- Design.
c Logis/ cs Macinery Manufacturing »
° &
= £ s)
A INDUSTRY 5
Q =0 de a
E %,, s C B
= o
= ! e :
T 8 c o8
= .r-jegz o @ 4
= =
W S
> K =

tb.‘.‘..
Services

nul Produc/ on
s Produc/ on Engineering

;7-;“ __\\// Produc/ on Planning
\_," Product Design

Consistent Engineering

Device
d
MES u

Fig. 1 Main characteristics of Industry 4.0 (adapted from [13])

e Consistent engineering: complete systems engineering, through production
digitalization, from product design to product distribution, disposal and after-
sales services.

e Human-technology synergy: promoting new skills and competences from the
workforce, adapting working conditions (more attractive and productive) and
safeguarding jobs.

3 Barriers for Industry Digitalization

All the aforementioned aspects can only be succeeded if supported by the devel-
opments on the areas previously mentioned. But, on the other hand, technological
developments must be combined with social sciences and humanities in order to
achieve human-technology synergy.

In fact, companies recognize that having the right people in place is critical for
leveraging technological gain, and to accomplish the goals of smart manufacturing.
The current perception about the so-called “skills gap” is that it will continuing
growing as the percentage of new jobs needing highly skilled workers keeps
increasing [11].

In addition to this, currently there is still a notion of manufacturing jobs as being
less important in society, with lower incomes and poorly recognized. Many com-
panies are facing huge difficulties in attracting talented resources to work with them
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as they are still very influenced by these views and companies need to work on their
message to attract talents for industry [14].

Despite advanced digitization, horizontal integration, with suppliers, customers
and other value chain partners, is progressing a slower than the vertical one [15].
Although the potential of greater horizontal integration is broadly recognized (e.g.
offers the prospect of coordination of orders, materials flow and production data,
with all companies along the value chain being able to add their own value-adding
steps) there are still barriers that need to me removed to achieve it. These barriers
are not only technological ones but also related with confidence and trust.

The World Economic Forum published the results of a 2014 [16] survey on
Industrial Internet in which a set of barriers were identified by companies (see
Fig. 2). The results demonstrated that almost two-thirds of the two major issues are
related with security and interoperability. Other significant barriers cited include the
lack of clearly defined return on investment (ROI), legacy equipment and tech-
nology immaturity.

Thus, in the latest years, interoperability and standards has been one of the areas
capturing major attention from public and private institutions. In 2008, European
Union launched Public-Private Partnership (PPP) for Factories of the Future (FoF).
The FoF work program for 2018-2020 expects to mobilize more than €50bn of
public and private investment with great focus on the development of standards for:
5G, Cloud Computing, Internet of Things, Data technologies and Cybersecurity.

Interoperability is an essential problem of sharing information and exchanging
services. It goes far beyond the simple technical problems of computer hardware
and software, but encompasses the broad but precise identification of barriers not
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Fig. 2 Key barriers for industrial digitization
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only concerning data and service but also process and business as well [17]. In fact,
difficulties are observed when actors from various fields of expertise or with dif-
ferent types of resources are forced to exchange information [18, 19]. These dif-
ficulties arise at two levels:

e The difficulties to exchange data: observed when an actor does not have the
proper tools to send or receive data. This is also observed when an actor is
facing problems in accessing the content of the data files after receiving them.

e Difficulties in understanding the information exchanged: once the data
exchanged, it must be ensured that the actors have a mutual understanding of the
data. In fact, the diversity of actors and their areas of expertise, as well as
differences in language and models complicate the uniqueness of meaning and
understanding.

In what regards interoperability, traditional integration and interoperability ser-
vices are often inflexible and difficult to adapt to meet dynamic requirements. Most
development is either relying on international accepted standards for data exchange,
e.g. STEP, EDI/EDIFACT, ebXML, UBL, or is implemented on a peer-to-peer
basis [20-22]. Architectures on integration and interoperability [23], modeling
frameworks and tools, as well as methodological [24-26] are available but the real
challenge resides in applying them to streamline data integration and interoper-
ability while sustaining collaboration throughout market adaptation and innovation.

This sustainability convenes the needs of the present without compromising the
ability of future changes, meeting new system requirements [27]. Integration and
interoperability is acknowledged with many researchers working in related
domains, such as the digital and sensing enterprise [28], smart networks [29], or
digital business innovation and big data [30]. In many cases, model driven and
knowledge-based technology is being promoted [31], however they are rarely
applied together and there is little concern on the company network sustainability,
currently addressing interoperability only at the network design time.
Jardim-Goncalves et al. [32] define sustainable interoperability as the development
of novel strategies, methods and tools to maintain and sustain the interoperability of
enterprise systems in networked environments as they inevitably evolve with their
environments. These developments are fundamental to establish and maintain
interoperability within the company (intra-interoperability) and also in the value
chain (extra-interoperability).

Additional work is also needed to develop widely accepted methods for privacy
and security. One of the technologies that is positioning as being a strong possibility
to deal with these issues is blockchain technology. It offers a way of recording
transactions or any digital interaction in a way that is designed to be secure,
transparent, highly resistant to outages, auditable, and efficient [33]. Its potential
results from the following characteristics:

e Reliability and availability: in a network of participants, in case of node failure,
the others will continue to operate, maintaining the information’s availability
and reliability.
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e Transparency: transactions are visible to network participants, increasing
auditability and trust.

e Immutability: changes are almost impossible to be made without being detected,
increasing confidence in the information and reducing fraud opportunities.

e Irrevocability: transactions can be made irrevocable, increasing the accuracy of
records and simplifying back-office processes.

e Digitalization: as almost any document or asset can be expressed in code,
applications are endless.

Also, the development of mechanisms to support collaboration and information
flow are also a key aspect for full horizontal integration. Nonetheless, to get there,
companies have to get their vertical integration done first, starting at the heart of
their production processes.

4 Related Work and Proposed Novelties

4.1 CPS Production Architectures for Manufacturing

Higher availability and affordability of sensors, data acquisition systems and
computer networks as well as the competitive nature of the industrial sector have
lead more companies to implement these technologies in their manufacturing
processes and products. Today, an increasing number of industrial companies are
introducing Internet of Things (IoT) and Cyber-Physical Systems (CPS) concepts
starting with embedding sensors in manufacturing equipment or tagging products
with RFID tags. Consequently, the growing use of sensors and networked machines
has resulted in the continuous generation of high volume data that is known as Big
Data [34]. In such an environment, CPS can be further developed for managing Big
Data and leveraging the interconnectivity of machines to reach the goal of intelli-
gent, resilient and self-adaptable machines [35]. Furthermore by integrating CPS
with production, logistics and services in the current industrial practices, it would
transform today’s factories with significant economic potential [36]. An example of
the potential benefits of transforming data coming from these devices into decisions
is using embedded sensors in manufacturing equipment to predict equipment wear
or diagnose possible faults with a reduction of maintenance costs by nearly 40%
[37]. Cyber-Physical Systems (CPS) is a transformative technology for managing
interconnected systems between its physical assets and computational capabilities
[38]. Since CPS is in the initial stage of development, it is essential to clearly define
the structure and methodology of CPS as guidelines for its implementation in
industry. In this sense, new CPS architectures are demanded so that they provide
advanced connectivity that ensures real-time data acquisition from the physical
world and information feedback from the cyber space; and intelligent data man-
agement, analytics and computational capability that constructs the cyber space
[38]. An example is the proposed CPS 5C-level architecture [39] where Smart
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connection, Data-To-information conversion, Cyber, Cognition and Configuration
levels are associated to applications and techniques.

CPS architectures must take into account modularity and scalability issues, e.g.
in case of a machine manufacturer a modular approach consist of component level,
machine level, fleet level and enterprise level [40]. The architecture proposed by the
authors will support the virtualization and synchronization of data coming from real
world assets belonging to the whole supply chain where an industrial company is
involved. De-centralization, modularity and scalability are key characteristics
associated to this architecture in order to enhance the efficiency of production
processes inside and outside of factories allowing the introduction of a more per-
sonalized and diversified product portfolio at competitive costs.

4.2 Smart Factory and Factory Virtualization

Smart Factory (SF) is a Factory that context-aware assists people and machines in
execution of their tasks [41]. Mark Weiser [42] has coined the term ubiquitous
computing for this new world. His vision as regards smart environments involves a
physical world, closely and invisibly interwoven with sensors, actuators, displays
and computer elements, which are seamlessly embedded into daily life objects and
connected with each other by a network. Mark Weiser’s approach of smart envi-
ronments is transferred to manufacturing issues [41]. After the development of
digital and virtual factories, the next step is the fusion of physical and digital/virtual
world [43] under a so-called SF. The SF concept enables the real-time collection,
distribution and access of manufacturing relevant information anytime and any-
where. Systems working in background accomplish their tasks based on informa-
tion coming from physical and virtual world. SF represents a real-time,
context-sensitive manufacturing environment that can handle turbulences in pro-
duction using decentralized information and communication structures for an
optimum management of production processes [41]. SF products, resources and
processes are characterized by cyber-physical systems where materials are moved
efficiently across the factory floor. This provides significant real-time quality, time,
resource, and cost advantages in comparison with the traditional production sys-
tems. Sensing components such as actuators and sensors within the industrial set-up
are expected to become “smart” as they are, increasingly, becoming self-sufficient
with integrated computing abilities and low power consumption. SF will involve
consolidation of existing solutions based on a holistic integration of field devices
and technologies, including context-aware applications, federation platform, sensor
fusion, status recognition, embedded systems, calm-systems (hardware), commu-
nication technologies (wireless), auto ID technologies, positioning technologies,
and assistance of people and machines [41]. This integration is being driven by the
need for seamless exchange of business intelligence to enhance the efficiency by the
optimization of resource planning, scheduling, and controlling in real time [44].
Industrial automation platforms are experiencing a paradigm shift. New
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technologies and production strategies are enabling a synchronization of the digital
and real world, providing real-time access to sensorial information, as well as
giving technological infrastructures advanced networking and processing capabil-
ities to actively cooperate and form a sort of ‘nervous system’ within the factory
[45, 46]. Enterprise resources (e.g. assets in the form of materials, devices, people,
etc.) can be transformed or consumed to produce such benefit. Yet, the development
of applications that exploit knowledge from such heterogeneous resources will
require a clear understating of all relations and inter-dependencies. Factory
resources virtualization exposes an abstraction layer that removes inherent com-
plexity and softens the inner-company operations, creating the conditions to
improve agility, responsiveness, and decentralized decision-making [47]. Either by
applying simple resource virtualization or mashup, factory virtualization allows to
abstract, model and simulate the full automation pyramid, uniquely identifying and
virtually representing the real physical entities (e.g. specific sensor) or some
aggregation of them (e.g. combined knowledge) [48].

The architecture proposed handles major smart factory aspect through a total
virtualization of the manufacturing production pyramid and by offering the capa-
bility of designing flexible production processes. Moreover, it will contribute to
achieve the full virtualization process (i.e. total virtualization of the traditional
automation pyramid from sensor-control to enterprise-level and/or methods and
models for the synchronization of the digital and real world) and optimize the
knowledge extraction for a comprehensive reasoning, visualization of factory
reconfiguration and decentralized decision.

4.3 Situational Awareness and Contextualization
in Manufacturing

Endsley [49] defines Situational Awareness (SA) as the perception of the elements
in the environment within a volume of time and space, the comprehension of their
meaning and a projection of their status in the near future. Three main theoretical
approaches dominate the research of SA [50]: the information processing approach,
the activity approach, and the ecological approach. The first one has been best
represented by Endsley’s [51] information processing-based three-level model,
describing SA as a product comprising three hierarchical levels: Level 1, the per-
ception of task relevant elements in the environment; Level 2, the comprehension of
their meaning in relation to task goals; and Level 3, the projection of their future
states. The activity theoretic approach presents SA as one of many components of
reflective-orientational activity [52]. The model of the perceptual cycle presents SA
as a dynamic interaction between humans and their environment. Proponents of this
approach suggest that it is the context of the interaction that defines the SA [53].
Context simplifies and enriches human-human interaction. However, enhancing
human-computer interaction through the use of contextualization remains a difficult
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task. Applications in pervasive and mobile environments need to be context-aware
so that they can adapt themselves to rapidly changing situations [54]. Also, con-
textualization can represent a radical improvement in knowledge enrichment [55].
Industrial applications can be found in [56].

The architecture is based on the optimization of the knowledge extraction for the
factory virtualization taking into account the physical and social context. Evolving
from a context-specific and objective-oriented Situational Awareness (SA) to a
shared SA, it enables the knowledge and understanding common to all the com-
ponents involved in a situation to support an effective, collective response. SA will
allow the generation of novel services, resource sharing and service quality
development. By enhancing and promoting the SA capabilities, it will contribute to
the factory virtualization process achieving much greater agility to more quickly
meet changing business needs and an advanced and improved decentralized deci-
sion process.

4.4 Decentralized Decision-Making

Spatial Integration can be achieved in a centralized or decentralized way. In a
centralized decision-making (CDM) process, a single, decisional center (DC) is
acquainted with all the system information. The central node is in charge of the
system planning and owns the power to manage the operations performed by all the
network nodes. The central node performs the decision-making in terms of opti-
mizing the objectives of the entire network. In the decentralized decision-making
(DDM) models each individual independent network entity makes its own deci-
sions, trying to optimize its own objectives. More than one decision-maker is
identified. Depending on the collaboration degree, the nodes will take into account
(to a lesser or larger extent) the decisions of other nodes. In a DDM Collaborative
mechanisms are needed to coordinate node’s decisions and exchange the infor-
mation [57, 58]. In a DDM model each independent entity, or DC, has its own
objective function, which is subject to its constraints. In addition, the decision
variables for each entity are often influenced by other entities’ decisions, and the
flows between levels [59].

To manage interdependent relationships of DDM, it is necessary to define
mechanisms that are capable of coordinating the decisions made by the different
nodes, as well as the information they exchange. These coordination mechanisms
can be found in pre-agreed business rules, and assessment and comparison of
alternatives using performance measurement techniques [60—63]. Information is a
key aspect for decision-making. The structure of the information systems (IS) is
usually supported by legacy software such as Enterprise Resource Planning
(ERP) or other centralized software. First challenge is to synchronize the infor-
mation stored in the ERP and the information managed in the Manufacturing
System and second is to achieve a real-time updating of the information regarding
unforeseen events.
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System Theory [64] states that “an organization reacts to conflict by using
analytical processes or bargaining processes”. In this way, the recommendation [65]
is that the problem solving process of conflict resolution is to identify a solution that
satisfies the shared criteria building a decisional structure in order to decentralize
the decision-making, taking in account the coherence of the objectives between the
levels of decision.

This approach enables the classification of decision considering the time frame
associated to the decision process (strategic, tactical, operational, real time) and will
provide the criteria to decentralize the decision and facilitate the reactivity facing
unpredicted events.

In the context of multi-stage Supply Chains (SC), when focusing on a certain
decision-making temporal level it is usual to connect the decisions of a specific SC
part with the decisions of the rest of the SC parts, especially with those that are
immediately upstream or downstream. This is similar when the focus is in the
factory at different levels of the automation pyramid.

Value chains are distributed and dependent on complex information and material
flows requiring new approaches to reduce the complexity of manufacturing man-
agement systems. They need ubiquitous tools supporting collaboration among value
chain partners and providing advanced algorithms to achieve holistic global and
local optimization of manufacturing assets and to respond faster and more effi-
ciently to unforeseen changes.

The way manufacturing and service industries manage their businesses is
changing due to the emerging new competitive environments. According to [66]
The enterprises’ success in the new dynamic environments is associated to the
improved competencies in terms of new business models, strategies, governance
principles, processes and technological capabilities of manufacturing enterprises of
2020. Moreover, especially for SMEs, the participation in collaborative networks is
also a key issue for any enterprise that is willing to achieve differentiated and
competitive strengths. In the light of this, establishing collaborative relationships
becomes an important issue to deal with customer needs, through sharing compe-
tencies and resources.

Collaborative Networks consist of a variety of heterogeneous autonomous
entities, geographically distributed, in which participants collaborate to achieve a
common goal and base their interactions through computer networks. SMEs are
characterized by limited capabilities and resources therefore, in order to overcome
possible barriers that can appear when establishing collaboration, joint efforts must
be performed to achieve the desired collaborative scenarios. When establishing
collaboration, networked partners share information, resources and responsibilities
to jointly plan, implement, and evaluate a program of activities to reach a common
goal and therefore jointly generate value. Thus, establish collaborative relationships
imply sharing risks, resources, responsibilities, losses, rewards and trust.

The last decades show a clear trend in business: away from big comprehensive
trusts which can cover all stages of a value creation chain, and away from
long-standing, well-established and stable supply chains [67]. Most of the com-
panies are moving their focus on their core business competencies and enter into
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flexible alliances for co-value creation and production. This requires flexible
business process integration strategy and interoperable models.

Recent works in interoperability have provided promising results and have been
partly responsible for initial commercial products and service offerings and oper-
ational deployed applications as discussed in [68, 69]. Collaborative systems need
to be agile enough to address the changing needs in manufacturing processes. Agile
and resilient enterprises have to cope with the complexity of information presented
in many interconnected dimensions, and continuously adapt and re-organize
themselves [70]. Representing the enterprise as a static system neglects issues raised
by the dynamics of today’s business [71].

To achieve this level of collaboration companies must be capable of interoperate.
Enterprises today face many challenges related to the lack of interoperability, as
most of their Information and Communication Technology (ICT) solutions are
often inflexible and difficult to adapt to meet the requirements of those changing
enterprises [72].

Assuming that the problems regarding interoperability are solved and that all the
network participants are able to communicate and understand each other, a new
range of collaboration opportunities is open. Among these, the possibility to
implement mechanism for decentralized decision-making. In this context we are
basically looking for decision that are strategic (i.e. related to network’s mission
and objectives) and/or tactical (decisions that will contribute to the longevity,
profitability, and continued improvement of all areas of operation).

As we are focusing on decisions that are made within a network of stakeholders,
procedures that enable decentralized decision-making are sought. In these cases the
decision-making methods are not the central part of the problem. Instead, the most
important aspects are related with the establishment of the decision process. For this
[73] proposes a six-step approach to facilitate the collaborative decision-making:

1. Ensure leadership and commitment: despite the collaborative nature of the
process, the existence of facilitator that owns the process is defended to ensure
the success;

2. Frame the problem: specifying known policies, givens, and constraints; identi-
fying problem areas and uncertainties; and defining assumptions and details that
are follow-on parts of the decision

3. Develop evaluation models and formulate alternatives: achieving consensus
about how success will be measured is fundamental. Alternatives must be
developed based on the network vision, framing of the problem and under-
standing of the issues requiring consideration and alternatives that overlap or are
not independent must be identified.

4. Collect meaningful, reliable data: all decision processes require colleting the
right information (i.e. the one that is critical for the decision to be made) in an
appropriate amount (excluding information that can contribute to turn the
decision process messy). The use of decision analysis tools (e.g. Nominal Group
Technique—NTG [74]) can be helpful for identifying what information is
meaningful to the process and how it should be collected.
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5. Evaluate alternatives and make decision: Evaluate identified alternatives and
select the one that best fits the criteria. Several decision making tools can be
used in this step from a simple cost-benefit analysis to multi criteria decision
methods (e.g. Analytical Hierarchy Process—AHP [75])

6. Develop an implementation plan: success of the process depends on how
decisions are implemented. The definition of an implementation plan allows to
consider barriers, performance interventions, and project management issues. To
support the development action plans and decision tree diagrams can be used.

Collaborative decision-making is a complex task especially in what regards the
human factor that is involved. Thus, the criticality along the process resides in the
steps, which involve interaction among participants and to reach a consensus. This
is the reason why Step 1: Ensure leadership and commitment is the most important.
The selection of the facilitator can also be made following different strategies.
When focusing on value chain networks the facilitator this selection can be made
using two different strategies:

e Select an impartial and trustworthy entity, external to the network;
e Within the network, select a different facilitator depending on aim of decision
process.

In the second case, a set of rules must be defined at network setup to make this
selection clear and accepted by all involved stakeholders. Also, if new partners join
the network the set of rules must be communicated and accepted.

The architecture here presented establishes the relation between CPS and the
‘glocal’ Decision/Information Structure allowing modular virtualization and mod-
eling of the factory automation pyramid. This approach will enable the classifica-
tion of decision considering the time frame associated to the decision process
(strategic, tactical, operational, real-time) and will provide the criteria to decen-
tralize the decision and facilitate the reactivity facing unpredicted events.

5 Vision for Smart Factory Responsive Production

5.1 Objectives

The main objective of the proposed approach is to support the design and recon-
figuration of manufacturing plants so that they can easily respond to new demands.
These demands can be external (e.g. market demands) or internal (e.g. energy
efficiency demands). To achieve this objective the approach proposes a decentral-
ized modular production architecture to support the design and reconfiguration of
the manufacturing plant.

The proposed architecture targets at providing support for the following func-
tionalities: (i) total virtualization of the factory automation pyramid enabling remote
control and (re)programing of production lines contributing for a reduction on the
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number of on-site changes and time to start-up, (ii) reconfiguration/adaptation/
evolution of factories to facilitate reaction to uncertainties/disruptions, (iii) modu-
larization of the production process and product life-cycle to reach
mass-personalized product port-folio, and (iv) decentralization of decision-making,
allowing responsiveness improvement.

The architecture is used to develop the smart factory responsive production
platform (Fig. 3). It acts as the operating system of the smart factory, and will
support the entire production process and product lifecycle, contributing for a more
personalized, diversified and mass-produced product portfolio and for rapid, flex-
ible and responsive reaction to market changes. The baseline idea is that the vir-
tualization of the entire automation pyramid will enable synchronization of the
digital and real world.

Thus, starting from the virtualization of the automation pyramid, and using a
modular approach to decompose all the production processes, reconfiguration and/
or readjustments will be facilitated taking advantage of a complex systems per-
spective, enabling factory ‘glocality’. The development of modular blocks, mod-
eling the production steps, which can be automatically reconfigured and/or
reorganized at the different levels, enables decentralized process co-simulation and
optimization (e.g. testing several combinations) while keeping costs and risks at a
low level.

5.2 Concept

Manufacturing is typically associated to the transformation of raw material and
assemblage of components into final products that fit the needs of many and can be
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sold worldwide. As a consequence, research and development (R&D) in this
domain has targeted the acceleration and mass-replication of more or less static
production processes, construction of production machinery and the development
of software to control such systems. Mass replication, although still an important
part of production, tends to lose space for customized products tailored to fit
consumer needs and demands. Also, as production stages and technologies have
become more mobile, a single final manufactured good is nowadays often pro-
cessed in different companies and countries, crossing several information systems
(IS) with sequential tasks in the value chain. Therefore, the survival of enterprises in
the near and long term future will depend on their ability to see their own role
within the physical and social environment and to become flexible to changes in
paradigm that can give them a competitive advantage. Together with flexibility and
mobility, complexity has also risen, representing an immense opportunity for
technologies such as Cyber Physical Systems (CPS), Internet of Things (IoT) and
data analytics. These technologies, when correctly used are capable of providing a
huge impact on the factories daily operations. Supported by smart components
delivering global and physical awareness to the business systems, they will enhance
overall context awareness and the opportunity for better decisions. Complexity
science theorizes simple causes for complex effects, with rules that determine how a
set of agents behave and interact over time within their environment. It does not
predict an outcome for every state, and uses feedback and learning algorithms to
enable systems to adapt to its environment over time. In the domain of factory
systems, the application of these rules to a large population leads to emergent
behaviour that may emulate real-world phenomena. Figure 1, can be used to better
explain the concept of the Smart Factory Responsive Production. Highlighting the
link between emergent complexity and an enterprise organization, it is easy to
observe that the automation pyramid can be directly associated to complexity
theories and the ‘Glocal’ factory idea:

e The bottom-up perspective (emergence) enables to understand how simpler
systems can be aggregated to provide more complex functions in the frame of
the decomposition structure. The proposed architecture relies on this idea and
seeks to collect information and act on systems as simple as possible, making
use of the pyramid to take input data and knowledge directly from the lower
level devices and components up-to the enterprise level where production
planning can be reconfigured, products redesigned, etc. Depending on the level
of decision required, the emergent flow might not reach the top of the pyramid,
decentralizing control and increasing automation.

e The top-down perspective (decomposition) allows to define the global
structure of the pyramid by introducing decentralization mechanisms and
modularization that will be responsible for decreasing levels of complexity to a
point where simulation, visualization and decision can be distributed and used to
facilitate control and actuation on the real world.
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The combined bottom-up and top-down perspectives, enables the resolution of
problems, offering a structure of decomposition that discovers inputs from localized
mechanisms (e.g. self-adaptation triggered by smart objects), instead of always
starting the “responsive” process from the higher level of the automation pyramid.
This will create a feedback loop into the manufacturing process that allows recon-
figuring and reorganizing physical, human and computational resources in a better
form to respond to new trends in mass-customization and re-shoring, as well as
unforeseen problems in the daily operation. This concept is also tightly connected
with the vision of Sensing Enterprise that was created to reconcile traditional
non-native “Internet-friendly” organizations with the tremendous possibilities
offered by the cyber worlds [37]. It envisions the enterprise as a smart complex entity
capable of sensing and reacting to stimuli, by integrating decentralized intelligence,
context awareness, dynamic configurability and sensorial technology into its
decision-making process. The enterprise uses visualization and simulation tech-
niques to anticipating future behaviour and taking decisions on multi-dimensional
information captured through physical and virtual objects.

6 Architecture to Support Responsive Production

The proposed architecture for Smart Factory Responsive Production was developed
taking into consideration aspects such as: decentralization, modularity, scalability
and responsiveness. Figure 4 presents the developed architecture and the following
sections describe the proposed set of building blocks and services.
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6.1 Modular Building Blocks

e Virtualization: Responsible for providing bi-directional access to the different
automation pyramid levels, including data collection, reading and writing
functionalities. Also supports decentralized decision-making providing sys-
tematic decision mechanisms to deal with multi-level hierarchical systems
enabling the rapid resolution of local problems.

e Analytics and Contextualization: Analyses and contextualizes the collected
data enriching it and enabling anomalies detection, future evolution predictions,
data interpretation and complex event detection.

e Cyber-physical manufacturing systems: Implements the modular functions
needed to describe the different manufacturing systems available, together with
the appropriate communication, decision and control mechanisms. All infor-
mation from all related manufacturing systems is closely monitored and syn-
chronized between the physical factory floor and the cyber computational space.

e Modeling and Simulation: Provides modeling and simulation functionalities, at
both business and physical layers, and across the different levels of the
automation pyramid. Whenever possible enables integration with external
modeling and simulation tools making use of their capabilities.

o Knowledge bases: Namely “Big Data KB”, which will gather and contextualize
relevant knowledge for the virtualization process, and “Production Process
Models KB”, responsible for storing the selected production processes that were
found to be relevant for the approach.

6.2 Set of Services

The set of Services assemble the intelligent and automated functions at the CPS
layer. As the functions at the CPS layer of the architecture are modular, they can be
combined in a number of different ways for the elaboration of further services. In
addition to this, the approach envisages to that development should open for
integration with other (external) systems as well as to allow different combinations
of the building blocks to support the development of new services. The envisaged
services provide:

e “Factory Visualization”: enables users to access and view, in a digital and
virtual interface, the factory and its resources, at a certain point in time. This
functionality can become quite useful providing support to human decision,
providing simple interaction to navigate layouts and correlate past, present and
future resource configurations.

e “Plant Optimization”: focused on the plant and production line layouts. Based
on the needs of different products and customizations, plant layout configuration
can be optimized for a certain time-frame.
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e “Resource Management”: exposes, through a simple interface, factory
resources (Human, Physical and Computational). Using this service, and
depending on their access rights, users (e.g. production managers) can perform
activities such as: resource re-allocation within a certain space or time frame,
material management, resource sharing within certain tasks, physical or com-
putation resource reconfiguration, etc.

e “Production Programming”: enables users to have an harmonized interface to
quickly be able to reprogram machine controllers and smart objects in a way that
they can behave in the desired form, and respond to the reconfigurations
necessary.

e “Virtually guided production”: changes to the planning, provisioning,
resource allocation and production tools of the ongoing projects become difficult
to manage. This service complements the automatic rearrangements with a
guideline for management and workers, providing a step-by-step checklist for
readjustments and changes to perform.

7 Conclusions and Future Work

Industry 4.0 represents a huge opportunity, as well as very demanding challenge,
for companies. On the other hand, companies that choose to ignore it may be at
stake and will for sure struggle in this new production approach. In this paper the
authors start by contextualizing the potential that represents industrial digitalization
and how technological advances can contribute for a new perspective on manu-
facturing production.

The architecture here proposed aims at combining virtualization, contextual-
ization and decentralized decision-making to improve production responsiveness
and promote plant adaptation. Moreover, the utilization of multiple technologies,
such as IoT and CPS, is the key for the convergence of the physical and digital
worlds contributing to achieve increased production quality (i.e. by reducing risks
through testing combinations) and mass customization. From technological point of
view, the access to multiple sources of information together with the processing of
that information to generate new and improved knowledge (data analytics) is
fundamental for the implementation of the proposed approach.

The developed work answers to specific needs and challenges that must be
addressed to solve problems related with dynamic market changes, which are
intimately connected with the design and reconfiguration of the manufacturing
enterprise. Specifically, the proposed architecture, aims at providing a baseline for
further developments in terms of supporting platforms that combine smart factory
responsive production, combining virtualization, contextualization, modeling and
simulation functionalities to enable self-adaptation to dynamic market demands.

Future work will be directly related with the implementation of the proposed
architecture in real industrial scenarios in order to test its appropriateness.
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Moreover, and in what regards validation, scenarios will focus in design and
reconfiguration of the manufacturing enterprise to test the capacity of answer easily
to dynamic market demands.
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Multisensor Data Association ®)
by Using the Polar Hough Transform St

Ivan Garvanov

Abstract The data association problem is important in the process of building up
multiple sensors system for detection of target and trajectories. In this chapter, we
research a multisensor data association approach that uses the polar Hough trans-
form (PHT). After every one radar scan the system associate data in global
range-azimuth co-ordinate system and apply polar Hough transform. The advantage
of the proposed approach is the data unification in a net of asynchronously working
radars with different accuracy characteristics and each radar varied observation-
sampling period. The study is performed through Monte-Carlo simulations in
MATLAB computing environment.

1 Introduction

The data association problem is of significant importance in the process of building
up multiple sensor system for detection of target and its trajectory. Data association
problem can be mathematically formulated as a well-studied assignment problem.
Conventional approaches for data association of the multi-radar system are: the
centralized and the decentralized approach [1-3]. In centralized radar nets, the
processing consists of two parts. The first detection is performed on signals for each
of the monostatic/bistatic cases, i.e. in a decentralized pre-processing. Next, all the
decisions are jointly fused, so the system can provide a final output. Based on the
way the networks, systems are divided in two groups—synchronous and asyn-
chronous. Radar nets have better detection efficiency than the single radars.

In the chapter, we researched a multisensor data association approach, which
uses the Polar Hough Transform (PHT). There are two approaches for Hough
transformation of data—standard and polar Hough transforms (SHT and PHT).
The SHT is more suitable for image transformation, while the PHT is very
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convenient for the use in radar because the output radar parameters (range and
azimuth) are the input parameters of the transform.

The concept of using the Hough transform to improve radar target detection in
white Gaussian noise is firstly introduced by Carlson, Evans and Wilson in [4]. An
approach for CFAR detection by means of SHT for track and target detection in
condition of non-homogeneous background is considered in [5—11]. The Hough
detection scheme includes CFAR signal detector in the area of observation, SHT of
the target distance measurements from the observation area into the parameter
space, binary integration of data in the parameter space and linear trajectory
detection. These CFAR Hough detectors have been studied in cases when the target
flies in one azimuth and the speed is constant. There are cases when the SHT is used
for image processing after the conversion of search radar data from range-azimuth
coordinate system to the Cartesian system connected with the radar [12].

As continuation of this research work in [13, 14] is proposed a polar Hough
transform detector to be used, which is suitable for search radar. This transform is
analogous to the standard Hough transform, where the input parameters are target
range and azimuth obtained from the search radar. The technique used combines
data from previous search scans into one large multi-dimensional polar data
map. This transform is very comfortable for use in radar detection and track
determination, when the target changes its speed and flies at different azimuths. The
general structure of an adaptive polar Hough detector with binary integration is
similar to that of a standard Hough detector. The difference between them is that the
polar detector uses (range-azimuth-time) space while the SHT employs (range-time)
space. The detection probability of a polar Hough detector can be calculated by
Brunner’s method as for a standard Hough detector. Finally, the TBD-PHT
approach is applied to the design of a multi-channel Polar Hough detector for
multi-sensor target detection and trajectory estimation in conditions of randomly
arrival impulse interference (RAII) [15-21].

The possibility to minimize time of radar signal detection providing the required
values of the probabilities of false alarm and detection has appeared in result of the
sequential analysis that has been developed in [22]. The priority of the sequential
detector over the conventional detector is in the radar energy reduction at the stage
of target detection.

Three different structures of a nonsynchronous multi-sensor Polar Hough
detector, decentralized with track association (DTA), decentralized with plot
association (DPA) and centralized with signal association (CSA), are considered
and analyzed in [23]. The detection probabilities of the three multi-sensor Hough
detectors are evaluated using the Monte Carlo approach. The results in [23] show
that the detection probability of the centralized detector is higher than that of the
decentralized detector.

In the paper we study the basic principles of polar Hough transform and its
application for data association in multisensor sistem. The first stage is data asso-
ciation of the N-th radar co-ordinate systems to the Global Co-ordinate System. The
second stage is a polar Hough transform, which maps points (targets) from
everyone associated local observation space (associated data map) into curves in the
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Hough parameter space. If a line trajectory exists in the global (range-azimuth)
space, by means of polar Hough transform it is represented as a point of intersection
of sinusoids defined by PHT. The paper study the probability characteristics of a
decentralized multichannel polar Hough data association detector in asynchronous
radar nets with and without measurements errors in conditions of randomly arriving
impulse interference. The obtained results are compared with the results from [23].

The chapter includes the following paragraphs—abstract, introduction, Hough
transform, Discretization of Hough space, Estimation of line parameters from polar
Hough transform, Multisensor data association algorithm by using polar Hough
transform, Performance analysis of a multi-sensor polar Hough detector and finally
conclusion.

2 Hough Transform

The standard Hough transform and the related Radon transform have received much
attention in recent years. Using them makes possible the transformation of
two-dimensional images with lines into a domain of possible line parameters, where
each image line corresponds to a peak, positioned at the respective line parameters.
For these reasons, many line detection applications appeared within the image
processing, computer vision, and seismic research areas. The use of the standard
Hough transform (SHT) for target detection and track determination in white
Gaussian noise is introduced by Carlson, Evans and Wilson in [4]. According to
this concept, it is assumed that a target moves in a straight line within in a single
azimuth resolution cell (Fig. 1).

The standard Hough transform maps points from trajectory of the observation
space termed as range-time (r — ¢) data space into curves in Hough parameter space.
The trajectory from the observation space can be defined by the angle 6 of its
perpendicular from the origin and the distance p from the origin to the line along the
perpendicular.

p=r cos(0)+1¢ sin(0) (1)
where r and ¢ are coordinates measured from the origin of p and @ axis in the lower

left. The result of transformation is a sinusoid with magnitude and phase depending
on the value of the point in range-time (r—¢) space.

Radar Azimuth V = Constant

Fig. 1 Model of moving target
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Each point in the Hough parameter space corresponds to one straight line in the
(r —t) space with two parameters (p, ). Each of the sinusoids corresponds to a set
of possible straight lines through the point. If a straight line exists in the (r—1)
space, by means of the Hough transform it can be viewed as a point of intersection
of sinusoids defined by the Hough transform. The parameters p and 6 define the
linear trajectory in the Hough parameter space, which could be transformed back to
the (r—1) space showing the current distance to the target. Figures 2, 3 and 4
illustrate the (r—t) space, the Hough parameter space and Binary integration of
data in Hough parameter space.

In [13] is proposed the Hough transform to be defined by polar coordinates—
target range and azimuth (r, a). These parameters are the output of the search radar
and they are more suitable for PHT. The proposed polar Hough transform repre-
sents each line point in the form:

p=rcos(a—0), 0<(a—0)<nxm (2)

where r and a are the target range (distance) and azimuth, € (theta) is the angle and
p (tho) is the smallest distance to the origin of polar coordinate system. The
mapping can be viewed as stepping through 8 from 0° to 180° and calculating the
corresponding p.

After Ny radar scans a polar coordinate data map (r —a) is formed containing
one trajectory, and it is presented on Fig. 5.

The points’ coordinates in (r — a) space form the polar parameter space. A single
(p—0) point in the parameter space corresponds to a single straight line in the
(r—a) data space with that p and 6 values. The result of transformation is a
sinusoid with unit magnitudes (Fig. 6).

Each point in the polar Hough parameter space corresponds to one line in the
polar data space with parameters p and 6. A single p and € point in the parameter
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Fig. 3 Hough parameter
space (p-0)

Fig. 4 Binary integration of
data in Hough space (p-6)

Fig. 5 Cartesian polar
coordinate system
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Fig. 6 Hough parameter
space
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space corresponds to a single straight line in the (r — a) data space with these p and
6 values. Each cell from the polar parameter space is intersected by a limited set of
sinusoids obtained by PHT. Each sinusoid corresponds to a set of possible lines
through the point. If a line exists in the polar data space, by means of PHT it is
represented as a point of intersection of sinusoids defined by PHT. The polar data
space is built from range-azimuth cells, containing the coordinates of targets after
NS scans. The parameters p and 6 have the linear trajectory in the polar Hough
parameter space and can be transformed back to the polar data space showing the
current distance to the target. If the number of binary integrations (BI) of data in the
polar Hough parameter space (of intersections in any of the cells in the parameter
space) exceeds the detection threshold TH, both target and linear trajectory
detection are indicated (Fig. 7).

Target and linear trajectory detection are carried out for all cells from the polar
Hough parameter space. The detection probability of the polar Hough detector
cannot be presented in the form of a simple Bernoulli sum as for a standard Hough
detector. When a target moves, the SNR of the received signal changes, depending

Fig. 7 Binary integration of
data in Hough space




Multisensor Data Association by Using the Polar Hough Transform 261

on the distance to the target, and the probability of target detection changes as well.
Then the probability Hough PD can be calculated by Brunner’s method [4].

The structure of a Polar Hough detector proposed by Garvanov in [13] is shown
on Fig. 8.

3 Discretization of Hough Space

The size of discretization of Hough space defines the shape of the obtained plat-
form. If the range and azimuth of the target are measured without errors
(acc(r)=0m and acc(a)=0°), the smaller size of accumulation cells will lead to
smaller shape of the platform and the pronounced peak in the Hough space (Fig. 9);
the larger accumulator size will lead to the larger platform in the Hough space
(Fig. 10).

In a real radar system, it is known that the target coordinates (range and azimuth)
are measured with errors [24, 25]. The radars measurement errors (accuracy)
acc(r,) and acc(a,) can be expressed as measurement oscillations around the
considered trajectory. We assume a normal distribution for acc(r,) ~¥ N (O, a’r’) and
acc(a,) ~N(0,0") [25], were ¢” and ¢ are the standard deviations of the mea-
surement errors. The measurement errors (67 and o7) of the co-ordinates (r,,a,)
decrease the binary integration in accumulator cells in the Hough space. In this
case, the sinusoids of one linear trajectory will be intersected in different accu-
mulator cells. The correspondence between the Hough parameters (p, @ and there
discretization §p, 66) and polar range-azimuth space is shown on Fig. 11.

In order to obtain maximal integration (peak), it is necessary to increase the size
of the accumulator cells in the Hough space (6p, 66), but this leads to larger errors
of p and € (Figs. 12, 13 and 14). Also availability on false alarms will increase the
platform. The strip defined by the “maximal” values of these errors has complicated
shape depending on the measurement coordinates (Fig. 11).

The polar Hough transform is only efficient if a high number of radar mea-
surements fall in the right range-azimuth area which correspondence of one accu-
mulator cell in Hough space, so that the binary integration can be easily detected
amid the background noise. This means that the accumulator cell must not be too
small, or else some radar measure will fall in the neighboring Hough cells, thus
reducing the visibility of the main cell.

I'rajectory detection

. |
ful 5
]
]

: Inverse
Binary Hough T
Integration >

I'ransform

Target (r-a) space 2 Polar Hough
Detection formation Transform

Fig. 8 Structure of a Polar Hough detector
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Fig. 9 acc(r) = 0 m,
acc(a) = 0°, 6(p) = 100 m,
8(0) = 0.1°

Fig. 10 acc(r) = 0 m, acc
(a) = 0°, 6(p) = 500 m,
8(60) = 10°

Fig. 11 The Hough
parameters
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Fig. 12 acc(r) = 500 m, acc(a) = 1°

Binary integration

100

- 50
P [km] b o [degree]

Fig. 13 acc(r) = 500 m, acc(a) = 1°, ép = 500 m, 660 = 0.5°

Also, much of the efficiency of the Polar Hough Transform is dependent on the
quality of the input data: the edges must be detected well for the PHT to be efficient.
Use of the PHT on noisy background (presence of false alarm) is a very delicate
matter and generally, is necessary more radar measurement, since it has the nice
effect of attenuating the noise through summation.

The correspondence between the accumulator cells in Hough space and polar
range-azimuth space is shown on Fig. 15.
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Hough parameter space

Binary integration

P [km] 1000 6 [degree]

Fig. 14 acc(r) = 500 m, acc(a) = 1°, ép = 2000 m, 60 = 15°

Hough space
Case 1 Case 2

£ NI

\
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Fig. 15 Every one cell from Hough space correspond the area in range-azimuth space

For example, the binary integration of every one cell in Hough space is obtained
from trajectory in the correspond area in range-azimuth space. On the analogy of
this, every on cell is obtained from a given area in range-azimuth space. On Fig. 15
are shown two situations, when p is constant (case 1) and when @ is constant (case
2). The increasing of value of accumulator cells leads to bigger probability of
presence of trajectory in obtained range-azimuth area. Also this will leads to bigger
cover area in range-azimuth space and the radar measurements will fall in the
neighboring Hough cells. In this case the peak will increase, but platform also will
be increase.



Multisensor Data Association by Using the Polar Hough Transform 265

Fig. 16 The Hough and
radar parameters

ace(r)

Target
trajectory

radar

To obtain max binary integration (pick) in the Hough space is necessary to
increase size of the accumulator cells but it leads to bigger error for p and 6. The
strip defined by the “maximal” values of these errors has complicated shape
depending on the measurement coordinates (Fig. 16). To improve Hough detector
performance by experiments we optimize the size of Hough detector cells and
detection threshold value.

4 Estimation of Line Parameters from Polar Hough
Transform

The presence of errors when measuring the range and the azimuth causes problems
in sinusoid integration in the Hough parameter space (Fig. 17). Increasing the
maximal binary integration peak size can be achieved by increasing of the samples
in the Hough space.

Thus the platform also gets increased. At the other hand increasing the sampling
leads to a bigger error in p, € measuring. In order to improve the estimation

Fig. 17 Binary Hough Binary Hough parameter space
parameter space, before e
processing with moving
window
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Fig. 18 Estimation of line parameters (p, 6)

accuracy of the line parameters, we propose not to increase the sampling in the
Hough space, but to use the center of gravity of the area detected (Fig. 18).

P = Pmin + (pmax _pmin)/z’ 0= Omin + (emax - Hmin)/z (3)

To make the parameter estimations more accurate we propose the Hough space
firstly to be processed in a moving window (Fig. 19) in order to smooth the plat-
form and get more salient area of sinusoids crossing (Fig. 20).

Hough parameter space
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Fig. 19 Hough parameter space
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S Multisensor Data Association Algorithm by Using
Polar Hough Transform

The data association problem is of significant importance in the process of building
up multiple radar system for detection of target and trajectories. It is known that in
radar nets information unification is carried out for signal, detected target or tra-
jectory [25].

The netted radar systems additionally improve the signal processing and espe-
cially the target detectability (Fig. 21). The important advantage of this approach is
that both the detection probability and the speed of the detection process increase in
condition of false alarms. The speed of the detection process and the number of
channels are directly proportional quantities. The use of multiple radars, however,
complicates the detector structure and requires data association, global time and a
processing in a universal coordinate system. All factors, such as technical param-
eters of radar, coordinate measurement errors, rotation rate of antennas and etc. are
taken into account in the sampling the Hough parameter space.

The block scheme of one channel Hough detector is shown on Fig. 22 [25]. The
scheme consists of the following blocks: receiver; adaptive detector (CFAR pro-
cessor); plot extractor; polar Hough transform; binary integration in Hough space;
inverse polar Hough transform. The block diagram shows that the data association
from different channels is possible to become a: signal level; plot extractor; Hough
space and trajectory association.

In [22], three different structures of a nonsynchronous multi-sensor Polar Hough
detector, decentralized with track association (DTA), decentralized with plot
association (DPA) and centralized with signal association (CSA), are considered
and analyzed. The results obtained show that the detection probability of the cen-
tralized (CSA) detector is larger than the other.

Fig. 20 Binary Hough Binary Hough parameter space
parameter space, after oot
processing with moving

window
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In CSA multi-sensor detector data association means association of signals
processed in all channels of a system. The effectiveness of a centralized Hough
detector is conditioned by the minimal information and energy losses in the
multi-sensor signal processing. However, a centralized Hough detector requires the
usage of fast synchronous data buses for transferring the large amount of data and
the large computational resources.

Unlike the centralized structure of a multi-sensor Hough detector, in the
decentralized (DPA) Hough detector the process of data association is carried out in
the global (r-a-t) space of a Hough detector. The global (r-a-t) space associates
coordinates of the all detected target (plots) in radars, i.e. associates all the data at
the plot extractor outputs.

The structure of decentralized (DTA) Hough detector shown in [22] consists of
three single-channel detectors (Fig. 22). The final detection of a target trajectory is
carried out after association of the output data of channels, where a target trajectory
was detected or not detected. Local decisions are transferred from each channel to
the fusion node where they are combined to yield a global decision.

In many papers, the conventional algorithms for multi-sensor detection do not
solve problems of data association in the fusion node, because it is usually assumed
that the data are transmitted without loses.

In this chapter, we research a multisensor data association approach that uses the
polar Hough transform (PHT). It is so-called decentralized Hough detector with
Hough association (DHA), Fig. 23. It can be seen that the decentralized Hough
association (DHA) detector has a parallel multi-sensor structure.

The proposed algorithm associates data from sensors with different technical
characteristics, operating asynchronously. This algorithm does not associates data
into a single coordinate system and a single time. The associations is in Hough
space, and it is the same for all channels of the system. The requirement for this
system is all Hough transforms in all channels to operate with the same parameter
values p and 6. The advantage of the proposed approach is the data unification in a
net of asynchronously working radars with different accuracy characteristics and
each radar varied observation-sampling period.

After radar scan, each of the radars forms the local polar data space (r,,a,)
where r, € [0, r:,“a"] and a, €0, 360°] are the target range and azimuth, respec-
tively of the N-th radar. All co-ordinate systems are oriented to the “North”, and the

(r.a) (p.0) (p01)

T
I ! !
PHT ‘ |
Rl% Rec/SL |"| CFAR H PE |_'| GOs H T’ E Target
it ol : IPHT b Tragoctory
rajectol
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Fig. 23 Decentralized Hough detector, with Hough association (DHA)
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Radar 3

Radar 1 Radar 2

Fig. 24 Multi-sensor target and track detection

earth curvature is neglected. The first stage is transformation of the N-th radar
co-ordinate systems to the Global Coordinate system resulting into the Global polar
observation space (GOS). Each channel has its own specifications on range, azi-
muth and time of scanning. These parameters do not have translated to a single time
and uniform coordinates. Data association is performed in Hough parameter space.

For example, the radar positions form the equilateral triangle, as it is shown on
Fig. 24. The received signals from the search radars and 10 radar scans, include
moving target, randomly arriving impulse interference (false alarm) and radar
receiver noise. The all detected target (plots) from the radars after 10 scans, i.e. plot
extractor outputs, as shown on Fig. 25.

The next stage is a polar Hough transform (PHT), which maps points (targets
and false alarms) from the observation space (polar data map) into curves in the
polar Hough parameter space. All factors, such as technical parameters of radar,
coordinate measurement errors, rotation rate of antennas and etc. are taken into
account when sampling the Hough parameter space.

Fig. 25 An observation of a target in the range-azimuth plane after 10 scans
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50
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Fig. 26 Binary data integration n Hough parameter space for the Fig. 25

The results of transformation are sinusoids with unit magnitudes. Each point in
the polar Hough parameter space corresponds to one line in the polar data space
with parameters p and 6. A single (p, 0) point in the parameter space corresponds
to a single straight line in the range-azimuth data space with these p and 6 values.
Each cell from the polar parameter space is intersected by a limited set of sinusoids
obtained by PHT.

The sinusoids obtained by the transform are integrated in the Hough parameter
space (Fig. 26). If the number of binary integration (BI) of data in the Hough
parameter space (of intersections in any of the cells in the parameter space) exceeds
the detection threshold, both target and linear trajectory detection are indicated.

If a line trajectory exists in (r—a) space, by means of this transform it is
represented as a point of intersection of sinusoids defined by polar Hough trans-
form. The parameters p and € present the linear trajectory in the Hough parameter
space and can be transformed back to the data space showing the current distance to
the target. The polar coordinates of the detected trajectory are obtained through the
inverse polar Hough transform (IPHT) applied to the Hough parameter space, by:

r=p/cos(a—0) 4)

6 Performance Analysis of a Multi-sensor Polar
Hough Detector

The example, given in this section, illustrates the advantages of a four-radar system
(CSA, DPA, DHA, DTA) that operates in the presence of randomly arriving
impulse interference. The three radars have the same technical parameters as those



272 1. Garvanov

in [4, 22, 25]. The radar positions form the equilateral triangle, where the lateral
length equals 100 km (Fig. 24).

The performance of a multi-sensor polar Hough detector is evaluated using
Monte Carlo simulations. The simulation results are obtained for the following
parameters:

e Azimuth of the first radar—45°;

e Target trajectory—a straight line toward the first radar;

e Target velocity—1 Mach;

e Target radar cross section (RCS)—1 sq. m;

e Target type—Swerling II case;

e Average SNR is calculated as S = K/R 4~15 dB, where K = 2.07 * 10%° is the
generalized power parameter of radar and R is the distance to the target;

e Average power of the receiver noise—Ag = 1;

e Average interference-to-noise ratio for random interference noise—I/ = 10 dB;

e Probability of appearance of impulse noise—P; = 0.033;

e Size of a CFAR reference window—N = 16;

e Probability of false alarm in the Hough parameter space—Pry = 1072

e Number of scans—Ngc = 20;

e Size of an observation area—100 X 30 (the number of range resolution cells is
100, and the number of azimuth resolution cells is 30);

e Range resolution—1 km;

e Azimuth resolution—2°;

o Size of the Hough parameter space—91 x 200 (8 cells—91, and p cells—200);

e Sampling in 6—2°;

e Sampling in p—1 km;

e Binary detection threshold in the Hough parameter space—7Ty = 2 + 20.

The performance of the four multi-sensor polar Hough detectors, centralized
with signal association (CSA), decentralized with plot association (DPA), decen-
tralized with Hough association (DHA) and decentralized with track association
(DTA) are compared against each other. The detection performance is evaluated in
terms of the detection probability calculated for several binary decision rules
applied to the Hough parameter space. The simulation results are show in Table 1
and Fig. 29. They show that the detection probability of a centralized detector is
better than that of a distributed detector. It can be seen that the detection probability
of the two types of detectors, centralized and decentralized, decreases with increase
of binary decision rules (7;/Nsc). The maximum detection probability is obtained
when the binary decision rule is 7/20.

The results have shown that the detection probability of the Polar Hough Data
Association detector is between the curves of detector with binary rules in dis-
tributed Hough detector 1/3—3/3.

It is apparent from Fig. 29 that the potential characteristics of a decentralized
with plot association (DPA) and decentralized with Hough association (DHA) de-
tectors (Fig. 29) are close to the potential curve of the most effective multi-sensor
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Fig. 29 Detection probability of the four multi-sensor Hough detectors—centralized (CSA),
decentralized (DPA), decentralized (DTA) and decentralized (DHA) detectors for different binary
rules in Hough parameter space

centralized Hough detector (Fig. 29). It follows that the effective results can be
achieved by using the communication structures with low-rate-data channels. The
target coordinate measurement errors in the (r —a) space mitigate the operational
efficiency of multi-sensor Hough detectors. The needed operational efficiency
requires the appropriate sampling of the Hough parameter space.

It is obvious from the results obtained that in conditions of RAII a multi-sensor
Hough detector is more effective than a single-channel one. The higher effective-
ness is achieved at the cost of complication of a detector structure.

7 Conclusions

In this study we apply a data association in a radar network by using a Polar Hough
Transform. The proposed algorithm is applied in Multiple Input Multiple Output
(MIMO) radar system. The polar Hough transform allows us to employ a con-
ventional Hough detector in such real situations when targets move with variable



Multisensor Data Association by Using the Polar Hough Transform 275

speed along arbitrary linear trajectories and clutter and randomly arriving impulse
interference are present at the detector input. The polar Hough transform is very
comfortable for the use in search radar because it can be directly applied to the
output search radar data. Therefore, the polar Hough detectors can be attractive in
different radar applications.

Four different structures of a multi-sensor polar Hough detector, centralized
(CSA) and decentralized (DPA, DHA, DTA), are studied for target/trajectory
detection in the presence of randomly arriving impulse interference. The detection
probabilities of the multi-sensor Hough detectors, centralized and decentralized, are
evaluated using the Monte Carlo approach. The results obtained show that the
detection probability of the centralized detector is higher than that of the decen-
tralized detectors.

The proposed DHA algorithm associates data from sensors with different tech-
nical characteristics, operating asynchronously. All factors, such as, coordinate
measurement errors, rotation rate of antennas and etc. are taken into account when
sampling the Hough parameter space.
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Abstract In this paper we investigated the problem of scientific research funding
from the perspective of data-mining. The object was to conduct versatile retrospec-
tive analysis of decisions made by the Russian Foundation for Basic Research regard-
ing scientific research funding. The central task of the analysis was to compare the
impact of various items of information on final decision making. In other words, we
tried to answer two questions: (a) what does an evaluation committee mainly look at
when it selects projects for funding; (b) are scientometric indicators (or science met-
rics) useful in decision analysis? To achieve this, we built predictive models (classi-
fiers), performed introspection (extracted feature importance) and compared them.
The input data was a set of review forms (questionnaires) from the Russian Foun-
dation for Basic Research completed in by peer reviewers. Final decision is made
by the foundation board (an evaluation committee). Finally, we concluded that the
available input (project proposals, expert assessments and scientometric data) was
not enough to explain all the decisions. We showed that scientometric data does not
have any significant influence on project proposals assessment. It also means that
h-index, mean impact factor, publication and citation number cannot supersede the
peer review procedure.
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1 Introduction

Grant funding is a very important instrument for science development [2]. There is a
number of scientific foundations, which use peer review to make decisions regarding
research funding. Each proposal is assessed by selected experts (we will refer to them
as peers or peer reviewers). During review, a peer reviewer completes a form (ques-
tionnaire), which we will refer to as a review form. Elements of such questionnaires
(questions to be answered by peers) are called “criteria”. After all the peer review-
ers have submitted their forms, panel review follows and finally the foundation board
summarizes the opinions and makes the decision.

Review form structure depends on research area, funding program etc. Various
elements of the review form have different impact on the final decision. To establish a
new review form structure and the corresponding methodological recommendations,
a group of experts is engaged and complex and often obscure heuristics are used [19].

There are some drawbacks of peer review approach, such as:

1. Peer reviewers often have strong opinion about important problems and promis-
ing methods in their own area. This may prevent alternative point of view from
being funded [16].

2. Conflicts of interest are probable.

3. Various non-scientific attributes may highly affect peer reviewers opinion: per-
sonal acquaintanceship, affiliated organizations, nationality, gender, presenta-
tion bias [17].

4. Previous achievements may influence the decision, instead of the current scien-
tific level of the group (so called Matthew Effect [25]).

Moreover, there is a trend towards an excessive regularization of science, with
indices as the most important criteria: some researchers [9] promote the idea of
replacing the peer review procedure with scientometric indicators. Some owners of
citation databases also carried out studies related to that topic [7].

We do not agree with this for the next reasons:

1. Scientometric indicators could be artificially inflated by unscrupulous researc-
hers (bogus citations, etc.).

2. One can not guarantee that these indicators are estimated using quality and rep-
resentative collections of scientific literature.

3. Indicators are domain-dependent, e.g. h-index of chemists cannot be compared
to that of mathematicians. They also cannot be used to assess interdisciplinary
projects.

Our point is that peer review process cannot be superseded by automated sciento-
metric based review, but the latter may be useful to reduce bureaucracy, make peer
review process more transparent. Scientific foundations already have accumulated
large amounts of completed review forms over the years. Therefore, we suggest that
machine learning methods may be useful to estimate and compare importance of
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various criteria. Such technique makes possible to double-check peer review pro-
cess, detect outliers, discover how additional criteria might affect decisions, with-
out including such “experimental” criteria into real-life review forms, etc [8, 33].
Another suggestion is to show empirically, that it is not possible to supersede peer
review with scientometric indicators of applicants.

One of the main problems with studies of scientific projects evaluation is that
most foundations do not disclose their data, either providing a very limited access or
requiring to sign NDA. The data we use in this work describe projects, which were
funded by the Russian Foundation for Basic Research (RFBR).! This is the oldest
and the largest scientific foundation in the Russian Federation. Thus, we depend on
the data provider terms of usage and we cannot put the dataset in public. However, we
believe that this paper will help to make a step towards popularization of open-data
approach.

The main contribution is a versatile retrospective analysis of funding decisions
made by Russian Foundation for Basic Research.

The rest of the paper is organized as follows: in Sect. 2 we overview the state of
the art in quality management of science, in Sect. 3 we briefly describe the dataset
and methods we use, in Sect.4 we present empirical evaluation results and discuss
them. Finally, in Sect. 5 we summarize the work done and discuss possible directions
of future research.

2 Related Work

It is well known that purely quantitative approaches do not work well for evaluation
of scientific projects [15, 31].

Certain researchers [31, 32] stated that mixed set of quantitative and qualita-
tive (or categorical) criteria improves review quality. Thus, we will use only those
machine learning methods, which can deal with mixed feature sets.

A number of studies have been conducted in the field of scientific projects eval-
uation. Schilling et al. [27] applied classification and regression trees (CART) to
reveal dependency between research funding and subsequent change of sciento-
metric indicators of project participants. Authors referred to this dependency as
cost-effectiveness. They noted that the hierarchical structure of the trees is quite
appropriate to deal with complex relationships. They were able to reveal conditions
under which funding leads to increase of h-index etc. Also Shilling et al. compared
their approach with earlier studies and showed that CART complies with baseline
regression approaches while providing more information about the impact of the
funding environment and the structure of decision-maker preferences. Zhu et al. [33]
described another technique for grant proposals review, which is based on missing
value imputation. A special similarity measure [10] over experts is used to recon-
struct (impute) missing elements of review forms.

'Russian Foundation for Basic Research, http://www.rfbr.ru/.
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Some papers describe methods for establishing an integrated score over scientific
projects and grants. Authors of [24] proposed a special verbal decision analysis-
based technique to reduce feature space dimensionality. In [22] authors proposed to
use interval valued intuitionistic fuzzy sets [1] to implement a multi-criteria approach
for project proposal review. The idea is to build an interval valued intuitionistic fuzzy
matrix of expert preferences and then use it to impute missing values and evaluate
proposals. This allowed reducing original 24 criteria to 6 top-level ones.

However, these studies do not address the criteria importance estimation problem.
On the other hand, researchers from the field of machine learning do. Relief [13]
is one of the pioneer methods for feature selection. The idea is to iteratively raise
importance (weight) of features that are common for samples from the same cate-
gory and lower for others. Kononenko et al. [14] (ReliefF) suggested using Manhat-
tan distance instead of Euclidean and to retrieve multiple nearest neighbors instead
of just one (to improve robustness). Also, they extended the technique to multi-class
problems. Another approach to feature selection can be referred to as a classifier-
based. They train a classifier or regression model and then compare internal feature
weights [18]. Random forest is another well-known model [12]. Saeys et al. [26]
empirically showed that random forest is more robust than SVM and ReliefF. Ran-
dom forest [6] is a method to construct classifier ensembles using independent deci-
sion trees. Each tree is trained on a randomly drawn subset of features and samples
(bagging approach). The algorithm is embarrassingly parallel and suits big data very
well. The inference employs voting procedure (the most popular outcome among
trees becomes the outcome of the entire ensemble). However, Strobl et al. [28]
noticed that random forest produces biased estimations for categorical features. To
sum up, all of the aforementioned techniques have their pros and cons: convergence
difficulties, bias, over- or under-fitting etc.

There are plenty of papers describing investigation of relationship between sci-
entometric indicators and peer review results. However, the obtained findings are
rather controversial. For example, a considerable empirical study [29] of 147 uni-
versity chemistry research groups (covering about 700 senior researchers from 1991
to 2000) indicated that scientometric indices correlate well with peer reviews. On
the other hand, authors of [11] estimated linear correlation between peer reviews
of project proposals in 2003, 2005 and 2008 and participants scientometric indices.
They revealed that scientometric indices and peer review agree with each other only
in 45-65% cases. Juvznivc et al. conclude that this may be due to shortcomings of
both peer review and scientometric approaches. Therefore, scientometric indicators
cannot replace peer review for decision making.

To sum up, drawbacks of the previous works can be grouped into two: (a) bias
in feature importance estimations; (b) insufficient power of the applied techniques
(e.g. linear correlation) to describe dependency between peer review, scientometric
indicators and the outcome. The latter makes it difficult to find out, if scientometry
can replace peer review or not. To overcome these issues, we suggested the following:

« Estimate feature importance using multiple techniques (we will refer to them as
estimators), possibly based on different theories.
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o Compare the feature rankings by various estimators.

« If it makes sense, compose an ensemble and use it to deduce the final rankings.

« Estimate predictive power of various feature sets (application-based, peer review-
based and scientometric).

3 Experimental Design

3.1 Dataset

The dataset is a collection of project proposals (applications for grant funding), sci-
entometric indicators of participants, review forms and final decisions (results of
peer review), which were submitted to the Russian Foundation for Basic Research
within the “A” 2013-2014 program. “A” is a RFBR program to support personal
initiative of research groups without predefined topic restrictions. Each project pro-
posal is assessed using three-step scheme: individual peer review, panel review and
final approval or rejection by the foundation board. During “A” contest in 2013 and
2014 all projects were evaluated using the same set of criteria. Data for other years
have different format (another set of criteria) and will be an object of the future work.
Therefore, the dataset used in this work consists of only data from 2013 and 2014 “A”
contests. It contains information about final decision regarding each project. There
are three review forms per project proposal. More than 65% of projects were rejected
(Fig. 1).

The dataset can be thought of as a big table with each row representing a project
and each column representing a feature (some attribute of projects). There are six
major groups of columns in the dataset:

« App—rproject proposal info, e.g. project type (experimental or theoretical),
research group experience (how many Ph.D’s, DSc’s, students, publications, what
is the scientific area of the leader’s thesis), etc.

12000

10000
8000
6000 [ Accepted
4000 I Rejected

2000

2013 2014

Fig.1 Dataset size
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Table 1 Structure of assessment form for individual peer review

Criterion (field of form)

Possible values

How accurate the proposed methods justified? | Precisely
Vaguely
Not justified at all
Is there a conflict of interests that prevents Yes No
reviewer from assessing the project?
Is the project fundamental? Fundamental

Partially fundamental
Not fundamental

How significant are the previous results by
applicants?

Results are very important
Some results are interesting
Results are ordinary

Not evaluable

Why you cannot review this project?

Free-text field

Is the project feasible?

Most probably, the authors will succeed with
the project

There are some doubts

Not evaluable

Are expected results important?

Fundamentally important
Important for a particular area
Somewhat useful

Not important at all

Are problem and objectives clear?

Precise
Vague
Missing

Is the project experimental or theoretical?

Experimental and theoretical
Purely experimental
Purely theoretical

Overall rating

Number from 1 (strong reject) to 9 (strong
accept)

e Review—project assessment info. These are the results of individual peer review
(review forms filled by peer reviewers). This group of features contains all fields
of review form (Table 1), except Overall rating.

 Overall rating—the overall rating, aggregated from all review forms for the project
(Table 1). After a peer reviewer has completed reviewing a project, they assign
overall rating to 1 if the proposal must be definitely rejected and 9 for strong accept.

 Participants scientometry—aggregated scientometric indicators of all project par-

ticipants.

o Leader scientometry—Scientometric indicators of the project leader.
e Outcome column—final decision (whether the project received funding or not).

One could notice that the dataset does not contain information about projects
completion. One peculiarity of funding program “A” is that only projects with high
probability of successful completion are approved. Also, such information about
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previous experience of participants is implicitly encoded in “How significant are the
previous results by applicants?” field of the review form. That is why we did not
explicitly include such information into the dataset in this work. However, it will be
interesting to investigate in the future research.

Scientometric indicators were collected manually from eLIBRARY,? which is
the most complete source of scientometric data in Russian Federation. Due to
difficulties of manual data collection, we collected it only for 1900 project proposals
from “Math, Computer Science and Mechanics” scientific area (about 7800 people).
Thus, experiments involving scientometry are executed only on this subset of the full
dataset. These indicators include: the number of publications and citations, h-index,
h-index without self-citations, mean impact factor of journals, where their publica-
tions are published. In this study we decided to use only those indicators, because
most other ones were shown [4] to be highly correlated with them.

Each categorical field has a predefined and finite set of possible values without
ordering. To represent categorical fields in a form suitable for machine learning, we
employ binarization technique. So, the feature space can be formally described as
C = Uycrecr (Cr X KC,) U NR, where NR is a set of numeric criteria and Cr is a set
of categorical criteria and K., is a set of possible values of Cr. We will refer to ele-
ments of C as features and to the original fields of the review forms and project pro-
posals as criteria. If an attribute had multiple values for a single project, we replaced
the original column with three aggregated columns: min, max and mean. Publi-
cations number, citations number and h-indices were transformed using logarithm
to make distribution more like Gaussian, which is more suitable for data mining
techniques.

3.2 Methods

We conducted four experiments in this paper: (a) verified that the available crite-
ria actually allow making decisions that correlate with final funding decisions made
by the foundation board; (b) estimated the dependency of the overall project rating
on other criteria; (c) estimated and compare importance of various criteria; (d) esti-
mated the relationship between scientometric indicators and funding decisions.

Experiment 1—Project Proposals Classification During the first experiment we
evaluated discriminative power of the review form elements. We built a set of mod-
els that predict project acceptance. Models were compared using traditional three-
fold cross validation and macro-averaged recall, precision and F; scores. Each score
achieves maximum of 1 and minimum of O (the more the better). Also, we conducted
a “separability test” by evaluating classification metrics on the training dataset.
We built separate models for each scientific area. Model hyper-parameters were
optimized using randomized grid search and three-fold cross-validation [3]. The
difference between “ideal model” (with all scores of 1), “separability test” and

2Scientific Electronic Library and Russian Science Citation Index http:/elibrary.ru.
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cross-validated “predictive power test” shows if models overfit or not and if we lack
of additional external knowledge.

Experiment 2—OQverall Rating Imputation The second experiment aimed on
exploring the correlation between the overall rating and other criteria. This refers
to a function approximation problem (or regression). We applied random forest and
linear regression. The models were evaluated with mean absolute error, mean rel-
ative error and R2-score (determination coefficient) macro-averaged over three-fold
cross validation. Also, we analyzed how a criterion and each of its values affect the
overall rating. It was done by comparing feature weights in linear regression. This
became possible due to the fact that the input dataset was normalized before training.

Experiment 3—Ceriteria Importance Analysis This experiment consisted in esti-
mation and comparison of criteria importance across various scientific areas. Overall
rating was excluded from the feature set in this experiment (only Review feature sub-
set is used). To estimate importance, we employed a number of various approaches:

« Gini—Random Forest internal importance measure (Gini Importance).

e FI-RF—F1-measure drop with random forest, when a feature is excluded from
the input feature set.

o LSVM—feature weights in linear SVM with L2 norm.

o FI-LSVM—F1-measure drop with linear SVM, when a feature is excluded from
the input feature set.

o ReliefF—ReliefF feature selection method.

Gini Importance AGini(c) is a total Gini Impurity decrease among all nodes (only
those using feature ¢ € C) in all trees in a random forest [5]. It is empirically shown
that Gini Importance of a feature highly correlates with the real impact of this fea-
ture on the final decision. Resulting Gini Importance of a feature was obtained by
summing over all (three) folds in cross-validation W;,;(c) = Z;‘zl AGini(c).

Feature importance according to F1-RF and F1-LSVM was calculated as drop of
average Fl-score in classification task (as in experiment 1, see Sect. 3.2), but with
this feature excluded from the input feature set Wey_r 15vary = Fy (Model(C)) —
F| (Model(C\c)).

ReliefF method consists in (1) iterating over all samples from the training dataset;
(2) searching the nearest neighbors from the same category and from others and
(3) rising importance of features that have similar values for samples from the
same category and lowering importance of others: Wy, (¢, 1) = Wgyor(c, 1 — 1) —
dist(x,, sameCategoryNN,) + dist(x,, anotherCategoryNN,), where x, is a column
vector of feature ¢ values from all samples from some category, sameCategoryNN.,,
and anotherCategoryNN, are columns like x,, but for the nearest neighbors of the
corresponding samples from x,.

Then, to calculate the importance of the criteria, we averaged importances of all
features that represent this criteria (over all CrXK,) pairs: I(Cr) = ﬁ

ZVceCer(;, W(C) '
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After we computed importances, we built a criteria ranking, which is a sequence
of criteria sorted by importance decrease.

Ranking(CR) = (Cry,Cry, ... Cricg ). I(Cr) > I(Cr)),i < j

Rank of a criterion Cr is an index of the criterion in the ranking: R(Cr) =i:
Ranking(CR); = Cr,Cr € CR.

Final rank of a criterion is an average rank among all importance estimation
techniques: R(Cr) = é(RGini(Cr) + Rp1-rr(CT) + Ry (Cr) + Ry sy (CT) + Ryeiigpr
(Cr)).

Then, to investigate relationships of various importance estimation techniques,
we compared rankings using Rank-Biased Overlap metric [30]. The feature selection
techniques do not guarantee that feature importance will not degrade to zero (and if
it does, the feature is excluded from the rankings). This renders traditional Spearman
rank correlation unusable, because it requires equal contents of all rankings.

Rank-Biased Overlap is a relatively unknown metric, so we present a brief
over-view on it. Let S and T be the rankings to compare. Let S., be a d-prefix

(first d elements) of S. A(S,T,d) = [8:407T 4]

the final similarity is calculated as RBO(S, T, p, k) = (1 — p) Zszl(pd‘lA(S, T,d))+
RBO,,(S,T,p,k), where k=min(|S|,|T]), p is the weight decrease rate
and RBO,,(S,T,d) is the upper bound of the remainder: RBO,,(S,T,p,k) =
A(S, T, k)pk + 1’%” ZZ_IA(S, T, d)pd. RBO(S,T,p) is normalized and equals to 0

is relative overlap of d-prefixes. Thus,

when S and T consists of completely different elements and it equals to 1 when they
are the same. We have to say that exact value of p does not matter, the only require-
ment is that p must be the same in all experiments. In this paper we chose p so that
the longest possible prefix would have weight of 0.1 (the first prefix has weight of 1).

We used a combination of open implementations of aforementioned algorithms
[20, 23] with home-brewed tweaks and glue code.

Experiment 4—Explanation Using Scientometric Indicators This experiment
aimed on analyzing the role of scientometry in grant funding. To achieve this, we
built a number of predictive models (random forest classifiers). Each classifier was
trained on only a subset of all features. So, we could estimate what influence on
the prediction each group of features has. The classifiers and feature sets were eval-
uated using three-fold cross validation and compared using F1-measure, precision
and recall.

4 Results and Discussion

Table 2 presents results of the first experiment (“predictive power” test). We decided
to omit results of “separability” test, because they are almost the same and only a
bit better (< 0.04 F,-score points). From this data, one can see that the classification
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Table 2 Fl-measure of funding decision prediction

Research area Total | Accept RF LSVM LogReg Gaussian CART
rate (%) L2-norm naive bayes | decision tree

Math, CS, mechanics | 1859 | 31 0.82+0.02 | 0.82+0.03 | 0.82+0.04 | 0.72+0.03 | 0.81 +0.02
Physics, astronomy 2749 | 30 0.86 +0.01 | 0.85+0.01 | 0.86 +0.01 | 0.69+0.02 | 0.86 + 0.01
Chemistry 2486 | 70 0.85+0.01 | 0.86+0.01 | 0.87 +0.01 | 0.75+0.03 | 0.85+0.01
Bio&Med 4097 | 30 0.85+0.02 | 0.85+0.03 | 0.85+0.04 | 0.75+0.04 | 0.85+0.02
Earth science 2137 | 69 0.83 +0.01 | 0.83+0.02 | 0.83+0.01 | 0.71 +0.05 | 0.81 +0.02
Humanities 1367 | 23 0.78 + 0.03 | 0.78 +0.03 | 0.78 +0.04 | 0.72+0.01 | 0.74 +0.03
1T 1859 | 29 0.88 +0.01 | 0.89 +0.01 | 0.88 +0.01 | 0.80+0.01 | 0.88 +0.02
Engineering 2738 | 30 0.89 +0.02 | 0.89 +0.02 | 0.89 +0.02 | 0.72+0.03 | 0.87 +0.01

task is relatively easy, and because the difference between “separability test” and
“predictive power test” is very small, we conclude that the models do not over- or
under-fit and there are definitely some other factors that affect the final decision. We
did not take into account such complex and potentially wide background knowledge
as competition conditions etc. We leave this for the future work.

During the second experiment we tried to reconstruct overall project rating from
other fields using RF and linear regression. Both models achieved good results with
about 0.45 mean absolute error (5% relative error) and normalized R? > 0.83. This
relation can be considered to be functional. Such a reconstruction model can be used
to detect “unusual” review forms and double-check peer reviews. As a side effect,
we identified criteria and the corresponding values that affect the overall rating most
of all:

» Have the researches successfully completed many projects?

+ Yes, and the results are very important.
— Maybe, but results are ordinary.

« Is the project fundamental?

+ Fundamental and interdisciplinary.
— Not fundamental.

« Is the project feasible?

+ Most probably, the authors will successfully complete the project.
» Are proposed methods reasonable?

+ Reasonable.
» Are expected results important?

— Not at all.

In the third experiment we compared various rankings using RBO similarity. We
found that average similarity between rankings is 0.731 + 0.153, average similarity
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between meaningful rankings and randomly shuffled rankings is 0.444 + 0.002 and
average similarity between meaningful rankings and inverted meaningful ones is
0.389 + 0.055. Thus, we conclude that all importance estimators produce rankings
more similar to each other, than to random and inverse. However, they do not produce
exactly the same results. This means that there is a lot of sense of combining all these
estimators into an ensemble to reduce variance and bias.

Tables 3 and 4 present the comparison of rankings for different scientific areas (the
third experiment). In Table 3 we omitted three criteria (overall project rating, con-
flict of interest, cause of denial to review), because the former is easily predictable
and the latter two do not affect outcome at all. As one can see, the most significant
factors are universal: (a) expected results are fundamentally important and (b) the
applicants have already successfully completed some projects with significant sci-
entific outcome. Also, even the two most different rankings (Humanities and Earth)
are much more similar to each other, than to random ranking and inverse ones.

Table 5 presents the results of the fourth experiment: impact of scientometrics on
prediction quality. From this table one can see that these indicators do not add much
information to the base features of project proposals and review forms (either due to
noise, or due to high correlation with these features). Hence, we conclude that sci-
entometrics cannot be used to substitute peer review. The most significant improve-
ment is achieved by the configuration presented in row 6 when compared to row 7 of
Table 5 (review forms, proposals without overall rating). Finally, we conclude that
peer review process cannot be greatly improved by incorporating scientometry.

5 Conclusion and Future Work

To sum up, in this work we described a machine learning approach to robustly esti-
mate importance of criteria in science funding. The presented technique is able to
deal with quantitative and qualitative criteria and suitable for large datasets.

The most significant criteria that affect decisions about research funding were
identified. They include the importance of the expected results and quality of pre-
vious research conducted by applicants. We also showed that criteria importance is
almost the same over all scientific areas. The overall project rating almost-function-
ally depends on other review form fields. The approximation of this dependency
can be used for peer review quality check, for “too optimistic” or “too pessimistic”
reviewers detection. Despite the outcome is quite accurately predictable, there are
definitely some other “background” factors that affect decisions. The described tech-
nique can be used by scientific foundations to evaluate new criteria before they are
included into review form (by simulation).

We also empirically showed that the examined set of scientometric indicators
(h-index, number of publications and citations and mean impact factor of the journals
in which the applicant has been published) is not sufficient to explain decisions. This
complies with [11] findings. Moreover, due to high correlation with other features,
these indicators do not allow to significantly improve the peer review procedure.



Scientific Research Funding Criteria: An Empirical Study ... 291

In fact, replacing the traditional peer review process with purely scientometry-based
decision making is dangerous and may lead to unpredictable funding decisions.

However, we are not saying that scientometry is useless for examination of R&D
results. Scientometric indicators together with peer review may be very useful to
compare individual researchers, research groups, conferences within a particular
scientific area.

Possible directions of the future research include incorporation of more back-
ground knowledge into the feature set, such as results of deep natural language pro-
cessing [21]. Furthermore, we plan to analyze theoretical and experimental projects
separately and apply the same pipeline to data from other scientific foundations
and/or funding programs, which have more quantitative and free-text fields in their
review forms. Another idea we are going to check is to analyze and predict final and
intermediate indicators of project success.

We hope that all these additions together with traditional peer review will make
the funding decisions more transparent and difficult for cheating. Moreover, we hope
that our work will have a good impact on providing open access to scientific publi-
cations and reports.
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omy) with one that could recognize cards and develop a playing strategy (i.e. highly
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oped children played with a robot with high or low autonomy. The results show that
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1 Introduction

Over the past decades extensive research has been done on the intersection of intelli-
gent systems and robotics. Although much of this research has led to the development
of systems and solutions that have the potential to profoundly impact society, one of
the remaining questions is how these systems will operate in real-life scenarios. In
case the intelligent system is a robot, its embodiment creates richer opportunities to
socially bond with the user. In recent research, more attention is given to the use
of robots that interact with children, for example in educational settings [5, 34] and
also in social and behavioral training for children with Autism Spectrum Disorder
(ASD) [2, 3, 12, 13]. The use of robots within education and therapy is one of the
most promising applications of robotics. Social education is not only important for
all children, but is especially necessary for children with ASD.

Currently, one of the greatest challenges in social robotics is to increase the auton-
omy in an acceptable manner for the user. Interaction autonomy of robots would help
to create richer interaction with people. Social robots evoke higher expectations,
thus, their designers need to face additional challenges regarding their autonomy
due to the need to comply with the rules set by humans and make decisions based
on the conventions that are familiar for them. Therefore, in a human-robot interac-
tion and, especially in child-robot interaction, the Wizard-of-Oz (WoZ) control, e.g.
remote control, is used in most of the cases to meet these expectations [18]. The
Wizard refers to a person that is remotely operating the robot without the partici-
pant’s knowledge, making it seem fully autonomous. The WoZ can help researchers
to tests their designs before creating the fully autonomous behavior, and to provide
the possibility to understand the impact of the designed human-robot interactions
when the implementation is under development [32].

This study focuses on the impact of robot autonomy in educational settings.
First, we investigate whether typically developed children can notice the difference
between an autonomous robot and a WoZ controlled one. Second, we measure the
effect of the robot’s autonomy on the educator’s workload. We used a game-based
interaction designed to increase the social skills of children and test this interac-
tion with typically developing children. In this article we describe an experiment
that is performed with typically developed children, to pretest how children perceive
the social training with the robot, without focussing on the complications that the
behavioral traits of children with ASD will bring. The results cannot be generalized
for children with ASD, but the general interaction will be tested in a future for both
groups of children.

There are two main reasons to use a social robot in the training of children with
ASD. The first one is that research has employed social robots to enhance social
interaction and communication in children with ASD [3, 12, 22, 26]. This has been
attributed to the fact that social robots are easier for interaction, due to the simple
facial and gestural features that do not overwhelm the child. In addition, it has been
shown that question-asking training was as effective performed by a robot as if it is
performed by a human therapist [22]. The other main reason is that a robot can reduce
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the workload of the teacher or the therapist, and can help to gather data about the
quality of the interaction of the child. Moreover, robots can be re-used for different
children, can help multiple children in parallel and can track the development of each
child and can keep the therapist informed.

A recent investigation of Senft et al. [35] on the possibility of a robot to reduce
the workload of therapists found that participants rated the workload lighter while
interacting with a semi-autonomous robot (that is programmed to learn from the
guidance of the supervisor), than with the remotely controlled robot. Furthermore,
they found that the autonomous robot required fewer interventions by the therapist,
which releases time for the therapist to focus on the child. The time required to learn
how to operate the robot would also be reduced by a semi-autonomous robot.

When a robot is present in a therapy, the therapist’s attention is divided between
operating the robot and the treatment of the child. A therapist is still needed in the
same room as the robot and child because he or she can help the child to develop a
more detailed conversation or may need to explain the meaning to the robot’s, other-
wise, mechanical actions. Diehl [12] adds that the therapist is necessary during this
therapy because the therapist can help to translate the children’s individuals needs,
behaviors and pronunciation for the robot [17, 33]. Moreover, the therapist can assist
during games, handing the turn to the child or to the robot, or provide feedback to
robot developers and improve robots or improve programs to control the robot.

The importance of the usage of an autonomous robot in therapy with children
with ASD is determined by the way people comply with the robot. Adults did not
obey an autonomous robot more than a controlled one [15]. However this can be
different for children. Moreover, no children were included in the intervention in the
experiment of Senft et al. [35]; therefore, any effect on children could be measured.
This also implies that the therapist was not in a realistic training environment, thus
his/her training load and the perception of the therapy did not include paying atten-
tion to the children and their reactions. To compare the therapy with a robot with
high autonomy and low autonomy (i.e. remotely/WoZ controlled), the robot behav-
ior, and the children’s interactions with the robot and their expectations of playing
with the robot should be as similar as possible in both cases.

Although these interactions were designed to be as similar as possible, we first
want to test whether the ability of the robot to autonomously recognize the cards, and
take a decision which card to ask for is noticeable by the children and whether the
children prefer to play with a robot that is highly autonomous. Moreover, we want to
find out how the triadic interaction between a child, the robot and a therapist differs
in the cases of autonomous or WoZ operated robot. With this study a game, designed
to be used in behavioral training of children with ASD, with a therapist/teacher, is
performed with a typically developing child, a robot and a teacher. Although in the
low autonomy condition the experimenter will use exactly the same game strategy
as the intelligent (highly autonomous) robot will do, the timing of the response of
the experimenter will be different. In the high autonomy condition, only unplanned
behaviors of the child need to be corrected by the therapist, while the other behaviors
of the robot are fixed and repeatable.
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In addition, the presence of the experimenter in the room, makes it possible for
the children to notice that when the experimenter types, the robot reacts. Akerkar
[1] argued that an autonomous machine will appear more intelligent, therefore, we
hypothesized that the children will find the robot displaying the high autonomous
behavior more intelligent than the robot with low autonomy (H1). We also expected
that children will interact less with the experimenter in the high autonomy condition
(H2) and that they find the game more enjoyable and are more motivated to play the
game when playing with the robot with high autonomy than with the robot with low
autonomy (H3).

2 Background

Social skill are important for everybody. People with ASD have problems with social
interaction: they show less initiative to make contact with others, which decreases
their opportunities for learning how to use language, to improve their conversation
skills, and to learn the conversation rules etc. Especially, children with ASD, face sig-
nificant consequences; lacking social skills in childhood correlates with lower peer
acceptance, academic achievement, and mental health [20]. Children with ASD will
not initiate actions and have difficulties cooperating with other children. The num-
ber of children with ASD is increasing (currently 1 in 68 children at age 8 have ASD
according to the Centers for Disease Control and Prevention [8]), and, therefore, the
therapist’s workload also increases [16].

Recent research suggests that social robots can be as effective as a human therapist
in social therapy for children with ASD that were trained with the Pivotal Responce
Training [22]. Looije and colleagues showed that robot had positive effects on childs
mood and openness by children with diabetes and sometimes they shared more with
the robot than they will do with a human [27]. Although robots have been proven to
be engaging for children with ASD, studies that integrate robots into an empirically
supported treatment for ASD are surprisingly sparse. Without such information, clin-
ics that treat ASD are unable to integrate robots within their therapies. In a previous
investigation by [3, 22] a robot was used for an Applied Behavior Analysis inter-
vention conducted by a robot to promote self-initiated question asking from children
with ASD. The robot did not provide the therapy autonomously, an interactive script
was combined with remote operation in cases of decision making by a trained ther-
apist who was present in the same room as the robot and the children with ASD.
Results showed that the therapy conducted by the robot was as effective as the same
therapy conducted by a human trainer, and in that the robot improved the communi-
cation between two children with ASD. In both studies the therapists wanted to keep
control on the interaction between the robot and the child.

In a later study Zubrycki and Granosik [36] reported that the therapists would
like to see the robot as a support during their therapy and saw the value in adding
features like automatic emotion recognition, and natural language processing. They
especially stated in questionnaires that they see the added value of the robot in the
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long run, and that robots can reduce their workload and reduce burnouts. The exper-
iments made by Zubrycki and Granosik [36] were performed with a robot that had
very different level of agency—these were rater interactive toys that have no anthro-
pomorphic or zoomorphic shape, and do not move proactively. It is likely that the
therapists might have perceived them as device/toy rather than as a robot. The ther-
apists also mentioned some design requirements that are at the moment unfeasible
to implement (for example natural speech interaction) and in the short term, if using
robots, the therapists expect that their workload will increase especially before the
session. Prior to the sessions the therapist needs to learn how to operate the robot
and create the scenarios with the robot. More surveys are conducted to study people’s
opinions about robots in therapy. Coeckelbergh et al. [11] asked potential stakehold-
ers and parents. In the survey people agreed on that they would like to see the robot
to have supervised autonomy, e.g. that the robot is able to communicate and monitor
the child, and only provide help and assurance to the therapist, with the option that
the therapist still can intervene when possible.

Another research [7] looked at how children respond to working with the robot
alone versus working with the robot together with a human mediator. The children
showed more physical activity with the autonomous robot than with the human-
operated robot, which required human assistance. In this research they used speech
recognition, but the robot could only understand Yes and No and they only used the
children that were the easiest to understand by the robot in the autonomous condition.
In the human-assisted condition, the child was not interacting alone with the robot,
but together with the human.

Huinen and colleagues [21] have attempted to map the number of robots used
in therapy and the educational objectives for children with ASD. They review the
research performed with 14 different robots. The objectives that were most often
targeted are reported to be: imitation and turn-taking behavior for the purpose of
social/interpersonal interaction, and relations; imitation in playful interactions; col-
laboration/joint attention in to maintain social interaction and relations, and atten-
tion. Most of these behaviors are a subject to automation via learning algorithms,
such as the ones proposed in [4, 6, 30].

In this experiment, we used a robot that can play the game fully autonomously,
but the therapist still has the possibility to intervine and to prompt the child in the
case of an unexpected action.

3 Materials and Methods

The experiment was designed to test how children would react to the robot with
two different degrees of autonomy in a training scenario. The children played the
interactive card game Quartet with the robot. During this game two players play
against each other to collect four cards that belong to the same category and form a
quartet (i.e. four cards from the same category). In each turn, a player will ask the
opponent for specific card that would help to gather a Quartet. If the requested card
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is in the opponent’s hand, he or she is obliged to hand over the card. The goal of the
game is to collect as many Quartets as possible.

3.1 Participants

Twenty typically developed children, from an elementary school in the Netherlands
took part in the experiment. The results from four children were excluded due to
software difficulties during the first day of the tests and two other children were
excluded because the voice of the robot changed during the experiments. The data
of fourteen children is evaluated in this study. For all children both parents signed
a consent form. The participants were between 7 and 8 years old (M = 7.75, SD =
0.65).

3.2 Procedure

Prior to the experiment all children were introduced to the robot in a demonstration.
This demonstration was not limited to the children that would participate in this
experiment, but for all the children of the school. On the day of the experiment the
experimenter explained how the game works, and that the robot was going to play
with each child, after the child entered the class room where the robot was located.
After this, the robot greeted and asked the child to choose who should start the game.
If the child responded, the experimenter entered the answer in the computer and the
game continued with the turn of the child or the robot. In the cases when the robot
started, it looked at its cards and requested a card from the child (depending on
the experimental condition: either autonomously or with the help of the researcher).
After the child showed the card to the robot and the robot or the researcher (depend-
ing on the condition) recognized it, the turn was handed to the child. During the
childs turn he or she asked the robot for a card and the researcher pressed a button so
the robot pointed at that card while asking the child to grab it. Each time the child had
four cards of the same kind, the robot gave positive verbal feedback (“Well done!”)
and non-verbal feedback (cheering). At the end of the game, the robot congratulated
the child or simply thanked the child for playing in the case that the child lost the
game. After the game, the experimenter asked the child to fill in a questionnaire to
reflect on the game and the child was brought back to his/her usual classroom.

3.3 Experimental Design

To explore the hypotheses as stated in the introduction, we used a within-subject
design, consisting of two conditions: the robot with low autonomy that was com-
pletely remotely controlled by the experimenter, and the robot with high autonomy
that uses pattern recognition based on visual information to recognize the cards and
the employs a strategy to ask the child for the right missing card.
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During the first (low autonomy) condition, the experimenter had to decide all the
behaviors of the robot and send commands to the robot via notebook. The participant
interacted with the robot, and because the experimenter was operating the robot in
the same room, he or she was able to notice that the robot was remotely controlled
by the experimenter.

In the second condition, the high autonomy condition, the experimenter only
chose a behavior in case the child was talking (as a speech recognizer was not used,
the card was selected by the experimenter). The robot used its sensory information
to notice whether the child had finished his/her turn, to perceive which cards it has
and to decide which card to ask for. Both conditions did not differ in the behavioral
expression of the robot, only the input and operation of the behaviors was differ-
ent. Robot was wearing different shirts for each condition to create an illusion of
a different robot. The order of the robot behaviors and the shirt color were counter
balanced.

3.4 Experimental Setting and Materials

The experiment was conducted in an empty classroom in the elementary school. Each
participating child was called out twice of the class room to play with the robot. Dur-
ing those sessions, the child and the robot sat in front of each other at a table and the
experimenter at another table but within sight of the child (see Fig. 1a, b). A digi-
tal video camera was placed between the robot and the experimenter, to record the
childs behavior. A laptop was used to control the robot. After the child had interacted
with the robot in both conditions the child filled in a questionnaire about the game
and the robot.

The robotic platform used for this study is the NAO humanoid robot [19], with
25 degrees of freedom, 58 cm in height. NAO has simplistic facial features only
with mouth and eyes, and its face resembles to the age of a child’s face. Some of the
robot behaviors that were used in this game include text to speech functions, hand
gestures, and NAO LEDs. The robot had a female voice (Jasmine) and was speaking
Dutch. In order to be able to differentiate the child’s responses to the robot in the two
conditions, the robot wore a different shirt (blue striped or white) in each one (see
Fig. 1¢). TiViPE, graphical programming environment was used to program the robot
and to carry out the interaction during the experimental sessions [2, 23]. A specially
designed interface of TiViPE was used for real-time interaction between robot and
child and was connected to the previously programmed interaction scenario. The
preprogrammed scenario consisted of a dynamical system of behaviors for complex
interactions, emotional expressions and behaviors as the one of learning to recognize
the cards.
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Laptop | | gaPro

(b) Overview

(c) Robot with the different shirts, that were weared
in low (left) and high ( right) autonomy condition

Fig.1 a A child interacting with the robot. b Experimental setup. ¢ The robot wearing the different
shirts in the different conditions

3.5 Intelligent Behaviors and Concepts for the Low and High
Autonomy

The robot autonomy/intelligence was relying on the overall robot controller design,
which is driven by a state machine that is embedded in a loop of constantly updating
sensory and motor information of the robot. With this respect, the robot is a real-time
dynamical system, including different learning behaviors in each state. The robot is
aware of its own actuators (motors) position and movement, as proprioceptive sen-
sory information defining the current 3D positioning (state) of the robot, letting the
robot sense its own actions and the consequences of these actions. Providing much
higher flexibility to the robot’s behavior, as discussed in [4]. This implies that sen-
sory information from the outside environment or the robot proprioceptive sensing
can serve as an event that causes transition to a new state, i.e. new behavior. Once a
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task is accomplished, the scenario should proceed to the next state or set of states if
no event occurs. The state concept makes possible to handle every event in a more
flexible way than, for instance, if-than-else loops, since these only support applica-
tions with only one trigger and one action, lacking of real-time feedback from the
outside world.

The behaviors that can be included in a scenario (i.e. in a state diagram) can be
selected from approximately 500 existing module, also new ones could be developed
as C+4 modules for TiViPE [29]. The existing modules include biologically inspired
filters similar to the ones existing in the human visual cortex, such as [28, 30].

In addition to the sensory-driven state concept, the robot is equipped with a very
simple language consisting of 10 commands that can be used in parallel to the state
concept, for example for creating new behaviors on a flow. The main merit of a tex-
tual robot language is that robot actions are described in terms such as move, LEDs
on, etc., which are intuitive to human operator with no technical background. These
actions can be executed in a mixture of parallel and serial actions or as a part of
dynamic behaviors determined by environmental changes [29]. The complexity of
a task such as designing parallel actions (such as speak and move accordingly) is
reduced to basic logic using and character for sequential and *“|” character for paral-
lel actions. Square brackets are used to bind a set of these textual actions and give
the priority of their execution where it is needed. One can easily understand how to
schedule commands that come in parallel or the need to wait until the last of several
parallel commands has been completed. A very important feature of this parallel
processing is the synchronization between parallel processes (such as bodily expres-
sions and speech). The advantage of describing actions as a text is that during the
execution of the pre-programmed scenario, one can add new actions while training.

With this architecture we programmed the low and high autonomy robots. The
robot with low autonomy went through a normal scenario in which the interaction
was remotely controlled by an operator that through a keyboard and interface con-
nected to the TiViPE controller can engage of speech interactions (through typing
text), choose the card that the robot has to ask for or redirect the scenario.

Alternatively, we implemented an autonomous robot in the following way. The
robot used its camera to detect the state of the game and the card while playing. Every
card had an individual marker for the robot to identify the card. For the markers the
ArUco markers were used [14]. The robot identifies the cards with the markers and
decides which cards belong together (see Fig. 2).

Using these markers, the robot can identify the cards with higher reliability than
with by recognizing the picture on the card, especially in real life conditions where
there were severe illumination changes in the different days of testing. In addition
detection of the shape and color of the animals that were pictured in the cards the
robot can decide which cards belong together, and also be more specific when asking
for a card. Therefore, a database was created with all the cards in the game with the
following properties: the ArUco code, the category, and the color of the animal.
With this information the robot was able to produce a variation of sentences, such
as, “Can you give me the card with the purple fish?” or “I want the card with the fish
that is purple”, in these examples the category was fish, the color of the animal is
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Fig.2 The play cards with the ArUco markers

purple and the ArUco code corresponds to the one on the physical card. The robot
also recognized whenever the child got four the same cards (Quartet) which means
a milestone in the game and consequently, the robot could immediately and autono-
mously provide feedback to the child.

The robot’s strategy was to let the children win. Each time it was the robot’s turn,
it would ask a random card from the cards that the robot did not possess. In order to
let the children win, the robot avoid asking for the fourth card of the category and
the robot had a bigger chance (twice as big) to ask a card from a category of which
the robot had only two cards. This decreases the chance of the robot to complete a
Quartet, and increases the chance that the child will assemble more Quartets.

The speech recognition of the robot is too unreliable to be used autonomously, this
part of the scenario was remotely controlled by the experimenter. During the game
the therapist could prompt the child when necessary, by using a text-to-speech inter-
face [22]. This way, the experimenter could still intervene the interaction between the
robot and child with possible prompts. The robot would sometimes ask on purpose
for the wrong card in order for the child to protest. This was done randomly dur-
ing the interaction and happened only once during each interaction, and was done
by the experimenter (in the low autonomy condition) or the robot itself (in the high
autonomy condition).

In the low autonomy condition, all possible robot behaviors could be activated by
a simple keyboard press.

Robot: “Hi there! Can you give me the purple mermaid?”
Child: “Yes I have it here”

Child show the card to the robot.

Robot:“Yes that is right, can you place it in the card holder?”
Child: “Yes I can”

Child places the card in the card holder.



Comparing Robots with Different Levels of Autonomy ... 303

Robot: “Thank you!”
...After the child’s turn...

Robot: “Hi there! I want the card with the red fish!”
Child: “Yes I have it here”

Child show the card to the robot and places it in the empty card holder.
Robot: “Thank you for placing the card in the card holder”

...After the child’s turn...

Robot: “Hi there! Do you have the card with the blue seahorse?”
Child: “Yes I have it here”

Child does not give the robot the card.

Robot: “Can you please put the card in the card holder?”

The scenario above is an example of an interaction between the robot and a child
in the beginning of the game. As shown, the robot gives two different responses to
the behavior of the child. First, the child shows the robot a card and the robot asks to
put the card in an empty place in the card holder. Second, the robot thanks the child
for placing the card in the card holder. Every time the child says something, the
experimenter can initiate a reaction by starting a robot behavior or typing a sentence
that the robot will pronounce. For instance the experimenter used a text-to-speech
option to make the robot ask the child again to place the card in the card holder
since the child ignored its first question, which was a part of the preprogrammed
scenario. The experimenter would only use prompts when the child does not react
on the robot’s actions and the robot should provide more guidance to the child.

3.6 Data Collection

All sessions were recorded using a video camera, the videos of the child-robot inter-
action were observed once the data-collection finished. All videos were random
selections of one minute of the child interacting with the robot. For every condition
three videos of one minute of the children were observed, therefore, the observers
watched 6 videos of one minute per child, for 14 children. Three students and a
researcher observed these videos; the students watched only half of the videos due
to time restrictions, and consequently every video is observed at least two times. The
observers were asked to count the times (frequency) that (1) the child looked at the
robot, (2) the child looked at the experimenter, (3) the child said something to the
robot that did not belong to the game (the observers did not count for the times the
child asked for a card), (4) the child said something to the experimenter and (5) how
much interest the child showed during this minute on a scale from 0 to 5 (The interest
measurement was specified in a table which was adopted from [25], see Table 1).
The inter-observer agreement (IOA) was determined with the intraclass correla-
tion coefficient (ICC). This statistic can be used to determine the degree that a group
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Table 1 The explanation of the interest measurements as distributed for the observers
Low interest (0-1) Neutral interest (2-3) High interest (4-5)

Looks bored, uninvolved, and | Neither particularly interested | Readily attends to the activity
not curious about or eager to | nor disinterested
participate in the activity

Yawns or tries to avoid the Seems to passively accept Is alert and involved in the task
activity situation

Spend little time attending to | Does not rebel but is eager to | (Score as 4 or 5, depending on
the task continue level of alertness and
involvement)

A long response latency when | (Score as 2 or 3, depending on
there is a response (takes long | extent of interest)
for the child to respond)

(Score as 0, or 1, depending on
extent of lack of interest)

relates to each other. The coefficient varied between 0.57 and 0.94 with a mean of
0.79 (SD = 0.08), which indicates a substantial agreement between the observers.

3.7 Questionnaires

The questionnaires are based on the Immersive Experience Questionnaire [9] and
indicate the immersion of the player. The questions were chosen to test the degree of
attention of the child to the game and the degree of motivation to play the game and
therefore relate to the player’s overall experience of the game. Within this experi-
ment, only thirteen questions were translated to Dutch and simplified for the level of
understanding of the children. The questions that were explicitly about video games
and duplicate questions were excluded. A pilot study performed by us indicated that
children found it complicated to express themselves in degree of agreement (agree/s-
lightly agree/slightly disagree/disagree). Therefore the children were asked to answer
on a 4 point scale (yes!/slightly yes/slightly no/no!) or fill in that they did not know.
The option for “Neutral” was excluded so the children had to choose. The questions
were divided into four categories (questions about their enjoyableness (Q1-Q3), the
robot (Q4-Q6), surroundings (Q7-Q9), the difficulty (Q10-Q13), see Table 2 for the
questions).

After playing the game in both conditions, the children had to fill in a final ques-
tionnaire. They were asked which robot they preferred and with which robot they
wanted to play the game again.
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Table 2 The questionnaire (in English)

Question no. Questions

I found it fun to play this game

I wanted to win
1 did my best

I want to play the game again with the robot

I really wanted to help the robot
I felt sorry for the robot/me that he/I lost

I wanted to quit during the game

I was quickly distracted during the game

O |0 [ Q|| N ||| N =

During the game I noticed nothing around me

—
o

I think the robot played really clever

—
—

I found this game challenging

—
[\

I found the game really easy

—
w

The game was quickly finished

4 Results

This section shows the results of the observed behaviors of the children and the
results of the questionnaires. The data analysis consists of five parts. The first part
involved visual inspection of the data together with the calculation of the mean of all
observers. The second part was a paired-samples t-test with the data of the observers
to see whether there was a significant difference between the two behaviors of the
robot. In the third part, the two questionnaires about the robots after each condition
were compared, for all questions a paired-samples t-test was performed. An ANOVA
was used to check whether age and school year was of influence. Last, a chi-square
goodness-of-fit test was performed for the final questionnaire.

4.1 Analysis of the Children’s Behavior

Figure 3a summarizes the observed behaviors of the children in the two conditions:
the robot with either high autonomy or low autonomy. It was expected that the chil-
dren will look less at the experimenter when the children played with the highly
autonomous robot. However, no significant differences were found between the two
conditions. It is noteworthy that the observers rated the children speaking signifi-
cantly more with the human than with the robot in both conditions (M = —1.31,
SD = 1.33, p = 0.00 for the robot with low autonomy, M = —1.46, SD = 1.85, p =
0.00 for the robot with high autonomy). The children turned to the experimenter to
express their excitement the robot.
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Table 3 The results for the influence of the children’s school level and their age on their answers
for the questionnaire

Grade (Groep) Age
I wanted to quit during the F(1,25) = 11.363%** F(1,25) =3.054
game
During the game I did not F(1,25) =0.128 F(1,25) = 0.000
notice anything around me
I was quickly distracted during | F(1,25) = 8.703%%* F(1,25) = 3.405
the game
Multivariate F(3,23) = 4.837** F(3,23) =1.493

Note *p <0.05, **p <0.01

4.2 Questionnaires

The children filled in a questionnaire after playing the game with the robot in both
conditions. It was expected that the children would like the robot with high autonomy
more or find the robot smarter than the robot with low autonomy. As the results (see
Fig. 3b, paired t-test) show, there are no significant differences between the condi-
tions. The children’s answers about the surroundings were positive for positive ques-
tions (I noticed nothing around me, M = 0.25, SD = 1.80) and negative for negative
questions (I wanted to quit, M = —1.04, SD =1.71, I was quickly distracted during
the game, M = —0.64, SD = 1.77). The influence of the children’s age or grade on
their answers was checked, because of the high standard deviation for some of the
questions. It was expected that children of a younger age or lower grade, found the
questions that had a longer length more complicated to understand and were less
consistent with answering these questions. As the results in Table 3, the grade of
the child significantly influences the answers of two of the questions. The children
in a higher grade, showed less variation within the questions. In the final question-
naire the children were asked to choose between the two conditions which robot they
liked more and with which robot they wanted to play again (see Table 4). There are
no significant differences in the children’s answers.

Table 4 The answers on the final questionnaire

Low autonomy High autonomy | Chi-Square Asymp. Sig.
I liked the game | 53.33 46.67 40 1
more with
I would like to 60 40 0.286 0.593
play again with
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m High autonomy

B Low autonomy

Frequency
w

2 4
1 -
Looks At Robot Looks At Human Talks To Robot Talks To Human Interest
(a) The observed behaviors of the child.

Yes! 4 s :

Slightly yes -
Q12 Qi3
Slightly no M High autonomy |
B Low autonomy
No!

(b) The children’s answers on the questionnaire.

Fig. 3 a Results of the children’s gaze and speech behavior rated by observers. The observers
could rate the interest of the children between 0 and 5. b Results of the children’s answers on the
questionnaire

5 Discussion

The research presented in this paper explored the effects of an autonomous robot
on childrens perception of the robot and the game. The main goal was to investi-
gate whether children can perceive a difference between a robot that has a highly
autonomous strategy and a robot with low autonomy and that was remotely oper-
ated. Fourteen children played a card game with the Nao robot displaying these dif-
ferent strategies in an experiment. The childrens gaze and speech behavior and the
childrens subjective opinion were measured.

The children spoke more with the human than with the robot. It is possible that
this is a consequence of the fact that the children understood that the robot could
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not process their speech, as they said to the experimenter. Therefore, more research
should be done to further improve the flexibility of the human-robot interaction.
A robot with high autonomy can easily adapt its strategy if the game appears to
be too easy or too complicated for the child. With increased robot intelligence this
can be done for more games. The robot can also detect when a child gets bored or
uninterested and can adapt its behavior to that. Moreover, children with ASD interact
more sociably when the preferred by them voice is used in the social interaction
[24, 31]. The robot suddenly changed its voice during the game with two children,
both of them noticed this and, therefore, were excluded from the data analysis. The
possibility to change the voice of the robot allows create a more personalized robot.
Changing the voice of the robot to a preferred, personalized voice can elicit greater
interaction.

There are no significant differences between the robot with high autonomy or low
autonomy in the gaze and speech behavior of the children or the children’s answers on
the questionnaire. This does not confirm our hypothesis that children find the robot
with high autonomy more intelligent than the robot low autonomy (H1). Neither
the children interact less with the researcher when playing with the robot with high
autonomy than with the robot with low autonomy (H2). The observers were also
asked to rate how much interest the children showed in the robot and the game. No
significant differences were found between the two conditions. In both conditions the
observers rated the children’s interest slightly above neutral. A neutral interest means
that the children were observed to be eager to continue the game, not to rebel and
to passively accept the situation. The children were not more motivated to play the
game in one of the two conditions (H3 is not confirmed either). These results suggest
that the children did not experience the robot with high or low autonomy differently.
This introduces the opportunity for the therapist to use an intelligent robot that is
highly autonomous in the treatment. An autonomous robot reduces the therapists’
energy for operating the robot and frees some time for the therapist, allowing her/his
to focus on the child [35]. Because the children do not see a difference between
the robot behaviors, we conclude that they can benefit from the more specialized
attention of the therapist.

There are some limitations of this work. Frist, the novelty effect that might lead
children to be focused mostly on the robot and not on the experimenter. The children,
therefore, may not have noticed that the robot was controlled differently in the two
conditions—either the experimenter, or the robot was autonomous. The answers on
the questions about their surroundings support this suggestion. Second, there is a
possibility that the children could not recall events that happened during the experi-
ment. That would imply that the answers on the questions would be based on the last
part of their interaction with the robot. Eight-year old children can relate better to
events that occurred at some time in the past than seven-year old children [10]. The
high variance of the questions about events that happened during the game underpins
this possibility. The language development of children of the fifth and fourth grade
is also different. Events that happened in the past are complicated because they ask
the children to reflect on their behavior during the game. Children need more under-
standing of language to be able to do so. Our results showed that the children’s grade
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made a difference but not their age, and only for two of the three questions (I was
quickly distracted during the game; during the game I noticed nothing around me).
Children from a higher grade showed less variance in the two questions than the
children from a lower grade. This means that children from a higher grade under-
stood these complex questions better than children from a lower grade. For future
experiments it will be important to reduce such interfering factors.

The third limitation of our experiment is that the game length was too short. Dur-
ing the short time that the children got to play with the robot, the children only wanted
to focus on the robot and not on the surroundings. If they would have played with the
robot for a longer time they might have noticed that the robot played autonomously
and this might have had an influence on their behavior or opinion about the robot.

6 Conclusions

Extensive research is done towards interventions with children and robots in a Wiz-
ard of Oz setting with the researcher being invisible for the child. However, less
research is done with the educator or the therapist in the same room, which is the
way therapies and education with robots are likely to be used. The goal of this paper
is to explore how the child and the teacher/therapist is influenced by robot that is
either acting with high autonomy or low autonomy and is remotely controlled by
the teacher/therapist located in the same room. The results of the study show that
typically developing children did not respond differently to these two types of robot
behavior. A clear advantage is that teacher/therapist can use a robot with increasing
levels of autonomy instead of remotely controlled robot thereby reducing the work-
load of the therapist, and gradually finding ways of how the autonomy can gradually
be increased. This, in turn, allows the therapists to focus more on the child and to even
use the robot to record additional information for the child behavior and progress.
More research should be done to measure different aspects of increased effective-
ness of the therapy and whether our findings also apply to children with ASD, who
might be more alert to the co-occurrence of the robot behavior and the actions of the
therapists, and this to be differently affected by the different degrees of autonomy.
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Clustering Non-Gaussian Data Using )
Mixture Estimation with Uniform i
Components

Ivan Nagy and Evgenia Suzdaleva

Abstract This chapter considers the problem of clustering non-Gaussian data with
fixed bounds via recursive mixture estimation under the Bayesian methodology. Here
a mixture of uniform distributions is taken, where individual clusters are described
by mixture components. For the on-line detection of data clusters, the paper pro-
poses a mixture estimation algorithm based on (i) the update of reproducible statistics
of uniform components; (ii) the heuristic initialization via the method of moments;
(iii) the non-trivial adaptive forgetting technique; (iv) the data-dependent dynamic
pointer model. Results of validation experiments are presented.

1 Introduction

The cluster analysis is a powerful tool of data processing solved by a great num-
ber of methods (e.g., well-known centroid, density based methods, etc.), see e.g.,
[1-3]. One of the cluster analysis domain is the mixture-based clustering, which is
discussed in this paper.

The mixture components describe individual clusters in the data space. This
means that the location, size and shape of components are important in the task of
covering the data clusters. The location and the size are given by the expectation and
the covariance matrix of the component, while the shape is defined by its distribution.
Gaussian components are traditionally successful in detecting elliptic clusters [4—6].
However, clusters of a different shape require a solution with involved components of
other distributions. The same situation occurs in the case of clustering non-negative,
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or somehow limited data (for instance, a vehicle speed under the speed limits).
To take into account such a feature, components should have a limited support. Such
a choice is e.g., the uniform distribution, which well covers clusters of the rectangle
shape (for independent variables in the data space) or of the parallelogram shape in
the case of dependent variables.

Estimation of data models with the bounded support including uniform ones was
solved in various domains, e.g., clustering [7], individual state-space and regression
models [8, 9] as well as mixture models [10], etc. In mixture-based clustering the
bounded data the challenging task is the update of statistics of the uniform compo-
nent parameters. Intuitively the prior chosen bounds of the uniform distribution are
only expandable, but they are not floating in the data space to detect the centers of
clusters. While estimating a uniform mixture, this feature is harmful and should be
fixed. A solution to this task will allow to perform clustering on-line at each time
instant using both the current and the previously available measurements. This task
is highly desired in many application areas (fault detection, diagnostics, medicine,
etc.).

This paper solves the problem based on the recursive Bayesian estimation algo-
rithms proposed for normal regression components in [11-13] and applies them
for derivation of the algorithm for the uniform mixture. The paper represents the
extended version of the work [14]. The main contributions of the approach in addi-
tion to the recursive statistics update include also: (i) the initialization based on
finding the initial centers of components with the help of the method of moments;
(ii) the novel non-trivial adaptive technique of forgetting; (iii) using the categori-
cal data-dependent dynamic model of switching, which assumes that the currently
active component is modeled in dependence of the past active one and on discrete
measurements too.

The proposed algorithm also enriches the clustering and classification tools devel-
oped within the current project under the adopted Bayesian recursive mixture esti-
mation context. The systematic extension of the theory has already given algorithms
for normal regression [15], state-space [16], mixed normal and categorical [17] and
exponential components [18]. Here this line is continued by developing the system-
atic approach to uniform components and the data-dependent model of switching
partially started in [17].

The present paper focuses on independent variables. Modeling dependent uni-
formly distributed variables with parallelogram-shaped clusters is definitely an impor-
tant task that will be solved later. However, the main aim of this work is to cluster
data with fixed lower and upper bounds, which is sufficiently covered by rectangle
clusters provided by independent variables.

The paper is organized in the following way. Section?2 introduces models and
formulates the problem. The preparative Sect. 3 recalls necessary basic facts about
estimation of individual uniform and categorical models and explains the general
idea of the approach. Section 4 presents a solution to the formulated task and the
structural algorithm. Section 5 provides results of the experimental validation of the
proposed algorithm. Conclusions and open problems are given in Sect. 6.
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2 Models and Problem Formulation

Let’s consider a multi-modal system, which at each discrete time instant# = 1,2, ...
generates continuous data y,, whose values are bounded by minimal and maximal
bounds different within each working mode, and discrete data z, with the set of its
possible values {1,2,...,m_}. It is assumed that the observed system works in m,
working modes indicated by values of the unmeasured dynamic discrete variable
¢, €{1,2,...,m_.}, which is called the pointer [11], and each of the pointer values
also depends on values of the measured variable z,.

The system is described by a mixture of uniform distributions presented by the
probability density functions (pdfs)

fO,10,¢c,=10), ie{1,2,....,m_}, (1)

where © = {@)i}z1 is a collection of unknown parameters of all components, and
0O, = {L;,R;} (for ¢, = i) are parameters of the i-th component, where L; is the min-
imum bound of the data y,, and R; is the maximum bound.

Switching the components describing the data is described by the following data-
dependent dynamic pointer model:

fle,=ilaye,_ =j.z,=k) = )

|c,=1 ¢, =2 c,=m,
G =1 (0‘1|1)k (0’2|1)k (a’mcll)k
¢y =12 (a1|2)k :

Cr1 =M, (allmt.)k (amclmt.)k

where the unknown parameter « is the (m, X m,)-dimensional matrix, which exists
foreach value k € {1,2,...,m_} of z,. Its entries (a;);), are non-negative probabilities
of the pointer ¢, = i under condition that the previous pointer ¢,_; =j with i,j €
{1,2,...,m,} and z, = k.

The task is to cluster the data on-line at each time instant ¢ according to the
determined active component based on the available data collection and newly arriv-
ing data. Under Bayesian methodology adopted in [11-13] it leads to looking for a
recursive algebraic computation of statistics of the involved distributions, which is
obtained by substituting the prior pdf to be propagated into the Bayes rule [19, 20]:

fOIA®)  f (310) f(OIAE 1)), 3)

where the denotation A(f) = {Aj, A, ..., A, } represents the collection of data avail-
able up to the time instant #; A, denotes the prior knowledge; the data item A,
includes the pair {y,,z,}; and f(®|A(¢ — 1)) is the prior pdf.
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Within the considered context the clustering problem is specified as the recursive
estimation of

« all component parameters ©;
« the pointer model parameter a;
« the value of the pointer c, expressing the active component at each time instant ¢.

3 Preliminaries

3.1 Individual Uniform Model Estimation

As it is known [21], description of the individual uniform pdf can be presented
twofold: via minimal and maximal bounds or using the mid-point and the mid-range.
The multivariate uniform pdf for independent variables will be the product of uni-
variate marginal pdfs, and the distribution will have generally the rectangle support.
The assumed independence of variables leads to a straightforward extension of the
univariate case up to the multivariate one, which means that the whole estimation is
performed independently over individual dimensions. Here, for simplicity omitting
¢, from the condition of (1), the uniform pdf can be presented as

1
— fory, € (L,R),

)= L,R) =< R-L ! 4
foler=s (ytl ) {0 otherwise, @

=1 (3,18, h)

1
_ m fOI'ytE(S—I’l,S+]’l) (5)
0 otherwise,

where K denotes the dimension of the vector y,, S =[S, ...,Sk]’ is the vector of
mid-points of the distribution support, and & = [hy, ..., hx]" is the vector of mid-

ranges.

For description (4) the maximum likelihood (ML) estimation leads to using the
K-dimensional statistics £, and R, with their update for the new measurement y, at
time ¢ in the following form [21] foreach / € {1,...,K}

iy < Loy, then Ly =y, (©6)
if yl;l > Rl;l—l ’ then Rl;l = yl',l' (7)

The point estimates of parameters L and R at time ¢ are then obtained as

L=L, R=R, (8)
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Notice here that in dependence of the initially chosen statistics L, a R, the point
estimate L, can be located to the left from L, and then R, to the right from R,,. It
means that the prior statistics can be only extended, which is problematic in the case
of several components.

For description (5) the statistics for the parameter estimation are chosen based
on the method of moments (MM) [22] as the sum s, = [s,.,, ..., 5] and the sum
of squares g,, which is the matrix with the diagonal [ql;t, s q K;,] . Starting with the
chosen initial statistics, their update for the actual data item y, measured at the time
instant ¢ is

Sp =581+ Ve ©)

4 =Gy + Yy, (10)

The point estimates of parameters S and 4 are obtained via expressing the covari-
ance matrix of the uniform distribution with the help of the statistics s, and g,

D, = (q,—s:s)/t) /t, (11)

which gives
S, =s,/t, (12)

h, = \/3 diag(D,), 13)

where /3 diag(D,) denotes the square roots of entries of the vector diag(D,), which
follows from the variance of the univariate uniform distribution.
The following remarks can be given regarding (9)—(10):

» The obtained statistics are similar to those used for the recursive estimation of
parameters of the normal regression model [12]. This juncture between the uni-
form and the normal distribution gives a chance to apply the similar systematic
approach.

« The first moment, which is the basis of the obtained statistics, has a property of
“floating” in the data space. For instance, in the case of starting at zero and con-
tinuing at one hundred, the zero value will be forgotten and the pdf will be located
around the hundred. It does not hold for the statistics £, and R,, where the pdf
would be expanded from zero to the hundred value. This difference is significant
and can be used for detecting centers of components.

» However, the drawback of the statistics is a lack of the characteristics of limiting
the data by the support. As a consequence, the component support can move to
the prohibited data area. To avoid this, further restrictions should be used.
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3.2 Individual Categorical Model Estimation

The individual categorical model (2) in the case of the measured values of ¢,, c,_;
and z, is estimated via (3) using the conjugate prior Dirichlet pdf according to [13]
with the recomputable statistics (v,_;);, which is here the square m_-dimensional
matrix, existing for each value of z,. Its entries for ¢, = i, ¢,_; =j and z, = k would
be updated for i,j € {1,...,m.}, k € {1,...,m,} in the following way:

(Vi[j;;)k = (Vi[j;t—l)k + 6(i, ], k; Ci, Cp_qs Z;), (14)
where 6(i, ], k; ¢,, ¢,_y, z,) 1s the Kronecker delta function, whichisequal to 1, if ¢, = i
and ¢,_, =jand z, = k, and it is O otherwise. The point estimate of « is then obtained
by
N ik
(@i = (15)

Z’[n:L] (VZU;t)k ’

The value of the pointer c, at time ¢ points to the active component. However,
values of ¢, and c,_, are unavailable and should be estimated.

4 Mixture Estimation with Uniform Components

The discussed mixture-based clustering the bounded data is based on estimation of a
mixture of uniform components and determination of the currently active one. Gen-
erally one of the key problems during the mixture estimation is initialization of the
algorithm, i.e., the initial location of components in the data space. Difficulties with
initialization of the mixture estimation algorithm still grow in the case of uniform
components.

In order to estimate the mixture under the adopted theory [11, 12] (see the state
of the art in Sect. 1), it is necessary to obtain the algebraic recursion of the update of
the individual component and the pointer statistics in the form

actual statistics = previous statistics
+ weighted data-based statistics increment.

Another demand is the use of the statistics for effective computing the point esti-
mates of parameters. If these two requirements are met, it is possible to use the fol-
lowing estimation scheme, see, e.g., [18]:

e Measuring the new data item;
» Computing the proximity of the data item to individual components;
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« Computing the probability of the activity of components (i.e., weights) using the
proximity and the past activity, where the maximal probability declares the cur-
rently active component;

« Updating the statistics of all components and the pointer model;

e Re-computing the point estimates of parameters necessary for calculating the
proximity.

Uniform components do not belong to the exponential family, and extension of the
estimation approach to this class of components is not entirely trivial. The way how
to utilize advantages of both the types of statistics during the recursive estimation
and to keep the disjoint components is the algorithm of their combination along
with the forgetting technique, which is proposed in this paper. This way is rather
suitable, if positions of components are known before (at least, one data item from
each component). Thus, it is suitable to initialize the estimation by using the statistics
(9)-(10) for detecting the initial centers of components with the help of prior data,
and then actualize (6)—(7) by new data for specifying the bounds.

4.1 Proximity as the Approximated Likelihood

The derivations of individual points of the above scheme are based on construction
of the joint pdf of all variables to be estimated and application of the Bayes rule,
which takes the form (under assumption of the mutual independence of ® and «,
and A, and «, and ¢, and ©):

f(®’ C; = i7 C[-] :]aa|A(t))

~
Jjoint posterior pdf

< f(y;,0,c, =iz, =k, c,_y =j,a| At = 1))

v
via chain rule and Bayes rule

=f (310,¢, =) f(BlAF - 1))
—_—

1) prior pdf of ©

Xf (¢, =ila,cy =j,z, = k) flal At = 1))
——

A >

(‘2() prior pdf of a

Xflc,_y =jlA@E = 1)), (16)

'

prior pointer pdf
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Vi,j€ {1,2,...,m.} and for k € {1,2,...,m_}. To obtain recursive formulas for
estimation of ¢,, ® and a with the help of (16), it is necessary to marginalize it firstly
over the parameters ® and a.

The marginalization of (16) over parameters ® provides the proximity, i.e., the
closeness of the current data item Yy, to individual components at each time instant .
It is evaluated in the same way as for the mixture estimation with normal regression
components, i.e., as the approximated likelihood. It is the value of the normal pdf,
which is the normal approximation of the uniform component, optimal in the sense
of the Kullback-Leibler divergence, see, e.g., [13]. The proximity is obtained by
substituting the point estimates of the expectation (E,_;); and the covariance matrix
(D,_,); of each i-th uniform component from the previous time instant # — 1 and the
currently measured y, into the pdf

m; = Q) XD, )72

xexp{ =3 (3= (E) D) (= E) | a7

where (E,_,); and (D,_,); are either (12) and (11) respectively obtained for the i-th
component via the statistics (9)—(10), or the expectation (E,_), ), is the K-dimensional
vector, each [-th entry of which is

o)y = 3 (o + Ry, (18)

and the covariance matrix (D,_,); contains on the diagonal

Dy = 5 R, = Qyg)? (19

obtained via (8). The proximities from all m, components form the m,_-dimensional
vector m. Similarly, the integral of (16) over a provides the computation of its point
estimate (15) using the previous-time statistics (v,_;), for the actual value k of z,.

4.2 Component Weights

In order to obtain the i-th component weight (a probability that the component is
currently active) the proximities (17) are multiplied entry-wise by the previous-time
point estimate of the parameter a (15) and the prior weighting m_-dimensional vector
w,_;, whose entries are the prior (initially chosen) pointer pdfs (c,_; = j|A(z — 1)),
ie.,

W, (Wt—lm,) (0 (20)

where W, denotes the square m -dimensional matrix comprised from pdfs f(c, =
i,c,_; =j|A()) joint for ¢, and c,_;, and .*x is a “dot product” that multiplies the
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matrices entry by entry. The matrix W, is normalized so that the overall sum of all
its entries is equal to 1, and subsequently it is summed up over rows, which allows
to obtain the vector w, with updated component weights w;, for all components. The
maximal w;, defines the currently active component, i.e., the point estimate of the
pointer c, at time .

4.3 The Component Statistics Update

Using the obtained weights w;, at time #, the component statistics are updated as
follows. The updates (9)—(10) for the i-th component takes the form

(Sl;t)i = (sl;z—l)i + Wi;tyl;zs (21)

@i = @) + WiV (22)

Vie{l,2,...,m.,}and VI = {1,...,K}.

The update of the statistics (6)—(7) is performed with the adaptive forgetting tech-
nique. The principle of this forgetting is as follows. If the larger value of the entry y,,
is measured, the corresponding /-th maximum bound (R,,); of the i-th component
moves on it. Otherwise it is a bit narrowed. If the larger values of y,, do not arrive for
some number of time instants, the maximum bound will decrease until it meets the
active area where the data are measured. The identical principle is for the minimum
bound on the opposite direction. The question is a reasonable start of forgetting. The
idea is very simple: forgetting should not be performed as soon as the bound does
not move, but after some period of time. Therefore, it is necessary to estimate how
often the bounds should be updated, and start forgetting when they do not move too
long.

If the maximum statistics (R,,_;); is assumed to lie in e.g., 80% of the interval of
the i-th uniform component (from the minimum to the maximum), the probability
of measuring the value of y,, > (R;,_;);, which leads to its update (7), is 0.2. The
number n of the time instants, when (R ,_;); was not updated (due to y,, < (R;,_);)
is described by the geometrical distribution with the distribution function

Fin)=1-(1-p)", (23)

here with p = 0.2. Taking the confidence level, for instance, 0.05, it is possible to
compute the number n, for which the following relation holds:

1 - F(n) =0.05. (24)

Itis
_1n(0.05) .

=108 - 13. (25)



322 1. Nagy and E. Suzdaleva

It means that if the statistics was not updated during n = 13 time instants, and the
update follows, then with the probability 0.95 the current point estimate (according
to (8)) lies in 20% from the population maximum border. This can occur either (i) if
it really lies in 20% from the right bound—then shifting the bound to the left leads
to the higher frequency of updating, or (ii) the point estimate of the right bound is
caused by some outlier—then the shifting remains until the bound estimate reaches
the corresponding data cluster. This will enable to get rid of inaccuracies brought by
the prior statistics.

In this way, the update (6)—(7) takes the following form Vi € {1,2,...,m_} and

VI ={1,...,K}. For the minimum bound, the counter of non-updates is set as
L _
(A _Di =0, (26)
and then
o =Y, — (Lysy)is 27
if 6, <0, (Ly); = (Lyy_y); — w0, (28)
(A;); =0, (29)
else (4;); = (A;,_)i+ 1, (30)
if (,11{[)1, > n, (L) = Ly + dwy, 31)
(25)

where ¢ is the forgetting factor, often set as 0.01. Similarly the update is performed

for the maximum bound with the counter of non-updates set as (/lf o 1),- =0,i.e.,and
O = Yir — (ngr—l)i’ (32)

if 6 >0, (Ry); = Rp_1)i +wi0rs (33)

(ﬂf,)i =0, (34)

else (A5); = (45_Di+1, (35)

it GR) > Ry, = Ry — dwy (36)

4.4 The Pointer Update

The statistics of the pointer model is updated similarly to the update of the individual
categorical model and based on [11, 13], however, with the joint weights W, it [18]
from the matrix (20), where the row j corresponds to the value of ¢,_;, and the column
i to the current pointer ¢,
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ik = O + 6K 2) Wiy 37

and the Kronecker delta function 6(k; z,) = 1 for z, = k and O otherwise.

4.5 Algorithm

The following algorithm specifies the estimation scheme with the above relations.
Initialization (for t = 0)

1. Set the number of components m,.

2. Set the initial (expert-based or random) values of all component statistics (s;);,
(9;,0); and the pointer statistics (vy), Yk € {1,2,...,m_}.

3. Using the initial statistics, compute the point estimates (12), (13), (11) and (15).

4. Set the initial weighting vector w,.

Initialization of component centers (fort =1, ..., T)

—

. Load the prior data item y,, z,.

. Substitute (12), (11) and y, into (17) to obtain the proximities.

. Using (15) for the actual value k of z,, compute the weighting vector w, via (20),
its normalization and summation over rows.

4. Update the statistics (21), (22) and (37).

5. Re-compute the point estimates (12), (13), (11) and (15) and go to Step 1 of the

initialization of component centers.
6. For t = T the result is (S’I;T)i, which is the center of the i-th component for the
I-th entry of y,.

w N

On-line bound estimation (fort = T+1, T+2, ...)

1. Use the obtained centers to set the initial bounds (f,,;T)i = (S’,;T)i —&,and (ﬁ,;T)i =
(8.7); + € with small €.

. Measure the data item y,, z,.

. For all components, compute the expectations and the covariance matrices via
(18) and (19).

4. Substitute (18), (19) and the current y, into (17).

5. Using (15) for the actual value k of z,, compute the weighting vector w, via (20),

its normalization and summation over rows.

6. Declare the active component according the biggest entry of the vector w,, which
is the point estimate of the pointer c, at time .

. Update the component statistics according to (26)—(36) for both the bounds.

. Update the pointer statistics (37).

. Re-compute the point estimates (18), (19) and (15) and go to Step 2 of the on-line
bound estimation.

w N

O 00
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5 Results

5.1 Ilustrative Example

A simple example of the algorithm application can be done by using simulated data
with three uniform components. For programming the open-source software Scilab
(www.scilab.org) was used.

Advantages of the update (26)—(36) with forgetting can be demonstrated as fol-
lows. 500 simulated data items of two-dimensional vector y, are taken. Figure 1 (top)
shows clusters detected by using the update with forgetting and compares them with
clustering, where the update was taken without forgetting (bottom). It can be seen
that even in the simple case of well-distinguishable components the clustering with-
out forgetting in the bottom plot is not successful.

Figure 2 compares results for a more complicated situation, where components
are located close to each other. Mixture-based clustering with forgetting coped with
this task, which is demonstrated in Fig. 2 (top). Clustering without forgetting gave
similar results as in Fig. 1 (bottom).

These results only verify correctness of programming. The next section provides
validation experiments with realistic traffic simulations, which is a much more com-
plicated task.

5.2 Validation Experiments

Realistic simulations from the transportation microscopic simulator Aimsun (wWww.
aimsun.com) were used for testing the proposed algorithm. A series of validation
experiments was performed. Here typical results are shown.

The aim of clustering was to detect different working modes in the traffic flow
data.

5.2.1 Data

The data vector y, contained:

* y1.,—the non-negative traffic flow intensity [vehicle/period] bounded by the satu-
rated flow on the considered intersection on the maximal value 32;

* ¥,,—the non-negative occupancy of the measuring detector [%] with the maximal
value 100.

The discrete variable z, was the measured indicator of the vehicle queue existence
such that z, € {0, 1}, where 1 denotes that the queue is observed, and 0—there is no
queue. The data were measured each 90 s.


www.scilab.org
www.aimsun.com
www.aimsun.com
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Mixture-based clustering with forgetting
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Fig. 1 Comparison of clustering with and without forgetting with well-distinguishable compo-
nents. The top figure compares results of clustering with forgetting (top) and with- out forgetting
(bottom). Notice that three well-distinguishable components are correctly detected in the top plot,
but they are incorrectly determined in the bottom figure
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Mixture-based clustering with forgetting
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Fig. 2 Comparison of clustering with and without forgetting with closely located components.

Notice that three components are sharply visible in the top figure, and they are incorrectly detected
in the bottom figure
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Table 1 [Initial centers of three components

(ST:400)1'
i=1 [16.1 8547
i=2 [16.3 33.5]
i=3 8.6 241

5.2.2 Initialization

400 prior data items were used for the initial detection of component centers. The
assumed number of components expressing the traffic flow modes was m, = 3.
The initial centers of components obtained according to the corresponding part of
the algorithm are given in Table 1.

5.2.3 Results

1000 data items were used for the bound estimation. Figure 3 demonstrates results
of the proposed mixture-based clustering (top) and compares them with the k-means
clustering [2] (bottom).

The proposed algorithm detected three clusters on-line by actualizing the statistics
by each arriving data item, see Fig. 3 (top).

The upper cluster with the center [16.1 85.4]" (according to i = 1 in Table 1)
corresponds to the approaching unstable traffic flow. This explains why the intensity
is almost the same as for the middle cluster (corresponding to i = 2 in Table 1, i.e.,
with the initial value 16.3), however, the detector occupancy reports a high degree
of workload for the upper cluster. The middle cluster can be interpreted as the stable
flow. The bottom cluster in Fig. 3 (top) with the lower intensity and lower occupancy
and the initial centers [8.6 2.4]" corresponds to the free traffic flow.

Figure 3 (bottom) shows three clusters detected by iterative processing of the
whole data sample by the k-means algorithm. The results differ from those obtained
in Fig. 3 (top): the cluster with the free flow is partitioned in two clusters with two
centers. The middle cluster is not found. The upper cluster is the same as in Fig. 3
(top).

5.2.4 Discussion

The obtained results look promising. Surely, the question can arise of application of
the approach in the case of lack of prior data. The estimation with both the types of
statistics can be performed also independently. When using the algorithm only with
the statistics (9)—(10), the bounds can be probably exceeded, which can be fixed by
additional restrictions. For the algorithm only with the statistics (6)—(7) the initial-
ization with random centers can be applied in the absence of prior data. In this case
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Mixture-based clustering
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Fig.3 Comparison of mixture-based (MB) (top) and k-means (KM) (bottom) clustering the traffic
flow data The top figure shows three MB clusters: the upper one corresponds to the almost unstable
traffic flow, the middle one to the stable flow, and the bottom cluster is the free traffic flow. Initial
bounds of clusters are shown as internal rectangles indicated by the dashed line. The estimated
bounds of clusters are plotted as external rectangles. The bottom figure plots three KM clusters and
their final centers. The upper cluster is similar to the MB results, however, the clusters of stable and
free traffic flow are different
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setting the adaptive forgetting technique is expected to considerably help in finding
the bounds. Analyzing the series of performed experiments, it can be said that the
most suitable application of the approach is the combination of statistics given in
Algorithm 4.5.

One of the advantages of the proposed algorithm is also a possibility of its on-line
running with real-time measurements and the gradual update of component bounds,
while iterative algorithms in this area (e.g., k-means) focus on off-line processing
the whole available data sample at once. The unified systematic Bayesian approach
used for other types of components (see Sect. 1), where each of models requires a
specific update of statistics, is here presented for uniform components. A combina-
tion with other distributions for covering different shapes of clusters can be also a
further extension of the approach.

6 Conclusion

This paper proposes the algorithm of mixture-based clustering the non-Gaussian data
with fixed bounds. The specific solutions include (i) the recursive Bayesian estima-
tion of uniform components and the switching model; (ii) the initialization via the
moment method; (iii) the forgetting technique. The results of testing the algorithm
are provided.

However, there still exists a series of open problems in the discussed area,
where the first of them is modeling dependent uniformly distributed variables with
parallelogram-shaped clusters. Further, extension of the clustering and classification
tools for other distributions is planned within the future work on the present project.
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